The main goal of the paper is to explore the effectiveness of a new method called 
CIRCUIT PARTITIONING
Circuit partitioning is the task of dividing a circuit into smaller parts. It is an important aspect of layout for several reasons. Partitioning can be used directly to divide a circuit into portions that are implemented on separate physical components, such as printed circuit boards or chips. Here, the objective is to partition the circuit into parts such that the sizes of the components are within prescribed ranges and the complexity of connections between the components is minimized. As can be seen in Figure 1 , after swapping modules between the two blocks, we end up minimizing the number of signal nets that interconnect the components between the blocks. A natural way of formalizing the notion of wiring complexity is to attribute to each net in the circuit some connection cost, and 
OVERVIEW
It has been shown that graph and network partitioning problems are NP-Complete [3] . Therefore, attempts to solve these problems have concentrated on finding heuristics which yield approximate solutions in polynomial time. Heuristic methods can produce good solutions (possibly even an optimal solution) quickly. Often in practical applications, several good solutions are of more value than one optimal one. The first and foremost consideration in developing heuristics for combinatorial problems of this type is finding a procedure that is powerful and yet sufficiently fast to be practical (many real life problems contain more than 100K modules and nets). For the circuit partitioning problem several classes of algorithms were used to generate good partitions. The techniques can be classified into three classesIterative Improvement algorithms, Optimization Techniques and Simulated Annealing.
Classification of Solution Techniques
Partitioning methods can be classified as being constructive or iterative. Constructive algorithms determine a partitioning from the graph describing the circuit or system, whereas iterative methods aim at improving the quality of an existing partitioning solution. Constructive partitioning approaches are mainly based on clustering [4, 5] , spectral or eigenvector methods [6] , placementbased partitioning [7] , mathematical programming or network flow computations.
Interchange Methods
To date, iterative improvement techniques that make local changes to an initial partition are still the most successful partitioning algorithms in practice. The advantage of these heuristics is that they are quite robust.
In fact, they can deal with netlists as well as arbitrary vertex weights, edge costs, and balance criteria. The heuristics are frequently used in divide-andconquer algorithms for placement and floor-planning that are variants of the mincut strategy [2] .
Kernighan and Lin (KL) [8] described a successful heuristic procedure for graph partitioning which became the basis for most module interchange-based improvement partitioning heuristics used in general. Pseudo-code for the algorithm is given in Figure 2 . Their approach starts with an initial bisection and then involves the exchange of pairs of vertices across the cut of the bisection to improve the cut-size as illustrated in Figure 3 . In general, node interchange methods are greedy or local in nature and get easily trapped in local minima. More important, it has been shown that interchange methods fail to converge to "optimal" or "near optimal" partitions unless they initially begin from "good" partitions [12] . Sechen [13] shows that over 100 trials or different runs (each run beginning with a randomly generated initial partition) are required to guarantee that the best solution would be within twenty percent of the optimum solution. Hadley et al. [14] also show that starting from good partitions that are generated by an eigenvector approach, using this interchange method on the one partition (generated by the eigenvector approach) yields better results than starting from 30 random partitions.
2.I.2. Optimization Methods
The numerical optimization technique by Barnes [15] [19, 20] are relaxed to improve the resulting cut-sizes. In addition [21] relax the locking mechanism which enforces each cell to move exactly once per pass by allowing each cell to move more than once. [23, 24, 4] have received much recent attention since they are viewed as the most promising method for tackling the increasing problem sizes in VLSI CAD. Clustering involves identifying and merging strongly connected cells into clusters thereby densing the circuit. The result is a two phase heuristic [25] . Recent work [25, 26] has illustrated the promise of multilevel approaches for partitioning large circuits. Multilevel partitioning recursively clusters the instance until its size is smaller than a given threshold, then un-clusters the instance while applying a partitioning refinement algorithm.
Advanced Search Techniques [27, 28] another. Another way of identifying attributes of it has been extremely efficient in finding almost a move is to introduce additional information, optimal solutions for many types of difficult cornreferring not only to the modules to be moved but binatorial optimization problems ranging from to positions (blocks) occupied by these modules. graph partitioning [32, 17, 33] , graph coloring
The recorded move attributes are used in Tabu [34] , to quadratic assignment problems [35] Figure 5c shows the effect of the aspiration on the overall solution (cut-net) using the Chip circuit. As the number of blocks increase, the effect of the aspiration level has more impact. The Tabu restrictions and aspiration level criterion of Tabu Search play a dual role in constraining and guiding the search process.
Tabu Search Example
Figure 6 provides an example of the Tabu Search mechanism.. Figure 6a shows a circuit that is to be partitioned into two blocks with an initial random partition. Figure 6b by making the Tabu status of module proportional to its frequency. or by locking the module (preventing it from moving any further for a certain number of moves) that has very high frequency.
the second form of diversification that allows the meta-heuristic to come out of local optima is to focus more specifically on producing initial solutions as different as possible from the solutions generated throughout the previous history of the search process. These solutions are then used as a restart to get out of a local minimum.
Diversification of the search is usually invoked in the following situations: For a sequence of 0 consecutive moves there has been no improvement of the best solution found. All the solutions in the current neighborhood are tabu and none of them satisfies an aspiration criterion.
The intermediate term memory for search intensification uses a simple approach that allows the metaheuristic to come out of local optima. It basically records solutions in a Queue with a certain length. As the search is proceeding the system identifies a few best solutions and uses them in a restart phase to intensify the search into promising regions not fully explored. Figure 5d shows a recording of the module movement during the search procedure.
TABU SEARCH IMPLEMENTATION FOR PARTITIONING
The Tabu Search routine described so far can be formulated as shown in Figure 7 . 
Stopping Criteria
The stopping conditions used in this implementation are based on the following: (i) The search will terminate when "num_iter" is greater than the maximum number of iterations allowed "max num_iter". (ii) The search will terminate, if no improvement on the best solution found so far can be made, for a given number "max_num_iter" of consecutive iterations. The maximum number of iterations after which the routine terminates, depends on whether the routine starts from a random starting point or a good initial starting point (as will be explained in part II). Experiments performed show the following: For random starting points, the algorithm requires more iterations to converge to good final solutions, so the maximum number of allowable iterations is set to "max_num_iter 100 nodes", TABU SEARCH 271 whereas for good starting points "max_num_ iter-20 x nodes". The final solution gives the overall best partition and best cut after the specified maximum number of moves.
TESTS AND RESULTS
delay activation (DA). To achieve that without cycling to previous solutions, the interchange method employing a certain number of passes is used. Once a local minimum is reached, the Tabu lists are activated and the Tabu Search algorithm resumes exploration for better solutions through the short term memory. Table I presents the benchmarks [37] that are used to compare the performance of Tabu Search with those obtained by Simulated Annealing and Sanchis multi-way partitioning interchange method. In all cases, the netlists were partitioned into two, four and six blocks of modules. Each block had the same number of modules, i.e., they are equi-partitioned. 3 All testing was conducted on Sun SPARC II computers running Solaris Operating System. The programs were written in C and compiled with the Sun C compiler.
Different Tabu Search Implementations
In this section, the results obtained from the Tabu Search heuristic using different parameter settings are discussed.
Delayed Tabu List Activation (TS-DA)
The Tabu lists in this setting are not activated "no moves are considered to be Tabu" until the algorithm hits the first local minima. This is the 8 An adaptive Tabu Search scheme.
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In the first case the search controller would proceed to check the effect of the aspiration criterion used, and would tune it according to the value of the aspiration effect during the previous search period. If the search is constrained or unproductive, the search controller would utilize the length of the Tabu List and the Tabu Criteria used to solve the above mentioned problem. The search controller was implemented and tested on some problems, and was effective in improving the search quality within Tabu Annealing, Sanchis interchange method [11] and Tabu Search 4 starting from random initial points. 5 As has been discussed in Section 2.1.3, the Simulated Annealing algorithm's performance depends on the Annealing schedule used. The choice of Annealing schedule plays an important 224  1314  226  433  181  284  24  362  25  53  Bio   199  3060  102  1058  127  321  57  853  20  230   ind2  594  6240  593  2661  323  2250  84  177  84  18  ind3  655  9420  514  2294  305  2822  115  234  69  19 Avg. By setting the node select parameter to best estimate strategy instead of the depth-first search, the resulting computations implicitly take this difference into account. The variable select parameter is used to set the rule for selecting the branching variable at the node which has been selected for branching. Setting the variable select parameter to pseudo-reduced costs causes the variable selection to be based on pseudo-costs which are derived from pseudo-shadow prices. Figure 9 summarizes the methodology used to improve the performance of the CPLEX MIP solver for the circuit partitioning problem. We call this method Stat-Heur for the CPLEX MIP solver. As seen in the figure, we make use of our heuristic based techniques in providing a lower bound that is used to cut off any nodes that have an objective value below the value supplied by the heuristic. We also utilize the solutions obtained by our heuristics to fix a few modules in the original formulation. Given that we are maximizing the sum of continuous variables, it seems that setting a binary variable to will have the most favorable impact if that variable can enable a larger number of continuous variables to take on a value of 1. Another important issue worth investigating is the symmetry of the MIP problem. With the current formulation, the problem is extremely symmetric. There is very little to distinguish one variable from another, both in terms of the objective function and the constraints. This feature can slow the MIP performance, because when we branch down on a variable, we can easily shift it's activity level to another variable. Reducing the symmetry of the MIP, reduces the number of equivalent solutions, which will reduce the amount of work needed in the branch and bound process. One way to reduce the symmetry is to formulate with patterns instead of assignments. Another means of accomplishing this is through priority orders. Priority orders provide a very powerful mechanism for adding user-supplied, problem-specific direction to the branching process. The additional information in the form of a priority order file can be used to alleviate the effect of the symmetry if reformulation is not possible. Statistical information of the circuits have been used extensively to provide such information. A factor A that determines the relation between modules and nets is used to give priority to the modules (x variables) that have a high percentage of nets incident on them over variables that have less incident nets.
Since priority orders can supply information on integer variables only, and since the y variables are continuous (see Section 1.1), the priority orders were restricted on the x variables. However, because of the nature of our circuit partitioning problems, we managed to declare the y variables to be integer without changing the meaning of our model. Although one's intuition would say it's a mistake to declare more integer variables, this is not always the case, especially if we could provide some priority order information regarding the y variables. For the y variables, A, the number of modules incident on the nets is used to provide such information. The higher the A factor the higher the priority given to the y variable. where the SOS sets are branched on, not individual variables. Therefore, SOSs are not specified when using priority orders. Figure 10 indicates clearly the impact of using our heuristic based approaches in improving the performance of the MIP solver. The figure shows that for the PCB2 circuit (a circuit with 24 modules and 32 nets) up to 96% reduction in computation time was achieved using the Stat-Heur technique. 
