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Abstract
Practical free energy reconstruction algorithms involve three separate tasks: biasing, mea-
suring some observable, and finally reconstructing the free energy surface from those mea-
surements. In more than one dimension, adaptive schemes make it possible to explore only
relatively low lying regions of the landscape by progressively building up the bias towards the
negative of the free energy surface so that free energy barriers are eliminated. Most schemes
use the final bias as their best estimate of the free energy surface. We show that large gains in
computational efficiency, as measured by the reduction of time to solution, can be obtained by
separating the bias used for dynamics from the final free energy reconstruction itself. We find
that biasing with metadynamics, measuring a free energy gradient estimator, and reconstruct-
ing using Gaussian process regression can give an order of magnitude reduction in computa-
tional cost.
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1 Introduction
Computing free energy differences and entire free energy surfaces of complex systems that
have a large number of intrinsic degrees of freedom plays a central role in computational chem-
istry and biochemistry. Reducing the high dimensional potential energy surface to a much lower
dimensional free energy landscape helps to identify and focus on the most relevant configurations
of the system and the transitions between them, and can be used both for understanding chemical
processes and for validating computational models.
Although there are methods to obtain absolute free energies by computing the partition function
directly, such as Wang-Landau sampling1 and Nested Sampling,2 these are rather expensive, and
are only just beginning to be used for chemical systems and even then are competitive only in cases
where many thermodynamic functions need to be computed simultaneously in a wide temperature
range. More typically, free energy differences between specific states at a given temperature can
be obtained by simulation techniques such as free energy perturbation3 and thermodynamic in-
tegration.4,5 These methods are widely used to calculate solvation, hydration, and binding free
energies.6
However, when a more detailed ”mechanistic” view is required, it is customary to introduce
a number of collective variables to represent relevant degrees of freedom, which are often the
dynamically slower ones, and calculate free energy surfaces in this collective variable space. The
free energy A at a particular collective variable value ξ∗ is defined as the logarithm of the marginal
probability density,
A(ξ∗) = −β−1 lnP (ξ∗) = −β−1 ln
∫
δ(ξ(r)− ξ∗)e−βV (r)dr (1)
where ξ(r) is the set of collective variables represented as a vector function of the atomic coordi-
nates r, P (ξ∗) is the probability density at ξ∗, β is the inverse temperature, and we suppress the
momentum dependence which leads only to an additive constant. Such a free energy function is
often called the potential of mean force (PMF), because it can also be calculated via its gradient,
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which has a particularly simple estimator if the collective variables are explicit variables of the
Hamiltonian.4 For instance, for ξ(r) ≡ rs, where the components of rs are an arbitrary subset of
the components of r:
∇rsA(r∗s ) = 〈∇rsV (r)〉rs=r∗s (2)
where the term inside the ensemble average is the negative of the force components in the directions
corresponding to the collective variable.
Another reason to introduce collective variables is to increase computational efficiency in the
presence of free energy barriers. For atomistic models of complex systems, the practically feasible
simulation time using molecular dynamics (MD) ranges from nano- to milliseconds depending on
computational capacity and the size of the system. This time scale is often many orders of mag-
nitude less than the intrinsic timescale of chemical processes. The common solution is to bias the
dynamics along the intrinsically slow degrees of freedom. This can be done by selecting these slow
degrees of freedom as collective variables, and using a bias that is expressed as an additional en-
ergy or force dependent on the collective variable values. Note that collective variables selected for
the purpose of speeding up the exploration may be different from collective variables of interest for
their mechanistic interpretation. The essential role of the bias is to help to sample configurations
that otherwise would not be visited under unbiased dynamics within reasonable time. For simple
chemical reactions there are good general guidelines for selecting reaction coordinates,7–9 but for
more complex cases it can often be tricky to guess what the good collective variables are, and
there has been significant effort to try and deduce them directly from simulations.10,11 A simpler
alternative is to increase the number of collective variables in the hope that they span the subspace
containing the slow degrees of freedom, but increasing the dimensionality of the collective vari-
able space also significantly increases the cost of exploring it and the complexity of strategies for
efficient exploration.
A key aspect of the free energy methods we discuss below is whether they use eq 1 or eq 2 to
estimate the free energy surface. In the former case, the estimate depends on the relative frequency
of visits to different parts of collective variable space, and therefore many revisits are required to
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achieve convergence within sensible tolerances. In contrast, when using eq 2, the measurement
of the free energy gradient is independent at each point in collective variable space, and its con-
vergence is only dependent on the variance of the estimator and the number of visits at a given
collective variable location, and not the relative frequency of visits at different locations. Using
eq 1 is like solving a probability density estimation problem whereas using eq 2 leads to a regres-
sion problem. The question of which of these inference tasks is harder depends on the decorrelation
time scales of the sampling process and variance of the gradient estimator, which we discuss below.
In general one is only interested in the relatively low free energy regions of the full collec-
tive variable space. A priori it is not known where these regions are, so an adaptive bias that
preferentially enhances sampling in such regions is required. A common way to achieve this is to
progressively update the bias during the simulation to the negative of the estimate of the free energy
surface using the data measured thus far, using eq 1 or eq 2. It is natural to use the negative of the
final bias as the best estimate of the free energy surface. However, setting the bias and reporting the
final free energy surface are not intrinsically linked. For example, Chipot and Lelie`vre introduced
an efficient adaptive biasing force (ABF) method variant for weakly coupled collective variables,?
where the biasing force is composed of one-dimensional functions that enhance the sampling in
the multidimensional collective variable space, and proposed combining it with a standard compu-
tation of the multidimensional free energy gradients for reconstruction of the free energy surface.
A similar division of tasks was recently proposed by Fiorin et al.,12 who suggested using meta-
dynamics as the bias while computing the free energy profile from thermodynamic integration of
the gradient estimator provided by the ABF method. They applied this combination of approaches
to a simple one dimensional system, but did not report its computational cost. Another approach
was introduced by Cuendet and Tuckerman,13 who used an extended Lagrangian formalism and a
gradient estimator based on the derivative conjugate to the extended degree of freedom. However,
this combination did not result in a significant gain in efficiency compared to conventional adaptive
methods.
In this work we show that there is a substantial advantage to using different estimators for the
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biasing and reporting tasks, rather than using the same estimate for both. We begin with a toy
model of a two dimensional Gaussian potential energy surface. We show how the performances
of the density and gradient estimators vary as a function of the curvatures of the potential energy
surface along its slow and fast directions and the orientation of the slow direction with respect to
the collective coordinate. We then test the performance of the metadynamics14,15 (MTD) kernel
density estimator and the adaptive biasing force (ABF) method16 gradient estimator for exploration
and reconstruction on the alanine dipeptide and tripeptide in the gas phase and in solution. We find
the best performance, i.e. lowest error in the reconstructed free energy surface for fixed amount of
work, by using metadynamics to bias the exploration while sampling the gradient like ABF and
reconstructing the final free energy surface from eq 2 using Gaussian process regression (GPR).17
2 Background
In biased dynamics the biasing force Fb is used to modify the trajectory via an additive term in
the definition of the effective force that is used in the equations of motion
Feff = −∇rV (r) +∇rξ(r) · Fb(ξ, t). (3)
There are two different approaches for what the bias should accomplish. In the first, the bias is
used to tightly restrain the region of collective variable space that the system visits, and this region
is explicitly scanned over all the interesting parts of the space, e.g. near relevant minima and
barriers that separate them. Because we are interested in the situation where these regions are not
known a priori, we focus on the alternative approach, in which the bias is used to artificially speed
up exploration. Without the bias, the probability of finding the system at a particular collective
variable position scales inversely exponentially with the corresponding free energy. If the PMF
was known, its negative could be added as a biasing potential Vb(ξ, t) (with the biasing force
defined as the negative of its gradient: Fb(ξ, t) = −∇ξVb(ξ, t)) and the system would see a “flat”
free energy landscape and move purely diffusively. This is the idea behind most adaptive biasing
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schemes: to build up an ever-more-accurate picture of the free energy surface during a simulation,
and use its negative as an ever-changing bias of the same simulation. Careful attention has to be
paid to the consistency of such schemes and some equilibrium must be reached in the limit t→∞
(i.e. Vb(ξ, t) → Vb(ξ,∞) and Fb(ξ, t) → Fb(ξ,∞) for adaptive biasing potential and adaptive
biasing force methods, respectively).18,19
One approach is to estimate the free energy surface at each time from the trajectory up to
that time point by estimating the integral in eq 1 from the histogram of occupancies of bins in
collective variable space. This is what is done in the self-healing umbrella sampling,20 adaptive
biasing potential,21 and local elevation umbrella sampling22 methods. As mentioned before, the
convergence of the histogram requires that the system transitions between bins many times to
correctly estimate their relative probabilities. Histogram-based estimates of probability densities
become very noisy in higher dimensions due to the exponential growth of the number of bins and
the consequent low bin counts. Methods like local elevation,23 conformational flooding,24 and
metadynamics14,15 alleviate this latter problem to some extent by using kernel density estimators.
For example, in the case of MTD the probability density is approximated as the product of log-
normal distributions. This is equivalent to the conventional view that metadynamics approximates
the free energy surface as a sum of Gaussians.
A method that is different from those above in many respects is the adaptive biasing force tech-
nique.16 Instead of constructing a global estimate of the free energy surface to be used as a biasing
potential, ABF uses the trajectory data to estimate the gradient of it directly and pointwise (i.e. as
a conditional average at each collective variable location), and uses this as a biasing force Fb for
constructing the effective force in eq. 3. Traditionally, the conditional average is computed in a
discretised way using bins with fixed size16 but a continuous variant is also possible using a kernel
estimator.18 The statistical estimator for Fb is not necessarily simple or even unique (see below);
the only requirement is that its average should approach ∇ξA(ξ∗) as the trajectory evolves. In
contrast to the previously mentioned adaptive methods, ABF does not necessarily require many re-
visits in collective variable space, because the convergence of the gradient estimator is independent
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at each location, and is assured without the need for any further empirical tuning.18,25 However,
using ABF to reconstruct the free energy surface for more than one collective variable requires a
non-trivial multidimensional integration of the sampled gradient.26 Here we accomplish this using
Gaussian process regression, which in our previous work17 was shown to be an effective and robust
technique for reconstructing the complete free energy surface from a set of fixed bias simulations,
e.g. umbrella sampling of small peptides. In that case the advantage over alternative methods
tested was marginal in one dimension, significant in two dimensions, and overwhelming in four
dimensions.
3 Methods
In this section we briefly review the formalism of free energy gradient estimators and show
how they can be used with Gaussian process regression. We then describe the other free energy
surface methods we compare our results with, our test systems, and the computational details.
3.1 Instantaneous collective forces from unbiased and biased simulations
For arbitrary collective variables eq 2 can be generalized by taking the gradient of eq 1 and
carrying out some additional manipulations18,27 to express the free energy gradient as an ensemble
average of a force-like quantity f
∇ξAu(ξ∗) = −〈f〉ξ=ξ∗,u (4)
where the dimension of f is D, the number of collective variables, the subscript “u” indicates
that the quantity is calculated from an unbiased simulation, and 〈. . . 〉ξ∗,u denotes an unbiased
conditional average at a collective variable value of ξ∗. We refer to f as the instantaneous collective
force (ICF), because it is a sample at a single point in time of the force conjugate to a collective
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variable. It is sometimes also called the local mean force.18 The general form of ICF is18
f = − (G−1WW) · ∇rV + β−1∇r · (G−1WW) , (5)
where G−1W ∈ RD×D is the inverse of the generalised Gram matrix GW = W∇rξ, the term
∇rξ ∈ R3N×D is the transpose of the Jacobian matrix of the collective variables, and W ∈ RD×3N
is an arbitrary vector field with the restriction thatGW must be invertible. For a specific problem an
appropriate choice of W can significantly reduce the variance of f resulting in faster convergence.
The choice W = ∇rξTµ−1, where µ ∈ R3N×3N is the mass matrix with µij = δijmi, leads to
GW = ∇rξTµ−1∇rξ, which is usually denoted by Z and is called the metric tensor.
With the special choice of W = ∇ξr the generalised Gram matrix becomes the identity matrix
and equation 5 can be written as:27,28
f = −∇ξV + β−1∇ξ ln |J| , (6)
where J = ∇qr is the full Jacobian matrix (where q is the set of generalised coordinates that
includes both ξ and the coordinates in the perpendicular space), i.e. the gradient of the inverse
transformation from the generalised coordinates to the Cartesian ones. Whatever vector field W
is chosen, the second part of eq 5 requires the calculation of the second derivatives of the collec-
tive variables, which can be cumbersome for some collective variables, e.g. dihedral angles. To
overcome this difficulty, an elegant formula was derived by Darve et al.:16,29,30
f =
d
dt
(
Z−1
dξ
dt
)
− Fb(ξ) (7)
where Z−1 is the inverse of the metric tensor introduced before. The time derivatives in the first
term in the right hand side can be approximated numerically by a finite difference, which eliminates
the need for calculating the second derivatives and is the basis of the ABF method.16 This approx-
imation is used in this work through its implementation in PMFlib.31 An alternative approach,
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applying an appropriate transform of the Cartesian coordinates to generalised coordinates and us-
ing inverse gradients to avoid the explicit computation of the second derivatives in eq 6,28,32,33 is
used by the NAMD package.34
One of the most important advantages of using ICFs for free energy reconstruction is that if
the applied bias depends solely on the collective variables (as is almost always the case) then the
conditional average of ICFs is invariant to this bias:
〈f〉ξ=ξ∗,b = 〈f〉ξ=ξ∗,u = −∇ξAu(ξ∗) (8)
where the subscripts “b” and “u” denote that the quantity is calculated from biased and unbiased
simulations, respectively. For methods that do not define any biasing potential but directly apply a
biasing force (like ABF), one could in principle introduce a constraint that the biasing vector field
is a gradient of some potential and in this case the equation formally holds for these methods as
well.
Equation 8 only states that if the dynamics is at equilibrium then the average of the observed
ICFs from a biased simulation can be used as the estimate of the free energy gradient. For methods
that apply a constant bias, equilibrium is eventually reached. However, for adaptive methods the
bias is time dependent, which in general prevents the existence of true equilibrium. In practice and
with some care one can maintain quasi-equilibrium even for adaptive methods (i.e. the change in
the bias is slower than the dynamics on the underlying potential, which is automatically satisfied
once the bias is converged).
3.2 Gaussian process regression
Gaussian process regression (GPR) is a non-parametric machine learning technique that can be
used as a tool to reconstruct functions in multiple dimensions from noisy observations of their val-
ues and/or derivatives in a way that is physically motivated, robust, and free of overfitting artefacts.
The theory can be found in detail in Refs. 35 and 36, and we have shown previously how to apply
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it to free energy reconstruction.17 Here we just review the formulas that are used for this work.
A covariance of function values is defined in the input space (in our case the space of collective
variables), which sets the form of the basis functions, and can be used to impart smoothness to
the reconstructed free energy via a length scale parameter. For example one can use a squared
exponential covariance kernel
KSE(A(ξ
(i)), A(ξ(j))) = χ2exp
−1
2
D∑
k=1
(
ξ
(i)
k − ξ(j)k
)2
θ2k
 (9)
where the super– and subscripts on ξ refer to different locations and components of the collective
variables. In the present work, however, the free energy is periodic in its collective variables,
in which case it is worth building this into the covariance function by using a periodic squared
exponential,
KPSE(A(ξ
(i)), A(ξ(j))) = χ2exp
−2 D∑
k=1
sin2
(
ξ
(i)
k − ξ(j)k
)
θ2k
 (10)
The covariance function has a few free parameters (called hyperparameters in the machine learning
literature), which are fixed using chemical understanding: θ is a vector of typical length scales of
features of the free energy landscape, and χ2 is the expected variance of the overall surface. The
reconstruction is fairly robust to the variation of these parameters within a factor of two or so.17
In our case we use only derivative observations, and the reconstruction takes the form
A(ξ∗) = −k(ξ∗)T (K+ σ2I)−1f (11)
where f is a vector of derivative observations and σ represent their associated error (and is another
hyperparameter), and
[k(ξ∗)]i = ∇ξK(A(ξ(i)), A(ξ∗)) (12)
[K]ij = ∇ξ∇ξ′K(A(ξ(i)), A(ξ′(j))) (13)
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where ξ∗ is the collective variable location where we wish to predict the free energy. In the one
dimensional case i and j are indices of previously observed free energy gradients, and in higher
dimensions they refer to blocks.17 The reconstruction formula, eq 11, can be understood as a
linear superposition of basis functions given by the covariance kernel derivatives, with coefficients
determined by the observations of gradients and their mutual covariance.
3.3 Free energy surface reconstruction from instantaneous collective forces
Let us suppose that we can afford a fixed number of MD steps, and we want to calculate the
free energy surface from derivative observations using GPR. The following question arises: how
should the observations be distributed in collective variable space? If a grid is used, there is a
trade-off between the number of grid points and the number of MD steps per grid point: using
fewer grid points allows a larger number of samples per grid point, making the derivative estimate
more precise (because the error on the mean scales with the inverse of the square root of the
number of samples), but at the same time might result in larger error in the integrated surface due
to the larger grid spacing. Our earlier investigation of Gaussian process regression free energy
surface reconstruction using umbrella sampling17 showed that at fixed total sampling time, a larger
number of umbrella centers with less sampling at each is better than a smaller number of umbrella
centers with more sampling at each, despite the larger noise in the sampled gradients in the former.
By fitting a scalar free energy function the regression process automatically removes components
of the noise with non-zero curl, which would corrupt direct integration along specific paths (e.g.
thermodynamic integration) in a multidimensional noisy sampled gradient field.
In this work we go to the extreme limit of this trade-off: without doing any local averaging, we
use the collected ICFs directly according to eq 4 as noisy estimates of the free energy derivatives.
In some sense this corresponds to one sample per “grid point” although we do not construct a grid
explicitly, just note the collective variable location of each derivative observation. So rather than
first estimating the gradient as an average of the ICFs and then carrying out the integration, we
combine the two steps.
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The most computationally expensive part of GPR is the matrix inversion in eq 11 and therefore
the method scales as O(N3D3). For a large data set, e.g. the millions of data points that would
arise from sampling gradients from a long MD run, this is not feasible. The computational cost
can be reduced by using sparsification techniques37 that project the N observations to a smaller
number of “sparse points” M  N that represent the entire data set. The sparse points can (but do
not have to) be a subset of the original data set. The computation then involves smaller covariance
matrices between the set of all observed data and the set of sparse points (size ND ×MD) and
among the sparse points themselves (size MD×MD). The sparse method scales as O(M2ND3).
The sparse points can be chosen on a predefined grid, but for higher dimensional problems, where
the exploration of the entire landscape is not needed, clustering methods such as k-means35 or
CUR38 can be used.
3.4 Summary of free energy surface methods used
The method we introduce in this paper uses metadynamics (MTD) to bias the motion of the
system while sampling instantaneous collective forces (ICF) that are used to reconstruct the fi-
nal free energy surface with Gaussian process regression (GPR), a combination we refer to as
MTD/ICF/GPR. In addition to using previously published PMF methods (or minor variations
thereof) as components in our new scheme, we also present results from these and other meth-
ods for comparison purposes and to generate reference data. A detailed description of the actual
parameters used for the different methods can be found in the supporting information (SI). One
method is metadynamics,15 which uses a biasing potential that consists of a sum of repulsive hills
periodically deposited at previous locations along the trajectory in collective variable space. The
hills are multidimensional Gaussians in the Euclidian distance in collective variable space with
fixed widths, and heights that decrease during the simulation according to the well-tempered MTD
scheme.19 Final reconstruction of the free energy surface is obtained by averaging the biasing po-
tential over a range of simulation time.7 Another is the adaptive biasing force method,16 which
uses a biasing force from sampled ICFs that are averaged in bins. For the multidimensional inte-
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gration necessary for the final free energy surface reconstruction we use GPR on the final averaged
biasing forces.
We also test ABF(GPR), a binless variant of ABF where we use the sampled ICFs directly in the
GPR to generate the biasing force. This makes ABF(GPR) an example of ABF with a kernel-based
bias force reconstruction,18 albeit with an unusual choice of kernels for the bias force, namely the
gradients of Gaussian functions. Since the biasing forces need to be updated during the simulation
to include new samples, here sparsification is essential to reduce the computational cost dominated
by covariance matrix inversions, and the updating of the bias potential is only done every one
thousand MD time steps.
To generate reference free energy surfaces we use blue moon (BM) sampling.39 In this non-
adaptive method the system is kept at a specific collective variable value using constrained equa-
tions of motion, and the free energy gradient is estimated from the sampled Lagrange multipliers
corresponding to the constraints. To generate the entire surface, gradients need to be sampled at a
grid of collective variable values. Note that generating the initial configuration for the simulation
at each grid point is not trivial: the system must first be equilibrated, and this can be a significant
computational cost. We start from an equilibrated configuration from a nearby collective variable
value, making the sampling process sequential over grid points.
In the “flat potential” method we use the reference PMF to perfectly bias the dynamics, so that
there are no free energy barriers and exploration is purely diffusive. This gives a limiting case for
the exploration rate which skips the task of building up a good bias, and helps us characterise the
rate of diffusion in collective variable space.
3.5 Description of the model systems
3.5.1 Harmonic oscillator systems
We start our investigation with a comparison between the density and gradient-based free en-
ergy surface reconstructions in a simple toy model. The two reconstruction strategies were used
for a 2-dimensional harmonic oscillator model system, where we have chosen one of the two co-
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ordinates as the collective variable.
The potential energy function of the system is defined as the quadratic form
Vσ2,φ(x, y) =
1
2
(
x y
)
C−1σ2,φ
x
y
 (14)
where
C−1σ2,φ = RφC
−1
σ2
R−1φ (15)
is the matrix of inverse principal curvatures of the potential
C−1σ2 =
1/σ21 0
0 1/σ22
 (16)
rotated by an angle φ via the rotation matrix Rφ. Defining c = cosφ and s = sinφ, the explicit
form of eq 14 becomes
Vσ2,φ(x, y) =
1
2
([
1
σ21
c2 +
1
σ22
s2
]
x2 + 2
[
1
σ21
cs− 1
σ22
cs
]
xy +
[
1
σ21
s2 +
1
σ22
c2
]
y2
)
(17)
The canonical probability density function of the system is therefore a normal distribution:
Pσ2,φ,β(x, y) = N
(
0, β−1Cσ2,φ
)
=
1√
(2pi)2β−2σ21σ
2
2
e−βVσ2,φ(x,y) (18)
Now we select the coordinate x as the collective variable along which we want to compute the free
energy. The exact free energy profile can be easily obtained by marginalising the joint probability
distribution above:
Pσ2,φ,β(x) = N
(
0, β−1 [Cσ2,φ]11
)
= N (0, β−1 (σ21c2 + σ22s2))
=
1√
2piβ−1 (σ21c2 + σ
2
2s
2)
e−
1
2
β(σ21c2+σ22s2)
−1
x2
(19)
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The free energy profile along x is by definition the negative logarithm of the marginal distribution:
Aσ2,φ,β(x) = −β−1 lnPσ2,φ,β(x) = −β−1 ln 1√
2piβ−1 (σ21c2 + σ
2
2s
2)
+
1
2
(
σ21c
2 + σ22s
2
)−1
x2
(20)
Note that this general equation includes only 3 free parameters (σ21 , σ
2
2 and φ) and apart from a
constant the free energy profile does not depend on temperature. Finally, the ICF corresponding to
the collective variable x is simply equal to the derivative of the potential energy function:
fx = −∂Vσ2,φ
∂x
= −
[
1
σ21
c2 +
1
σ22
s2
]
x−
[
1
σ21
cs− 1
σ22
cs
]
y (21)
3.5.2 Molecular systems
Four molecular model systems were investigated: alanine dipeptide (N-acetyl–alanine–N’-
methylamide, ACE–ALA–NME) and alanine tripeptide (N-acetyl–alanine–alanine–N’-methylamide,
ACE–ALA–ALA–NME) in gas phase and water solution. The peptides were described by the
Amber ff99SB force field.40 For the simulations in water solution we used the flexible TIP3P41 po-
tential and periodic boundary conditions. Long range non–bonded interactions were computed by
the particle mesh Ewald method42 with a direct interaction cutoff of 9 A˚. The collective variables
were the dihedral angles: Φ(C – N – Cα – C) and Ψ(N – Cα – C – N), leading to 2 dimensional free
energy surface for alanine dipeptide and 4 dimensional ones for alanine tripeptide (for details see
Figure 1). Simulations were performed using the Amber14 package43 linked to PMFlib,31 which
was used for the calculation of the biases and free energy surface estimates.
We investigated two properties as functions of the total simulation time: the rate of the explo-
ration of the entire free energy landscape and the root mean squared (RMS) error of the multidi-
mensional PMF estimate. To measure the exploration rate we divided the entire collective variable
space into bins (482 for 2-D and 124 for 4-D) and a given bin was considered visited if the system
entered the bin at least once during the simulation. For additional computational details see the SI.
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4 Results and Discussion
4.1 Harmonic oscillator systems
Figure 2 illustrates the probability distribution of x−y (first row) and the marginal distribution
along x (second row) at fixed variances (σ21 = 1.0 and σ
2
2 = 0.04), β = 1 and three different φ
values using 1 million i.i.d. samples. We also show the distribution of the ICF (fx) for 3 values
of x (third row). It is clear from the figure that increasing the coupling between the variables (i.e.
rotating the distribution anti-clockwise) makes the ICF distribution wider and so the estimated
gradients will have an increased error. This observation is in accord with the analytical variance of
the ICFs
var (fσ2,φ|x = x∗) = β−1
(
1
σ21
− 1
σ22
)2
c2s2σ21σ
2
2
σ21c
2 + σ22s
2
(22)
Note that this variance does not depend on x and is exactly zero at φ = 0 and pi/2.
To evaluate the error of the free energy surface as a function of dimensionless potential energy
parameters σ1/σ2 and φ, we numerically sampled gradients and histograms (additional details in
the SI). We measure the RMS of the free energy surface error over a range of collective variable
values proportional to the width of the free energy distribution. In Figure 3 we compare the results
for the two methods. While the error of the histogram-based method is constant, the error of
the ICF-based reconstruction is sensitive to the model parameters. The latter has better overall
performance when the curvatures of the two variables do not differ by more than 2 orders of
magnitude or φ is close to 0 or pi/2.
We note that for a realistic system, the error in an ICF-based reconstruction will not be con-
trolled by a single curvature. Nevertheless it will depend on the variance of the ICF over the space
perpendicular to the collective variables, while for histogram-based reconstructions, the error is
controlled by diffusion rates in collective variable space.
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4.2 Alanine peptide exploration rate
The explored fractions of the collective variable volume (fraction of bins sampled at least once)
for the alanine dipeptide and tripeptide in gas phase and in solution as a function of simulation time
are plotted in Figure 4 and Figure 5. The unbiased simulations quickly explore a small fraction
of the space but then stagnate, unable to cross the free energy barriers. The flat potential method
does much better, exploring the entire space within our simulation times. While it might be naively
expected that a flat potential would be optimal for exploration, MTD actually explores collective
variable space more quickly for both peptides in solution, and for the dipeptide in the gas phase.
Note that choosing the parameters of the MTD repulsive hills and well-tempered algorithm requires
a tradeoff between fast exploration (large frequent hills) and minimal deviation from equilibrium
(small infrequent hills). Similarly, in the case of ABF methods the exploration rate is a function of
the number samples collected before applying the ABF force. We chose the parameters to reduce
the overall reconstruction error as quickly as possible. Accordingly, for MTD the initial heights
of the hills were 1.0 and 10.0 kcal mol−1 for the alanine dipeptide and tripeptide, respectively.
The widths of the hills were pi/10 rad in all directions and deposition intervals of 50 and 500 fs
were applied for the dipeptide and tripeptide, respectively. For conventional ABF and ABF(GPR)
methods we updated the bias at every 1 and 1000 steps, respectively. Additional details can be
found in SI.
The ABF method explores the space much more slowly, although it does not become trapped
like the unbiased simulation. Replacing the ABF biasing force with a GPR reconstructed one
based on all gradient samples, i.e. using ABF(GPR), greatly improves on conventional ABF in
2-D, matching the flat potential rate of exploration. It therefore appears that binning the sampled
gradients into a piecewise-constant biasing force is a significant contribution to the relatively slow
exploration rate of ABF and that using a kernel-based reconstruction of the bias force, as first
proposed in Ref.,18 can lead to an improvement.
The fact that MTD leads to faster exploration compared to any of the ABF variants tested may
be a consequence of the qualitatively different ways these methods modify the biasing forces dur-
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ing the simulation. MTD always places repulsive hills in previously visited locations, leading to
self avoiding behavior at least on short timescales. ABF, whether histogram or kernel based, com-
pensates for local gradients, and therefore behaves differently depending on the local curvature.
Near minima it creates bias forces away from the minimum, i.e. self-avoiding, near maxima it
creates bias forces toward the maxmimum, i.e. reducing the tendency of the system to move away,
and in between it produces bias forces that counter the local gradient.
Since MTD still outperforms ABF(GPR) for exploration, in the tripeptide system we did not
test the ABF(GPR) method because the simulations are longer and the gradients have higher di-
mension, making the cost of repeatedly updating the GPR bias during the simulation quite high.
4.3 Alanine peptide free energy surface error
The RMS errors of the final reconstructed free energy surfaces for the alanine dipeptide and
tripeptide in gas phase and in solution as a function of simulation time are plotted in Figure 6 and
Figure 7. In addition to MTD, ABF, and MTD/ICF/GPR, we also plot two curves based on blue
moon sampling with the same size grids (482 and 124) used to bin the ABF biasing forces. The
one labelled BM(only-sampling) only takes into account the time spent sampling the Lagrange
multipliers at each grid point. It ignores the simulation time needed to create an equilibrated initial
configuration at each grid point, usually done by slowly moving the constraint from the previous
grid point and then equilibrating at the new position. It is not a complete PMF method, but rather
serves as a lower bound for the sampling time of gradient based reconstruction, only measuring
the time for convergence of the gradient estimator. The one simply labelled BM includes the sim-
ulation time to move and equilibrate the initial configuration at each grid point, and is a complete
free energy surface reconstruction method, although since it is not adaptive it is restricted to re-
constructing the free energy surface over the entire collective variable domain. Alternatively, BM
could be considered a reference method that artificially removes the task of determining where in
collective variable space needs to be explored, but still includes the time to move to and equilibrate
at grid points that span the entire space.
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In general the MTD and ABF methods are able to explore and reconstruct the free energy sur-
face, although their relative performance depends on the dimensionality of the collective variables
and the dimensionality (and type) of the orthogonal degrees of freedom, which is dramatically
higher for the explicit water solution. For the dipeptide (Figure 6) MTD initially has lower error
than ABF, although the difference disappears by 1 ns. The MTD/ICF/GPR method outperforms the
other adaptive methods, by a large factor in the gas phase, and by a smaller margin in solution. To
understand the role of equilibration, consider the BM and BM(only-sampling) curves. In the gas
phase, including equilibration time (as in the BM curve) does not greatly increase the simulation
time for a given accuracy. In solution, where there are many slow orthogonal degrees of freedom
associated with the water molecules, the time needed for equilibration greatly increases the overall
computational cost for a given accuracy.
For alanine tripeptide the same general ordering holds, but the advantage of MTD/ICF/GPR is
much larger. It greatly improves the accuracy of the reconstructed free energy surface as compared
to MTD and ABF: in both gas phase and solution a precision of ∼1.0 kcal mol−1 RMS over the
entire 4 dimensional free energy surfaces is achieved with at least an order of magnitude shorter
simulation time (Figure 7), getting much closer to the maximum obtainable accuracy of the artifi-
cial BM(only-sampling) limit. Combining the fast exploration of MTD with gradient sampling and
robust reconstruction using GPR leads to a method that gives the free energy surface with higher
accuracy with shorter simulation times.
For an alternate view of the reconstructed free energy surface simulation time dependence we
show visualizations of several 3-D slices of the 4-D surfaces of the alanine tripeptide in solution,
with the BM reference surface in Figure 8, and the reconstructed surfaces after 1, 5, and 10 ns
in Figure 9. After 1 ns of simulation the ABF and MTD results still appear very different from
the reference surface, while MTD/ICF/GPR already shows the correct general structure of minima
and maxima. The ABF result improves systematically but slowly, at least partially due to the slow
exploration shown in Figure 5. The MTD result, in contrast, becomes qualitatively reasonable
before ABF, but remains noisy as expected for a histogram based method. Finally, we note that
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detailed examination of the evolution of the local error (Figure 10) of the free energy surface in
solution reflects the previously discussed characteristics of the methods: for metadynamics the fast
exploration rate leads to a uniform error distribution within 5 ns, while for ABF the magnitude of
the error strongly correlates with the free energy value. Since ABF has a more limited exploration
rate regions having higher free energy values are visited less frequently, and the error in these
regions dominates. Since in our MTD/ICF/GPR method the bias is governed by metadynamics it
also provides a rather uniform error distribution after a few ns.
5 Conclusions
In this paper, we contrasted the two fundamentally different ways to reconstruct multidimen-
sional free energy surfaces from sampled data: (i) using the location trajectory to estimate the
equilibrium probability distribution in collective variable space, and (ii) collecting observations of
an estimator for the free energy gradient and finding the corresponding potential of mean force.
The two approaches form the basis for a wide range of free energy calculation methods, including
metadynamics which uses (i) and adaptive biasing force which uses (ii). Comparing the gradient
based and histogram based approaches in a Gaussian toy model with one collective variable re-
vealed how the system parameters have very different effects on the error of reconstruction. The
histogram-based reconstruction error depends only on the number of samples in each bin, and was
therefore independent of the potential parameters. The gradient-based reconstruction error depends
on the variance of the gradient estimator, which in turn depends on the potential parameters, and
was smaller than the histogram-based reconstruction error for a wide range of parameters. Using
gradient information to reconstruct the free energy surface in more than one dimension presents
two challenges: noise due to the difficulty of obtaining enough samples, and the need for mul-
tidimensional integration. We use Gaussian process regression to address both of these, taking
advantage of its ability to incorporate gradient samples directly without binning, and its robustness
to noise.
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In scientifically relevant systems the free energy surface is often needed in more than one or two
dimensions, and one generally wants to avoid exploring all of collective variable space and rather
focus on those regions with low free energy and low barriers that connect these. Therefore adaptive
methods, which build up a biasing potential using partial free energy reconstructions from the past
trajectory, are almost exclusively used. Tests on short peptides in gas phase and solution revealed
that metadynamics has a significantly better rate of exploration than adaptive biasing force, owing
to the repulsive hills that guide the trajectory away from its past locations. An approach that is
superior to both MTD and ABF is to combine the biasing algorithm of metadynamics with the
“instantaneous collective force” gradient estimator used in the adaptive biasing force method and
reconstruct the final free energy surface using Gaussian process regression. The computational
efficiency gain of this new MTD/ICF/GPR scheme is remarkable: it requires an order of magnitude
shorter simulation time as compared with the other adaptive methods tested to reduce the RMS
noise in the multidimensional free energy surface to a chemically accurate level.
Because the new scheme uses components of existing methods, it is possible to use exist-
ing software, e.g. the NAMD package. To carry out a simulation under this new protocol,
both metadynamics and adaptive biasing force modules are turned on, but with the biasing part
of the latter turned off. The instantanoues collective forces that are printed along the trajectory
are then post-processed with GPR, for which a small software tool is available from https:
//github.com/molet/program_gp_general.
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Figure 1: Alanine dipeptide (a) and tripeptide (b) and their dihedrals used in free energy surface
calculations.
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Figure 2: Two dimensional harmonic oscillator toy model joint probability density function of x–y
(first row), marginal distribution of x (second row) and conditional distribution of fx at three dif-
ferent x values (third row, x=0.0 – orange, x=1.0 – green and x=2.0 – magenta) for three different
φ values with σ21 = 1.0 and σ
2
2 = 0.04 using one million samples.
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Figure 3: Left panels: RMS errors of the histogram and ICF based free energy surface recon-
structions (same colour map) for the 2 dimensional oscillator model as a function of potential
parameters, evaluated for 32 bins. Right panel: ratio of the errors, with the black lines separating
the regions where each method is superior.
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(a) Alanine dipeptide in gas phase
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(b) Alanine dipeptide in solution
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Figure 4: Exploration rates of the entire free energy surface of alanine dipeptide in gas phase (a)
and solution (b) using different methods. Error bars represent one standard deviation based on 10
independent simulations.
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(b) Alanine tripeptide in solution
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Figure 5: Exploration rates of the entire free energy surface of alanine tripeptide in gas phase (a)
and solution (b) using different methods. Error bars represent one standard deviation based on 10
independent simulations.
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(b) Alanine dipeptide in solution
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Figure 6: RMS errors of the reconstructed free energy profiles of alanine dipeptide in gas phase (a)
and solution (b) using different methods. Error bars represent one standard deviation based on 10
independent simulations.
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(b) Alanine tripeptide in solution
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Figure 7: RMS errors of the reconstructed free energy profiles of alanine tripeptide in gas phase
(a) and solution (b) using different methods. Error bars represent one standard deviation based on
10 independent simulations.
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Figure 8: 3 dimensional slice of the reference free energy surface of alanine tripeptide in solution
at Φ1 = 2pi/25, with the global minimum of the profile shifted to 0.
36
ABF, t = 1 ns ABF, t = 5 ns ABF, t = 10 ns
MTD, t = 1 ns MTD, t = 5 ns MTD, t = 10 ns
MTD/ICF/GPR, t = 1 ns MTD/ICF/GPR, t = 5 ns MTD/ICF/GPR, t = 10 ns
Figure 9: Reconstructed free energy surfaces of alanine tripeptide in solution at Φ1 = 2pi/25 as
a function of simulation time. The global minimum of the profiles was shifted to 0 and the same
colour map was applied as for the reference surface.
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Figure 10: Time evolution of the local error of the reconstructed free energy surfaces of alanine
tripeptide in solution at Φ1 = 2pi/25.
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