For locally compact groups G and H, let BM(G, H) denote the Banach space of bounded bilinear forms on C,(G) x C,(H).
Using a consequence of the fundamental inequality of A. Grothendieck. a multiplication and an adjoint operation are introduced on BM(G, H) which generalize the convolution structure of M(Gx H) and which make BM(G, H) into a K$Banach *-algebra, where KG is Grothendieck's universal constant, Various topics relating to the ideal structure of BM (G, H) In [7] C. C. Graham and the third author showed that if G and H are LCA groups, then BM(G, H) has the structure of a P$Banach algebra, where K, is Grothendieck's universal constant (see Theorem 1.1 below), and they studied the structure of BM(G, H) as a normed algebra. In this paper we shall continue the study of the harmonic analysis of bimeasures. We shall extend the notion of a bimeasure algebra to the context of bimeasures on arbitrary locally compact groups and study these algebras (Sects. [2] [3] [4] . In Section 3 we solve a problem left open in [7] , in the present, more general context, by proving that the space BM,(G, H) of continuous bimeasures as defined in [7] is an ideal in BM(G, H). In Section 5 we examine the lifting of unitary representations of G x H to BM(G, H) and some consequences thereof. Finally, in Section 6 we return to the case of abelian groups G and H to demonstrate how the techniques employed earlier may be exploited to obtain information about the maximal ideal space of BM(G, H).
A number of authors have studied topological tensor products in the context of Banach algebras, beginning with [16] . Recent work in this area has tended to depend heavily on the fundamental work on the metric theory of tensor products by A. Grothendieck, and ours is no exception to this phenomenon. Some of this work appears in [l-5, 121 . It should be noted, however, that in general BM(G, H) does not arise as the completion of M(G) @ M(H) with respect to any tensorial norm.
Throughout the paper X and Y will denote locally compact spaces and G and H are locally compact groups. As is customary L'(G) and M(G) are the group and measure (*-)algebras of G. For any space X, 6pc4(X), C,(X), C,(X) and C,(X) are the spaces of bounded functions on X which are, respectively, Bore1 locally measurable, continuous, continuous with limit zero at infinity, and continuous with compact support. The norm in C(X) is denoted by )( /Ix. Set V,(X, Y) = C,(X) 0, C,(Y) and V(X, Y) = C(X) 0, C( Y). If f~ C,(G) and x E G, then f, and f" denote the left and right translates off by x; viz. f,(y) =f(x-'v) and f"(y) =f(yx).
If E is a Banach space, J: E + E** is the canonical embedding, while if p is a probability measure on X, the identity embedding of C,(X) in t2(X, p) will be denoted by I. Thus, identifying L2(X, 11) with its second dual, the operator I**: CO(X)** 4 L2(X, p) satisfies Z**J= I. Recall that one may identify the Hilbert-space tensor product L2(X, p) OH L2( Y, v) with L*(Xx Y, p x v). If A is a commutative Banach algebra, AA denotes its maximal ideal space.
The foundation of our arguments is the following theorem, which is a consequence of the fundamental inequality of A. Grothendieck. For proofs and applications of this result in a contemporary setting, we refer the reader to [ll, 3-51; in particular, see [4, Theorem 3.11. THEOREM 1.1. Let u E BM(X, Y). There exist regular Bore1 probability measures p on X and v on Y and a universal constant K, such that for f~ G (X) and g E Cd Y), lu(s,sh dKAll j IfI'@ ( x )I-'( jy wq2.
It follows from (1) that u can be extended to a bounded bilinear functional on L'(X, ,u) x L'( Y, v) and hence that there is an operator T: L*(X, ,u) -+ L2( Y, v) such that u(f,g)= j cm& Y (2) and (I TI/ < K, I(u(I. Whenever a bimeasure u is represented as in (2) we shall refer to the probability measures ,D and v as Grothendieck measures for u and the operator T will be said to be associated with u, p and v.
We shall need the following extension of elements of BM(X, Y) to bilinear functionals on C,(X)** x C,(Y)**. Motivated by these classical lines, we shall introduce the algebra structure on BM(G, H) by showing that Theorem 1.1 can be used to develop analogues of both of these definitions of convolution. We begin by developing an abstract result which will be the key to our definition of the multiplication on BM(G, H) when G and H are groups. Mdx, > x2) = cpb, x2) for x,, x2 E G. Recall that it is evident from the definition of convolution that if pi and p2 are Bore1 probability measures on G then M defines an isometry of L2(G, pi * p2) into L2(G x G, p, x p2). We shall always denote such an operator by M. For f~ C,(G) let f(x) =fW') and f*(x) =f(x-'), XEG.
Given U, u E BM(G, H), set 5x0/642-2 (6) and fi(f, 8) = 4f*, g*)
forfE C,(G) and ge C,(H). Note that we have implicitly extended U@ u to C,(Gx G)x C,(HxH) so that (6) is well defined.
Theorem 2.1 gives us information on Grothendieck measures and associated operators for u * u as follows. 
Ilf* 4lv,QKZ,ll4 Ilfll?qv (8') u * 4.f) = 46 *f) = U(,',y,)(U(,.y)(f(XX', YY'))),
Proof: We shall prove only (8) and (9), the proofs of (8') and (9') being similar.
Letf', f' E C,,(G) and g', g2 E C,(H), and set f=f' *fZ and g = g' * g2. Assume that u has compact support. Then u * (f' @g') E &(G x H), so
That is, as a vector integral in V,(G, H),
Let cp E C,,(G) and $ E C,,(H) such that q@ $ = 1 on the support of U. Since
and similarly for g', g2 and g, we have Since sums of functions of the form f@g as above are dense in V,(G, H) and our last computation implies that (8) holds for such sums, and since bimeasures with compact support are dense in BM(G, H) [7, Corollary 1.33, we can use (8) to pass to limits and obtain (8) and (9) for all f~ V,( G, H) and U, u E BM( G, H). Proof: Suppose that f 2 and g2 in the proof of Theorem 2.6 are just assumed to be bounded and uniformly continuous. Then the argument presented there shows that u * (f @g) E V(G, H). Proceeding as in the proof of Theorem 2.6, we conclude that (8t (9') hold with f and V,, replaced by f 0 g and V when f = f r *f 2 and g = g' * g2 as above.
Recall that if f is bounded and uniformly continuous on G, then 1) f1 *f-f 11 G + 0 as f1 ranges over an approximate identity, and similarly for g bounded and uniformly continuous on H. Hence we can pass to limits as in the conclusion of the proof of Theorem 2.6 to obtain our corollary. THEOREM 2.8. The multiplication (6) and the adjoint operation (7) define a *-algebra structure on BM(G, H) which extends the *-algebra structure of M(G x H). For u, v E BM(G, H), lliill = I(uI( and lb * 41 G E(2G II4 llvll.
ProoJ: If u, v E BM(G, H) it follows from Theorem 2.1 that u * v E BM(G, H) and (10) holds. It is easy to check that ii~ BM(G, H), (u+v)-=ii+o", (MU)-=siii, and lliill = I/uI(. If p, VEM(GX H) and u and v are the corresponding elements of BM(G, H), then it is easy to see from (4) and the uniqueness assertion of Theorem 2.1 that for f~ C,(G x G) and g E Co(H x HI,
Thus for f~ C,(G) and g E C,(H), (6) = U~,,y)(D~,,,y,)(f*(XXI, YY')))
The proof of our theorem is now complete. and ge C,(G,/H,),
The fact that o is surjective follows exactly as in the proof of [7, Theorem 3.11. Hence by our initial observation, if u is continuous, then T,= 0. On the other hand, if T,= 0, so t(xi, y,) = 0 for all i and j, then ZJ is continuous, since t(x, y) = 0 for all other x and y.
(ii) If u is as in Lemma 3.4 and we assume u is discrete, then by Lemma 3.5 u is discrete, since T, = T-Td. But by Lemma 3.4 v is also continuous. Hence u = 0, so T,. = 0. If T, = 0, so T= Td, then by Lemma 3.5 u is discrete.
The assertion (iii) follows immediately from (i) and (ii). Let us now restrict our attention to the group situation and proceed to our main result. Hence it suffices to show that xEx F= xc g x r-a.e. Write and our lemma is proved.
We are now in a position to prove the main result of this section. Proof. Since R&y, is an isometry on BM(G, H) for all x and y and right translation is norm continuous on L'(G x H), and since the L'-norm dominates the bimeasure norm, it is clear that the function of right translation is continuous on elements of BM,(G, H).
Let u E BM(G, H) such that the function (x, y) F-+ R&?,v is norm continuous. Given E > 0, choose a neighborhood U of the Identity in G x H such that IIv -RT,,,, II v < E if (x, y) E U and a function cp E C,(G) 0 C,,(H) such that cp = 0 off U and lH jG cp(x, y) dx dy = 1. If f E C,(G), g E C,(H), 11 f 11 G < 1, and llgll H < 1, then a calculation similar to that appearing in the proof of Lemma 4. 
LIFTING REPRESENTATIONS
In this section we shall show that the classical lifting of unitary representations of G x H to *-representations of M(G x H) has an analogue for the algebra BM(G, H). To accomplish this task we must again appeal to Theorem 1.1. We shall then apply this result to study the relationship between BM(G, H) and the group von Neumann algebra VN(G x H) for certain groups G and H. GILBERT (11) and $gC,qS by (12) . Return now to the consideration of our pair of groups G and H. If either of the groups is of Type I, then it is well known that Thus .Z'~""=X~ 0,X: and rrzXH= rc", on:. We are thus led to the following consequence of Theorem 5.2. 
MAXIMAL IDEAL SPACES
Throughout this section, let G and H be locally compact abelian groups. Our objective in this section is to show that there exists a natural injection If either G or H is discrete, this mapping is surjective. Note that if n: d~M(G,H) + &M(G x H) is the obvious restriction mapping, then rcz injects A M(G) x JLcHj in dMcG x H)y a fact which to the best of our knowledge was not known heretofore. The construction of t is based on the extension of elements of BM(X, Y) to bilinear functionals on C,(X)** x C,( Y)** described in Definition 1.2.
Recall that if @E&~(~) and p E M(G) with p 20, then there exists a bounded, measurable function or on G such that (13) for all v E M(G) such that v <p and @,(x + Y) = @p(x) qL(Y) p x p-a.e., that is, M@,=@,@@, p x fi-a.e. (14) The functions FP are called generalized characters [ 15, Sects. 1, 21, [6, Sect. 5.11. Let G and H denote the character groups of G and H, respectively, and recall that ti denotes the Fourier transform of a bimeasure u on G x H (cf. Remark 2.9). Since both A and C,(A) are closed, conjugate-closed algebras, Stone's Theorem says that the maximal ideal space of A is given by sets of constancy of elements of A in 4&).
That is, since A$ C,(A), there is a quotient map p: J&--(dI -9 MA, and p is not injective. But two elements of the image of 1 which agree on M(G x H) must agree on BM(G, H). Thus if 01, %EJ&,(dj such that p(ol)=p(o,), then at least one of Op(w,I and 0 p(m2) cannot be in the image of z.
