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Abstract We review progress on the use of electron spins to store and process quantum
information, with particular focus on the ability of the electron spin to interact with multiple
quantum degrees of freedom. We examine the benefits of hybrid quantum bits (qubits) in the
solid state that are based on coupling electron spins to nuclear spin, electron charge, optical
photons, and superconducting qubits. These benefits include the coherent storage of qubits
for times exceeding seconds, fast qubit manipulation, single qubit measurement, and scalable
methods for entangling spatially separated matter-based qubits. In this way, the key strengths of
different physical qubit implementations are brought together, laying the foundation for practical
solid-state quantum technologies.
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Glossary
ESR/EPR: Electron spin/paramagnetic resonance
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3ENDOR: Electron nuclear double resonance
NMR: Nuclear magnetic resonance
QIP: Quantum information processing
2DEG: Two-dimensional electron gas
MOS: Metal oxide semiconductor
FET: Field effect transistor
SET: Single-electron transistor
QPC: Quantum point contact: a narrow constriction between two conducting
regions whose conductance is extremely sensitive to nearby charge.
Qubit: A quantum bit, i.e. a two level quantum system that is the basic building
block of a quantum computer.
Quantum computer: A register of interacting qubits on which unitary opera-
tions (logic gates) are performed to execute quantum algorithms.
QD: Quantum dot: a semiconductor structure in which electrons can be con-
fined, in all three dimensions, on a nanometer length scale.
Entanglement: exists in two or more qubits that cannot be described as a
product of individual qubit states. Leads to non-classical correlations in qubit
measurements.
Magneto-optical Kerr Effect (MOKE): gives a material a polarization-
dependent refractive index, and used to measure single spins through the rotation
of linearly polarized light.
ISC: Intersystem crossing: an electronic transition between a singlet and a
triplet. It is forbidden in lowest order.
Trion: A composite particle consisting of two electrons and one hole or two holes
and one electron.
4Decoherence: The loss of phase information in a quantum state or qubit, char-
acterised by the decay time constant T2.
Hole: A quasi particle generated when an electron is removed from the valence
band. Heavy holes are those close to the band edge with large effective mass
1 Introduction
If the full potential of quantum information processing can be realized, its impli-
cations will be far reaching across a range of disciplines and technologies. The
extent of these implications is certainly not yet fully known, but the revolution-
ary effect that quantum physics would have on cryptography, communication,
simulation and metrology is well established (1,2).
Even though building a quantum computer is very challenging, research fo-
cussed on achieving this goal can already claim to have produced some of the
most high impact scientific results of the last decade. One of the reasons for this
is that the language of quantum information has shown how to bring together
and find new links between work on a staggering variety of physical systems.
The past fifteen years has seen candidate embodiments of quantum bits tested
to their limits of coherence time, and in some cases control over small number
of such systems has become refined enough to permit the demonstration of basic
quantum logic gates. However, there has been an increasing awareness that the
challenge of faithfully storing, processing and measuring quantum information
within physical systems is sufficiently great so as to discourage relying on one
quantum degree of freedom alone.
Furthermore, classical information processors use different physical systems to
5encode information at different stages of their operation: for example, charge
states in semiconductors for processing information, the orientation of magnetic
domains in hard disks for longer term storage, and optical photons for transmit-
ting data.
For a quantum computer to benefit from such an optimised use of resources,
it must be able to transfer quantum information coherently between different
degrees of freedom. Within the solid state, the electron spin exhibits a number of
interactions that could be harnessed for this hybridising of quantum information:
with nuclear spins which benefit from long coherence times, or with charge states,
or optical states either of which could be used to measure, manipulate, or even
entangle electron spins (see Fig. 1).
In this review we will examine the ways in which electron spin qubits may
couple to different degrees of freedom in the solid state and how this is being
used to hybridise quantum information. We will distinguish between two regimes
of coupling:
1. A weak interaction that provides an opportunity to transfer some (small)
amount of classical information between the electron spin and another de-
gree of freedom. This kind of interaction can be very important in few-
to-single spin measurement, for example a small change in conductivity or
photoluminescence depending on the state of an electron spin.
2. A stronger interaction capable of providing the coherent transfer of a quan-
tum state between two degrees of freedom, with sufficient fidelity to permit
the storage of quantum information or performing entangling operations.
62 Electron spin quantum bits
In order to understand how to use electron spins linked with other degrees of
freedom in hybrid quantum processor architectures, we must first understand the
different forms that electron spin qubits can take. In this section, we examine
some important implementations of electron spin qubits, with a particular focus
on those in the solid state.
2.1 Quantum dots: artificial atoms
Quantum dots (QDs) are artificial structures that are fabricated so that elec-
tronic states are confined, on a nanometer length scale, in all three spatial di-
mensions. They are typically divided into two broad classes. First, there are
lithographically defined structures consisting of a quantum well semiconductor
heterostructure that confines a two dimensional electron gas (2DEG). The other
dimensions are defined by lithographically deposited electrical top gates, (for an
example configuration, see Fig. 1). This allows one, two or more dots to be de-
posited side-by-side; gate electrodes are used to control the number of charges
within the structure, and allow a single electron spin to be isolated.
The second class are self-assembled nanostructures where confinement is natu-
rally provided in all three dimensions. They are typically fabricated by molecular
beam epitaxy: a large band-gap semiconductor forms the substrate and a smaller
band-gap material is deposited on top (see Fig. 2c). Under the right conditions,
nanoscale islands form and subsequent overgrowth of the original material leads
to three-dimensional confinement. The resultant discrete energy level structure
of both conduction and valence bands is shown in Fig. 2d and allows the physics
of small numbers of electrons and holes to be investigated. The spin properties of
7both types of carrier are essentially determined by the corresponding bulk prop-
erties. In group IV or III-V semiconductors, valence states have p like orbitals,
and can have total spin J = 3/2 or 1/2, whereas conduction states have s orbital
symmetry and have have J = 1/2 (6). The confinement splits the six possible
hole bands into three discrete doublets. The heavy holes (J = 3/2, Jz = 3/2
for growth direction z) generally have the largest mass of the valence states and
under confinement form the highest lying doublet.
Analogous to bulk semiconductors, optical QDs can either be intrinsic (i.e.
have full valence and empty conduction states), or be doped to generate single
electron or single hole ground states. Both are promising qubits and have been
investigated experimentally (7,8,9), and theoretically (10,11) though most work
has focussed on the electron spin (12, 13). Inter-band (or, more correctly, inter-
state) transitions typically lie in the optical or near infra-red region and can have
significant transition dipole matrix elements (14,2). These optically active tran-
sitions are the essential ingredient for an electron-photon interface as discussed
in Section 4.
2.2 Impurities in solids
The confinement achieved in quantum dots is naturally found in certain impurity
or defect states within certain materials, some of which provide ideal hosts for an
associated electron spin. Desirable properties of the host material include a low
natural abundance of nuclear spins (such as C, Si, Ge and certain II-VI -based
materials) and weak spin-orbit coupling.
In the semiconductor industry, silicon is doped with phosphorous in order to in-
crease the bulk electron concentration, however at low temperatures the electron
8associated with the donor becomes bound to the P impurity. In his influential
proposal (15), Kane suggested using arrays of P donors in silicon (Si:P) as nu-
clear spin qubits, whose interactions could be tuned by electrical top-gates which
change the wavefunction of the bound electron. This, and related proposals for
Si:P quantum computing (16,17), are well supported by a number of findings and
achievements made over the past decade: amongst others a) control of P-donor
placement in silicon with atomic precision using scanning probe methods (18);
b) manipulation of donor wavefunctions through electrical gates (19, 20, 21); c)
single spin detection in silicon (22); and d) measurement of very long electron and
nuclear coherence times, 0.6 and 3 seconds respectively, within a 28Si isotopically-
enriched environment (23); (A.M. Tyryshkin and S. A. Lyon, unpublished obser-
vation).
Other donors in silicon possess properties that make them of interest as electron
spin qubits (24). For example bismuth has a large nuclear spin (I = 9/2) offering
a large Hilbert space for storing quantum information (25, 26), and its large
hyperfine coupling (A = 1.475 GHz) gives a zero-field splitting that may be
useful for coupling to superconducting resonators (27,28).
The paramagnetic nitrogen-vacancy NV− centre in diamond has an S = 1
ground state, with a zero field splitting between the ms = 0 and ms = ±1
states of ∼ 2.88 GHz (see Figure 2 a and b). It exhibits coupling to surround-
ing 13C nuclei as well as the local nitrogen nuclear spin (29) and possesses a
highly advantageous optical transition which enables initialisation and single-
spin measurement (30) as discussed in detail in Section 4. In addition, NV−
centres offer the benefit of long coherence times at room temperature — 1.8 ms
in 12C-enriched diamond (31) — which permits the measurement of coupling be-
9tween NV− centres separated distances as long as 100 A˚ (32) (see also Box on
Single-Spin Electron Spin Resonance).
There are other impurity spins with an associated optical transition which are
at earlier stages of investigation, such as fluorine donors in II-VI semiconduc-
tors (33), while rare-earth impurities in glasses are being investigated as optical
memories for quantum repeaters (34).
2.3 Molecular electron spin
Molecules offer highly reproducible components which can host electron spin and
can be coupled together using the techniques of organic and inorganic chem-
istry. Simple organic radicals, such as those based on nitroxide radicals, are used
extensively in the field of spin-labelling for distance measurements in biological
molecules (35). Their electron spin coherence times are limited to 1–10 µs in
typical environments, rich in nuclear spins from hydrogen nuclei, and can be
extended to ∼ 100 µs for dilute spins in deuterated environments at 40 K (36).
Fullerenes, such as C60 and C82, act as a molecular-scale trap for atoms or
ions, shielding the electron spin of the caged species from the environment. Such
endohedral fullerenes1 based on group III ions such as Sc-, Y- and La@C82 possess
T2 times in excess of 200 µs under optimised conditions (37). In the case of the
remarkable N@C60 molecule, atomic nitrogen occupies a high-symmetry position
at the centre of the cage, leading to an S = 3/2 electron spin with the longest
coherence times of any molecular electron spin: 80 µs at room temperature rising
to 500 µs at temperatures below 100 K (38,39).
1The notation M@Cxx is used to indicate the species M is held within the Cxx fullerene
cage.
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The organic radical created by X-ray irradiation of malonic acid crystals has
been a standard in EPR/ENDOR spectrosocopy for many decades (40), and has
also been used to explore methods of controlling coupled electron and nuclear
spins qubits with a strong anisotropic hyperfine interaction (41, 42). Offering
a large set of non-degenerate transitions, the high-spin ground state of many
single-molecule magnets (SMMs) is capable in principle of hosting quantum al-
gorithms such as Grover’s search (43). Electron spin coherence (T2) times up to
a few microseconds have been measured (44), permitting Rabi oscillations in the
electron spin to be observed (45). Despite their relatively short coherence times,
these tuneable systems may provide useful testbeds to explore quantum control
of multi-level electron spin systems.
2.4 Spins of free electrons
Finally, it is possible to use free electrons as spin qubits. For example, using a
piezeoelectric transducer over a semiconductor heterostructure, surface acoustic
waves (SAWs) can be launched into a 2DEG, such that each SAW minimum
contains a single electron (46). For more extreme isolation, electrons can be
made to float above the surface of liquid helium, bound by their image charge.
They can be directed around the surface by electrical gates beneath with very
high efficiency (47), for controlled interactions and measurement, meanwhile their
spin is expected to couple very weakly to the varying electrical potentials (48).
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3 Electron spin - nuclear spin coupling
3.1 Electron spins as a resource for nuclear spin qubits
Since the beginning of experimental studies into quantum information processing,
nuclear spins and nuclear magnetic resonance (NMR) have provided a testbed for
quantum control and logic (49,50). NMR can still claim to have hosted the most
complex quantum algorithm to date through the 7-qubit implementation of Shor’s
factoring algorithm (51). However, the weak thermal nuclear spin polarisation
at experimentally accessible temperatures and magnetic fields has limited the
scalability of this approach, which relies on manipulating the density matrix to
create states which are pseudo-pure (49,50) and thus provably separable (52). A
notable exception (albeit of limited scalability) is the use of a chemical reaction
on parahydrogen to generate two nuclear spin states with a purity of ∼ 0.92 (53).
The magnetic moment of the electron spin is about two thousand times greater,
bringing several key benefits to nuclear spin qubits: a) enhanced spin polarisation;
b) faster gate manipulation time (ten nanoseconds for a typical electron spin
single qubit rotation, rather than ten microseconds for the nuclear spin); and c)
more sensitive detection, either via bulk magnetic resonance, or the more sensitive
electrical or optical methods described in this review.
The general spin Hamiltonian for an electron spin S coupled to one or more
nuclear spins Ii in a magnetic field B is, in angular frequency units:
H = geµB
~
~S · ~B +
∑
i
(
γn,i~Ii · ~B + ~SAi~Ii
)
(1)
where ge is the electron g-factor, µB the Bohr magneton, γn the nuclear gyro-
magnetic ratio, and Ai the hyperfine coupling tensor between the electron and
nuclear spin. Additional terms, such as a zero-field splitting term ~SD~S may
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appear in higher spin systems, such as NV− centres in diamond.
For an electron and nuclear spin pair, this leads to four levels, separately ad-
dressable through resonant pulses and typically in the microwave regime (10–
100 GHz) for the electron spin and in the radiofrequency regime (1–100 MHz) for
the nuclear spin (see Figure 3B). By controlling the phase, power and duration
of the pulse, qubit rotations about an axis perpendicular to the applied field are
performed. Couplings that are stronger than the bandwidth of a typical pulse can
be exploited to perform controlled-NOT (CNOT), or similar operations, through
a selective microwave or rf pulse. Weaker couplings can be used to perform condi-
tional logic through a combination of pulses and delays, exploiting the difference
in the time evolution of one spin depending on the state of the other.
Electron spin polarisation can be indirectly (and incoherently) transferred to
surrounding nuclear spins through a family of processes termed dynamic nuclear
polarisation, reviewed extensively elsewhere (54,55). For strongly coupled nuclear
spins, electron spin polarisation can be transferred directly through the use of
selective microwave and rf pulses — such a sequence forms the basis of the Davies
electron nuclear double resonance (ENDOR) spectroscopic technique (56, 57).
A complementary approach is to apply algorithmic cooling, which exploits an
electron spin as a fast relaxing heat bath to pump entropy out of the nuclear
spin system (58). The use of an optically excited electron spin (such as a triplet)
can be advantageous as i) it offers potentially large spin polarisations at elevated
temperatures and ii) the electron spin, a potential source of decoherence, is not
permanently present (59).
Given an isotropic electron-nuclear spin coupling of sufficient strength, it is pos-
sible to perform phase gates (z-rotations) on nuclear spin qubits on the timescale
13
of an electron spin 2pi microwave pulse, which is typically ∼ 50 ns. The pulse must
be selective on an electron spin transition in one particular nuclear spin mani-
fold; hence, a weaker hyperfine coupling will necessitate a longer, more selective,
microwave pulse. This kind of geometric Aharanov-Anandan phase gate (60) was
experimentally demonstrated using N@C60 and Si:P donor systems, and used to
dynamically decouple nuclear spins from strong driving fields (61, 62). Given
an anisotropic hyperfine coupling, the nuclear spin gate can be generalised to
an arbitrary single-qubit rotation using a combination of microwave pulses and
delays (42, 63). For multiple coupled nuclear spins and a correspondingly large
Hilbert space, more elaborate control is needed (64), for example using gradient
ascent pulse engineering (65). These methods exploit an effect termed electron
spin echo envelope modulation (ESEEM) in the ESR community (66,67).
The weak and ‘always-on’ coupling between two nuclear spins is another lim-
itation of a nuclear spin-only NMR approach. Nuclear spin interactions can be
decoupled through refocussing techniques – for example using the ultrafast nu-
clear spin manipulations described above – however, methods for gating such
interactions have also been explored. An example is the proposal of exploiting
mutual coupling between two nuclear spins to an intermediate electron spin which
is optically excited (68). The mediator is diamagnetic in its ground state, such
that the interaction between the two nuclei is effectively off. However, an optical
pulse can excite a triplet state (S = 1) in the mediator, which can be manipulated
using microwave pulses to produce gates of maximal entangling power between
the two coupled nuclear spins. Preliminary ENDOR experiments on candidate
functionalised fullerene molecules indicate that the key parameters of triplet po-
larisation, relaxation rate and hyperfine coupling, are in the correct regime to
14
permit this kind of gate (68).
Given the above, it is clear that quantum logic between an electron and nuclear
spin can also be performed. Entangling operations between and electron and
nuclear spin have been demonstrated in irradiated malonic acid crystals (41),
and in the N@C60 molecule (69); however in both cases the spins were in a highly
mixed initial state and so only pseudo-entanglement was generated — the states
were fully separable. Nevertheless, Ref. (41) demonstrates an elegant way to
perform density matrix tomography through the application of varying phase
gates to the electron and nuclear spin, and a procedure which, if applied with
high fidelity to spins at higher magnetic fields and lower temperatures, would
lead to electron-nuclear spin entanglement.
3.2 Nuclear spin quantum memory
We may reverse the question, and ask how coupling to nuclear spins may offer
advantages to electron spin qubits. One key advantage of the weak magnetic
moment of nuclear spins is their correspondingly longer relaxation times T1 (typ-
ically seconds to hours) and T2 (typically seconds), motivating the use of nuclear
spins as quantum memories to coherently store the states of electron spin qubits.
This has been achieved using a) NV− centres and neighbouring 13C nuclei in
diamond, exploiting the near-degeneracy of the nuclear spin levels in the mS = 0
manifold (70); and b) P-donor nuclear spins in isotopically purified 28Si, where
the nuclear spin is directly excited using a radiofrequency pulse (23). Both ex-
periments are summarised in Figure 3.
The lifetime of the quantum memory is determined by the nuclear spin deco-
herence time T2n, which was found to be  20 ms in the case of 13C in the NV−
15
diamond system at room temperature (70), and over 2 seconds for the 31P donor
nuclear spin. This approach has since been applied to other electron-nuclear spin
systems such as the N@C60 molecule (T2n= 140 ms at 10 K) (R. M. Brown, A.
M. Tyryshkin, K. Poerfyrakis, E. M. Gauger, B. W. Lovett, et al., unpublished
observeration) and the substitutional nitrogen P1 centre in diamond (T2n= 4 ms
at room temperature).
The large I = 9/2 nuclear spin of the 209Bi donor in silicon offers a large
Hilbert space to store multiple electron spin coherences. Despite the wide range
of nuclear transition frequencies (between 200 and 1300 MHz at X-band), it is
possible to implement the same coherence transfer sequence applied previously
to P-donors (25). A further strength of this system is the ability to optically
hyperpolarise the 209Bi nuclear spin (71, 26), as was previously shown for the
P-donor (72,73).
An important limitation of the use of this kind of nuclear spin quantum memory
is that the nuclear spin coherence time is bounded by the electron spin relaxation
time: T2n ≤ 2T1e (23). In many systems T1e can be made very long, for example
by operating at low temperatures, however the ability to remove the electron
spin, for example through optical or electrical means, would simply remove this
limit (68,17).
4 Electron spin - optical photon coupling
4.1 Mechanisms and candidate systems
There are various methods by which spin can couple to an optical transition in
certain materials, exploiting some kind of spin-selective interaction with light.
This interaction enables the initialisation, manipulation and measurement of sin-
16
gle spins using optical techniques, which we shall review in this section.
NV− centres (see Figure 2a,b) possess an optically active level structure that
has a number of fortuitous properties. In particular, there is an intersystem cross-
ing (ISC) which can take place between the excited 3E state and a metastable
singlet 1A state, and the rate of ISC is three orders of magnitude faster for the
ms = ±1 excited states than for ms = 0. Crucially, optical cycles between the
ground and excited triplets state are essentially spin conserving, and relaxation
from the 1A state back to the triplet ground state 3A occurs with greatest prob-
ability to the ms = 0 state (74).
Spin selectivity in QDs is illustrated in Figure 2d,e. A left (right) circularly
polarized light pulse propagating in the z direction carries an angular momentum
of +~ (−~) along the z axis, and if it is resonant with the heavy-hole to electron
transition will only excite the transition that has a net angular momentum loss
(gain) of ~. If the QD is doped with a single electron, then this leads to a spin
dependent optical transition for a given circular polarization. For example, if
σ+ light is incident on the sample propagating in the z direction, then a state
consisting of two electrons and one hole (known as a trion) is only created from
the Jz = +1/2 level. This kind of ‘Pauli blocking’ forms the basis of methods for
optical initialization, readout and manipulation of spins in QDs.
Optical coupling to spin qubits has been explored in other systems, such as
donors in silicon (73), but we will focus here on NV− and QD systems to illustrate
the techniques and opportunities for coupling electron spins and photons in the
solid state.
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4.2 Electron spin initialisation
Electron spins can become highly polarized in strong magnetic fields and low
temperatures (e.g. 90% polarization at 2 K and 4 T). However, it is possible
to use optical colling to achieve similar polarizations at much lower magnetic
fields and more accessible temperatures. The initialisation of NV− centre spins
at room temperature is possible because cycling the 637 nm optical transition
largely preserves the electron spin state. As described above, the ms = 0 state
has a very low probability of undergoing ISC when in the excited state 3E, while
the ms = ±1 states have some change of crossing to 1A, which will relax to
ms = 0. A few cycles is enough to generate a large spin polarisation (∼ 90%) in
the ms = 0 state (75,32). Unfortunately, no method to increase this polarisation
closer to 100% has yet been identified; the difficulty is that the optical transitions
are not perfectly spin-conserving and so there is a finite change of a spin-flip on
each optical cycle (74).
Atatu¨re et al. (76) demonstrated laser induced spin polarisation in a InAs/GaAs
QD (13). They use a σ− laser to depopulate the | ↓〉 spin level, promoting pop-
ulation to the trion above, see Fig. 2e. The trion decays primarily back to the
original state, but there is a small probability that it goes to the other low lying
spin level (| ↑〉) via a spin flip Raman process that arises due to light-heavy hole
mixing. However, any population in | ↑〉 will remain, since the pump has no ef-
fect on it. In this way, polarization builds up as eventually the | ↓〉 is completely
emptied, so long as there is no direct spin flip mechanism with a rate comparable
with the forbidden decay rate. In zero magnetic field, interaction with the nuclear
spin ensemble does lead to spin flips and only in an applied magnetic field can
such flips be sufficiently suppressed. The measurement of polarization is made by
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observing the change in transmission of the probe laser: once the spin is polarized
no more absorption can occur. However, a sufficiently sensitive measurement can
only be obtained by exploiting a differential transmission technique (77,78).
Other methods of spin initialization rely on the generation of a polarized ex-
citon in diode-like structure that permits the preferential tunneling of either an
electron of hole. Both electrons (79) and holes (8) can be prepared in this way.
4.3 Electron spin measurement
The spin-selective ISC in the excited 3E state enables the measurement of the spin
state of a single NV− centre. The lifetime of the dark 1A state (∼ 250 ns) is over
an order of magnitude longer than that of 3E, such that the fluorescence intensity
of the centre is reduced when ISC can occur (74). The act of measurement (cycling
the 3A-3E optical transition to observe fluorescence) itself serves to re-initialise
the spin in the ms = 0 state, so the signature of the spin measurement is a ∼ 20%
difference in fluorescence intensity in the first 0.5 µs or so of optical excitation.
This means that each measurement must be repeated many times in order to build
up good contrast between the different spin states. Experiments showing single
spin measurement are therefore a time-ensemble average — in contrast to the
spin-ensemble average typical of ESR experiments — and refocusing techniques
must be employed required to remove any inhomogeneity (30).
Methods to improve the efficiency of the measurement are being actively ex-
plored, for example using 13C nuclear spins (80) or the 14N nuclear spin (81) as
ancillae for repeated measurement. The electron spin state is copied to ancilla(e)
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nuclear spin(s), and then measured2. After some time (< 1 µs), any useful infor-
mation on the electron spin state ceases to be present in the fluorescence and the
electron spin is back in the ms = 0 state; the ancilla state can be mapped back
to the electron spin and the measurement repeated. Crucially, the coherent state
of the coupled nuclear spin is not affected by the optical cycling that forms part
of the electron spin measurement (70,82).
A range of techniques for single spin measurement have been explored for QDs.
Several of these rely on the modification of refractive index that occurs close to
(but not precisely at) optical resonance. By detuning a probe laser from res-
onance, absorption is suppressed and this dispersive regime can be exploited.
Imagine, for example, a single electron spin polarized in the |↑〉 state. It will only
interact with σ+ light, and on passing through the quantum dot region, light of
this polarization will experience a slightly different optical path length to an un-
affected σ− beam. In order to enhance the difference in path lengths experienced,
an optical microcavity can be exploited so that on average the light beam passes
many times through the dot region. Linearly polarized light is composed of equal
amounts of σ+ and σ−, and will therefore rotate on passing through the sample.
The degree of rotation will be directly dependent on the magnitude and direction
of the confined spin. The sensitivity of a typical measurement is improved by
recording the degree of rotation as a function of detuning from resonance, and
fitting the resulting curve with the initial spin polarization as a variable fitting
parameter.
Berezovsky et al. (83) demonstrated this spin-dependent polarization rotation
2This is not a cloning of the electron spin state (which is forbidden), but rather a C-NOT
operation such that α |0e0n〉+ β |1e0n〉 → α |0e0n〉+ β |1e1n〉
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using a reflection geometry (in this case the effect is called magneto-optical Kerr
effect) to non-destructively read out a single spin following initialization in the | ↑〉
or | ↓〉 state. Atatu¨re et al. (84) performed similar measurements (see Figure 4),
but using differential transmission to detect the rotation of polarization, which
in this configuration is called Faraday rotation.
State readout can also be achieved using a photocurrent technique, in which a
trion that has been spin selectively created is allowed to tunnel from a QD in a
diode structure (79,8).
4.4 Electron spin manipulation
Once initialization and measurement are established, the stage is set for the ob-
servation of controlled single spin dynamics. In the case of electron spins which
are sufficiently long-lived, this can be performed by coupling the spin to a res-
onant microwave field, such as that used to observed coherent oscillations in a
single NV− electron spin between the ms = 0 and the ms = ±1 levels (30).
Alternatively, by applying a magnetic field perpendicular to the direction of the
initialization and measurement basis, it is possible to observe single spin preces-
sion as a function of time between the initialization ‘pump’ and Kerr rotation
‘probe’ (12). For controlled rotation around a second axis, an optical ‘tipping’
pulse can be applied (85). This pulse is circularly polarized, and cycles round
one of the spin selective transitions shown in Fig. 2e. If the pulse is resonant, and
completes a cycle from spin to trion and back, a relative pi phase shift is accumu-
lated between the two spin states3. This corresponds to a rotation around the
3This is analogous to the nuclear spin phase gate described in Section 3.1 performed by
driving the electron spin around a complete cycle. Similar phase gates can also be achieved in
a photodiode system (8).
21
measurement basis axis, perpendicular to the applied field. Controlled rotation
around two axes is sufficient for arbitrary single qubit operations (1), though
these experiments do not demonstrate how to stop the magnetic field preces-
sion. Greilich et al. (86) take the first step to overcoming this problem, first by
demonstrating that an arbitrary angle phase gate can be achieved by detuning
the cycling laser, and then timing two pi/2 phase gates such that a controlled
field precession occurs in between them. Experimental progress on more than
one dot has naturally been slower, but theoretical work has shown that opti-
cal manipulation of strongly interacting quantum dot molecules can lead to spin
entanglement (10) with relatively simple pulses (87).
A potential drawback of using trion states to manipulate single spins is that the
charge configuration of the system can change significantly during a control pulse.
This can lead to a strong phonon coupling (88) and to decoherence. However,
by using chirped pulses or slow amplitude modulation, this decoherence channel
can be strongly suppressed (89,11,90,91).
4.5 Single shot measurement
The measurements so far discussed have relied on weak dispersive effects in the
case of QDs, or small changes to the fluorescence over a limited time window in
the case of NV− centres. A full measurement of a single spin is a rather slow
process and each of the experiments we have described prepare and measure the
spin many times over to build up enough statistics to prove the correlation be-
tween the initialized state and the measured state. For most quantum computing
applications, this will not be enough. Rather, high-fidelity single-shot determi-
nation of an unknown spin is required, and for this a much stronger spin-photon
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coupling must be engineered and exploited.
The first step towards this ideal in QDs was a demonstration that spins can
be measured at resonance. Under this condition, the effect of a QD on a photon
is greater than it can be in a detuned, dispersive set-up. If a two level system is
driven resonantly, and the coupling between photon and exciton is stronger than
the exciton decoherence rate, then the eigenstates of the system become polari-
tons (states with both photon and exciton character). Moreover, the emission
spectrum changes from a single Lorentzian to a ‘Mollow’ triplet (92), with two
side bands split from the central peak by the QD-photon coupling.4 It is a signif-
icant experimental challenge to observe the Mollow triplet, since the sidebands
can be obscured by Rayleigh scattering of the incident light beam. However,
Flagg et al. (95) showed that it is possible, by sandwiching the QD between two
distributed Bragg reflector mirrors. Laser light is coupled into the layer between
the mirrors using an optical fibre, and confined there by total internal reflection.
The emission is then observed in a perpendicular direction to reduce any interfer-
ence from the excitation beam. This work was soon followed by an observation
of a ‘quintuplet’ by another group (96) where the sidebands are spin-split in an
applied magnetic field. However, this kind of measurement is not immune from
spin flip Raman processes, which still occur at a faster rate than the readout can
be performed. In a recent demonstration of single-shot optical measurement (97),
two QDs are used so that the initial spin and readout exciton are spatially located
in different dots. The readout process then proceeds through a trion consisting
of two electrons with parallel spins and a heavy hole, and from this state electron
4The triplet arises from a splitting of both upper and lower levels into doublets; a triplet
results since two of the transitions are degenerate. If the transition to a third level from one of
the two doublets is probed, two distinct lines are indeed observed (93,94).
23
spin flips through Raman processes are not possible.
In NV− centres, the emphasis has been on increasing the efficiency of optical
coupling, for example using microcavities based on silicon microspheres (98) or
on-chip designs using GaP (99). Other approaches include the use of nanostruc-
tured diamond itself for optical confinement, for example diamond nanowires (100),
or using photonic crystal cavities which can be detereministically positioned to
maximise coupling with the NV− centre (101).
4.6 Single-photon coupling and entanglement
A more ambitious goal is to achieve single shot measurement by detecting a single
photon. If this could be achieved, it would permit the creation of spin entangle-
ment between two matter-based electron spin placed at distant locations (102).
We will describe how this could be done using QDs (see Fig. 5), however similar
schemes have proposed for NV− centres (103). Imagine two QDs in different
places with the kind of spin selectivity discussed above, and that polarized light
is used to drive just one of the two transitions in both QDs. Each QD is first
initialised in the state (|↑〉+ |↓〉)/√2 so that following optical excitation we have
the state
|Ψ〉 = 1
2
(
|↓↓〉+
∣∣∣↓ T ↑h〉+ ∣∣∣T ↑h ↓〉+ ∣∣∣T ↑hT ↑h〉) . (2)
This will eventually decay back to the ground state, with the emission of either
no photons (corresponding to the first term on the RHS), one photon (second and
third term), or two photons (last term). The QDs are placed inside cavities such
that the emission is almost always in the directions shown. If the detectors can
discriminate between different photon numbers, but they register just one photon
between them, then the system is projected into the state corresponding to the
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decay products of the second and third terms. Importantly, we cannot tell which
one since each passes through a 50:50 beamsplitter before being detected and if
the QDs are identical this erases any information about which path the photon
takes before the beamsplitter. We are therefore projected into an entangled state
of the form (|↑↓〉+ exp(iφ) |↓↑〉)/√2, with the phase factor determined by which
detector fires. Several theoretical ideas for entanglement creation along these lines
have been put forward over the last few years (104,105,103,106,107) and aspects
have been demonstrated in ion traps and atomic ensembles (108,109). The most
important feature of this kind of entanglement creation is that is it heralded: we
know when our operation works and when it fails simply by counting detection
photons.
By performing successful entangling measurements on adjacent pairs of spins,
a large entangled resource can be built up. NV− centres possess a local, coupled
nuclear spin which is immune to the optical excitation performed while attempt-
ing to create electron spin entanglement — this allows a broker-client approach
to efficiently building up larger entangled states (110). Any quantum algorithm
can be performed using such a resource simply by making single qubit measure-
ments (111,2).
Controlled entanglement of a single spin and a single photon would represent
the ultimate interface of the two degrees of freedom(112). Such a static to flying
qubit interconversion would allow for secure quantum communication (113) and
the construction of truly quantum networks (114). Certain key aspects such as
strong dot-cavity coupling (115,116,117) have been experimentally demonstrated,
and recently (non-deterministic) entanglement between a single spin and a photon
was detected in the NV− system (118).
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5 Electron spin - charge coupling
5.1 EDMR
The relationship between electrical conductivity and the spin states of conduction
and localised electrons within a material has been exploited for some time in the
technique of electrically detected magnetic resonance (EDMR) (119,120,121). Al-
though the effect is often very weak — only a small fraction of a percent change
in conductivity — it offers an opportunity to detect and measure small num-
bers of electron spins (< 100) by measuring the conductivity of nanostructured
devices (122).
Three primary mechanisms for EDMR have been used to measure electron spins
in semiconductors: spin-dependent scattering (123, 124), spin-dependent recom-
bination (122) and spin-dependent tunnelling (125). Spin-dependent scattering
is observed in MOSFET structures where the scattering cross-section of a 2DEG
electron and a bound donor electron depends on their relative spin orientation
(i.e. single vs. triplet) (123).
Spin-dependent recombination involves first optically generating charge carriers
in the material, which then recombine via charge traps. Commonly, this technique
involves two species of charge trap, such as a dangling bond Pb0 centre in silicon
coupled, for example, to a P-donor (126). If the two trapped charges are in
the singlet (vs the triplet) state, the P-donor will transfer its electron to the
Pb0 centre, and subsequently capture an electron from the conduction band.
Recombination then takes place between the P−b0 state and a hole, such that the
overall process reduces the carrier concentration and thus the conductivity of
the device. An alternative is to use just one charge trap, such as the P-donor
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itself which ionises to the D− state when trapping a conduction electron (127).
Trapping is only possible when the conduction spin and trap spin are in a singlet
state, which leads to a measurable change in the recombination rate if both spins
are highly polarised, requiring high magnetic fields and low temperatures (e.g.
> 3 T and < 4 K). This has the advantage of being able to measure donor
spins which are not necessarily coupled to interface defects which lead to shorter
relaxation times (128).
Various approaches have been proposed and explored to extend these ideas to
the single-spin level — in most cases this involves scaling the devices used down
to a sufficiently small scale so that the behaviour of a single donor has a non-
negligible impact on the conductivity of the device (129, 130). It is also possible
to use the donor nuclear spin as an ancilla for repetitive measurement to enhance
the sensitivity (131).
Although these methods could be used to ultimately measure a single spin
state, they do so using a large number of electronic charges — analogous to the
way spins can be measured through an optical fluorescence or polarisation change
detected using a large number of photons. We now examine how the state of a
single charge can be coupled to an electron spin, offering a powerful electrical
method for initializing, measuring and manipulating single spins.
5.2 Single charge experiments
As discussed in Section 2.1, the charge state of lithographically defined quantum
dots can be controlled by applying voltages to gate electrodes, and the isolation
of just a single electron in a QD was achieved many years ago (see Ref. (132) for
a detailed review of achievements in QD electron control that happened in the
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1990s). In the last decade, experiments have shown the conversion of information
carried by single spins into measurable single charge effects, so-called spin-to-
charge conversion. Several excellent reviews of this topic already exist (133, 7),
and so here we will touch on a few key early results, and then focus on some more
recent achievements.
An early measurement of single spin dynamics that used a form of spin-to-
charge conversion was achieved by Fujisawa et al. in 2002 (134). They demon-
strated that a single QD could be filled with one or two electrons by applying a
particular voltage to the QD gate electrode, states which they termed artificial
hydrogen and helium atoms. In the two electron case, the authors demonstrated
that the number of charges escaping from the QD can be made proportional to
triplet population, and in this way triplet to singlet relaxation times were probed.
Single shot readout of a single spin was achieved two years later (135), using
a single gate-defined QD in a magnetic field that is tunnel coupled to a reservoir
at one side, and has a quantum point contact (QPC) at the other side. A QPC
is a one-dimensional channel for charge transport, whose conductance rises in
discrete steps as a function of local voltage (136, 137). By tuning the QPC to
the edge of one of these steps, a conductance measurement can act as a sensitive
charge detector. The QD is first loaded with a single electron by raising the
potential of the plunger gate, which transfers a random spin from the reservoir.
After a controlled waiting time, the voltage is lowered to a level such that the two
Zeeman split spin levels straddle the Fermi surface of the reservoir. It is therefore
only possible for the spin-up state to tunnel out, an event that can be picked up
by the QPC. Such spin-dependent tunnelling lies at the heart of almost all spin-
to-charge conversion measurements in these kinds of systems. By repeating the
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procedure many times, and for different waiting times, it is possible to measure
the electron spin relaxation (T1) time.
Coherence times (T2) of electrons can be probed using a similar single shot
read-out technique; Petta et al. (138) did this using a double QD loaded with
two electrons. Depending on the relative potentials of the two dots, the electrons
can either be on the same dot (labelled (1,1)) or on different dots (2, 0). A nearby
QPC is sensitive to charge on one of the two dots and so can distinguish these two
situations. Importantly, for (2, 0) the electrons must be in the singlet state, due
to Pauli’s exclusion principle. This provides means of initializing, and reading
out (1, 1) states: a triplet (1,1) will not tunnel to (2, 0) when the dot detuning
is changed to make (2, 0) the ground state, but a singlet will. In this way, the
dynamics of a qubit defined by the singlet and the triplet state with zero spin
projection can probed. Since these two states differ only by a phase this leads to a
measurement of the dephasing T2 time, which is found to be primarily dependent
on the interactions with the nuclear spins on the Ga and As atoms. Though it is
possible to remove the effects of static nuclear spins through rephasing techniques,
nuclear spin fluctuations limit T2 to the microsecond regime.
More recent achievements have focussed on the manipulation of electron spins
using ESR, permitting the observation of Rabi oscillations. For example, in (139),
an oscillating magnetic field is applied to a two QD system by applying a radio-
frequency (RF) signal to an on-chip coplanar stripline. The resulting Rabi oscil-
lations can be picked up by measuring the current through the device following
the RF pulse; Pauli’s exclusion principle means that the current is maximized
for antiparallel spins. In an alternative approach, a magnetic field gradient was
applied across a two QD device using a ferromagnetic strip so that field strength
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depends on the equilibrium position of the electron charge (140). The applica-
tion of an oscillating electric field induces an oscillation of the electron charge —
the electron spin then ‘feels’ a periodic modulation of the magnetic field. If the
modulation is at a frequency corresponding to the spin resonance condition, then
Rabi oscillations occur.
The last two or three years have seen a remarkable improvement in our under-
standing and control of the primary electron spin decoherence mechanism: inter-
actions with the GaAs nuclear spin bath. For example, the nuclear spin bath can
be polarized by transferring angular momentum from the electron spins (141),
resulting in a narrower field distribution. The nuclear spin field can also adjust
itself so that the condition for electron spin resonance is satisfied for a range of
applied fields (142); this may also result in a reduction in electron spin dephasing
by narrowing the nuclear field distribution. Remarkably, fast single shot readout
of an electron spin has permitted the static nuclear field to be measured and
tracked through the real time impact is has on the singlet-triplet qubit discussed
above (4).
Removing nuclear spins altogether is also possible, for example using QDs in
silicon- or carbon-based devices such as those fabricated using graphene or carbon
nanotubes (143). Demonstration of a single spin to charge conversion has now
been observed in silicon (22) (as described in Figure 6), while the demonstration
of the coherent exchange of electrons between two donors (144) may provide a
route to generating spin entanglement.
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6 Electron spin and superconducting qubits
Qubits based on charge-, flux-, or phase-states in superconducting circuits can be
readily fabricated using standard lithographic techniques and afford an impressive
degree of quantum control (145). Multiple superconducting qubits can be cou-
pled together through their mutual interaction with on-chip microwave stripline
resonators (146). These methods have been used to demonstrate the violation of
Bell’s inequalities (147) and to create three-qubit entangled states (148,149).
The weakness of superconducting qubits remains their short decoherence times,
typically limited to a few microseconds depending on the species of qubit (145),
for example, coherence times in the three-qubit device of Ref (149) were limited to
less than a microsecond. Electron spins, in contrast, can have coherence times up
to 0.6 s in the solid state, and typically operate at similar microwave frequencies
as superconducting qubits. The possibility of transferring quantum information
between superconducting qubits and electron spins is therefore attractive.
Although it is possible to convert a superconducting qubit state into cavity
microwave photon (3), achieving a useful strong coupling between such a photon
and a single electron spin appears beyond capabilities of current technology5. In-
stead, the spin-cavity coupling (which scales as
√
N for N spins) can be enhanced
by placing a larger ensemble of spins within the mode volume of the cavity, thus
ensuring that a microwave photon in the cavity is absorbed into a collective ex-
cited state of the ensemble. The apparent wastefulness of resources (one photon
stored in many spins) can be overcome by using holographic techniques to store
5A superconducting cavity could be used for single spin ESR (see Box: Single-spin electron
spin resonance), however, this application places fewer demands on the coupling and cavity/spin
linewidths than a quantum memory
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multiple excitations in orthogonal states within the ensemble (150), as has been
explored extensively in optical quantum memories (151).
A key step in demonstrating a solid state microwave photon quantum memory
based on electron spins is to demonstrate strong coupling between an electron spin
ensemble and single microwave photons in a superconducting resonator. Typi-
cally, electron spins are placed in a magnetic field to achieve transition frequencies
in the GHz regime, however, such fields can adversely affect the performance of
superconducting resonators. One solution is to apply the magnetic field strictly
parallel to the plane of thin film superconductors — this has been used to ob-
served coupling to a) the organic radical DPPH deposited over the surface of the
resonator; b) paramagnetic Cr3+ centres within the ruby substrate on which the
resonator is fabricated; and c) substitutional nitrogen defects within a sample
of diamond glued onto the top of the niobium resonator (see Figure 7a) (27).
Another solution is to seek out electron spins which possess microwave transition
frequencies in the absence of an applied magnetic field — indeed this would ap-
pear the most attractive because the superconducting qubits themselves (which
are generally made of aluminium) are unlikely to survive even modest magnetic
fields. Thanks to their zero-field splitting of ∼ 3 GHz, NV− centres in diamond
have been used to observe strong coupling to a frequency-tuneable superconduct-
ing resonator in the absence of an appreciable magnetic field (B < 3 mT) (28)
(see Figure 7b). The ability to rapidly tune the resonator into resonance with
the spin ensemble should enable the observation of coherent oscillations between
the two, and ultimately the storage of a single microwave photon in the spin
ensemble.
An alternative approach is to couple an electron spin, or spins, directly to the
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syperconducting qubit, as proposed by Marcos et al. (152), or similarly to boost
the coupling of a superconducting resonator to a single spin through the use of
a persistent current loop (153). Having stored the superconducting qubit state
within a collective state of electron spins, it is then possible to transfer the state
into a collective state of nuclear spins (154), using the coherence transfer methods
described in Section 3, thus benefitting from the even longer nuclear coherence
times.
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Single-spin electron spin resonance
Some of the approaches described here could be extended to enable general
single-spin ESR.
Cavities - The greatly reduced mode volume and high Q-factor of nanoscale
superconducting resonators should lead to sufficient coupling between a single
spin and the microwave field to permit single spin ESR. Typical values of
Q ∼ 105 and a cavity of volume 1 pL (1 µm3) and frequency 1 GHz would
suggest a single spin will emit a scattered microwave photon every 10 ms (27).
Optics - Single NV− electron spins can be measured close to the diamond
surface and are sensitive to long-range dipolar coupling (32), enabling the
indirect detection of other electron spins (155,156). A nanocrystal of diamond
could be mounted on a probe tip which scans over a surface, or the spins of
interest could be deposited on a suitable diamond substrate.
Charge - Transport measurements of a carbon nanotube-based double QD de-
vice have shown the signature of coupling between a QD and a nearby electron
spin (157). Carbon nanotubes can be controllably activated and functionalised
with other molecular species (158). Combining such structures with magnetic
resonance techniques could permit single spin detection of an attached electron
spin (159,160).
7 Summary and outlook
In this review, we have attempted in this review to systematically look at the
coupling of electron spin to other degrees of freedom capable of hosting quantum
information: nuclear spin, charge, optical photons, and superconducting qubits.
We have not been able to cover all possibilities. For example, we have not men-
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tioned electron spins coupled to mechanical states, which are explored in a recent
proposal (161).
In many cases, substantial benefit arises from bringing together more than
one of the hybridising schemes discussed in this article. For example, in NV−
centres, one can combine three degrees of freedom: the optical electronic tran-
sition, the electron spin, and the nuclear spin of a nearby 13C. Alternatively, a
hybrid electrical and optical method for measuring single electron or nuclear spin
states of P-donors in silicon has been demonstrated, which exploits the ability
to selectively optically excite a bound exciton state of the P-donor and a nearby
QPC (162).
Nevertheless, it is clear that electron spins play an essential role in a wide
range of proposals for hybridising quantum information in the solid state. This
can be attributed to their balance of portability, long-lived coherent behaviour,
and versatility in coupling to many varied degrees of freedom.
7.1 Summary Points
1. A versatile qubit can be represented in the electron spin of quantum dots,
impurities in solids, organic molecules, and free electrons in the solid state.
2. A coupled electron spin can provide many advantages to a nuclear spin
qubit, including high fidelity initialisation, manipulation on the nanosecond
timescale, and more sensitive measurement.
3. The state of an electron spin can be coherently stored in a coupled nuclear
spin, offering coherence times exceeding seconds (Figure 3).
4. The interaction of an electron spin with many optical photons can be used
for single spin measurement (Figure 4), and manipulation on the picosec-
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ond timescale, while coupling to a single photon could be used to generate
entanglement between two macroscopically separated electron spins (Fig-
ure 5).
5. The electron spin of lithographically defined quantum dots can be measured
through spin-dependent tunnelling between and off dots, and the use of a
local quantum point contact.
6. A similar technique can been applied to the electron spin of a donor in
silicon, the important difference being that the electron tunnels off the
donor directly onto a single-electron transistor island, offering high fidelity
single-shot measurement (Figure 6).
7. Electron spin could be used to store the state of a superconducting qubit.
An important step towards achieving this has been demonstrated in the
observation of strong coupling between an electron spin ensemble and a
superconducting microwave stripline resonator (Figure 7).
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8 Annotations to References
• (22) Demonstration of single-shot single spin measurement in silicon, of
what is most likely a P-donor
• (23) Demonstrates storage and retrieval of a coherent electron spin state
in a P-donor nuclear spin, giving a quantum memory lifetime exceeding
seconds.
• (27), (28) Offer parallel demonstrations of coupling of spin ensembles to
superconducting microwave stripline resonators at milliKelvin temperatures
• (32) Using opticla spin measurement, observes coupling between a single
pair of NV− centres in diamond, separated by ∼100 A˚.
• (61) Show manipulation of the nuclear spin through microwave operations
on the electron spin, and the use of this in dynamic decoupling
• (85) Demonstrates optical initialization, manipulation and measurement of
a single spin in a quantum dot.
• (96) Demonstrates spin-dependent resonant fluorescence in a quantum dot.
• (102) Reviews measurement based quantum computing in solid state sys-
tems.
• (133) Reviews the principles behind spin-to-charge conversion in quantum
dots.
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Figure 1: Electron spins in the solid state interact with several other degrees
of freedom, including nuclear spins, optical photons, charge and, potentially,
superconducting qubits via circuit quantum electrodynamics. In each case, ex-
ample systems are illustrated. Such interactions can be harnessed to enhance
the processing, coherent storage and measurement of quantum information.
[Figure includes extracts from Refs (2) and (3) with permission from Macmil-
lam Publishers Ltd; (4), Copyright (2009) by the American Physical Society
http://prl.abstract.org/PRL/v103/i16/e160503; and (5) with permissions from
Anais da Academia Brasileira de Cieˆncias.]
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Figure 2: Crystal structure (a) and electronic energy level diagram (b) of the
NV− centre. (c) AFM micrograph showing the spontaneous formation of QDs
when a smaller bandgap material (light brown) is deposited on a larger bandgap
substrate (dark brown). (d) Confinement potential in a cut through one such
QD, showing discrete bound states with angular momentum |J, Jz〉. Here the
QD is doped with a single electron, and excitation with σ+ light leads to trion
formation only for an initial |↑〉 spin state. (e) Spin selection rules for both kinds
of polarized light. [Figure partly adapted and reprinted with permission from
(2).]
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Figure 3: Two methods for coherently storing an electron spin state into a local,
coupled nuclear spin. In both cases a SWAP operation is performed through two
controlled-NOT (C-NOT) gates, which are achieved through a selective spin flip.
(A) Using the NV− centre in diamond, it is possible to achieve the nuclear spin
flip by exploiting the natural precession of the nuclear spin in the mS = 0 electron
spin manifold. A weak (∼ 20 G) magnetic field is applied perpendicular to the
quantisation axis which is defined by the electron spin and orientation of the
defect, causing an evolution (ω/2pi ∼ 0.3 MHz) in the nuclear spin between |↑〉
and |↓〉. (B) The alternative, shown using P-donors in 28Si, is to drive a nuclear
spin flip directly with a resonant radiofrequency pulse. In each case, electron spin
coherence is generated, stored in the nuclear spin, and then retrieved some time
later which is considerable longer than the electron spin T2. Observation of the
recovered electron spin coherence can be achieved through Rabi oscillations, or
by directly observing a spin echo, depending on the nature of spin measurement
used. (Panel A adapted from Reference (70) with permission from AAAS; Panel
B adapted from Reference (23), with permission from Macmillan Publishers Ltd.)
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Figure 4: Experimental results of a preparation-measurement sequence for a spin
in a QD. A preparation pulse is first applied with circular polarization which
results in spin pumping on resonance. Both figures shows a dispersive Faraday
rotation (FR)measurements as a function of an applied gate voltage that is used
to change the detuning of the preparation laser from resonance through the Stark
shift it generates. The upper (lower) figure show results using a σ− (σ+) prepa-
ration pulse. The black dots in each case represent the signal for a far detuned
preparation laser, with no spin cooling. The red (blue) dots show a preparation
laser that is at resonance for a gate voltage of 415 mV, for the transitions shown
on the right. A peak or dip in the FR signal is seen at resonance, which is a mea-
surement of the prepared spin state. [Reprinted from Ref. (84), with permission
from Macmillan Publishers Ltd.]
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Figure 5: (a) Schematic diagram showing the experimental setup needed for the
creation of entanglement by measurement. Two QDs are embedded in cavities
to enhance emission into the modes shown. Two detectors D1 and D2 are placed
downstream of a beamsplitter; detection of one photon heralds an entangled spin
state. (b) Required level structure of the QD. [Figure adapted and reprinted with
permission from (2).]
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Figure 6: Single-shot single spin to charge conversion in silicon using a MOS
single electron transistor (SET). A) P-donors are implanted within the vicinity
of the SET island, underneath a plunger gate Vpl which controls their potential
with respect to the SET. Statistically, one expects ∼ 3 donors to be sufficiently
tunnel-coupled to the SET. B) An electron can be loaded onto the donor by
making the chemical potential µdonor much lower than that of the SET island
µSET. Placing µSET in between the spin-up and spin-down levels of the donor
enables spin-dependent tunnelling of the donor electron back onto the SET island.
C) The electron spin relaxation time T1 is measured by loading an electron (with
a random spin state) onto the donor, followed by a measurement of the spin
some variable time later. The B5 magnetic field dependence, and absolute values
of the T1 measured are consistent with a P-donor electron spin (S. Simmons,
R. M. Brown, H. Riemann, N. V. Abrosimov, P. Becker, et al., unpublished
observation). (Reprinted with permission from Reference (22) with permission
from Macmillan Publishers Ltd.)
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Figure 7: (A) The transmission spectrum of a superconducting stripline mi-
crowave resonator, fabricated on a ruby substrate, as a function of magnetic
field. A coupling strength of 38 MHz is observed between the resonator and
∼ 1012 Cr3+ spins (S = 3/2) located in the substrate, within the mode volume
of the resonator. (B) The transmission |S21| of a resonator with a diamond on
top shows two anti-crossing arising from the two ∆ms = 1 transitions of the
NV− centre, whose frequencies shift in opposite directions under a weak applied
magnetic field BNV. The resonator itself incorporates a SQUID array, allowing
frequency tuning through a locally applied magnetic flux Φ. Panels (A) and (B)
reprinted with permission from References (27) and (28), respectively, Copyright
(2010) by the American Physical Society.
