Propriétés de convergence dans les structures d'erreur by Malicet, Dominique & Poly, Guillaume
Proprie´te´s de convergence dans les structures d’erreur
Dominique Malicet, Guillaume Poly
To cite this version:
Dominique Malicet, Guillaume Poly. Proprie´te´s de convergence dans les structures d’erreur.
2011. <hal-00608007>
HAL Id: hal-00608007
https://hal.archives-ouvertes.fr/hal-00608007
Submitted on 12 Jul 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Propriétés de convergence dans les structures
d'erreur.
Dominique Malicet, Guillaume Poly
21 juin 2011
Introduction
La propriété de densité de l'énergie image (EID) aﬃrme que dans une
structure d'erreur donnée S, un p-uplet de variables dans le domaine D dont
la matrice carré du champ est presque sûrement non dégénérée, admet une
loi absoluement continue par rapport à la mesure de Lebesgue de dimension
p. Cette propriété a été conjecturée vraie dans toutes les structures d'erreur
par Nicolas Bouleau et Francis Hirsch en 1986. Démontrée dans tous les cas
particuliers existants, elle permet d'établir des critères sous lesquels les lois de
solutions d'équations diﬀérentielles stochastiques éventuellement avec sauts,
admettent des densité par rapport à la mesure de Lebesgue. Le critère (EID)
ne repose pas réellement sur la théorie du calcul de Malliavin car il n'y a
pas besoin d'eﬀectuer des intégrations par parties pour obtenir la régularité
des lois. Il s'agit plutôt d'une propriété très ﬁne de théorie géométrique de
la mesure.
Le cas des variables aléatoires à valeurs réelles (p=1) a été prouvé en toute
généralité, ceci peut être vu dans [1]. Quelques années plus tard, la conjec-
ture est démontrée dans le cas particulier de la structure d'erreur d'Ornstein-
Uhlenbeck sur l'espace de Wiener, voir [5]. Alors que la théorie du calcul de
Malliavin avait déjà permis d'établir des critères sous lesquels les lois de so-
lutions d'équations diﬀérentielles stochastiques admettaient des densités par
rapport à la mesure de Lebesgue, ce résultat permet d'abaisser la régularité
des coeﬃcients fonctionnels à Lipschitzien. A ce jour, ces critères restent les
plus généraux.
Le cas de l'espace de Poisson a été traité par Agnès Coquio dans un cas
particulier, voir [7], il s'agit du cas particulier où la mesure d'intensité est
une loi uniforme sur un ouvert borné de Rn. Très récemment, une nouvelle
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méthode dite "de la particule prêtée" permet d'établir des résultats très gé-
néraux pour des structures de Dirichlet sur l'espace de Poisson. On pourra
consulter [4] pour une introduction à cette théorie ainsi que [3] pour l'appli-
cation aux équations diﬀérentielles stochastiques. Toutes ces démonstrations
reposent en partie sur la formule de la coaire de Federer.
L'objectif de ce travail est de mettre en évidence l'existence d'un renforce-
ment de la propriété (EID), que l'on peut voir comme une version quantitative
de la propriété (EID). Il s'agit d'établir que la convergence dans le domaine
‖ · ‖D de variables aléatoires entraîne la convergence en variation totale des
lois. Nous établissons cette propriété en toute généralité pour le cas des va-
riables aléatoires à valeurs réelles et étudions les liens avec la propriété (EID)
ainsi que certaines propriété générales. Cela permet par exemple, d'établir
que les lois de variables non dégénérées sont de Rajchman et possèdent donc
un "gros" support. Bien entendu, cela va dans le sens de la conjecture (EID).
Dans un second temps nous démontrons le cas particulier de la structure
de Dirichlet H1([0, 1]p) ainsi que le cas de la structure d'erreur d'Ornstein-
Uhlenbeck sur l'espace de Wiener. Notons que cela permet de donner une
démonstration alternative de (EID) sur ces espaces, ne reposant aucunement
sur la formule de la coaire.
1 Déﬁnitions et propriétés générales
Soit une structure d'erreur S = (Ω,F ,P,D,Γ). Introduisons deux déﬁni-
tions, dont nous étudions les liens ultérieurement.
Déﬁnition 1. (Energy image density)
On dit que S satisfait la propriété (EID), si pour tout p-uplet X = (X1, · · · , Xp)
de variables aléatoires dans D :
X∗(det(Γ[Xi, Xj]i,j≤p) dP) << dλp.
Déﬁnition 2. (Strong energy image density)
On dit que S satisfait la propriété (SEID), si pour tout p-uplet X = (X1, · · · , Xp)
de Dp, pour toute suite de Dp Xn = (X(n)1 , · · · , X(n)p ) telle que lim
n→∞
‖X −X(n)‖D = 0,
puis pour toute suite φn de fonctions de Cb(Rp,R) avec ‖φn‖∞ ≤ 1, on a la
propriété suivante.
∀Z ∈ L2(P), lim
n→∞
E{Z χ{det(Γ[Xi,Xj ]i,j≤p)6=0} (φn(Xn)− φn(X))} = 0.
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Avant de rentrer dans le détail des signiﬁcations des deux déﬁnitions pré-
cédentes, introduisons brièvement quelques notations.
 D : D −→ L2(Ω,H) est un gradient tel que Γ[X] =< DX,DX >H.
(Ici H est un espace de Hilbert.)
 δ est l'opérateur adjoint du gradient.
 Pt est le semi-groupe engendré par la forme de Dirichlet E [X] = 12E{Γ[X]}.
 A est le générateur associé au semi-groupe Pt.
La proposition suivante permet de clariﬁer la déﬁnition de la propriété (SEID).
Proposition 1. (Convergence en variation totale et SEID)
Supposons que S satisfait la propriété (SEID). Soient X = (X1, · · · , Xp)
et Xn = (X
(n)
1 , · · · , X(n)p ) des éléments de D tels que lim
n→∞
‖X −X(n)‖D = 0
et P-ps, det(Γ[Xi, Xj]i,j≤p) > 0. On a alors la propriété suivante de conver-
gence en variation totale :
lim
n→∞
sup
‖φ‖∞≤1
E(φ(Xn)− φ(X)) = 0.
Démonstration. Pour tout entier n, il existe φn continue telle que ‖φn‖∞ ≤ 1
et | sup
‖φ‖∞≤1
E(φ(Xn)− φ(X))− E(φn(Xn)− φn(X))| ≤ 1
n
. Il suﬃt alors d'ap-
pliquer la propriété (SEID) à la suite φn et en prenant également Z = 1 pour
obtenir le résultat souhaité. Précisons que par hypothèse, la variable X de
Dp étant presque sûrement non dégénérée, il découle que presque sûrement,
χ{det(Γ[Xi,Xj ]i,j≤p)6=0} = 1.
Remarquons que la condition de non dégénérescence de la matrice Γ de la
limite est nécessaire. Prenons l'exemple de la structure de Dirichlet suivante :
S = ([0, 1],B([0, 1]), dx,H1([0, 1]),Γ[f ] = (f ′)2). On déﬁnit alors la fonction
f valant 0 sur [0, 1
2
] et f(x) = x − 1
2
sur [1
2
, 1]. Puis on déﬁnit fn = f +
1
n
.
On a alors lim
n→∞
‖fn − f‖H1 = 0 mais on n'a pas la convergence en variation
totale de (fn)∗dx vers f∗dx. Il suﬃt de considérer le borélien A = {0}, on a
E
{
χA(f)} = 12 et E
{
χA(fn)} = 0.
La proposition suivante explique en quoi, la propriété (SEID) est un renfor-
cement de la propriété (EID).
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Proposition 2. (SEID)⇒(EID)
Si une structure d'erreur satisfait la propriété (SEID) alors elle satisfait la
propriété (EID).
Démonstration.
La preuve se décline en trois étapes.
 Etablir un résultat de densité dans D pour la norme ‖ · ‖D.
 Vériﬁer que la propriété (EID) est satisfaite pour cette classe de va-
riables plus "régulières".
 Utiliser (SEID) pour transférer (EID) aux variables de D, par densité.
Nous aurons besoin du lemme suivant.
Lemme 1. Densité de D2,2 pour ‖ · ‖D.
Les variables aléatoires telles que X ∈ D et Γ[X] ∈ D sont denses dans
D pour la norme ‖ · ‖D. (Cet espace sera désigné par D2,2 par analogie avec
les espaces de Sobolev).
Démonstration. Utilisons pour démontrer ce résultat le semi-groupe de contrac-
tion Pt. On sait que Pt(D) ⊂ D et de plus E [PtX,PtX] ≤ E [X,X]. En outre,
‖PtX‖L2(P) ≤ ‖X‖L2(P). Ceci permet d'aﬃrmer que Pt induit un semi-groupe
à contraction dans l'espace de Banach D. Ce semi-goupe, appelons le Qt,
possède un générateur B qui est déﬁni sur un domaine D(B) dense dans D
pour la norme ‖ · ‖D. En outre ‖ · ‖D ≥ ‖ · ‖L2(P), ainsi D(B) ⊂ D(A). Enﬁn,
pour tout X dans D(B), on a B[X] = A[X] ∈ D. Enﬁn, vu que A[X] ∈ D,
on en déduit que Γ[X] ∈ D (car 2Γ[X] = A[X2]− 2XA[X]).
Donnons nous X = (X1, · · · , Xp) un p-uplet de variables dans le domaine
D. Par le lemme précédent, on se donne également Xn = (X(n)1 , · · · , X(n)p ) des
éléments de D2,2 qui convergent vers X pour la norme ‖·‖D. L'idée principale
est que les variables dans D2,2 sont plus "régulières" que les variables dans
D et satisfont naturellement la propriété (EID) par le biais d'une intégration
par parties.
Fixons une fonction test ψ dans C∞c (Rp,R), un réel  > 0, et un indice de
dérivation i entre 1 et p, on a les formules suivantes :
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D(ψ(Xn)) =
p∑
i=1
∂iψ(Xn)DX
(n)
i ,
Γ[ψ(Xn), X
(n)
j ] =
p∑
i=1
∂iψ(Xn)Γ[X
(n)
i , X
(n)
j ],
∂iψ(Xn) =
p∑
j=1
Γ[ψ(Xn), X
(n)
j ]Γ[Xn]
−1
i,j .
La formule précédente n'est vraie que là où det Γ[Xn] 6= 0, ainsi :
det Γ[Xn]
det Γ[Xn]+
∂iψ(Xn) =
p∑
j=1
Γ[ψ(Xn), X
(n)
j ]
Com(Xn)i,j
det Γ[Xn] + 
.
Enﬁn, on remarque que comme les variables Xn sont dans D2,2, le terme
Zn =
Com(Xn)i,j
det Γ[Xn]+
est dans D. On a donc la formule d'intégration par parties
E{Γ[ψ(Xn), X(n)j ]Zn} = E{Znψ(Xn)A[X(n)j ]} − E{ψ(Xn)Γ[Zn, X(n)j ]}.
On en déduit qu'il existe une constante C > 0 indépendante de la fonction
test choisie ψ, telle que
|E{ det Γ[Xn]
det Γ[Xn] + 
∇ψ(Xn)}| ≤ C‖ψ‖∞.
Ceci assure que Xn ∗(
det Γ[Xn]
det Γ[Xn]+
dP) << λp. Fixons enﬁn un borélien A négli-
geable pour la mesure de Lebesgue de Rp.
E{ det Γ[Xn]
det Γ[Xn] + 
χA(ψ(Xn))} = 0.
Puis en faisant tendre  vers 0,
E{χ{det Γ[Xn]>0}χA(ψ(Xn))} = 0.
Passons à la dernière étape du raisonnement. A renumérotation près, on peut
supposer que lim
n→∞
det Γ[Xn] = det Γ[X]. Donc pour tout  > 0, on peut trou-
ver un ensemble mesurable B tel que la convergence précédente soit uniforme
sur B, avec P(B) ≥ 1− .
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D'une part,
lim
n→∞
E{det Γ[Xn]χB χA(ψ(Xn))} − E{det Γ[X]χB χA(ψ(Xn))} = 0.
D'autre part, par (SEID), (en posant Z = det Γ[X]χB) :
lim
n→∞
E{χ{det Γ[X] 6=0} det Γ[X]χB(χA(ψ(Xn))− χA(ψ(X)))} = 0.
Cependant, 0 = E{det Γ[Xn]χB χA(ψ(Xn))}, car la propriété (EID) est vraie
pour les variables Xn, on en déduit :
E{χ{det Γ[X] 6=0} det Γ[X]χBχA(ψ(X))} = 0.
Il suﬃt alors de faire grossir les ensembles B choisis, pour obtenir à la limite
que :
E{χ{det Γ[X] 6=0} det Γ[X]χA(ψ(X))} = 0.
Remarque 1. On a choisi la classe D2,2 pour eﬀectuer la démonstration,
mais cela n'a rien d'indispensable. Il suﬃt de choisir une classe de variables
suﬃsamment régulières pour pouvoir eﬀectuer des intégrations par parties, et
qui soit dense dans D pour la norme ‖ · ‖D.
Remarque 2. Dans la proposition précédente, on prouve que pour une struc-
ture S ﬁxée, la propriété (SEID) entraîne la propriété (EID). Il est néan-
moins beaucoup plus simple de prouver que si toutes les structures satisfont
(SEID) alors toutes les structures satisfont (EID). Pour ce faire, on peut
convoler le p-uplet (X1, · · · , Xp) par des variables uniformes indépendantes
Xn = X +
1
n
(U1 · · · , Up), dans ce cas le raisonnement s'eﬀecture dans la
structure d'erreur produit S ×H1[0, 1]p.
Nous savons que la propriété (EID) a été prouvée vraie dans le cas unidi-
mensionnel (p=1). Dans le théorème suivant, nous démontrons que (SEID)
est également vraie pour toute structure d'erreur S et pour p = 1. C'est à
dire pour des variables à valeurs réelles.
Théorème 1. (SEID) pour p = 1.
Soient X et Xn des variables aléatoires dans D telles que lim
n→∞
‖Xn −X‖D = 0.
Fixons une suite quelconque de fonctions continues φn telles que ‖φn‖∞ ≤ 1
et Z un élément quelconque de L2. Sous ces hypothèses :
lim
n→∞
E{Zχ{Γ[X]6=0}(φn(Xn)− φn(X))} = 0.
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Démonstration.
La suite χ{Γ[X] 6=0}(φn(Xn) − φn(X)) est bornée dans L∞(P), on peut en ex-
traire une sous-suite qui converge faiblement vers un élément W de L∞(P).
Ainsi,quel que soit Y dans L1(P) (quitte à renuméroter) :
lim
n→∞
E{Y χ{Γ[X] 6=0}(φn(Xn)− φn(X))} = E{YW}.
L'objectif principal de la preuve est donc d'établir que W = 0. Notons
Ψn(x) =
∫ x
0
φn(t)dt. Fixons enﬁn U dans le domaine D(A) du générateur.
Ψn est de classe C1 et 1-Lipschitzienne. Nous pouvons appliquer la pro-
priété de calcul fonctionnel.
Γ[Ψn(Xn)−Ψn(X), U ] = φn(Xn)Γ[Xn, U ]− φn(X)Γ[X,U ]
= (φn(Xn)− φn(X))Γ[X,U ] + φn(Xn)Γ[X −Xn, U ].
Prenons l'espérance des égalités précédentes. Pour Z dans D ∩ L∞, on a
l'intégration par parties suivante :
E{Γ[Ψn(Xn)−Ψn(X), U ]Z} = −E{Z(Ψn(Xn)−Ψn(X))A[U ]}
+E{(Ψn(Xn)−Ψn(X))Γ[Z,U ]}
= E{Z(φn(Xn)− φn(X))Γ[X,U ]}
+E{Zφn(Xn)Γ[X −Xn, U ]}.
D'une part,
lim
n→∞
E{Z(Ψn(Xn)−Ψn(X))A[U ]} = lim
n→∞
E{(Ψn(Xn)−Ψn(X))Γ[Z,U ]} = 0.
lim
n→∞
E{Zφn(Xn)Γ[X −Xn, U ]} = 0.
d'autre part,
lim
n→∞
E{Z(φn(Xn)− φn(X))Γ[X,U ]} = lim
n→∞
E{Z(φn(Xn)− φn(X))χ{Γ[X]6=0}Γ[X,U ]}
= E{WZΓ[X,U ]}.
Ainsi, pour tout U dans D(A) et Z dans D ∩ L∞, on a E{WZΓ[X,U ]} = 0.
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Finalement, E{W 2Γ[X,X]} = 0, donc Wχ{Γ[X]6=0} = 0. Or on a clairement
Wχ{Γ[X]=0} = 0 (par construction). Ainsi W = 0. Autrement dit, la seule
valeur d'adhérence faible est 0, ce qui achève la démonstration.
Une conséquence intéressante de la propriété précédente est que la conver-
gence en norme ‖ · ‖D est préservée par composition avec des applications
Lipschitziennes.
Corollaire 1. Convergence pour ‖ · ‖D et fonction Lipschitzienne.
Soient Xn et X des éléments de D tels que lim
n→∞
‖Xn −X‖D = 0. Et soit F
une application de R dans R, K-Lipschitzienne. Alors lim
n→∞
‖F (Xn)− F (X)‖D = 0.
Démonstration.
F est K-Lipschitzienne, nous avons déjà lim
n→∞
‖F (Xn)− F (X)‖L2(P) = 0.
Il reste à prouver que lim
n→∞
E [F (Xn)− F (X)] = 0.
En utilisant le calcul fonctionnel de classe Lipschitzien :
Γ[F (Xn)−F (X)] = (F ′(Xn))2Γ[Xn]+(F ′(X))2Γ[X]−2F ′(X)F ′(Xn)Γ[X,Xn].
Or,
lim
n→∞
E{|Γ[X,Xn]− Γ[X,X]|} = lim
n→∞
E{|Γ[Xn, Xn]− Γ[X,X]|} = 0.
Ainsi E [F (Xn)− F (X)] a même limite que E{Γ[X,X](F ′(Xn)− F ′(X))2}.
Or d'après la propriété (SEID),
lim
n→∞
E{Γ[X,X](F ′(Xn))2} = E{Γ[X,X](F ′(X))2},
lim
n→∞
E{Γ[X,X]F ′(Xn)F ′(X)} = E{Γ[X,X](F ′(X))2}.
Cela permet d'aﬃrmer que lim
n→∞
E{Γ[X,X](F ′(Xn)− F ′(X))2} = 0.
Etudions maintenant la stabilité de la propriété (SEID) vis à vis de l'opé-
ration produit inﬁni. On sait que si Si est une famille de structures d'erreurs
telle que pour tout n,
n∏
i=1
Si satisfait (EID) alors
∞∏
i=1
Si satisfait encore (EID).
Cette propriété est d'une grande importance car elle permet d'obtenir (EID)
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sur des objet de dimension "inﬁnie" tels que les solutions d'équations diﬀé-
rentielles stochastiques. Dans la proposition suivante nous montrons qu'il en
est de même pour (SEID). Nous renvoyons à [6] ou [2] pour les déﬁnitions
des opérations "produit" et "image" sur les structures.
Proposition 3. Stabilité de (SEID) par produit inﬁni.
Soit Si une famille de structures d'erreur telles que
n∏
i=1
Si satisfait (SEID)
pour tout rang n, alors
∞∏
i=1
Si vériﬁe (SEID).
Démonstration.
Soient X = (X1, ·, Xp) et Xn = (X(n)1 , ·, X(n)p ) avec lim
n→∞
‖Xn −X‖D = 0. Soit
φn une suite de fonction de Cb(Rp,R) telles que ‖φn‖∞ ≤ 1 et soit Z ∈ L2(P).
Rappelons, que par déﬁnition du produit de structures, P =
∞⊗
i=1
Pi. Dans
les calculs qui suivent, Eji désignera l'espérance par rapport à la mesure
P =
j⊗
k=i
Pk.
∣∣ E∞1 {Z(φn(Xn)− φn(X))χ{det Γq [X]6=0}} − E∞1 {Z(φn(Xn)− φn(X))χ{det Γ[X]6=0}}∣∣
≤ 2E{|Z| |χ{det Γq [X] 6=0} − χ{det Γ[X]6=0}|}
≤ K E{(χ{det Γq [X] 6=0} − χ{det Γ[X]6=0})2}.
Or, lim
q→∞
E{(χ{det Γq [X] 6=0} − χ{det Γ[X]6=0})2} = 0, par convergence monotone.
Car lim
q→∞
↑ Γq[X] = Γ[X]. (Il s'agit ici de l'ordre naturel sur les matrices sy-
métriques).
A partir de maintenant on ﬁxe un entier q tel que les quantités ci-dessus
soient proches à  > 0 près.
Il nous suﬃt alors de démontrer que :
lim
n→∞
E∞1 {Z(φn(Xn)− φn(X))χ{det Γq [X] 6=0}} = 0.
Mais par le théorème de Fubini,
E∞1 {Z(φn(Xn)−φn(X))χ{det Γ[X]6=0}} = E∞q+1{Eq1{Z(φn(Xn)−φn(X))χ{det Γ[X]6=0}}}.
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Or par déﬁnition du produit inﬁni de structures d'erreurs, P =
∞⊗
k=q+1
Pk-as,
ω = (ω1, · · · , ωq) −→ X(ω, ωq+1, · · · , ) ∈ Dq = D(S1 × · · · × Sq).
De plus, nous avons par hypothèse, lim
n→∞
‖Xn −X‖D = 0, donc lim
n→∞
E∞q+1{‖Xn −X‖2Dq} =
0. Par le théorème de Riesz-Fisher de complétude des espaces Lp, on peut
trouver une sous-suite kn telle que P =
∞⊗
k=q+1
Pk-as, lim
n→∞
‖Xkn −X‖Dq(ωq+1, · · · ) = 0.
Par (SEID), P =
∞⊗
k=q+1
Pk-as :
lim
n→∞
Eq1{Z(φkn(Xkn)− φkn(X))χ{det Γq [X]6=0}} = 0.
Par convergence dominée,
lim
n→∞
E∞q+1E
q
1{Z(φkn(Xkn)− φkn(X))χ{det Γq [X]6=0}} = 0.
Remarque 3. Néanmoins, la propriété (SEID) comme la propriété (EID)
ne passent pas aux "images" de structures d'erreur. La diﬃculté principale
résidant dans le fait que si Γ[X](ω) est non dégénérée alors E{Γ[X]|X}(ω)
peut être dégénérée. Toutefois, comme pour (EID) on peut démontrer que
(SEID) passe aux images injectives. C'est à dire que si S satisfait (SEID)
et X = (X1, · · · , Xp) est un p-uplet dont la matrice de covariance Γ[X] est
presque sûrement non dégénérée alors, l'image de S par X est une structure
d'erreur sur Rp qui satisfait (SEID).
Voyons maintenant une application de (SEID) pour les variables aléatoires
unidimensionnelles. Rappelons qu'une mesure de probabilité sur Rn est une
mesure de Rajchman si et seulement si lim
‖ξ‖→∞
µˆ(ξ) = 0.
Théorème 2. Les variables non dégénérées de Dp ont une loi de Rajchman.
Soient X = (X1, · · · , Xp) dans le domaine D d'une structure d'erreur S,
et dont Γ[X] = (Γ[Xi, Xj])i,j est presque sûrement non dégénérée.
Dans ce cas, PX : la loi de X, est une mesure de Rajchman sur Rp.
Démonstration.
Soit X = (X1, · · · , Xp) satisfaisant les hypothèses du théorême. Soit U =
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(U1, · · · , Up) les applications coordonnées de la structure d'erreur H1([0, 1]p),
en particulier U a pour loi la mesure de Lebesgue sur [0, 1]p. On déﬁnit alors
Xn = X +
1
n
U , on a alors :
lim
n→∞
‖X −Xn‖D = 0.
Ici D représente le domaine de la structure produit S × H1([0, 1]p). Soit
ξn = (ξ
(n)
1 , · · · , ξ(n)p ) ∈ Rp,
E{eiξn ·Xn − eiξn ·X} = E{ei ‖ξn‖ ξn‖ξn‖ ·Xn − ei ‖ξn‖ ξn‖ξn} ·X}.
Quitte à renuméroter, et par compacité, on peut supposer que ξn‖ξn‖ converge
vers ξ‖ξ‖ . Ainsi,
lim
n→∞
‖ ξn‖ξn‖ ·Xn −
ξ
‖ξ‖ ·X‖D = 0.
lim
n→∞
‖ ξn‖ξn‖ ·X −
ξ
‖ξ‖ ·X‖D = 0.
lim
n→∞
E{gn( ξn‖ξn‖ ·X)− gn(
ξ
‖ξ‖ ·X)} = 0.
lim
n→∞
E{gn( ξn‖ξn‖ ·Xn)− gn(
ξ
‖ξ‖ ·X)} = 0.
Pour les deux dernières équations, on a appliqué (SEID) à la suite de fonc-
tions gn(x) = e
i‖ξn‖x, grâce au fait que la variable limite ξ‖ξ‖ · X est non
dégénérée. Vériﬁons juste ce dernier point, Γ[ ξ‖ξ‖ ·X] = t( ξ‖ξ‖)Γ[X]( ξ‖ξ‖). Or
cette dernière quantité est toujours non nulle, eu égard au fait que Γ[X] est
par hypothèse une matrice symétrique déﬁnie positive. Enﬁn, pour conclure,
il faut remarquer que :
E{ei ‖ξn‖ ξn‖ξn‖ ·Xn−ei ‖ξn‖ ξn‖ξn} ·X} = E{gn( ξn‖ξn‖ ·X)−gn(
ξ
‖ξ‖ ·X)}−E{gn(
ξn
‖ξn‖ ·Xn)−gn(
ξ
‖ξ‖ ·X)}.
Ceci assure donc que :
lim
n→∞
E{eiξn ·Xn − eiξn ·X} = 0.
Ce qui peut s'écrire plus explicitement,
lim
n→∞
sup
ξ∈Rp
| ˆPXn(ξ)− PˆX(ξ)| = 0.
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Autrement dit, la convergence dans le domaine entraîne la convergence uni-
forme des transformées de Fourier des lois.
Pour conclure, il suﬃt de remarquer que par construction la loi deXn possède
une densité par rapport à la mesure de Lebesgue et est donc de Rajchman.
La propriété précédente permet d'aﬃrmer que PX est aussi une mesure de
Rajchman.
2 Cas particulier de la structure d'erreur d'Ornstein-
Uhlenbeck sur l'espace de Wiener
Dans cette partie, nous démontrons une version plus faible (nécessitant
des hypothèses d'intégrabilité supplémentaires) de la propriété (SEID) pour
la structure d'erreur uniforme H1([0, 1]p) puis nous déduirons une propriété
analogue pour la structure d'erreur d'Ornstein-Uhlenbeck H1(N (0, Idp),Rp).
Théorème 3. (SEID) Mesure de lebesgue
Soit fn = (f
(n)
1 , · · · , f (n)p ) une suite de H1([0, 1]q) qui converge vers f =
(f1, · · · , fp) pour la norme de H1.
Nous ferons l'hypothèse d'intégrabilité supplémentaire que la suite ∇fn est
bornée dans Lp(dλq).
Dans ce cas, nous avons la propriété (SEID), à savoir pour toute suite φn de
fonctions continues (‖φn‖∞ ≤ 1) et toute fonction g dans L2(dλq), on a la
limite suivante :
lim
n→∞
∫
[0,1]q
g(x)(φn(fn(x))− φn(f(x)))χ{det Γ[f ]6=0}(x)dx1 · · · dxq = 0.
Avant de rentrer dans le détail de la preuve générale, et aﬁn de ﬁxer les
idées, nous démontrons ici le cas particulier q = p = 2. Soient Fn = (fn, gn)
dans H1([0, 1]2) et convergeant pour la norme H1 vers F = (f, g). Soit ψn
une suite de fonctions quelconque de classe C1(R2,R) avec ‖ψn‖∞ ≤ 1. Nous
souhaitons démontrer que pour toute fonction h dans L2([0, 1]2) on a la limite
suivante :
lim
n→∞
∫
[0,1]2
h(ψn(Fn)− ψn(F ))χ{det Γ[F ]6=0}dxdy = 0.
Pour ce faire, nous allons introduire Ψn(x, y) =
∫ x
0
ψn(t, y)dt une primitive
par rapport à la première variable de ψn. La règle de diﬀérentiation en chaîne
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assure donc que :
∂1[Ψn(Fn)] = ψn(Fn)∂1fn + ∂2[Ψn](Fn)∂1gn,
∂2[Ψn(Fn)] = ψn(Fn)∂1fn + ∂2[Ψn](Fn)∂2gn.
Nous souhaitons éliminer le terme ∂2[Ψn] car nous n'avons aucun contrôle
sur ce terme. On procède par combinaison linéaire, ainsi :
∂1[Ψn(Fn)]∂2gn − ∂2[Ψn(Fn)]∂1gn = ψn(Fn)(∂1fn∂2gn − ∂1gn∂1fn).
Ou autrement écrit , {Ψn(Fn), gn} = ψn(Fn){fn, gn} avec {u, v} = ∂1u∂2v −
∂2u∂1v le crochet de Poisson.
Si l'on introduit maintenant Hn = (f, gn), par simple application des cal-
culs précédents on obtient, pour une fonction test φ ∈ C∞c ([0, 1]2,R) :
φ{Ψn(Fn)−Ψn(Hn), gn} = φ
(
ψn(Fn){fn, gn} − ψn(Hn){f, gn}
)
.
Mais par hypothèse, lim
n→∞
∫
[0,1]2
|{fn, gn} − {f, g}|dxdy = 0. On en déduit :
lim
n→∞
∫
[0,1]2
φ
(
ψn(Fn){fn, gn}−ψn(Hn){f, gn}
)
dxdy−
∫
[0,1]2
φ
(
ψn(Fn)−ψn(Hn)
){f, g}dxdy = 0,
lim
n→∞
∫
[0,1]2
φ
(
ψn(Fn)−ψn(Hn)
){f, g}dxdy−∫
[0,1]2
φ{Ψn(Fn)−Ψn(Hn), gn}dxdy = 0.
Mais par intégration par parties, on a :
∫
[0,1]2
φ{Ψn(Fn)−Ψn(Hn), gn}dxdy = −
∫
[0,1]2
(Ψn(Fn)−Ψn(Hn)){φ, gn}dxdy.
Or par construction Ψn(Fn)−Ψn(Hn) =
∫ fn−f
0
ψn(t, gn)dt.
Et donc, lim
n→∞
∫
[0,1]2
(Ψn(Fn)−Ψn(Hn)){φ, gn}dxdy = 0.
Nous en déduisons que
lim
n→∞
∫
[0,1]2
φ
(
ψn(Fn)− ψn(Hn)
){f, g}dxdy = 0.
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Il suﬃt pour conclure de choisir des fonctions test φ telles que :∫
[0,1]2
|φ{f, g} − hχ{det Γ[F ]6=0}|dxdy ≤ .
Cela est possible car det Γ[F ] = {f, g}2.
Il reste à dire que ψn(fn, gn)− ψn(f, g) se décompose de la façon suivante :
ψn(fn, gn)− ψn(f, g) = (ψn(fn, gn)− ψn(f, gn)) + (ψn(f, gn)− ψn(f, g)).
La démonstration précédente ne traite que le terme ψn(fn, gn) − ψn(f, gn).
Pour traiter le terme (ψn(f, gn)−ψn(f, g)) il faut procéder de façon tout à fait
analogue en considérant cette fois ci, θn(x, y) =
∫ y
0
ψn(x, s)ds, la primitive
de ψn respectivement à la seconde variable.
Passons au cas général.
Démonstration.
Sans perte de généralité, on peut supposer que la suite de fonctions φn consi-
dérée est de classe C1. Le passage aux fonctions continues se fera alors par
densité, étant donné qu'on a de l'uniformité sur les fonctions φn que l'on
choisit.
Déﬁnissons Ψn(x1, x2, · · · , xp) =
∫ x1
0
φn(t, x2, · · · , xp)dx1 · · · dxp.
Pour tout k ∈ {1, · · · , q} :
∂k[Ψn(f
(n)
1 , f
(n)
2 , · · · , f (n)p )] = φn(fn)∂kf (n)1 +
p∑
j=2
∂j[Ψn](fn)∂kfj.
Ce qui peut s'écrire matriciellement :

∂1[Ψn(fn)]
∂2[Ψn(fn)]
...
∂q[Ψn(fn)]
 =

∂1f
(n)
1 ∂1f
(n)
2 · · · ∂1f (n)p
∂2f
(n)
1 ∂2f
(n)
2 · · · ∂2f (n)p
...
...
...
...
∂qf
(n)
1 ∂qf
(n)
2 · · · ∂qf (n)p


∂1[Ψn](fn)
∂2[Ψn](fn)
...
∂p[Ψn](fn)
 .
A partir de maintenant, on ﬁxe I = {i1, · · · , ip} un sous-ensemble d'indices
de {1, · · · , q}.
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Nous avons donc le système suivant qui est l'extraction du système précédent
pour l'ensemble des indices dans I :
∂i1 [Ψn(fn)]
∂i2 [Ψn(fn)]
...
∂ip [Ψn(fn)]
 =

∂i1f
(n)
1 ∂i1f
(n)
2 · · · ∂i1f (n)p
∂i2f
(n)
1 ∂i2f
(n)
2 · · · ∂i2f (n)p
...
...
...
...
∂ipf
(n)
1 ∂ipf
(n)
2 · · · ∂ipf (n)p


∂1[Ψn](fn)
∂2[Ψn](fn)
...
∂p[Ψn](fn)
 .
Les formules de Cramer assurent que :
det(A
(n)
I )φn(fn) =
∣∣∣∣∣∣∣∣∣
∂i1 [Ψn(fn)] ∂i1f
(n)
2 · · · ∂i1f (n)p
∂i2 [Ψn(fn)] ∂i2f
(n)
2 · · · ∂i2f (n)p
...
...
...
...
∂ip [Ψn(fn)] ∂ipf
(n)
2 · · · ∂ipf (n)p
∣∣∣∣∣∣∣∣∣ .
On a noté :
A(n) =

∂1f
(n)
1 ∂1f
(n)
2 · · · ∂1f (n)p
∂2f
(n)
1 ∂2f
(n)
2 · · · ∂2f (n)p
...
...
...
...
∂qf
(n)
1 ∂qf
(n)
2 · · · ∂qf (n)p
 ; A(n)I =

∂i1f
(n)
1 ∂i1f
(n)
2 · · · ∂i1f (n)p
∂i2f
(n)
1 ∂i2f
(n)
2 · · · ∂i2f (n)p
...
...
...
...
∂ipf
(n)
1 ∂ipf
(n)
2 · · · ∂ipf (n)p
 .
Grâce aux calculs algébriques précédents, nous pouvons commencer la preuve
du théorème. Pour ce faire, nous allons introduire Z une limite faible de la
suite (φn(f
(n)
1 , f
(n)
2 , · · · , f (n)p )− φn(f1, f (n)2 , · · · , f (n)p )).
Autrement dit, et quitte à renuméroter la suite on a pour tout w dans
L1(dλq) :
lim
n→∞
∫
[0,1]q
w(φn(f
(n)
1 , f
(n)
2 , · · · , f (n)p )−φn(f1, f (n)2 , · · · , f (n)p ))dλq =
∫
[0,1]q
wZdλq.
Il suﬃt alors de prouver que Zχ{detA 6=0} = 0. Rappelons à cet eﬀet que
puisque det Γ[f ] = (detA)2, {detA 6= 0} = {det Γ[f ] 6= 0}.
Remarquons également que nous considérons (φn(f
(n)
1 , f
(n)
2 , · · · , f (n)p )−φn(f1, f (n)2 , · · · , f (n)p ))
au lieu de (φn(f
(n)
1 , f
(n)
2 , · · · , f (n)p ) − φn(f1, f2, · · · , fp)). Mais cela sera suﬃ-
sant, il suﬃt en eﬀet de considérer la décomposition suivante, et d'appliquer
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la méthode à chaque terme de la décomposition ci-dessous.
φn(f
(n)
1 , f
(n)
2 , · · · , f (n)p )− φn(f1, f2, · · · , fp) = φn(f (n)1 , f (n)2 , · · · , f (n)p )− φn(f1, f (n)2 , · · · , f (n)p )
+φn(f1, f
(n)
2 , · · · , f (n)p )− φn(f1, f2, f (n)3 · · · , f (n)p )
+φn(f1, f2, f
(n)
3 , · · · , f (n)p )− φn(f1, f2, f3, f (n)4 , · · · , f (n)p )
...
+φ(f1, f2, · · · , fp−1, f (n)p )− φ(f1, f2, · · · , fp−1, fp).
De ce qui précède on tire que (avec gn = (f1, f
(n)
2 , · · · , f (n)p )) et B(n)I =
mat((∂ikgl)k,l)) :
det(A
(n)
I )φn(fn)−det(B(n)I )φn(gn) =
∣∣∣∣∣∣∣∣∣
∂i1 [Ψn(fn)−Ψn(gn)] ∂i1f (n)2 · · · ∂i1f (n)p
∂i2 [Ψn(fn)−Ψn(gn)] ∂i2f (n)2 · · · ∂i2f (n)p
...
...
...
...
∂ip [Ψn(fn)−Ψn(gn)] ∂ipf (n)2 · · · ∂ipf (n)p
∣∣∣∣∣∣∣∣∣ .
Nous avons supposé également que ∇fn est bornée dans L(p) et que fn
converge vers f dans H1. Cela permet d'aﬃrmer que
lim
n→∞
∫
[0,1]q
| det(A(n)I )−det(AI)|dλq = limn→∞
∫
[0,1]q
| det(B(n)I )−det(AI)|dλq = 0.
Par suite, pour toute fonction test w de C∞c ([0, 1]q,R), on a la limite suivante :
lim
n→∞
∫
[0,1]q
(det(A
(n)
I )φn(fn)− det(B(n)I )φn(gn))wdλp =
∫
[0,1]q
Zw detAIdλq.
Ce que l'on va montrer, c'est que pour toute fonction test w,
∫
[0,1]q
Zw detAIdλq =
0.
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Il suﬃt pour ça de revenir à l'expression avec les déterminants :∫
[0,1]q
(det(A
(n)
I )φn(fn)− det(B(n)I )φn(gn))w =
∫
[0,1]q
w
∣∣∣∣∣∣∣∣∣
∂i1 [Ψn(fn)−Ψn(gn)] ∂i1f (n)2 · · · ∂i1f (n)p
∂i2 [Ψn(fn)−Ψn(gn)] ∂i2f (n)2 · · · ∂i2f (n)p
...
...
...
...
∂ip [Ψn(fn)−Ψn(gn)] ∂ipf (n)2 · · · ∂ipf (n)p
∣∣∣∣∣∣∣∣∣ dλq =
−
∫
[0,1]q
(Ψn(fn)−Ψn(gn))
∣∣∣∣∣∣∣∣∣
∂i1w ∂i1f
(n)
2 · · · ∂i1f (n)p
∂i2w ∂i2f
(n)
2 · · · ∂i2f (n)p
...
...
...
...
∂ipw ∂ipf
(n)
2 · · · ∂ipf (n)p
∣∣∣∣∣∣∣∣∣ dλq ≤
C‖Ψn(fn)−Ψn(gn)‖L2(λq) ≤ C‖fn − gn‖L2(λq).
On a donc bien prouvé, que pour toute fonction test w,
∫
[0,1]q
Zw detAIdλq =
0, ou encore Z detAI = 0. Le raisonnement étant valable pour tout sous-
ensemble d'indice I, on a bien Z det(A) = 0.
Remarque 4. Le point clé de la démonstration précédente est le résultat sui-
vant. Pour w1, w2, · · · , wp+1 de classe C∞c ([0, 1]q,R) on a la formule d'inté-
gration par partie suivante qui découle essentiellement du lemme de Schwartz
∂(i,j) = ∂(j,i). Ce lemme peut ensuite s'étendre par densité à des fonctions
moins régulières telles que celles de W1,p, pourvu qu'il n'y ait pas de termes
de bord. Il n'y a pas de termes de bord, si l'une des fonctions wi est à support
compact.
∫
[0,1]q
wp+1
∣∣∣∣∣∣∣∣∣
∂1w1 ∂1w2 · · · ∂1wp
∂2w1 ∂2w2 · · · ∂2wp
...
...
...
...
∂pw1 ∂pw2 · · · ∂pwp
∣∣∣∣∣∣∣∣∣ dλq = −
∫
[0,1]q
w1
∣∣∣∣∣∣∣∣∣
∂1wp+1 ∂1w2 · · · ∂1wp
∂2wp+1 ∂2w2 · · · ∂2wp
...
...
...
...
∂pwp+1 ∂pw2 · · · ∂pwp
∣∣∣∣∣∣∣∣∣ dλq.
Cette formule est par essence multilinéaire. Pour la démontrer, on peut la
tester facilement sur les fonction exponentielles ei<α,x> puis l'étendre par
approximation de Fourier par exemple.
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Examinons le cas de la structure d'erreur d'Ornstein-Uhlenbeck multimen-
sionnelle : SO−U = (R,B(R),N (0, 1),H(N (0, 1)),Γ[f ] = (f ′)2)q. On a alors
l'analogue du théorème précédent à savoir :
Théorème 4. (SEID) Ornstein-Uhlenbeck
Soit fn = (f
(n)
1 , · · · , f (n)p ) une suite de H1(Rq,N (0, Iq)) qui converge vers
f = (f1, · · · , fp) pour la norme de H1(N (0, Iq)).
Nous ferons l'hypothèse d'intégrabilité supplémentaire que la suite ∇fn est
bornée dans Lp(N (0, Iq)).
Dans ce cas, nous avons la propriété (SEID), à savoir pour toute suite φn de
fonctions continues (‖φn‖∞ ≤ 1) et toute fonction g dans L2(N (0, Iq)), on a
la limite suivante :
lim
n→∞
∫
Rq
g(x)(φn(fn(x))−φn(f(x)))χ{det Γ[f ] 6=0}(x)e
−(x21+···+x2q)/2
(2pi)
q
2
dx1 · · · dxq = 0.
Démonstration.
On peut se ramener à la mesure de Lebesgue. On commence par ﬁxer un
réel M > 0 tel que :
|
∫
Rq
χ{|x‖1≥M}g(x)(φn(fn(x))− φn(f(x)))χ{det Γ[f ]6=0}(x)
e−(x
2
1+···+x2q)/2
(2pi)
q
2
dx1 · · · dxq| ≤∫
Rq
χ{|x‖1≥M}g(x)dN (0, Iq) ≤ .
Il suﬃt alors de prouver que :
lim
n→∞
∫
[−M,M ]q
e−(x
2
1+···+x2q)/2
(2pi)
q
2
g(x)(φn(fn(x))−φn(f(x)))χ{det Γ[f ] 6=0}(x)e
−(x21+···+x2q)/2
(2pi)
q
2
dx1 · · · dxq = 0.
Or il est clair que les fonctions fn restreintes à [−M,M ]q sont dansH1([−M,M ]q, dλq).
Enﬁn comme la densité de la mesure gaussienne ne s'annule pas et que
∇fn est bornée dans Lp(Rq,N (0, Iq)) alors ∇fn est également bornée dans
Lp([−M,M ]q, dλq). On peut donc appliquer le théorème 3.
Voyons maintenant quelques applications des théorèmes précédents.
Corollaire 2. Itération aléatoire de fonctions dépendant d'un paramètre
Soit F : R × [0, 1] × [a, b] −→ R une application continue. On fait les hypo-
thèses suivantes.
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1. il existe k ∈ [0, 1[ tel que
∀(x, x′) ∈ R2, sup
y∈[0,1], z∈[a,b]
|F (x, y, z)− F (x′, y, z)| ≤ k|x− x′|.
2. il existe C > 0 tel que :
sup
z∈[a,b]
|F (x, y, z)− F (x′, y′, z′)| ≤ C|x− x′|+ C|y − y′|.
3. (x, y, z) −→ F (x, y, z) est de classe C1.
4. Pour tout z, pour tout x, l'application : y −→ F (x, y, z) n'est pas
constante et ∂1F (x, y, z) 6= 0.
On considère la chaîne de Markov Xn+1 = F (Xn, Un+1, z), où les Ui est
une suite indépendante équidistribuée de lois uniformes sur [0, 1]. On a les
conclusions suivantes.
1. Pour toute valeur du paramètre z, Xn converge en loi vers une mesure
de proba µz.
2. lim
z→z′
‖µz − µ′z‖v−t = 0.
Démonstration.
Considérons la structure d'erreur produit inﬁni suivante H1([0, 1])N. Les ti-
rages Ui peuvent être assimiliés aux coordonnées de cette structure d'erreur.
Soit fi(x) = F (x, Ui, z), Xn = fn ◦ · · · ◦ f1(x0). Ainsi Xn a même loi que
f1 ◦ f2 ◦ · · · ◦ fn(x0). En inversant ainsi l'ordre des itérations, nous allons
démontrer que Zn = f1 ◦ f2 ◦ · · · fn(x0) converge dans D pour la norme ‖ · ‖D
vers une variable aléatoire de loi µz.
‖Zn+1 − Zn‖L2 ≤ Ckn,
Γ[Zn] = ∂2F (f2 ◦ · · · ◦ fn(x0), U1, z)2 + · · ·+
∂1F (f2 ◦ · · · ◦ fn(x0), U1, z)2 · · · ∂1F (fn(x0), Un−1, z)2∂2F (x0, Un, z)2.
Par conséquent, Zn converge dans L
2 vers Z∞ et E [Zn] est bornée. Par suite
Z∞ ∈ D. Nous allons à présent démontrer que lim
z′→z
‖Z∞(z′)− Z∞(z)‖D = 0.
Pour tout  > 0, il existe N ≥ 1 tel que :
sup
z∈[a,b]
‖Zz∞ − Zzn‖D ≤ .
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Il est donc suﬃsant de prouver que pour tout n :
lim
z→z′
‖Zzn − Zz
′
n ‖D = 0.
Cela découle directement de l'hypothèse 3.
Il reste à étudier la non dégénérescence de Γ[Z∞]. On a la formule suivante :
Γ[Zz∞] = ∂2F (Z
∞
2 , U1, z)
2+· · ·+∂1F (Z∞2 , U1, z)2 · · · ∂1F (Z∞n , Un−1, z)2∂2F (Z∞n+1, Un, z)2+· · · .
Où l'on a noté Z∞p = lim
n→∞
fp ◦ fp+1 ◦ · · · fn(x).
En utilisant l'hypothèse 4, on obtient que Γ[Z∞](ω) = 0 si et seulement
si pour tout p ≥ 1, ∂2F (Z∞p+1, Up, z)(ω) = 0.
Introduisons l'événement An = {∀p ≥ n, ∂2F (Z∞p+1, Up, z)(ω) = 0}. Ainsi⋂
nAn est un événement de la tribu asymptotique.
On en déduit que P{Γ[Z∞] = 0} ∈ {0, 1}. Et P{Γ[Z∞] = 0} = 1 si et seule-
ment si, µz ⊗ dλy∂2F (x, y, z) = 0, ce qui va impliquer que pour certaines
valeurs de x, la fonction y → F (x, y, z) est constante.
Pour achever la démonstration, il suﬃt d'utiliser le théorème 1, car les va-
riables Zn sont à valeurs dans R.
Remarque 5. Le résultat précédent se généralise à la dimension supérieure.
Il faut toutefois modiﬁer les conditions de non dégénérescence sur F dans
l'esprit du chapitre de cette thèse sur l'absolue continuité des mesures sta-
tionnaires.
Par des méthodes issues du calcul de Malliavin et sous-condition de Hör-
mander on sait que la famille des probabilités de transition pt(x, y) d'une
diﬀusion est régulière en (x, y) (voir [8] pages 125-135). Cela permet d'étu-
dier facilement la dépendance des lois aux conditions initiales.
Si les coeﬃcients fonctionnels ne sont pas assez réguliers (disons de classe
C1) une telle approche est souvent impossible. La condition de Hörmander
nécessite souvent beaucoup de régularité sur les coeﬃcients. La proposition
suivante permet d'étudier la question en toute généralité. Nous n'avons pas
réussi à abaisser la régularité à Lipschitzien.
Corollaire 3. Dépendance des lois de solutions de S.D.E à la condition ini-
tiale.
Considérons l'équation diﬀérentielle stochastique à valeurs dans Rp :
Xxt = x+
∫ t
0
b(Xxs , s)dt+
d∑
j=1
∫ t
0
σj(X
x
s , s)dW
j
s . (1)
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Nous supposons les conditions suivantes sur les coeﬃcients B et σ :
1.
d∑
j=1
‖σj(x, t)− σj(y, t)‖+ ‖B(x, t)−B(y, t)‖ ≤ K‖x− y‖ ; x, y ∈ Rm, t ∈ [0, T ].
2. t→ B(0, t), t→ σj(0, t) sont bornées sur [0, T ].
3. Pour tout réel t, x→ σ(x, t) et x→ B(x, t) sont de classe C1.
Dans ce cas, nous avons les conclusions suivantes.
1. Pour tout x dans Rm, pour tout t dans [0, T ] et tout p ≥ 2, Xxt ∈ D1,p.
De plus, il existe r tel que sup
y∈B(x,r)
‖Xyt ‖D1,p <∞.
2. lim
x→y
‖Xxt −Xyt ‖D = 0.
3. On a la propriété (SEID), à savoir pour toute suite de fonctions φn
continues sur Rm telle que ‖φn‖∞ ≤ 1, pour toute fonction arbitraire
Z dans L2(P) et pour toute suite yn convergeant vers y :
lim
n→∞
E{Zχ{det Γ[Xyt ]6=0}(φn(X
yn
t )− φn(Xyt ))} = 0.
4. Si par exemple P{det Γ[Xyt ] 6= 0} = 1, alors la loi de Xxt converge en
variation totale vers la loi de X ty quand x tend vers y.
Démonstration.
Procédons point par point.
1. Cette propriété qui se démontre par un raisonnement d'itération de
Picard est faite dans le livre [8]. Il s'agit du théorème 2.2.1 à la page
119. Pour cela, l'hypothèse 3 est inutile.
2. Cette propriété découle du théorème de point ﬁxe à paramètre suivant.
Soit (K, d) un espace métrique complet, et U un ouvert de Rm. Soit
F : K×U → K une application continue telle que pour tout x dans U ,
il existe rx > 0 et αx ∈ [0, 1[ avec :
sup
y∈B(x,rx)
sup
a,b∈K
d(F (a, y), F (b, y)) ≤ αxd(a, b).
Alors pour tout x dans U , il existe un unique point ﬁxe ax dans K pour
l'application F (·, x). De plus l'application x→ ax est continue.
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Rappelons que pour démontrer le premier point, on étudie la suite
d'itérations de Picard :
X0(t) = x
Xn+1(t) = x+
∫ t
0
d∑
j=1
σj(s,Xn(s))dW
j
s +
∫ t
0
B(s,Xn(s))ds.
Ce qui s'écrit Xn+1 = T (Xn, x). L'espace de Banach considéré est :
E = {φ(s, ω) ∈ D | sup
s∈[0,T ]
‖φ(x)‖D <∞}.
Il suﬃt de vériﬁer que T est continue sur E×Rm. Cela provient essen-
tiellement de la formule suivante :
]Tφ(t) =
∫ t
0
∂2B(s, φ(s))
]φ(s)ds+
d∑
j=1
∫ t
0
∂2σj(s, φ(s))
]φ(s)dW js+
d∑
j=1
∫ t
0
σj(s, φ(s))dWˆ
j
s .
Wˆ représentant un mouvement brownien indépendant de W . Il s'agit
là du choix d'un gradient particulier qui est l'opérateur ]. Rappelons
brièvement que cet opérateur est déﬁni par la formule (valable sur les
fonctionnelles régulières du Brownien) :
]F (Wh1 , · · · ,Whp) =
p∑
k=1
∂kF (Wh1 , · · · ,Whp)
∫
hkdWˆ .
Nous pouvons déduire de cette formule (par les théorèmes classiques
de convergence sous les intégrales) que si φn tend vers φ pour la norme
de E alors :
lim
n→∞
E Eˆ{|]Tφn(t)− ]Tφ(t)|2} = 0.
Puis l'on a également
lim
n→∞,x→y
E{|T (φn, x)− T (φ, y)|2} = 0.
L'hypothèse de classe C1 est alors utilisée pour passer à la limite dans
les dérivées partielles des fonctions B et φ.
3. Pour démontrer ce point là, il faut utiliser conjointement le théorème
4 et la proposition 3.
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D'après le point 2, on sait que lim
x→y
‖Xxt −Xyt ‖D = 0. Mais on sait que
E{Γ[Xxt ]p} est bornée sur un voisinage de x, pour tout p ≥ 2. Cette hy-
pothèse de contrôle de la norme p du gradient nous permet d'appliquer
le théorème 4.
4. Le point 4 est un corollaire du point 3 et de la proposition 1.
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