In this paper, a simple recurrent neural network (SRNN) is employed to model the prosody of continuous Mandarin speech to assist tone recognition. For each syllable in continuous speech, several acoustic features carrying prosodic information are extracted and taken as inputs to the SRNN. If proper linguistic features extracted from the context of the syllable are set as output targets, the SRNN can learn to represent the prosodic state of the utterance at the syllable using its hidden nodes. Outputs of the hidden nodes then serve as additional recognition features to assist recognition of the tone of the syllable. The performance of the proposed tone recognition approach was examined by simulation on a multilayer perception (MLP)-based speaker-dependent tone recognition task. The recognition rate was improved from 91.38% to 93.10%. The SRNN prosodic model is further analyzed to exploit the linguistic meaning of prosodic states. By vector quantizing the outputs of the hidden nodes of the SRNN, a finite-state automata that roughly represents the mechanism of human prosody pronunciation can be obtained.
INTRODUCTION
In Mandarin speech, each written character is pronounced as a monosyllable with a tone. Monosyllables are distinguished not only by their phonemic constituents but also by their tones. This means that monosyllables with the same phonemic structure may have different meanings specified by their tones. Speech recognition for 1300 Mandarin monosyllables can therefore be conveniently decomposed into the recognition of 411 base syllables and lexical tone recognition. For the case of isolated syllable recognition, tone recognition can be run in parallel with base-syllable recognition. But in continuous Mandarin speech recognition, tone recognition usually follows base-syllable recognition so that syllable boundaries are determined before recognition features are extracted from the fundamental frequency (F0) and energy contours of syllables.
There are only five lexical tones in Mandarin speech: the high-level, midrising, midfalling-rising, high-falling, and neutral tones. For simplicity, these tones are commonly labeled in sequence from tone 1 to tone 5. The tone of a Mandarin monosyllable is mainly characterized by the shape of its F0 contour. Linguistics researchers therefore call Mandarin Chinese a "contour-tone" language (Chao, 1968) . A previous study (Chao, 1968) concluded that the F0 contour of each of the first four tones can be represented by a single standard pattern, as shown in Fig. 1 . The pronunciation of tone 5, on the other hand, is usually highly context dependent, so its F0 contour shape is relatively arbitrary. Tone 5 is always pronounced short and light, however.
In tone recognition of isolated Mandarin syllables, only the first four tones need to be recognized because syllables with tone 5 are rare. In the past, many recognizers have been introduced for isolated Mandarin monosyllable tone recognition based on discriminating the F0 contour patterns of syllables. A recognition rate of 94% has been achieved by using a multilayer perceptron (MLP)-based tone recognizer (Chang et al., 1990) .
But tone recognition of continuous Mandarin speech is much more complicated, because the F0 contour of a syllable in continuous speech is subject to various modifications. First, both its shape and its level may be seriously affected by the tones of neighboring syllables. This effect is generally known as sandhi rules (Chao, 1968; Lee et al., 1989) . Second, coarticulation with neighboring syllables may bring about further modifications. This is especially true when adjacent tones are of different F0 values. Third, the F0 level will be adjusted to conform to the intonation pattern of the sentence. For example, the F0 contour of a declarative utterance usually declines gradually. This is known as the declination effect (O'Shaughnessy and Allen, 1983; Lee et al., 1989). Last, the F0 level will also be seriously affected by the prosody of the utterance. This is the major effect that is studied in this paper.
In the past few years, several researchers have investigated tone recognition of continuous Mandarin speech. Wang (Wang, 1988) features as additional input features to aid in tone recognition. Although promising results were obtained in these studies, high-level factors such as prosodic information and syntactic and semantic features were still not properly considered. Since the F0 contours of syllables are seriously affected by such high-level factors, we believe that modeling these factors will surely help tone recognition. This motivates our attempt to use a prosodic model to assist tone recognition. Continuous speech includes suprasegmental information such as stress, intonation pattern, and timing structure (tempo). This information is generally referred to as the prosody of the speech, which in turn is affected by the sentence type, the syntax structure, semantics, and the emotion and encompassing attitude of the speaker. According to a previous study (Lea, 1980) , the prosody of a speech is a dominating factor that determines the energy level, the length of silence between syllables, the duration of the vowel, and the F0 level of syllables. As far as tone recognition is concerned, the prosodic effects on the F0 and the energy contours of a syllable will be superimposed on the tonal F0 from the syllable and the neighboring syllables (O'Shaughnessy and Allen, 1983). Figure 2 illustrates the hierarchical structure of these effects on the F0 contour for a declarative utterance. First, the global intonation pattern at the utterance level is shown in Fig. 2(a) . Then, at the phrase or clause level, a local declination is shown in Fig. 2(b) . Finally, within a phrasal segment, each syllable has its own F0 pattern, as shown in Fig. 2(c) . This F0 modulation phenomenon in Mandarin speech is like a ripples-on-the-wave pattern (Chao, 1968 ). Obviously, high-level effects will destort the F0 pattern of a tone, causing it to deviate from its standard pattern and therefore hampering tonal discrimination. A good prosodic model is expected to compensate for the prosodic effect and improve tone recognition.
In this paper, a neural network-based approach is adopted to model the prosody of continuous Mandarin speech so as to improve tone recognition. The basic idea is to employ a simple recurrent neural network (SRNN) to infer prosodic states of syllables from acoustic features. The SRNN prosodic model can be regarded as a system that identifies articulary mechanisms of prosody from speech. All speech signals were digitally recorded with a 20-kHz sampling rate. They were then divided into 4-ms frames and manually segmented into silence, unvoiced, and voiced parts based on waveform, energy, zero crossing rate, LPC coefficients, cepstrum, and delta cepstrum. Three acoustic features, fundamental frequency (F0), log energy, and zero-crossing rate, were then extracted from the down-sampled 10-kHz speech signal for prosodic and tone information analysis. , 1992) . For instance, the level and the dynamic range of the F0 contour and the energy level of a vowel are related to the stress level of a syllable; the energy dip and the duration of silence between syllables are related to the tempo and rhythm; and the duration of a vowel is related to both tempo and stress. All these acoustic features can be used as input features of the SRNN to model the prosody. In the bottom-up tone recognition task of this study, only some basic acoustic features carrying prosodic information were used. These were: (1) the log-energy mean and (2) the duration of the silence between the processing syllable and the following syllable; and (3) the normalized log-energy mean, (4) the lengthening factor (Price et al., 1991) , and (5) All the data in the database described above were used to train the SRNN. There are a total of 18617 output target vectors in the database, including 7675, 9158, and 1784 vectors for intra-word, inter-word, and punctuation mark indicators, respectively. The number of context units was empirically set to be 25. Table I shows the intra-word/interword/PM recognition results. It can be seen from Table I that the recognition rate for punctuation marks is very high. Most errors in recognizing punctuation marks resulted from marks that do not cause long silences in the pronunciation, such as quotation marks and colons. The recognition rates for both interword and intraword detection were around 73%. This shows that many tokens of interword and intraword are indistinguishable. Nevertheless, using word segmentation informations causes no harm to our mission because the outputs of the hidden layer rather than the outputs of the output layer are used as additional recognition features in the following tone recognition tests. -Schreiber et al., 1991) , we can obtain a finite state automata to roughly display the mechanism of prosody. Figure 5 depicts Figure 6 shows a typical example of the state sequence produced by the SRNN prosodic model for a paragraph. The utterance consists of 41 syllables and two punctuation marks: "ying-1 jiun-l" (British army) "fa-1 yian-2 ren-2" (spokesman) "ou-1 uen-2" (name of the spokesman) "tze-2" (on the other hand) "jeng-4 shy-2" (prove) "," (comma) "i-2 jia-4" (one classifier) "ying-1 jiun-l" (British army) "jy-2 sheng-1 ji-l" (helicopter) "tsuei-2 huei-3" (destroy) "i-1 la-1 ke-4" (Iraq) "hai-3 jiun-1" (navy) "i-4 shou-l" (one classifier) "pei-4 bei-4" (fitted with) "u-3 ting-3" (five classifier) "ji-1 pau-4" (machine gun) "de-5" (particle) "su-1 lian-2 jy-4" (made in Russia) "kuai-4 su-4" (fast) "shiun-2 luo-2 ting-3" (patrol boat) "." (period). The utterance starts with state 8. The first sentence ends at the tenth syllable, associated with state 6. The second sentence starts at the eleventh syllable, associated with state 3. Other syllables with state 3 are usually located at the beginning of major phrases. Most ending syllables of phrases are associated with state 2. Some minor phrases start at syllables associated with state 4. We can conclude that many prosody characteristics have indeed been inferred by the SRNN.
III. TONE RECOGNITION ASSISTED WITH THE PROSODIC MODEL
We now examine the effectiveness of the prosodic model in improving the performance of tone recognition by simulating a speaker-dependent continuous-speech tone recognition task. The database described previously was first to implicitly represent the tightness of relations between the processing syllable and the two nearest neighbors. The tones of the two nearest neighboring syllables are also used because the F0 contour shape of the processing syllable may be seriously affected by them due to the sandhi rule and the coarticulation effect. Because the tones of neighboring syllables are either not known in advance or can only be estimated from previous recognition, tone recognition tests for syllables in an input utterance cannot be done independently. A recognition procedure based on the decision rule of minimal total risk is employed here to simultaneously recognize tones of all syllables in a sentential utterance. The steps of the recognition procedure are as follows. First, rather than directly taking the MLP as a tone recognizer, we regard it as a mechanism for calculating the risk of each tone-trigram composed of the tones of the processing and the two nearest neighboring syllables. Second, we define an objective function for each candidate tone sequence for the whole input utterance by accumulating the risks of all tone-trigrams in the tone sequence. Specifically, given the feature vector sequence, (X(j))j=•,iv, of the input utterance with N syllables, the objective function for the candidate tone sequence (T(j))j=•,iv is defined as initial and transition probabilities of the 8-state automata built from the SRNN prosodic model. (a) Initial probability: Pr(state of the first syllable of an utterance). (b) Transition probability: Pt(from state i to state j). In order to check the relation between prosodic states and tone recognition errors, the error rates in the eight quantized prosodic states were calculated (see Fig. 8 ). All of the errors in both the inside and the outside tests were included. 
