ABSTRACT A modified multilevel fast multipole algorithm (MLFMA) is proposed to accelerate the partial matrix vector products required in each iteration of the buffered block forward backward method (BBFB), which is a stationary iterative solver used to solve electromagnetic wave propagation and scattering problems. Applying the standard MLFMA to the computation of the partial matrix vector products results in significant redundancy, causing a loss of efficiency of the stationary method. The efficiency can be regained by implementing a modified MLFMA that is based on two simple algorithms. These involve determining precisely what a small subset of cubes is in need of having their associated fields recomputed in the MLFMA upward or downward process during each step of the BBFB process. Numerical experiments are presented to demonstrate the efficiency and the accuracy of the proposed method over the standard method. Although the modified MLFMA is only applied for the BBFB in this paper, it can, in principle, be extended for application to other stationary methods.
I. INTRODUCTION
The increased scale of computational resources available to microwave and radio engineers has led to an increased use of deterministic methods to solve electromagnetic wave scattering and propagation problems. Deterministic methods attempt to include as much of the physics of the problem as is possible, paying particular attention to the careful modelling of the scatterer geometry, proper specification of material properties, etc. Within the class of deterministic methods, it is possible to discern two distinct approaches, namely asymptotic methods and full-wave methods. Asymptotic methods such as the Uniform Theory of Diffraction are very popular as they achieve an attractive compromise between accurate scatterer modelling and the resultant computational burden. Ray-tracing solvers [1] are built on such formulations. They identify the most significant propagation paths (line of sight, reflections, diffractions, etc.) that occur within a problem and apply analytic formulae to calculate each component, the formulae in turn being based on approximate high frequency descriptions of propagation phenomena. Multiple scattering interactions up to a user-specified order can be included, with the computational burden thus rising in a controllable manner with the number of interactions considered. In contrast, full-wave methods attempt to include all multiple scattering effects, and, as they are not based on high frequency analysis, have the potential to model them to extremely high accuracy, albeit with a greatly increased computational burden. Full-wave models can be classified as being frequency-domain or time-domain depending on whether they assume harmonic time variation or not. The Finite Difference Time Domain (FDTD) is a particularly common tool for electromagnetic wave scattering analysis and has become increasingly popular in modelling propagation especially where transient effects are of interest [2] .
Within the frequency-domain class, we can further distinguish between differential equation based formulations such as the Finite Element Method (FEM) and integral equation based formulations which are the subject of this work. Integral equation formulations are almost synonymous with the term Method of Moments (MoM), as this is a widely used computational technique for discretising the continuous equations of the integral formulation into a form suitable for solution on a digital computer. Boundary integral methods have the attractive quality that one need only discretise the scatterer surface resulting in fewer unknowns than a differential equation formulation. The radiation condition at infinity is also naturally met, via the use of suitable Green's functions. However, the main drawback of the MoM is that it produces large dense linear systems which for large scale problems are impossible to explicitly store, let alone invert. Consequently, iterative methods are typically used for the solution of the MoM linear system. These have the advantage of not requiring the explicit storage of the entire matrix and having computational complexity O N 2 (where N is the number of unknowns in the problem), in contrast to the O N 3 required by direct solvers. In addition, acceleration techniques such as the Multilevel Fast Multipole Algorithm (MLFMA) [3] and the Adaptive Integral Method (AIM) [4] have the potential to reduce this burden further to O N log 2 N . As a result, a solution of large-scale electromagnetic problems using full-wave methods with the number of unknowns up to hundred thousands [5] can be performed on a modest workstation. In parallel with discoveries in numerical techniques, recent advances in computer science have also improved the application of full-wave techniques to larger-scale electromagnetic problems. Parallelisation through the use of graphics processing units (GPU) or the use of supercomputers have been further improving the scalability of applying the full-wave techniques to extremely large-scale electromagnetic problems with billions of unknowns [6] - [8] . Having long been used for analysis of radiation and scattering problems, integral equation methods have seen a growing application to propagation problems in recent years. A number of efficient full-wave techniques has been proposed for application to indoor propagation modelling [9] , [10] , over rooftop propagation [11] , and rural propagation [12] - [14] . These formulations can include interactions with general non-metallic materials and use acceleration and compression techniques to reduce the computational burden. The emerging fifth generation (5G) wireless systems lead to a requirement to simulate propagation problems at higher frequency bands which results in an extremely large number of unknowns and creates an even stronger impetus for the development of efficient solutions.
Iterative solvers are categorised into two main classes: nonstationary methods and stationary methods. Non-stationary solvers iteratively develop an approximate solution by creating a sequence of Krylov subspaces [15] . The Generalised Minimal Residual Method (GMRES) [16] and the Biconjugate Gradient Stabilised Method (BiCGSTAB) [17] are popular among Krylov solvers for their robust convergence properties. While effective, the operation of Krylov subspace solvers are not terribly intuitive. In contrast, so-called current marching methods, based on stationary solvers such as Gauss-Seidel or Successive Stationary Over Relaxation (SSOR), have received much recent attention for their intuitive appeal and rapid convergence when applied to certain classes of problem. Examples include the Forward Backward Method (FBM) [18] . These proceed by gradually building up a solution as the algorithm sequentially focuses on different areas of the scatterer surface, firstly moving away from the source and then moving towards it. They have been shown to converge in fewer iterations than Krylov methods for certain classes of two dimensional scattering problems such as grazing incidence scattering from randomly rough surfaces [19] with recent work suggesting that further improvements are possible [20] . The algorithm can fail, however, as the scatterer profile becomes increasingly rough, although [21] suggests a hybridised method which reverts to direct matrix inversion for the regions close to significant scatterers (such as a ship on a sea-surface) while using FBM elsewhere. A similar approach proved effective in [11] in computing propagation over rooftops in urban areas. Extension of the algorithm to three dimensional (3D) problems requires a slight modification to preserve convergence, in that a block method is performed, whereby the algorithm marches, not from point to point along the surface, but from group to group. In addition, a buffer region is introduced around each group in order to dampen unwanted diffraction effects that would otherwise emanate from the artificially truncated scatterer surface. Examples include the Buffered Block Forward Backward Method (BBFB) [22] , [23] as well as the overlapping domain decomposition method [24] , [25] .
Stationary solvers would at first glance appear to be a potentially powerful complement to acceleration methods such as the MLFMA. The acceleration methods reduce the cost of each iteration while the stationary solvers reduce the number of iterations that are required to solve the problem. Together they tackle the overall computational burden associated with this type of full-wave solver. The main computational burden of a non-stationary solver is a full matrix vector product, with a cost of O N 2 operations which can be reduced by, for example, the MLFMA to O N log 2 N . In contrast, a stationary solver such as the BBFB requires the computation of a large number of partial matrix vector products, the overall cost of which is also O N 2 . However, the naive application of the MLFMA to these partial matrix vector products results in considerable computational redundancy which means that the speed up achieved by the MLFMA is greatly reduced, potentially offsetting the computational gains achieved due to the reduced number of iterations.
In this paper, a modified MLFMA is proposed to efficiently perform these partial matrix vector products. The combination of the modified MLFMA and the BBFB is applied to the problem of computing scattering from three dimensional perfectly conducting scatterers. However, the proposed technique is also applicable to a solution of imperfectly conducting problems. The organisation of the paper is as follows. Section III briefly reviews the integral equation formulation and the BBFB prior to the explanation of the modified MLFMA is Section IV. Some numerical experiments are presented in Section V to demonstrate the efficiency of the proposed method. Finally, Section VI concludes the paper. 
II. INTEGRAL EQUATION FORMULATION AND METHOD OF MOMENTS
In this section, we briefly review the boundary integral equation formulation of wave scattering problems. The treatment is intended to provide context for the later sections and the interested reader is directed towards the many excellent resources on this topic for further detail [26] . The left of Figure 1 depicts a source radiating in the presence of a perfectly conducting scatterer. The fields exterior to the scatterer are unknown and are given by E, H while there are zero fields inside the scatterer. The integral equation formulation invokes the equivalence principle which says that the configuration on the right in Figure 1 produces the same fields as the physical problem on the left. In this configuration, the scatterer has been replaced with free-space and an unknown electric current
is now located along the scatterer surface and is thus radiating in free-space. The fields produced by the source are referred to as the incident fields while the fields produced by J are the scattered fields. The total fields at any point are the sum of the incident and the scattered fields
The fact that J is radiating in free-space allows the use of potential theory to describe the fields it produces, namely
where
where σ is the associated charge density and R is the distance between a point on the scatterer and a field point. Applying the boundary condition of zero tangential electric field for field points on the scatterer boundary allows us to write the electric field integral equation (EFIE) as
A similar equation (the magnetic field integral equation or MFIE) can be derived by considering the behaviour of the magnetic fields along the scatterer boundary. As both of these formulations are prone to resonance problems at specific frequencies, they are often combined together (multiply the EFIE by some constant α and the MFIE by 1 − α) to create the combined field integral equation (CFIE) which is free of such problems. It is the CFIE that is used in this work. We use the MoM to solve the CFIE. The unknown surface current is expanded as a finite sum of weighted basis functions.
where N is the number of basis functions f n used to discretise the surface of the scatterer. Testing the resultant integral equations with N testing functions yields a N × N matrix equation which can be solved to yield the unknown amplitudes j n . Once these are known, Equation 3 can be used to compute the scattered field and (hence via the trivial inclusion of the incident field) the total field everywhere in space.
III. BUFFERED BLOCK FORWARD BACKWARD METHOD
We assume that a three dimensional perfectly conducting scatterer is illuminated by an incident wave. The application of the MoM to the CFIE produces a dense linear system
where Z is a N × N impedance matrix containing information about mutual interactions between basis functions. N is the number of basis functions used to discretise the unknown surface electric current. v is a N × 1 vector containing information about the incident fields impinging on each basis function domain and x is a N × 1 vector containing the unknown amplitudes of the surface current expansion (Equation 5). The BBFB proceeds by partitioning the scatterer into M non-overlapping groups along one extent as shown in Figure 2a . Each group thus contains a distinct set of basis functions. We denote a sub-matrix of the impedance matrix Z containing mutual interactions between group m and n byZ mn . Similarly, vectors containing information about the current amplitudes and the incident fields in the group m are denoted byx m andṽ m , respectively. The matrix and vectors in Equation 6 can thus be equivalently represented as follows
where we have just made explicit the block structure associated with the groupings.
A Block Foward Backward (BFB) solution proceeds by first computing the surface currents on group 1, and then sequentially computing for the surface currents on groups 2 to M, using the currents already computed in the previous groups to create a revised scattered field for the group under consideration. Specifically we solvẽ
Equation 10 describes the forward scattering solution, where each group only receives scattered field from unknowns nearer to the transmitter than it. It is trivial to extend this to an iterative solution where the fields are sequentially solved by marching forward and backward along the profile, building up multiple scattering contributions in a natural fashion. Specifically one solves
where the superscript (k) implies the k th iteration of the solution. Note that the (k + 1) iteration thus involves both a forward sweep (the (k + 1
) iteration in Equation 11) and a backward sweep (Equation 12
). Unfortunately, the artificial decomposition into groups causes unrealistically large current densities (edge effects) along, and near, junctions between groups. To minimise the undesired phenomenon, the Buffered Block Forward Backward Method (BBFB) introduces local buffer regions for each group as shown in Figure 2b ,c. This extends each group slightly, the effect of the interaction with the buffer region being to temper the unwanted diffracted fields in the group itself. The currents in the buffer region are only temporarily computed and are overwritten as the algorithm moves to the neighbouring group. Equations 11 and 12 are modified to becomê
whereẐ mm denotes a sub-matrix of Z containing information about the mutual interactions between basis functions in the sub-region m and associated buffer region b (m), that iŝ
We note that b (m), the buffer region for group m, may differ between the forward sweep and the backward sweepgenerally consisting of a region beyond the group in the direction of the sweep as shown in Figure 2b ,c. For ease of discussion, we do not make this difference explicit in the equations but it does not complicate the implementation particularly. A similar interpretation is applied tox m andv m
We refer to the problems to be sequentially solved in equations 13-14 as local problems, as they involve computing and updating the currents on a small sub-region of the overall
m are vectors holding information about fields radiated from the prior and subsequent groups, respectively, onto the domain comprising of the sub-region m and its buffer region b (m).
The local problems described in equations 13-14 are sequentially solved for m = 1 . . . M and m = M . . . 1 during the forward and backward sweeps, respectively. For each local problem, the buffer region is used to aid the accuracy of the updated current in that group. Therefore, only the current amplitudesx m in the group are retained and updated while those on the associated buffer regionx b(m) are discarded as the algorithm proceeds to the next problem.
Note that the local problems in equations 13-14 can be solved by premultiplying both sides byẐ −1 mm . As these inverses will be used repeatedly during the overall algorithm, it is beneficial to pre-compute and store them in advance. Several matrix compression techniques such as the Multiscale Compressed Block Decomposition (MS-CBD) [27] , [28] can be applied to efficiently compute these local impedance matrices and their inverse. Consequently, it is the computation of the right hand sides of equations 13 and 14 that constitutes the significant burden for the solution of the local problemx 
A. PARTIAL MATRIX VECTOR PRODUCT
The right hand sides of equations 13-14 are composed of three components. The first component represents the contribution of the incident fields impinging on the local problem m which is comprised of group m and its buffer region b (m). The local problem region is shown by the red region in Figure 3a . These incident fields are trivial to compute. The latter two components on the right hand side of equations 13-14 represent the fields scattered from other groups (blue region in Figure 3a) . The computation of these fields, via the two sums on the right hand side, represents the significant computational burden of the method. The computation can be considered a partial matrix vector product involving some of the overall impedance matrix Z and some of the unknowns vector x. Specifically, if group m and buffer b (m) contain unknowns between i and j, we are required to compute
. .
. . .
Blue elements of vector x denote the amplitudes of the basis functions located in the scattering region (blue region) which are required in the computation. Red elements correspond to the unknowns in group m and buffer b (m) and have been set to zero. Similarly, we highlight in red the elements in the right hand side vector that we need to compute, namely fields scattered to unknowns in local problem m. Equation 20 is called a partial matrix vector product because it does not involve the entirety of the unknown vector x and need only be computed for some unknowns. Note that computing this partial matrix vector product is not itself a difficult problem. One can easily multiply the relevant rows of the Z matrix (coloured in both blue and red) by x with the appropriate elements set to zero to produce the desired (red-coloured) components on the right hand side. However, doing this indepedently for each sub-problem will result in a method that is O N 2 in complexity. The challenge is in computing it in an efficient manner. To do this it is preferable to use an acceleration technique such as the MLFMA.
IV. MODIFIED MULTILEVEL FAST MULTIPOLE ALGORITHM
The standard MLFMA proceeds by the establishment of an oct-tree structure [3] . The entire scatterer is conceptually placed inside a large box which is decomposed into eight smaller and identical cubes. Each of the smaller cubes is again subdivided into eight smaller cubes. This recursive subdivision is repeatedly performed until the size of the smallest cube is of a quarter wavelength or less. The operation of the MLFMA can be separated into three phases: aggregation, translation and disaggregation [3] . In the aggregation phase, the scattered fields of the basis functions inside each cube are represented using a number of outgoing plane waves at the centre of that cube. The translation and disaggregation step are operated simultaneously. The translation step translates the outgoing fields centred at scattering cubes to incoming fields centred at the testing cubes. The disaggregation converts the incoming fields into scattered fields at individual testing functions.
A naive application of the MLFMA to the BBFB would commence with such a decomposition of the whole scattering structure. Each partial matrix vector product occurring in equations 13-14 as illustrated in Equation 20 can then be performed using the MLFMA, resulting in the computation of the complete right hand side vector t. However, for any given local sub-problem only a few elements of this right hand side vector (namely t l where i ≤ l ≤ j) are of interest. Thus, the application of the standard MLFMA to the computation of Equation 20 can result in significant redundancy as more fields are computed than necessary.
A further problem is that the computation of the fields in group m requires that we use the most up-to-date amplitudes of the current elements in the vector x. This requires that we re-perform the aggregation phase at the scattering cubes each time currents are updated. However, for any given sub-problem of the BBFB, only several cubes have updated currents as compared to the previous sub-problem. It is only these updated current amplitudes that need be considered in re-calculation of the aggregation phase. Performing a full aggregation computation is wasteful.
For example, suppose the BBFB is marching from group m to group (m + 1) as shown in Figure 3 . The computation of the current elements in group (m + 1) and the associated buffer region b (m + 1) (red region in Figure 3b) requires knowledge of the current elements in other regions including the blue and green regions. However, only the current elements in the green region have changed between this sub-problem and the previous one (Figure 3a) . Consequently, only the recomputation of the aggregation of fields associated with the green region is required.
If the MLFMA is applied naively, the three phases are recomputed across the oct-tree structure at a cost of a full matrix vector product for each of the M sub-problems of the forward and backward sweeps. As the result, each iteration of the BBFB requires a computation of O 2MN log 2 N , considerably slowing down the performance of the BBFB. A similar problem would hamper the application of the MLFMA to other stationary methods such as the overlapping domain decomposition method [24] , [25] . Instead we propose a modified MLFMA algorithm which only recomputes the fields within the oct-tree structure where necessary. The proposed algorithm is applicable to other stationary methods not just the BBFB which is the focus of this paper. In a manner similar to the MLFMA, the modified MLFMA separates the partial matrix vector product into two components: the near-field contribution and the far-field contribution. The near-field contribution is for neighbouring cells and must be computed exactly, while the far-field component is expedited using the aggregation-translation-disaggregation ideas underpinning the MLFMA. The modified MLFMA optimises the computational cost for both calculations. Note that we present our modified algorithm as an amendment to the standard MLFMA which would be applied to entire matrix vector products. We do this to make it easier for practitioners to implement the ideas in this paper, by amending existing code, rather than building new code.
A. NEAR-FIELD COMPUTATION
The conventional computation of the near-field in the MLFMA becomes less onerous in the case of a partial matrix vector product. For illustration, we assume that we wish to compute the scattered fields from scattering regions (blue regions) to the m th sub-problem region (red region) of the forward sweep as shown in Figure 4 . The computation of the mutual interactions between basis functions within the sub-problem region is neglected (as it is included on the left hand side of equations [13] [14] . Thus, for many leaf cubes in the red region no near-field calculation is required at all, such as the red cube marked X. Red cubes which are adjacent to the scattering regions do require a near-field computation. However, only a few cubes in the scattering region are involved in the near-field computation. They are represented by dark blue cubes in Figure 4 . For example, the computation of the near-field contribution of the leaf cube marked with the involves only the two cubes marked ⊗. The modified MLFMA incorporates such information and reduces the cost of the near-field computation by a process of two steps. In the first step, only sub-problem (red) leaf cubes adjacent to the scattering regions are selected for near-field computation while the near-field contribution to other cubes is set to zero. Near-field cubes of each selected sub-problem leaf cube are determined in the second step. Only leaf cubes in the near-field region and belonging to the dark blue regions are used for the computation of the near-field. The computation of the nearfields is thus given by Equation 21 wheret near−C is a vector denoting the near-field interaction of the leaf cube C which is inside the testing region. Z C,C is an impedance matrix representing interactions between basis functions inside the leaf cubes C and C . x C is a vector containing the most up-to-date amplitudes of current elements inside C . NF (C) denotes the set of indices of leaf cubes which are both inside the near-field range of C and inside the scattering region.
B. FAR-FIELD COMPUTATION
In the MLFMA, far-fields are computed in a three step process, namely aggregation, translation and disaggregation.
In what follows, we denote the aggregation phase as the upward process while the translation-disaggregation phase is denoted as the downward process. Assume that the BBFB is marching from the sub-region 1) . Similarly, the leaf cubes which are in the current sub-problem are denoted by C m . Thus at the leaf level, the incoming and outgoing fields remain unchanged for all cubes except for the few cubes in C m−1 (whose currents are the most recently updated) and C m (whose currents are being updated at this step of the sweep). This requirement propagates upward to the root of the oct-tree structure. At higher levels, cubes associated with C m−1 and C m (i.e. their parents, grand-parents, etc.) must have those fields changed. Therefore, only a subset of cubes at each level of the oct-tree structure is in need of field re-computation during the upward and downward processes. We refer to C total = C m−1 ∪ C m . These concepts are schematically illustrated in Figure 5 . The recomputed-upward cubes are cubes where the upward process must be re-calculated (and are shown in blue). Similarly, the downward process should be re-calculated for the recomputed-downward cubes (shown in red). Green cubes are cubes which feature in both processes. To implement the modified MLFMA, we introduce four flags named: flag-down, flag-up, flag-recomputeddown, and flag-recomputed-up denoted by FD, FU, FRD, FRU, respectively. These flags are used to identify cubes whose fields are in need of re-computation. The flags FD and FU are used to notify whether a cube is present in the downward process and the upward process, respectively. The flags FRD and FRU respectively indicate that a cube must have its incoming fields and the outgoing fields recomputed. Thus, the outgoing fields are recomputed during the upward process for only cubes with both flags FU and FRU set. The outgoing fields of these cubes are recomputed by means of interpolation and shifting of the outgoing fields of their children, which in turn have flag FU set. In the same way, the downward process is recomputed for only cubes having both FD and FRD set. Algorithm 1 determines the flags of cubes at the leaf level from the information about C total and C m . At first, we assume that all leaf cubes are involved in the aggregation process and their outgoing/incoming fields are unchanged. The downward process is assumed to be unnecessary. Secondly, cubes in C m have flags FD and FRD set to indicate a requirement of recomputing the downward process. The mutual contributions between unknowns within sub-problem m is neglected, resulting in cleared FUs. Finally, the FRUs are set for only cubes in C total because the amplitudes of current elements in the previous sub-problem C m−1 have been updated and the current elements in C m are not involved in the partial matrix vector product at the current step. At the end of Algorithm 1, only cubes in C m have FD and FRD set to perform the downward process and only cubes in C total \C m have both FU and FRU set for the performance of the upward process.
The flags of cubes at higher (non-leaf) levels are determined by the application of Algorithm 2. The indication is based on flags at the lower levels. Algorithm 2 is divided into three main steps. At the first step, the flags of the parent cubes are a logical sum of the flags of their children cubes because a parent cube is in need of recomputation if at least one of its children is recomputed.
Step one is a preliminary for the second step where the FRUs are determined. Cubes with FRUs set are re-examined to ensure that there is no redundant computation in the upward process. The recomputation of the upward process is only necessary when the computed outgoing fields are used in the downward process of at least one cube at the same level. The second step will check whether any other cube at the same level has the FD set. In the case that there is no cube with FD set, the FRU of the examined cube is cleared. The FRDs are re-examined in the third step for the elimination of redundant computation in the downward process. The recomputation of the downward process is required when there is a change in the upward process at other cubes at the same level. Cubes with FRD set are examined to guarantee that at least one cube at the same level has the outgoing fields changed. Otherwise, the FRD of the examined cube is cleared. The three steps are applied for every level except for the leaf level.
After the determination of the flags, the upward and downward processes are recomputed. The upward process is performed from the leaf level to the highest level. At the leaf level, the upward process is recomputed for cubes with both FU and FRU set. The computation of the outgoing fields is given in Equation 22 .
where C is a leaf cube with FU and FRU set. S C j represents the radiation patterns of a basis function j inside C and S C denotes the combined radiation pattern of all basis functions inside the cube. At higher levels, the outgoing fields are again re-calculated for cubes with both FU and FRU set. They are a combination of the outgoing fields of the children cubes and are presented as follows
where C is a child cube with FU set. β C,C is a function which shifts the radiation partterns centred at C to be centred at C. If C has FRU set, S C is obtained from the recomputation of the outgoing fields at the lower level. Otherwise, S C remains the same from the previous step. After the recomputation of the upward process, we recompute the downward process. The translation-disaggregation is performed only for cubes with both FD and FRD set. The translation stage is illustrated in the following equation
where FF (C) denotes a list containing indices of cubes in the far-field range of C. C is a cube in the list FF (C) and has FU set. α C,C is a translation function which converts the outgoing fields centred at C to the incoming fields centred at C. The disaggregation stage is recomputed from the highest level to the leaf level. The incoming fields of the cube having both FD and FRD set is a combination of the translated fields and the shifted fields centred at its parent.
where C is the parent of C. I C is the total incoming fields centred at C. At the leaf level, the actual scattered fields at an individual testing function j is given by
where F C j represents the receiving pattern of the testing function j inside C. As a result, the total scattering fields at the cube C is computed aŝ 
C. COMPLEXITY ANALYSIS
In this section, we estimate the computational cost of a single BBFB iteration using the modified BBFB routine as introduced in Section IV. The computational cost of each BBFB iteration is comprised of two parts: the cost for the solution of the local problems (by premultiplying both sides of equations 13 and 14 byẐ −1 mm ) and the cost to perform the modified MLFMA in order to compute the right hand sides of the equations. The local problems are assumed to be negligible in terms of physical size as compared to the entire scatterer. Thus, the computational complexity of each BBFB iteration is dominated by the complexity of the modified MLFMA. By using the standard MLFMA, each sub-problem of the BBFB (i.e. solving equations 13 and 14 for a given m) requires a full matrix vector product, leading to a cost of O MN log 2 N for each sweep. A full matrix vector multiplication implies that each cube in the oct-tree structure performs the upward and downward processes once. The modified MLFMA reduces the computational cost by implementing algorithms 1 and 2 which results in individual cubes only sometimes having fields re-computed as part of the upward-downward processes. The complexity of each BBFB iteration, when using the modified MLFMA, can be estimated by the number of the upward and downward processes performed by each cube. We call them the number of updates of the upward and downward processes. Several quantities must be defined for the estimation of the complexity. The extent of the group and the buffer region are denoted by GS and BS, respectively, as shown in Figure 6 . GS and BS are measured in terms of the size of the leaf cube. For example, the values of GS and BS in Figure 6 are 3 and 1, respectively. As shown in Figure 6 , a subproblem is represented by a rectangular cube extending over a three dimensional space. A spanning-level of the sub-problem over one extent is defined as the number of hierarchical tree levels over which the region spreads. A spanning-level is denoted by SL a where a represents a direction. SL 1 is a spanning-level along the marching direction. For example, the value of (SL 1 , SL 2 , SL 3 ) in Figure 6 is (2, 2, 1) as it has 4 leaf cubes in two dimensions and 2 in the other. The 4 leaf cubes span two hierarchical tree levels, while the 2 leaf cubes span one 2 2 = 4, 2 2 = 4, 2 1 = 2 . The largest value of {SL 1 , SL 2 , SL 3 } is denoted by SL
Application of algorithms 1 and 2 results in different numbers of updates of individual leaf cubes, depending on the problem geometry and choice of groups, buffer regions, etc. This variation propagates upward to the root of the oct-tree structure and it is difficult to therefore give precise values for the complexity. However, we estimate it for the simplified case of scattering from a rectangular plate in what follows. We denote l as a level of the oct-tree structure where the complexity is analysed. To ease the analysis, the number of updates in the upward process and the downward process are analysed separately. The number of updates required for cubes at different levels for a rectangular plate was analysed and is shown in Table 1 . These expressions represent approximate values based on analysis which is too lengthy to be presented in this paper. They are based on consideration of typical cubes located in the centre of the scatterer (where the buffer region and group size is constant -note that as we approach the ends of the scatterer, the group size and buffer size can sometimes change in order to properly fit the structure). We also note that it is only applicable to the case of a rectangular plate. Nonetheless, the table is useful in that it gives some quantification of the complexity of the modified MLFMA. Several principles regarding the optimisation of the performance of the modified MLFMA can be inferred from the table. Firstly, a decrease in the computational cost can be achieved by an increase of the group size GS and a reduction of the buffer region size BS. An increase of the group size may also lead to a better convergence rate of the BBFB. However, the size of the groups is limited by our ability to compute and store the local sub-matrix inversesẐ −1 mm . Secondly, the complexity can considerably increase for cubes belonging to levels l where
and L − SL < l ≤ L − SL 1 . The increase is mainly due to the term 2 L−l . The undesirable increase can be avoided by a decrease of the buffer region size, and equality of SL 1 and SL. However, a decrease in a size of the buffer region can impact negatively on the convergence rate of the BBFB. Therefore, a determination of the size of these regions should be carried out carefully. The expressions in Table 1 are validated numerically in the next section.
In the standard MLFMA, the complexity to compute the processes decreases by a factor of 2 everytime one moves upward to the next coarser level of the oct-tree structure [29] . If the sizes of the groups and the buffer regions are chosen in accordance with the above, the complexity of the modified MLFMA is dominated by the cost to compute processes at the finest level. The computational cost of a single BBFB sweep is approximately the complexity of the updates at the finest level, and the cost is approximately (1 + BS/GS) times that of a full matrix vector product. As a result, our estimation of the computational cost of each BBFB iteration is O 2 (1 + BS/GS) N log 2 N , which is significantly smaller than the complexity of O 2MN log 2 N if the standard MLFMA is applied.
V. NUMERICAL RESULTS
This section demonstrates the performance and the efficiency of the proposed method through some numerical experiments. All experiments presented in this section were carried out on a Dell-Precision Workstation 670 with a 3.0GHz Xeon CPU and 3.0GB of RAM. A coupling parameter of α = 0.3 is used for the combined field integral equation. Four perfectly conducting scatterers, discretised using RWG basis functions, were examined. The reported residual norms are computed by
where · 2 is the 2−norm.
A. NASA ALMOND
A comparison between the BBFB and several Krylov methods is presented in this experiment. Two Krylov solvers, the GMRES and the BiCGSTAB, are chosen for comparison. In order to compensate for the preconditioning inherent in the BBFB (due to the use of precomputed inversesẐ −1 mm ) and thereby ensure a fair comparison, they were preconditioned using the sparse approximate inverse technique [30] . The Krylov methods were accelerated using the standard MLFMA. Both the standard MLFMA and the modified MLFMA are applied for the acceleration of the BBFB. The NASA almond [31] , directed along the x-axis as shown in Figure 7 , is illuminated by a plane wave with an incident angle of (θ = π/2; ϕ = 2π /3) at 7GHz. The scatterer is discretised with 12, 858 RWG basis functions and is decomposed into thin and equal slices along the marching direction which is the greatest extent of the problem (x-axis). The total number of slices is 24. The sizes of the group and the buffer region are GS = 2 and BS = 1, respectively. This means that there were 12 groups each of which comprised 2 slices with a further single slice as a buffer region. The width of each slice is equal to the size of a leaf cube. The comparison between the BBFB and the preconditioned Krylov solvers is shown in figures 8 and 9. Figure 8 demonstrates that the number of iterations required by the BBFB is significant fewer than that of the Krylov solvers to achieve the same accuracy (and is the same regardless of whether we use the standard or modified MLFMA). However, the application of the standard MLFMA leads to large complexity of each BBFB iteration and worsens the performance of the stationary method in terms of runtime when compared to the Krylov methods as seen in Figure 9 . Use of the modified MLFMA significantly improves the performance of the BBFB as compared to use of the standard MLFMA (by about 80%) and ensures that the reduction in number of iterations versus the Krylov solvers is translated into a corresponding reduction in time.
B. RECTANGULAR PLATE
Our second numerical experiment validated the expressions derived in Table 1 . A rectangular plate size of 1.5λ × 40λ is VOLUME 3, 2015 FIGURE 9. Residual norm versus runtime. Only the BBFB with modified MLFMA is able to translate the reduction in iteration count to a corresponding reduction in time.
illuminated by a plane wave at a frequency of 500MHz. The marching direction of the BBFB is chosen to be along the largest extent of the plate. The application of the modified MLFMA allows a partition of the entire scatterer into cubes where leaf cubes are of size λ/4. The number of oct-tree levels used was L = 9. Consequently, there are 161 leaf cubes along the greatest extent of the plate. The sizes of the group and the buffer regions are chosen as GS = 3 and BS = 1, respectively. The numbers of downward and upward updates that actually occurred in the simulation are shown in Table 2 . The number of updates estimated using the formulations in Table 1 are shown in the ''Formulation'' columns. The ''Middle'' columns contain an average number of updates of cubes located in the middle of the scatterer where the estimate should be most accurate. The overall average number of updates of each level are given in ''Average'' columns. It can be seen that values estimated using the formulation of Table 1 are close to those observed in the simulation for the middle cubes where the conditions used to make the estimate are best met.
C. NASA OGIVE
A comparison between the performance of the standard MLFMA and that of the modified MLFMA is presented in this experiment. The NASA ogive [31] is positioned along the x-axis and is illuminated by an incident wave which has a frequency varying from 3GHz to 20GHz. Thus the total number of unknowns is within a range of (2, 040 − 106, 125). The marching direction of the BBFB is the greatest extent of the problem. The size of the groups and the buffer region is fixed with GS = 1 and BS = 1. The complexity of the methods is measured in terms of the ratio between the average runtime of one BBFB iteration and the runtime of one full matrix vector multiplication using the MLFMA (i.e. with complexity N log 2 N ) and is shown in Figure 10 . The complexity of the proposed method is considerably smaller than that of the BBFB with the standard MLFMA. The ratio for the case of the modified MLFMA slowly increases with the size of the problem. This is because SL 1 = SL as the frequency increases. This leads to a larger complexity required to compute processes at level l where L − SL < l ≤ L − SL 1 as shown in Table 1 . 
D. NASA DOUBLE-OGIVE
Finally, a comparison between the measured data [31] and the results computed by the proposed method is presented in this experiment to demonstrate that the accuracy of the full-wave solver is not compromised by the techniques introduced in this paper. A NASA double-ogive [31] is positioned along the x-axis as shown in Figure 11 . The scatterer is discretised into 12, 552 RWG basis functions and is illuminated by plane waves at 9GHz. The double-ogive is partitioned into 23 equal slices along the marching direction which is FIGURE 11. Partition of the NASA double-ogive into equal slices.
FIGURE 12.
Comparison between the radar cross section results computed using the proposed method and the measurement data in [31] .
the greatest extent of the problem. The width of each slice is λ/4, equal to the size of leaf cubes. Groups are comprised of two of these slices with buffer regions equalling one of them. The radar cross section (RCS) results are shown in dBsm (decibel relative to one square meter) as a function of ϕ with θ = π/2. The RCS characteristics for both horizontal (HH) and vertical (VV) polarisations are computed using the proposed method. The simulated results are compared with the published measurement in Figure 12 . The results show a good agreement with the measured data for both polarisations at all aspect angles, in line with what would be achieved with unaccelerated full-wave methods.
VI. CONCLUSIONS
A modified MLFMA is proposed to accelerate the partial matrix vector products required in each iteration of stationary solvers. Applying the standard MLFMA to the performance of the partial matrix vector products results in significant redundancy, causing the loss of efficiency of the stationary methods. A reduction of the redundancy can be achieved by using the modified method which is based on two simple algorithms which can be used to set flags to determine what small subset of cubes is in need of having their associated fields recomputed in the MLFMA upward or downward processes. Numerical experiments are presented to demonstrate the efficiency and the accuracy of the proposed method over the standard method. Although the modified MLFMA is only applied for the BBFB in this paper, it can be in principle be extended for the application to other stationary methods.
