Theorem 2.1. Suppose L ⊣ N : A → X is an adjunction with unit η : 1 X ⇒ NL and invertible counit ε : LN ⇒ 1 A . Suppose X is skew monoidal. There exists a skew monoidal structure on A for which L : X → A is normal opmonoidal with each ψ X,N B invertible if and only if, for all X ∈ X and B ∈ A , the morphism
is invertible. In that case, the skew monoidal structure on A is unique up to isomorphism.
Proof. Suppose A has a skew monoidal structure (⊗,Ī,ᾱ,λ,ρ) for which L is normal opmonoidal with the ψ X,N B invertible. We have the commutative square
in which the vertical arrows are invertible. The top arrow is invertible with inverse ε LX⊗ 1. So the bottom arrow is invertible. Conversely, suppose each L(η X ⊗ 1 N B ) is invertible. Wishing L to become opmonoidal with the limited strength, we are forced (up to isomorphism) to put
and to define the constraintsᾱ,λ,ρ by commutativity in the following diagrams.
The definitions make sense because the top arrows of the squares are invertible (while the bottom arrows may not be). Now we need to verify the five axioms. The proofs all proceed by preceding the desired diagram of barred morphisms by suitable invertible morphisms involving only ε A , Lη X , η N A , or L(η X ⊗ 1 N B ), then manipulating until one can make use of the corresponding unbarred diagram.
The biggest diagram for this is the proof of the pentagon forᾱ. Fortunately, the proof in Brian Day's thesis [1] of the corresponding result for closed monoidal categories has the necessary Diagram 4.1.3 on page 94 written without any inverse isomorphisms, so saves us rewriting it here. (The notation is a little different with ψ in place of N and with some of the simplifications we also use below.) It remains to verify the other four axioms. The simplest of these is
For the other three, to simplify the notation (but to perhaps complicate the reading), we write as if N were an inclusion of a full subcategory, choose L so that the counit is an identity, and write XY for X ⊗ Y . Then we havē
For the proof of the axiom (1 A⊗λC )ᾱ A,LI,C (ρ A⊗ 1 C ) = 1 A⊗C , we can look at Diagram 4.1.2 on page 93 of [1] . The required commutativities are all there once we reverse the direction of the right unit constraint which Day calls r instead of ρ.
For the final axiom, we havē
The desired opmonoidal structure on L is defined by ψ 0 = 1 :
The three axioms for opmonoidality are easily checked and we have each
A reflective lemma
Assume we have an adjunction L ⊣ N : A → X with unit η : 1 X ⇒ NL and counit ε : LN ⇒ 1 A . Assume N is fully faithful; that is, equivalently, the counit ε is invertible.
Lemma 3.1. For Z ∈ X , the following conditions are equivalent:
(i) there exists A ∈ A and Z ∼ = NA;
(ii) for all X ∈ X , the function X (η X , 1) :
The non-horizontal arrows in the commutative diagram
are all invertible, so the horizontal arrows are invertible too.
and we already have (ii) ⇒ (iii) ⇒ (iv), so take A = LZ and the invertible η Z .
Skew closed reflection
Recall from Section 8 of [5] , if − ⊗ Y has a right adjoint
in the skew monoidal category X then X becomes left skew closed via (what we here call) the left internal hom [Y, Z]; but this may exist for only certain objects Z. are invertible for all B, C ∈ A . In that case, the skew monoidal structure abiding on A , as seen from Theorem 2.1, is left closed. Also, the functor N is left closed.
Proof. Consider the following commutative diagram.
Invertibility of the arrows (2.1) is equivalent to the invertibility of the top horizontal arrows. This is equivalent to invertibility of the bottom horizontal arrows. By Lemma 3.1, this is equivalent to invertibility of the arrows (4.2).
For the penultimate sentence of the Theorem, we now have the natural isomorphisms:
yielding the left internal hom Our notation for a right adjoint to X ⊗ − is
The right internal hom X, Z may exist for only certain objects Z. In general, the existence of right homs in a left skew monoidal category does not give a left or right skew closed structure. However, in its presence, we can reinterpret a stronger form of the invertibility condition (2.1) of Theorem 2.1. 
Proof. Consider the commutative diagram (4.6). Invertibility of any one of the horizontal families in the diagram implies that of the other two. Invertibility of the arrows (4.3) is equivalent to the invertibility of the top horizontal family. By Lemma 3.1, invertibility of the middle horizontal family is equivalent to invertibility of the arrows (4.2). By the Yoneda Lemma, invertibility of the bottom horizontal family is equivalent to invertibility of the arrows (4.5).
An example
This is an example of the opposite (dual) of the above theory. Instead of a reflection we have a coreflection. Instead of left skew monoidal categories we have right skew monoidal categories.
Consider an injective function µ : U → O. We have an adjunction
with invertible unit. The ith component of the counit ε X : NRX → X is the function µ(u)=i X µ(u) → X i which is the identity of X i when i is in the image of µ. Let C be a category with obC = O. Then Set/O becomes right skew monoidal on defining the tensor X ⊗ Y by
and the (skew) unit I by I i = 1. The associativity constraint α :
using the ith injection and 1 i : i → i. Define ρ X : X ⊗ I → X to have components j X i × C (i, j) → X i whose restriction to the jth injection is the first projection onto X i .
The reason this provides an example of Theorem 2.1 is that the dual version of the stronger invertibility condition (4.3) holds. To see that
is invertible, we have:
The resultant right skew structure on Set/U has tensor product
Of course we can see that this is merely the right skew structure on Set/U arising from the category whose objects are the elements u ∈ U and whose morphisms u → v are morphisms µ(u) → µ(v) in C ; that is, the category arising as the full image of the functor µ : U → C . As an easy exercise the reader might like to calculate the monoidal structure ϕ X,Y : RX⊗RY → R(X ⊗ Y ) on R and check that ϕ X,Y is not invertible in general while, of course, it is for Y = NB.
