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Introduction
Understanding the cytoarchitecture of neuronal tissues is an essential step in order
to decipher the underlying connection between tissue function and structure and
to indicate the relevant structural changes in neurodegenerative diseases. This re-
quires the acquisition of three-dimensional (3d) structural information about the
tissue down to the (sub-)cellular scale, providing sufficient resolution, contrast
and field of view while enabling the high throughput necessary for large biomed-
ical studies. The gold standard in pathology is histological sectioning, which is
a labor-intensive and invasive imaging technique [2]. Sample preparation requires
chemical fixation, dehydration and subsequent paraffin-embedding, sectioning, de-
paraffinization and staining [16]. While it yields excellent results on the thin two-
dimensional sections, the 3d architecture can only be determined after aligning
these sections, resulting in a reconstructed volume with non-isotropic resolution
which is susceptible to artifacts due to the mechanical slicing procedure [2]. Further
established imaging techniques include light sheet fluorescence microscopy [38], se-
rial block face electron microscopy [107, 108] or magnetic resonance imaging [40]
which provide important data but need invasive or extensive sample preparation
or lack the required spatial resolution or contrast.
Another promising approach for the non-invasive visualization of the 3d cytoar-
chitecture is given by x-ray computed tomography (CT) which is predominantly
used in daily clinical practice [75]. The weak interaction of hard x-rays with mat-
ter allows for non-destructive imaging of otherwise opaque samples while the short
wavelength enables a high potential resolution. In classical CT, contrast formation
is based on absorption of the x-rays as they pass through the sample. However,
weakly absorbing objects like soft tissue from the central nervous system give
nearly no contrast, diminishing the possible resolution. As x-rays are electromag-
netic waves, transmission through the object not only decreases the amplitude but
also leads to a shifted phase with respect to the incoming beam. The strength of
this shift is determined by the real part δ(r) or decrement of the complex index of
refraction n(r) = 1− δ(r) + iβ(r), while the complex part or extinction coefficient
gives rise to the absorption. For soft tissue and hard x-rays the refractive index
decrement is up to a factor of 1000 larger compared to the extinction coefficient
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[125], and hence contrast can be increased by exploiting the phase shift in addition
to the absorption for imaging. As the phase shift is not directly measurable, it has
to be converted to object specific modulations in the intensity images. For this
purpose various methods exist as, e.g., zone-plate microscopes with Zernike phase
contrast [26, 151, 159], Talbot interferometry [111, 134, 152, 188], edge illumination
[64, 116] or speckle-based imaging [13, 113, 199], which are all full-field imaging
techniques. In contrast to scanning techniques like ptychography [36, 72, 189] ac-
quisition time is significantly reduced which is an important factor in tomographic
imaging, requiring several projection images of the sample from different angles,
especially with regard to the stability of degrading biological specimens. While
each of the aforementioned full-field techniques is also compatible with the low
coherence provided by laboratory microfocus sources [64, 135, 164, 198], they all
have their own advantages and drawbacks. X-ray microscopes using Zernike phase
contrast provide an excellent resolution in the range of few 10 nanometers with
high contrast but quantitativity of the data is missing as generally no further
phase-reconstruction steps are carried out [5, 194]. Additionally, alignment of the
necessary optical elements in the beam path might be time-consuming and imag-
ing at a varying field of view and resolution requires substantial changes in the
setup as, e.g., exchanging and realigning the objective lens. Talbot interferome-
try, edge illumination and speckle-based imaging provide excellent contrast and
model-independent fully automatic reconstructions of the phase, amplitude and
darkfield signal separately. Compared to other techniques, they provide a very high
density resolution with accurately retrieved values of the complex index of refrac-
tion [197]. However, spatial resolution is limited to the range of few micrometers
[137, 197, 199] and phase-stepping is necessary for high quality reconstructions,
although also single-step approaches have been proposed, leading to the need of
additional a priori knowledge or a decrease in spatial resolution [14, 15, 196]. More-
over, in Talbot interferometry and edge illumination radiation dose is increased
due to absorbing optical elements behind the sample and imperfections in these
elements as well as their alignment might alter the reconstruction quality [197].
Phase contrast based on free-space propagation behind the sample is well suited
for microscopic resolutions in the range of 20-50 nm for test objects and biological
cells, respectively [10, 28, 98, 120, 126]. As it does not depend on further optical
elements behind the sample, experimental alignment is facilitated while the ap-
plied dose is reduced with respect to interferometric approaches [197]. Imaging of
the sample at varying resolution and field of view can be easily achieved by ex-
ploiting a divergent beam geometry and changing the geometrical magnification of
3the setup [90]. Due to the high coherence needed for this imaging technique it was
long assumed to be solely applicable at large-scale synchrotron facilities. However,
with the advent of new microfocus sources [123], it could also be implemented at
laboratory setups [8, 91, 99]. The main challenge for this technique is the phase
reconstruction from the measured intensity images, providing quantitative infor-
mation about the specimen. It is typically based on additional information about
the sample from multiple measurement planes [28, 195] or a priori knowledge, e.g.,
the positivity of physical constants, a weakly absorbing or pure phase object or an
estimate of the complex refractive index [51, 56, 127].
To perform 3d virtual histology of tissue from the central nervous system at cel-
lular and sub-cellular resolution, phase contrast based on free-space propagation
is well suited and hence exploited in the course of this thesis. It is combined with
computed tomography to obtain non-destructive and isotropic reconstructions of
the 3d density distribution in mm-sized samples of mice and humans and to deci-
pher the underlying cytoarchitecture at varying resolution and field of view.
In the first chapter of the present thesis, the theoretical concepts of image for-
mation in propagation-based imaging are presented, followed by an introduction
to several phase-retrieval methods in chapter 2. The mathematical background
of computed tomography as well as examples of typical artifacts and their cir-
cumvention are described in chapter 3. In chapter 4, the experimental realization
of propagation-based phase-contrast tomography both at the synchrotron and a
laboratory source is outlined, including an evaluation of different phase-retrieval
approaches for data acquired under the non-ideal conditions of polychromaticity
and partial coherence which are typical for laboratory setups. First experimen-
tal results on a hydrated brain slice from a mouse cerebellum are presented in
chapter 5, representing a tissue preparation which is close to the native state.
Methods for increasing the contrast in different parts of tissue from the central
nervous system of a mouse via radiocontrast agents or different embedding media
and their applicability at synchrotron as well as laboratory setups are evaluated
in chapters 6 and 7. In chapter 8, 3d virtual histology is performed on paraffin-
embedded human cerebellum obtained at routine autopsy, both at the synchrotron
as well as laboratory setup. It is accompanied by an automated determination of
the cellular distribution within the reconstructed volumes, enabling a subsequent
statistical analysis based on several ten thousand to millions of cells. As an out-
look, preliminary results from the application of propagation-based phase-contrast
tomography for the visualization of cytoarchitectural changes in neurodegenera-
tive diseases, namely multiple sclerosis, Alzheimer’s disease and ischemic stroke,
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are presented in chapter 9. The thesis is closed by a brief summary of the obtained
results and an outlook on future experiments and challenges.
1 Concepts of propagation-based
phase-contrast imaging
In this chapter, the fundamental concepts of two-dimensional propagation-based
imaging are derived. A generic experimental setup for this kind of imaging is de-
picted in Fig. 1.1. A (divergent) x-ray beam is generated in the source and advances
to the sample located in a distance z01. During transmission of the x-rays through
the specimen, phase shifts are induced which are translated into measurable in-
tensity modulations due to interference effects upon free-space propagation. These
are recorded further downstream in the detection plane at distance z12 behind the
sample.
The chapter starts with the theoretical framework governing the free-space prop-
agation of the disturbed wave fronts behind the sample, leading to an expression
for the complex wave front at any given propagation distance z12, provided that
the incident wave field is known. The interaction of x-rays with matter describes
source
detector
intensity
sample
Figure 1.1: Generic setup of a propagation-based phase-contrast experiment. The x-rays
are generated in the source and advance to the sample of thickness d which is located
in a distance z01. Further downstream, phase shifts induced by the sample translate into
measurable intensity modulations due to interference effects which are recorded by the
detector placed at a distance z12 behind the sample.
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the formation of this incident wave field directly behind the object, depending on
its refractive index n(r). By introducing the projection approximation, this in-
teraction can be expressed in a single plane, which forms the basis for deriving
simplified expressions for contrast formation at propagation distance z12.
1.1 From Maxwell’s equations to free-space
propagation
1.1.1 Vacuum wave equations
The Maxwell’s equations are the starting point to describe the temporal and spatial
evolution of electromagnetic waves in free space. In vacuum they are given by [125]
∇ ·E(r, t) = 0, (1.1)
∇ ·B(r, t) = 0, (1.2)
∇×E(r, t) + ∂tB(r, t) = 0, (1.3)
∇×B(r, t)− ε0µ0∂tE(r, t) = 0, (1.4)
with the magnetic induction B(r, t), the electric field E(r, t), the vacuum electrical
permittivity ε0, the vacuum magnetic permeability µ0 and the Cartesian coordi-
nates r = (x, y, z) ∈ R3. Note that SI units as well as the convention to mark
vector quantities in boldface type will be used throughout the thesis. To obtain
the wave equation for the electric field E(r, t), the curl of eqn. (1.3) is calculated
and simplified via the vector identity ∇× (∇× f) = ∇(∇ · f)−∇2f , yielding
∇(∇ ·E(r, t))−∇2E(r, t) +∇× ∂tB(r, t) = 0. (1.5)
The first term of this equation vanishes due to the first Maxwell’s equation (1.1).
Interchanging the order of the operators ∇× and ∂t in the third term and inserting
eqn. (1.4) leads to (
ε0µ0∂
2
t −∇2
)
E(r, t) = 0, (1.6)
which is known as the vacuum field equation for the electric field, or the d’Alembert
wave equation [125].
In a similar line of reasoning the expression for the magnetic induction B can be
derived. By taking the curl of eqn. (1.4) and using the same vector identity as
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before, one arrives at
∇(∇ ·B(r, t))−∇2B(r, t)− ε0µ0∇× ∂tE(r, t) = 0. (1.7)
The first term vanishes due to the non-existence of magnetic monopoles, as stated
in the second Maxwell’s equation (1.2). Again interchanging the order of the op-
erators ∇× and ∂t and inserting eqn. (1.3) yields the vacuum field equation for
the magnetic induction B(r, t)
(ε0µ0∂2t −∇2)B(r, t) = 0, (1.8)
which is analogous to the relation for the electric field [125]. The two expressions
show that all three components of the electric field and magnetic induction are
uncoupled from one another in vacuum.
At this point, a transition from a vector to a scalar theory with the complex scalar
quantity Ψ(r, t), solving the scalar d’Alembert equation
(ε0µ0∂2t −∇2)Ψ(r, t) = 0, (1.9)
is considered. Although each of the three components of the electric and magnetic
field obeys this equation, the validity of the transition to a scalar theory is not im-
mediately apparent. However, it was shown that in free space, the electromagnetic
field can indeed be derived from a single complex scalar function whose squared
modulus corresponds to the optical intensity [17, 55, 102, 125, 191], and hence,
only this function will be regarded in the following.
To determine the speed of propagation of an electromagnetic field, a monochro-
matic elementary plane wave (PW) of the form ΨPW(r, t) = eik·r−ωt is considered,
where k = (kx, ky, kz) ∈ R3 is the wave vector with modulus |k| =: k = 2piλ and
wavelength λ. It is a solution to the scalar d’Alembert equation if ε0µ0ω2−k2 = 0.
As the wave fronts of plane waves propagate with velocity c = ωk , this leads to
c = 1√
ε0µ0
. (1.10)
Experimentally determined values of the vacuum permittivity ε0 and permeability
µ0 revealed a propagation speed which is equal to the speed of light in vacuum,
showing that light is actually an electromagnetic wave [125].
To obtain a stationary solution to the d’Alembert equation, the complex scalar
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quantity Ψ(r, t) is spectrally decomposed via a Fourier integral of the form [125]
Ψ(r, t) = 1√
2pi
ˆ
R≥0
ψω(r)e−iωtdω. (1.11)
The field can thus be interpreted as a superposition of monochromatic plane waves
with weighting factors ψω(r). Inserting this expression into eqn. (1.9), interchang-
ing the order of integration and differentiation and performing the differentiation
with respect to time, yields
ˆ
R≥0
[(∇2 + k2)ψω(r)] e−iωtdω = 0, (1.12)
where c = 1√ε0µ0 and k =
ω
c was used. To solve this equation, the expression in
the square brackets has to vanish, leading to
(∇2 + k2)ψω(r) = 0, (1.13)
known as the Helmholtz equation [125]. It governs the spatial evolution of the sta-
tionary part ψω(r) of a single monochromatic component of the electromagnetic
field Ψ(r, t). To obtain a polychromatic solution, the single ω-dependent solutions
ψω(r), fulfilling the Helmholtz equation, can be superimposed using eqn. (1.11).
Simple solutions to the Helmholtz equation are given by stationary elementary
plane waves of the form ψPWω (r) = eik·r, analogous to the time-dependent plane
waves solving the d’Alembert equation (1.9), or spherical waves (SW)
ψSWω (r) = 1|r−r0|e
ik|r−r0| with r 6= r0. While in the case of plane waves the prop-
agation direction is given by the direction of the wave vector k, spherical waves
propagate uniformly in all directions starting at the origin r0, with constant am-
plitude and phase at radial distance r.
1.1.2 Angular spectrum approach
In the following, an expression for the forward-propagation of an arbitrary mono-
chromatic wave field ψω(r) in vacuum is derived, closely following the considera-
tions in [125]. Without loss of generality, propagation takes place along z, from
a plane at z = 0 to a parallel plane at z > 0. As the wave propagates through
vacuum, the Helmholtz equation (1.13) is valid, to which the elementary plane
wave ψPWω (r) = eik·r is a solution. Considering the modulus of the wave vector k,
given by k =
√
k2x + k2y + k2z , and solving it for the component in z-direction leads
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to
kz =
√
k2 − k2x − k2y. (1.14)
Note that only the positive square root is considered, accounting for the assump-
tion of a forward-propagating wave with respect to the optical axis. Inserting this
into the elementary plane wave equation gives
ψPWω (r) = eik⊥·r⊥eiz
√
k2−k2⊥ , (1.15)
where k⊥ = (kx, ky) with modulus |k⊥| =: k⊥ =
√
k2x + k2y and r⊥ = (x, y) with
modulus |r⊥| =: r⊥ =
√
x2 + y2 were introduced.
By setting z = 0 in the above equation, leading to
ψPWω (r⊥, 0) = eik⊥·r⊥ , (1.16)
the propagation of a single monochromatic plane wave from z = 0 to z > 0 can be
identified as a multiplication of the unpropagated quantity with the factor
H = eiz
√
k2−k2⊥ . (1.17)
Hence, this term is called the free-space propagator [125].
This can be used to derive an expression for the propagation of an arbitrary
monochromatic wave field ψω(r). To this end, a decomposition of the unpropagated
wave field at z = 0 is obtained via the two-dimensional (2d) Fourier integral1
ψω(r⊥, 0) =
1
2pi
ˆ
R2
ψˆω(k⊥, 0)eik⊥·r⊥dk⊥, (1.18)
where ψˆω(k⊥, 0) denotes the lateral Fourier transform of ψω(r⊥, 0). Note that
Fourier transformed quantities will be marked with a circumflex throughout the
thesis. This decomposition of the unpropagated wave field can be interpreted as a
superposition of plane waves of the form eik⊥·r⊥ with weighting factors ψˆω(k⊥, 0).
The plane waves in turn can be considered as three-dimensional plane waves eikr,
solving the Helmholtz equation, evaluated at z = 0. As seen before, these waves
can be propagated in free space by multiplication with the free-space propagator
H. Inserting this into eqn. (1.18) and therefore propagating each plane wave in
1 The Fourier transform is defined as in section A.1 in the appendix.
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the decomposition of the unpropagated wave field separately, yields
ψω(r⊥, z) =
1
2pi
ˆ
R2
ψˆω(k⊥, 0)eik⊥·r⊥eiz
√
k2−k2⊥dk⊥. (1.19)
By introducing the operator F⊥, denoting the 2d lateral Fourier transform, the
propagation of a monochromatic wave field from z = 0 to z > 0 can be rewritten
as
ψω(r⊥, z) = F−1⊥
[
eiz
√
k2−k2⊥F⊥[ψω(r⊥, 0)]
]
=: D [ψω(r⊥, 0)] , (1.20)
where the diffraction operator
D = F−1⊥ eiz
√
k2−k2⊥F⊥ (1.21)
was introduced. Note that for k2−k2⊥ < 0, the free-space propagator (1.17) will be
a real-valued quantity, leading to an exponential damping of the wave field instead
of a propagation. In this case, the wave field is called an evanescent wave. If there
are no evanescent waves present, the diffraction operator D is a unitary operator
[112] and back propagation along a negative distance z < 0 can be performed
[125].
1.1.3 Paraxial approximation
In the experimental geometries considered in this thesis, waves are well described
by the paraxial approximation, in which it is assumed that the wave front normals
of the wave field ψω(r) form small angles with respect to a given optical axis.
It therefore mainly varies perpendicular to the propagation direction and can be
expressed via a separation ansatz
ψω(r) = ψ′ω(r)eikz, (1.22)
in which the wave is divided into an unscattered plane wave propagating along z,
which is again defined as the optical axis, and a ’beamlike’ envelope which slowly
varies along z. Inserting this ansatz into the Helmholtz equation (1.13) yields
(∇2 + k2)ψ′ω(r)eikz = 0. (1.23)
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Execution of the spatial derivative along z and a subsequent elimination of the
plane wave term via a simple division by the exponential results in
(∇2⊥ + ∂2z + 2ik∂z)ψ′ω(r) = 0, (1.24)
where the lateral Laplacian operator∇2⊥ = ∂2x+∂2y was introduced. As the envelope
ψ′ω(r) varies slowly along z, the second derivative along this direction can be
neglected, leading to the so-called paraxial wave equation [125]
(∇2⊥ + 2ik∂z)ψ′ω(r) = 0. (1.25)
One particular solution to this equation is the Gaussian beam, as, e.g., discussed
in [52], which is a good approximation for the wave field exiting x-ray waveguides
(cf. section 4.2) [70, 93].
1.1.4 Fresnel diffraction
With the paraxial approximation outlined in the previous section, the free-space
propagator (1.17) introduced in section 1.1.2 can be rewritten. In the case of a
paraxial wave, the wave vector component along the optical axis is much larger
compared to the perpendicular parts (k2⊥  k2). Therefore, the phase factor of
the free-space propagator can be approximated via a first order Taylor expansion√
k2 − k2⊥ ' k −
k2⊥
2k . (1.26)
Inserting this into the expression for the propagated wave field (1.20) yields
ψω(r⊥, z) = F−1⊥
[
e
iz
(
k− k
2
⊥
2k
)
F⊥[ψω(r⊥, 0)]
]
=: D(F ) [ψω(r⊥, 0)] , (1.27)
with the Fresnel diffraction operator
D(F ) = F−1⊥ e
iz
(
k− k
2
⊥
2k
)
F⊥. (1.28)
The approximated form of the free-space propagator
Hˆ(F )(k⊥, z) = e
iz
(
k− k
2
⊥
2k
)
(1.29)
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is called the (reciprocal) Fresnel propagator, where the term reciprocal indicates
that it is valid for the propagation of Fourier transformed wave fields [125].
Via the convolution theorem f(r⊥) ? g(r⊥) = 2piF−1⊥ (F⊥[f(r⊥)] · F⊥[g(r⊥)]),
where ? denotes the convolution, a real space expression of the propagation can
be obtained by rewriting eqn. (1.27) in terms of the real space representation of
the Fresnel propagator H(F )(r⊥, z) [125]
ψω(r⊥, z) = F−1⊥
[
e
iz
(
k− k
2
⊥
2k
)
F⊥[ψω(r⊥, 0)]
]
(1.30)
= 2piF−1⊥
F⊥

1
2piF
−1
⊥
[
e
iz
(
k− k
2
⊥
2k
)]
︸ ︷︷ ︸
H(F )(r⊥,z)
 · F⊥[ψω(r⊥, 0)]
 (1.31)
= H(F )(r⊥, z) ? ψω(r⊥, 0). (1.32)
In order to obtain an explicit expression for the propagator, the inverse Fourier
transform has to be executed
H(F )(r⊥, z) =
1
2piF
−1
⊥
[
e
iz
(
k− k
2
⊥
2k
)]
(1.33)
= e
ikz
4pi2
ˆ
R2
e−
iz
2k k
2
x+ikxx · e− iz2k k2y+ikyydk⊥. (1.34)
Via completing the square this can be rewritten as
H(F )(r⊥, z) =
eikz
4pi2
ˆ
R2
e
−
(√
iz
2k kx− i
√
k√
2iz
x
)2
+ ik2z x
2 · e−
(√
iz
2k ky− i
√
k√
2iz
y
)2
+ ik2z y
2
dk⊥.
(1.35)
Inserting the substitution u⊥ :=
√
iz
2kk⊥ − i
√
k√
2iz r⊥ with du⊥ =
iz
2kdk⊥ and the
solution of the Gauss integral
´
R2 e
−r2⊥dr⊥ = pi, the real space Fresnel propagator
is given by [125]
H(F )(r⊥, z) =
eikz
4pi2 e
ik
2z r
2
⊥
ˆ
R2
e−u
2
⊥
2k
iz
du⊥ (1.36)
= e
ikz
iλz
e
ik
2z r
2
⊥ , (1.37)
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where k = 2piλ was used.
Thus it is now possible to explicitly express the propagated wave field via the
convolution in eqn. (1.32)
ψω(r⊥, z) =
eikz
iλz
ˆ
R2
e
ik
2z (r⊥−r′⊥)2ψω(r′⊥, 0)dr′⊥. (1.38)
Another possibility to derive this equation is a small angle approximation of the
Huygens-Fresnel principle, as detailed, e.g., in [53].
To further evaluate this expression for the propagation of a given wave field, eqn.
(1.38) is rewritten as
ψω(r⊥, z) =
eikz
iλz
e
ik
2z r
2
⊥
ˆ
R2
ψω(r′⊥, 0)e
ik
2z r
′2
⊥ e−
ik
z (r⊥·r′⊥)dr′⊥. (1.39)
Hence, the propagated field is proportional to the 2d lateral Fourier transform of
the initial field multiplied by the phase factor e ik2z r′2⊥
ψω(r′⊥, 0)e
ik
2z r
′2
⊥ . (1.40)
This justifies the definition of the dimensionless Fresnel number [125]
F := a
2
λz
, (1.41)
corresponding to the exponent of this phase factor which determines its influence
on the propagated field, with a being the characteristic length scale of lateral
features within the incident field ψω(r′⊥, 0). For F  1 it can be neglected and
the propagated wave field is given by the lateral Fourier transform of the initial
wave field, known as Fraunhofer diffraction [125]. For F ' 1 the phase factor is
non-negligible and Fresnel diffraction occurs. In this regime, the size of the Fresnel
number can be used to further distinguish between different imaging regimes with
specific properties, as further evaluated in section 1.3.3.
1.1.5 Numerical implementation of propagation
As an analytical solution of the equations governing the free-space propagation of
a known wave field is in general not available, the propagated wave field has to
be obtained via numerical propagation. To this end, it can be either implemented
via a multiplication with the reciprocal Fresnel propagator in Fourier space (eqn.
(1.27)) or via a convolution with the real space Fresnel propagator (eqn. (1.38)).
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While these two notations are mathematically equivalent, their numerical imple-
mentations require different sampling criteria to be fulfilled.
To numerically implement Fresnel propagation of a given wave field it has to be
represented on a discrete grid of pixels with sampling interval lengths px/y in real
space and ∆kx/y in reciprocal space. The reciprocity relation of the discrete Fourier
transform relates the two grids via
px/y∆kx/y =
2pi
Nx/y
, (1.42)
where Nx/y is the number of sampling points in x and y direction, respectively.
For the implementation of the propagation in reciprocal space, the Fourier trans-
form of the initial wave field has to be calculated which can be numerically per-
formed via a fast Fourier transform (FFT) [31, 47]. Subsequently, the transformed
wave field is multiplied with the reciprocal Fresnel propagator, thus requiring a
proper sampling of this propagator in Fourier space in order to avoid artifacts.
To ensure proper sampling according to the Nyquist-Shannon sampling theorem
[158], which states that a continuous signal can be unambiguously represented if
the sampling frequency is larger than twice the maximum frequency component
contained within the signal, the relation
λz
Nx/yp
2
x/y
≤ 1 (1.43)
has to hold [50, 182]. Here, the local phase gradient of the propagator with respect
to ∆kx/y was interpreted as a ’frequency’ in Fourier space. To obtain the propa-
gated wave field, an inverse Fourier transform of the resulting expression must be
performed at the end, which can again be implemented via an FFT.
In the implementation of the propagation via a convolution of the initial wave field
with the real space Fresnel propagator, a different criterion has to be fulfilled as in
this case the propagator is sampled in real space. With the same line of reasoning
as above this leads to the relation [50, 182]
λz
Nx/yp
2
x/y
≥ 1. (1.44)
Therefore, despite being mathematically equivalent, the validity range of the nu-
merical propagation in reciprocal and real space differs. For a given wavelength
λ, pixel size px/y and number of sampling points Nx/y, the reciprocal propaga-
tor is only properly sampled below a certain propagation distance z whereas for
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the real space propagator the propagation distance z has to lie above a certain
threshold. Therefore, these propagators can be called the near-field and far-field
Fresnel propagator, respectively. One way to extend the reciprocal implementation
to larger propagation distances z is to embed the incident wave field in an array
with a higher number of sampling points Nx/y by symmetrically extending the
wave field via a replication of the border values in order to avoid edge artifacts.
Note that in both cases the criterion can be rewritten in terms of the Fresnel num-
ber Fx/y =
p2x/y
λz , showing that only the combination of these three variables is of
importance for the numerical implementation of Fresnel propagation.
1.2 X-ray interactions with matter
In the previous section, propagation of a known incident wave field ψω(r⊥, 0) in
free space was derived, which is a good approximation for the propagation of x-
rays between the sample and the detector plane (cf. Fig. 1.1). To obtain structural
information about the investigated sample, x-ray interactions in the presence of
matter have to be considered. In the following, the influence of the sample on the
incident wave field is examined and a simplified expression for this field under the
assumption of sufficiently thin objects, known as the projection approximation, is
introduced.
1.2.1 Wave equations in the presence of matter
The Maxwell’s equations in their most general form are given by [125]
∇ ·D(r, t) = ρ(r, t), (1.45)
∇ ·B(r, t) = 0, (1.46)
∇×E(r, t) + ∂tB(r, t) = 0, (1.47)
∇×H(r, t)− ∂tD(r, t) = J(r, t), (1.48)
with the electric displacement D(r, t), the magnetic induction B(r, t), the electric
field E(r, t), the magnetic field H(r, t), the charge density ρ(r, t) and the current
density J(r, t).
Analogous to section 1.1.1, the wave equations in the presence of matter can be
derived from these equations. To this end, considerations are restricted to linear
isotropic materials with D(r, t) = ε(r, t)E(r, t) and B(r, t) = µ(r, t)H(r, t). Fur-
ther, only static materials, i.e., materials with constant values of ε and µ over
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time are assumed. As biological materials are generally non-magnetic, the mag-
netic permeability µ(r) equals the magnetic permeability of vacuum µ0. By addi-
tionally omitting the presence of current as well as charge densities (ρ(r, t) = 0
and J(r, t) = 0) and assuming that the sample varies slowly over length scales
comparable to the wave length, i.e., that polarization effects can be neglected,
wave equations can be derived in which all three components of the electric and
magnetic field are uncoupled from each other. Hence, analogous to section 1.1.1,
a transition to a scalar theory with the complex scalar wave field Ψ(r, t) can be
made, resulting in [125] (
ε(r)µ0∂2t −∇2
)
Ψ(r, t) = 0. (1.49)
Following the approach in section 1.1.1 and expressing the scalar wave field by a
continuous superposition of monochromatic components e−iωt, weighted with the
ω-dependent factor ψω(r), yields the inhomogeneous Helmholtz equation [125](∇2 + k2n2ω(r))ψω(r) = 0, (1.50)
in which the ω-dependent index of refraction nω(r) =
√
εω(r)
ε0
was introduced.
Analogous to section 1.1.3, an inhomogeneous wave equation in the paraxial ap-
proximation can be derived from the inhomogeneous Helmholtz equation by ex-
pressing the monochromatic wave field ψω(r) via an unscattered plane wave eikz,
in which z is again the direction of the optical axis, and a slowly varying envelope
ψ′ω(r), for which the second derivative along z can be neglected. The resulting
inhomogeneous paraxial wave equation is given by [125](
2ik∂z +∇2⊥ + k2
(
n2ω(r)− 1
))
ψ′ω(r) = 0. (1.51)
1.2.2 The complex index of refraction
Due to the weak interaction of x-rays with matter, the index of refraction, intro-
duced in the previous section, only varies marginally around unity and is therefore
generally expressed as [1]
nω(r) = 1 + iβω(r)− δω(r). (1.52)
Here, the real-valued refractive index decrement δω(r), responsible for a phase shift
in the illuminating wave field, and the likewise real-valued extinction coefficient
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Figure 1.2: Energy-dependent index of refraction for a model protein with chemical
formula H50C30N9O10S1 and density 1.35 gcm3 [46, 67], showing a general decrease in the
interaction between x-rays and matter for increasing photon energies, except at absorp-
tion edges. Towards higher energies, the ratio between the refractive index decrement δω
and extinction coefficient βω increases significantly.
βω(r), leading to an absorption of the beam, were introduced. As the interaction
primarily occurs between the x-rays and bound electrons in the electron shell of
the atoms, δω(r) and βω(r) relate to the electron density. Typical values of these
quantities for biological soft tissue as a function of the x-ray energy E can be found
in Fig. 1.2, in which a model protein with the chemical formula H50C30N9O10S1
and a mass density of 1.35 gcm3 was considered to emulate the behavior of soft
tissue [76]. The energy of the x-rays is correlated to the wave length λ via [149]
E = hc
λ
, (1.53)
with the Planck constant h = 6.626 · 10−34 Js and the vacuum wave velocity c.
Note that in this thesis, only hard x-rays, i.e., x-rays with an energy E & 5 keV,
are used.
As can be recognized in the left panel of Fig. 1.2, rapid changes of the extinc-
tion coefficient βω(r) can arise, leading to sharp discontinuities in the absorption
spectrum, so-called absorption edges. These discontinuities occur at x-ray energies
correlated to the binding energies of the shell electrons. Away from absorption
edges, the refractive index decrement δω(r) can be expressed by means of the
electron density ρe(r) via [28]
δω(r) ' 2pire
k2
ρe(r), (1.54)
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with the Thompson scattering length re ' 2.818 · 10−15 m. A similar relation be-
tween the extinction coefficient βω(r) and the electron density cannot be derived.
However, for a single material element and away from absorption edges it relates
to the atomic number Z and the x-ray energy E via [1]
βω(r) ∝ Z4E−4. (1.55)
Note that for hard x-rays and soft tissue the refractive index decrement is orders of
magnitude larger compared to the extinction coefficient (cf. the right panel of Fig.
1.2), leading to a stronger effect of the sample on the phase of the illuminating wave
field than on its amplitude. This behavior increases the contrast in propagation-
based imaging of biological samples compared to the classical absorption-based
approach.
1.2.3 The projection approximation
In this section, an expression for a wave field traversing a sufficiently thin object of
thickness d will be derived. As a starting point the inhomogeneous paraxial wave
equation (1.51) is considered. As the real and imaginary part of the refractive
index, δω(r) and βω(r), respectively, are several orders of magnitude below unity,
quadratic terms in nω(r)2 can be omitted, leading to
nω(r)2 ' 1 + 2iβω(r)− 2δω(r). (1.56)
Inserting this into eqn. (1.51) yields(
2ik∂z +∇2⊥ + 2k2 (iβω(r)− δω(r))
)
ψ′ω(r) = 0. (1.57)
The projection approximation, which corresponds to the limit of geometrical optics,
assumes that scattering effects inside the specimen can be neglected, so that the
wave field directly behind the specimen is solely determined by the accumulated
phase shift and absorption along unscattered rays through the sample (cf. Fig.
1.3). The validity of this approximation can be estimated in terms of the ratio
between the wavelength and the size of the smallest lateral feature of interest ∆r
as well as the thickness of the specimen d, yielding [187]√
λd
2 < ∆r. (1.58)
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Figure 1.3: Illustration of the projection approximation. The x-ray beam hits the sample
from the left and phase and amplitude changes are accumulated along unscattered rays
(dashed lines), determining the exit wave field directly behind the sample. Subsequent
free-space propagation then leads to interference effects of the disturbed wave fronts and
thus to measurable intensity modulations, encoding the sample’s amplitude and phase.
Reformulating this equation to
d <
2∆r2
λ
(1.59)
gives an estimate for the maximum object thickness for which the projection ap-
proximation is still valid. Note that the definition of this criterion is not strict and
prefactors vary in literature.
The projection approximation can be used to further simplify the inhomogeneous
paraxial wave equation as it justifies the neglect of the transverse Laplacian in
eqn. (1.57), leading to the differential equation(
2ik∂z + 2k2(iβω(r)− δω(r))
)
ψ′ω(r) = 0. (1.60)
Integration along z yields [125]
ψ′ω(r⊥, 0) = ψ′0 · eik
´ 0
−d(iβω(r)−δω(r))dz, (1.61)
with the given illumination function ψ′ω(r⊥,−d) = ψ′0. Inserting this into the
ansatz for the paraxial wave field, ψω(r) = ψ′ω(r)eikz, gives an expression for the
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wave field directly behind the object or exit wave
ψω(r⊥, 0) = eikd · ψ′0 · eik
´ 0
−d(iβω(r)−δω(r))dz. (1.62)
For convenience it can be written as the product of the probe function
Pω(r⊥) := ψ′ω(r⊥,−d) = ψ′0 (1.63)
and the object transmission function
Oω(r⊥) := e−ikδ¯ω(r⊥) · e−kβ¯ω(r⊥), (1.64)
where the effective refractive index decrement δ¯ω(r⊥) =
´ 0
−d δω(r)dz and the ef-
fective extinction coefficient β¯ω(r⊥) =
´ 0
−d βω(r)dz were introduced.
Thus, the resulting exit wave reads
ψω(r⊥, 0) = Pω(r⊥)Oω(r⊥)eikd. (1.65)
From these equations, the phase and amplitude shifts imparted on the incident
wave field when traversing the object can be deduced. According to eqn. (1.62),
the phase shift φω(r⊥) := φω(r⊥, 0) is given by
φω(r⊥) = −k
ˆ 0
−d
δω(r)dz = −kδ¯ω(r⊥), (1.66)
whereas the intensity Iω(r⊥), calculated by the square modulus of the exit wave
|ψω(r⊥, 0)|2, is
Iω(r⊥, 0) = e−2k
´ 0
−d βω(r)dzIω(r⊥,−d) = e−2kβ¯ω(r⊥)Iω(r⊥,−d). (1.67)
Hence, if the probe Pω(r⊥) is known a priori or can be reconstructed from the
measurement, e.g., by near-field ptychography [143, 160], the projected refractive
index of the object can be obtained by determining the amplitude and phase shift
of the exit wave. The combination with tomography, which will be treated in sec-
tion 3, enables the reconstruction of the spatial distribution of δω(r) and βω(r).
For the special case of a homogeneous object with constant refractive index decre-
ment δω(r) = δω and extinction coefficient βω(r) = βω, the expressions for the
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phase shift and intensity transform into
φω(r⊥) = −kδωT (r⊥) (1.68)
and
Iω(r⊥, 0) = e−µωT (r⊥)Iω(r⊥,−d), (1.69)
with the projected thickness T (r⊥) and the linear attenuation coefficient µω = 2kβω.
The latter expression is known as Beer’s law of absorption [125].
1.3 Contrast formation
In the previous sections it was shown that a quantitative analysis of the sam-
ple’s electron density distribution requires the knowledge of the real part of the
refractive index, the decrement δω(r). It can be determined from the phase shift of
the object transmission function, a property which is not directly accessible using
x-ray detection systems. However, due to the interference of the disturbed wave
fronts behind the sample, phase and amplitude information are encoded in the
measurable intensity of the wave field. With the equations derived in the previous
sections, governing free-space propagation and the interaction with matter, expres-
sions for the intensity distribution of the wave field at a given propagation distance
z behind the sample can be obtained. This provides the basis for the reconstruction
of the phase information from the intensity images, as further outlined in chapter
2.
1.3.1 Transport of intensity equation
To obtain an expression for the intensity Iω(r) at propagation distance z, the wave
field ψ′ω(r) is rewritten in terms of its real-valued intensity Iω(r) = |ψ′ω(r)|2 and
phase distribution φω(r)
ψ′ω(r) =
√
Iω(r)eiφω(r). (1.70)
Inserting this into the paraxial wave equation (1.25), performing the differentia-
tions and rearranging the terms leads to
∇⊥(Iω(r)∇⊥φω(r)) = −k∂zIω(r) (1.71)
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for the imaginary part of the resulting equation, known as the transport of inten-
sity equation (TIE) [125, 163]. This continuity equation states that the change in
intensity ∂Iω(r) upon propagation of a paraxial wave field along an infinitesimal
distance ∂z can be calculated provided that the intensity and phase distribution
of the initial wave field are known.
The TIE can be further simplified for the special case of small propagation dis-
tances z = ∆z and weak objects. The intensity directly behind the object is given
by Iω(r⊥, 0). Inserting this into the TIE and approximating the partial derivative
along z as a difference quotient yields
∇⊥Iω(r⊥, 0) · ∇⊥φω(r⊥) + Iω(r⊥, 0)∇2⊥φω(r⊥) = −k
Iω(r⊥,∆z)− Iω(r⊥, 0)
∆z .
(1.72)
The assumption of an object with weak and almost homogeneous absorption for
which the first term in this equation, ∇⊥Iω(r⊥, 0) · ∇⊥φω(r), can be neglected,
leads to [125]
Iω(r⊥,∆z)
Iω(r⊥, 0)
= 1− ∆z
k
∇2⊥φω(r⊥). (1.73)
As this equation is only valid in the limit of small propagation distances, it can be
referred to as the near-field TIE.
For the special case of pure phase objects, the intensity distribution behind the
object corresponds to the intensity of the illuminating wave field. By assuming
a plane wave with constant intensity I0 as probe, this leads to the simplified
expression
Iω(r⊥,∆z)
I0
= 1− ∆z
k
∇2⊥φω(r⊥). (1.74)
Note that in the near-field approximation, the intensity solely depends on the
Laplacian, i.e., the curvature, of the phase distribution φω(r). Hence, phase con-
trast in this regime is mainly visible as edge enhancement. Importantly, the x-ray
energy-dependent wave vector k only acts as a scaling factor, so that for a polychro-
matic illumination the intensity distributions of the single energy contributions,
which are incoherently superimposed in the detection plane, are comparable and
phase effects will still occur in the resulting intensity image. As it is even appli-
cable in the case of only partially coherent light [126, 190], this imaging modality
is also compatible with microfocus laboratory sources (the partial coherence of
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laboratory sources will be further considered in section 1.4).
1.3.2 Contrast transfer function
The contrast transfer function gives an expression for the intensity at distance z
behind the object which is valid for an object with weak absorption and a slowly
varying phase. It can be obtained via a propagation of the exit wave ψω(r⊥) :=
ψω(r⊥, 0) = Pω(r⊥)Oω(r⊥)eikd, which is given by the convolution with the real
space Fresnel propagator H(F ) (1.37). For simplicity, this operation will be carried
out in one dimension, without loss of generality along x, but the two-dimensional
derivation would be analogous.
The Fourier transform of the intensity Iω(x, z) = |ψω(x, z)|2 = ψω(x, z) · ψ∗ω(x, z),
with ψ∗ω(x, z) being the complex conjugate of ψω(x, z), yields
Iˆω(kx, z) =
1
λz
1√
2pi
ˆ
R
dxe−ikxx
ˆ
R
dx′e
ipi(x−x′)2
λz ψω(x′)
ˆ
R
dx′′e−
ipi(x−x′′)2
λz ψ∗ω(x′′)
(1.75)
= e−
iλzk2x
4pi
1√
2pi
ˆ
R
dx′e−ikxx
′
ψω(x′)ψ∗ω
(
x′ + λzkx2pi
)
. (1.76)
A detailed description of the mathematical transformations involved in this step
can be found in section A.2 in the appendix. A plane wave illumination with
intensity I0 leads to
Iˆω(kx, z)
I0
= e−
iλzk2x
4pi
1√
2pi
ˆ
R
dx′e−ikxx
′
Oω(x′)O∗ω
(
x′ + λzkx2pi
)
, (1.77)
with the object transmission function Oω(x) = e−ikδ¯ω(x)−kβ¯ω(x). The product of
the transmission functions can be approximated to the first order by assuming a
slowly varying phase (|∆φω(x)| = |k∆δ¯ω(x)|  1) and weak absorption (ξω(x) :=
kβ¯ω(k) 1)
Oω(x′)O∗ω
(
x′ + λzkx2pi
)
= ei(φω(x
′)−φω(x′+λzkx2pi ))−(ξω(x′)+ξω(x′+λzkx2pi )) (1.78)
' 1 + i
(
φω(x′)− φω
(
x′ + λzkx2pi
))
−
(
ξω(x′) + ξω
(
x′ + λzkx2pi
))
. (1.79)
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Inserting this into eqn. (1.77) and performing several transformations (for a de-
tailed description see again section A.2 in the appendix) yields the simple expres-
sion
Iˆω(kx, z)
I0
=
√
2piδD(kx) + 2 sinχφˆω(kx)− 2 cosχξˆω(kx), (1.80)
with the Dirac delta distribution δD and χ = λzk
2
x
4pi .
Due to the equivalent derivation in the y-direction it can be easily extended to
Iˆω(k⊥, z)
I0
= 2piδD(k⊥) + 2 sinχφˆω(k⊥)− 2 cosχξˆω(k⊥). (1.81)
This equation is known as the contrast transfer function (CTF) [28, 58, 195]. It
states that directly behind the object (z = 0) the intensity distribution is given
by the primary beam, represented by the Dirac delta distribution in reciprocal
space, reduced by the attenuation coefficient ξˆω(r⊥), as also predicted by the
Lambert-Beer law approximated for weakly absorbing objects. For propagation
distances z > 0, phase and amplitude, filtered by sinχ and cosχ, respectively,
contribute in an additive manner to the intensity in Fourier space. The two filter
functions are referred to as the phase contrast transfer function (PCTF) and the
amplitude contrast transfer function (ACTF). In Fig. 1.4 their behavior is shown
as a function of the reduced spatial frequency
√
λzk⊥. As the propagation distance
increases, contrast transfer of the phase map gets stronger due to the related rising
slope of the sinχ filter. The oscillatory nature of the trigonometric functions leads
to specific spatial frequencies with modulus k⊥, at which the measured intensity
distribution contains no information on the object’s phase or amplitude, as sinχ
or cosχ vanishes, respectively.
For a pure phase object (ξω(r⊥) = 0), the CTF simplifies to
Iˆω(k⊥, z)
I0
= 2piδD(k⊥) + 2 sinχφˆω(k⊥). (1.82)
Assuming a small propagation distance z, so that the approximation sinχ ' χ
holds, results in the near-field CTF
Iˆω(k⊥, z)
I0
' 2piδD(k⊥) + λzk
2
⊥
2pi φˆω(k⊥) (1.83)
F−1⊥⇒ Iω(r⊥, z)
I0
= 1− z
k
∇2⊥φω(r⊥). (1.84)
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Figure 1.4: Phase and amplitude contrast transfer function (PCTF and ACTF, respec-
tively) together with the near-field transport of intensity equation (TIE) for a pure phase
object. With increasing propagation distance, contrast transfer of the phase distribution
rises while the absorption shows the inverse behavior. Due to the oscillatory nature of
the trigonometric functions, information about the object’s amplitude or phase is miss-
ing in the measured intensity images at specific spatial frequencies k⊥. In the limit of
short propagation distances and pure phase objects, the near-field TIE and the PCTF
are equivalent and follow a quadratic behavior.
In the second step, the inverse Fourier transform was performed by using the so-
called pseudo-differential-operators (A.4), yielding F−1⊥
[
ik⊥fˆ(k⊥)
]
= ∇⊥f(r⊥),
and the wave length λ was replaced by 2pik . Thus, both the TIE and the CTF
approach provide the same expression for the intensity distribution of a pure phase
object at small propagation distances. This can also be recognized in Fig. 1.4, as
the near-field TIE (light gray) and the PCTF (dark gray) coincide for small values
of the reduced spatial frequency
√
λzk⊥.
1.3.3 Imaging regimes
To further evaluate the influence of the propagation distance on contrast forma-
tion, intensity distributions for several Fresnel numbers F = a2λz are simulated.
As paraxial propagation solely depends on this combination of object feature size,
wave length and propagation distance, it can be used to distinguish between dif-
ferent imaging regimes. In numerical simulations, discretization limits the size of
the smallest feature to the size of a single pixel p, so that F = p
2
λz is assumed for
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the Fresnel number. The amplitude and phase distribution of the test object used
for simulation is shown in Fig. 1.5 in the first row. In the upper part it consists
of purely absorbing structures (the A’s), mixed objects (the M’s) with a constant
β
δ -ratio of 0.2 and purely phase-shifting structures (the P’s) with different object
sizes and surrounding media. The lower part emulates different kinds of biological
tissue. In the image on the left, an original drawing of Ramon y Cajal depicting
two Purkinje cells from a pigeon cerebellum [30], biological tissue with a specific
staining of certain features using a radiocontrast agent, e.g., heavy metals with a
large atomic number Z, is simulated with a βδ -ratio of 0.1. The image on the right
approximates unstained soft tissue with a βδ -ratio of 0.001.
For the simulation, a pixel size of 1 µm, a wavelength of 1 A˚ and a maximum
projected object thickness of 10 µm were assumed. Fig. 1.5 shows the results for
the Fresnel numbers F ∈ {10000, 0.5, 0.03, 0.001}. The first case corresponds to
the limit of geometrical optics in which no free-space propagation occurs and the
resulting intensity distribution solely depends on the absorbing structures of the
test object. The mixed objects with a rather high δβ -ratio, i.e., the M’s and the
stained tissue, are already visible in this imaging regime, however, at low contrast.
The unstained soft tissue shows almost no absorption and especially with noisy
data, the imaging of this kind of tissue is not feasible in this regime.
For Fresnel numbers F ' 1, interference effects start to occur and phase contrast
is visible in the form of edge enhancement, as predicted by the near-field TIE. As
in this imaging regime the intensity distribution still resembles the original object,
it is referred to as the direct-contrast regime. However, contrast transfer for low
spatial frequencies is still weak (cf. Fig. 1.4) and especially objects embedded in a
medium with comparable index of refraction (e.g., soft tissue embedded in water)
are barely visible. Hence, to increase contrast in this regime, samples have to either
be embedded in a medium with considerably lower index of refraction or stained
with radiocontrast agents.
Smaller Fresnel numbers F < 1 lead to an increased contrast in the intensity
images. In this imaging regime, referred to as the holographic regime, oscillatory
variations, so-called fringes, occur which lead to a decreased resemblance of the
intensity to the original object. Thus, in order to obtain information about the
original structure, the phase information has to be reconstructed from the inten-
sity distributions using suitable phase-retrieval algorithms, further described in
chapter 2. In this imaging regime, contrast transfer is high for all spatial frequen-
cies and also embedded specimens deliver a considerable contrast, so that imaging
of unstained hydrated tissue is possible. Note that especially for small Fresnel num-
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bers (F = 0.001), i.e., the deep holographic regime, the approximate structure of
large scale features, e.g., the letters in the upper row of the test object, can still
be recognized as these exhibit a larger Fresnel number, shifting the imaging mode
more towards the near holographic regime.
1.3.4 Fresnel scaling theorem
In the considerations so far, the probe function Pω(r⊥) was assumed to be a
plane wave, whereas in many cases imaging experiments are carried out in a cone-
beam geometry using a divergent beam. However, by assuming a spherical wave
eikr
r as illumination and modifying the equations governing free-space propagation
behind the object, an effective parallel-beam geometry can be derived, in which
the previously found relations are still valid.
The starting point is a spherical wave with its origin at a distance z01 before the
sample, which is located at z = 0 (cf. Fig. 1.6). Assuming the distance z01 large
enough for the paraxial approximation to hold, the wave function in the exit plane
can be written as
ψω(r⊥, 0) =
eik|r−r0|
|r− r0| ·Oω(r⊥)e
ikd (1.85)
' e
ikz01e
ik
2z01
r2⊥
z01
·Oω(r⊥)eikd, (1.86)
known as a parabolic beam. For simplicity, the constant phase factor eikz01 will
be omitted in the following. To obtain the wave field at a propagation distance
z = z12 behind the sample, this expression for the exit wave is propagated via a
convolution with the real space Fresnel propagator (1.37)
ψω(r⊥, z12) =
C(z12)
z01
ˆ
R2
e
ik
2 r
′2
⊥
(
1
z12
+ 1z01
)
e−
ik
z12
r⊥·r′⊥ ·Oω(r′⊥)eikddr′⊥, (1.87)
where C(z12) = e
ikz12
iλz12
e
ik
2z12
r2⊥ was introduced. With the effective propagation dis-
tance
1
zeff
:= 1
z12
+ 1
z01
= M
z12
(1.88)
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Figure 1.5: Simulated intensity distributions for different Fresnel numbers F . The am-
plitude and phase distribution of the phantom used for the simulations are shown at the
top, containing purely absorbing (A’s) and purely phase shifting (P’s) structures as well
as mixed objects with varying β
δ
-ratios (M’s: 0.2, lower left: 0.1, lower right: 0.001). Large
Fresnel numbers correspond to the regime of geometrical optics in which only absorption
effects occur. With decreasing Fresnel number, the phase contrast transfer increases and
typical interference patterns evolve, showing edge enhancement (F ' 1) or oscillatory
variations with multiple interference fringes (F < 1).
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Figure 1.6: Illustration of the Fresnel scaling theorem. A cone-beam experiment using a
divergent beam with a source-to-sample distance z01 and a sample-to-detector distance
z12, leading to a geometrical magnification of M = z01+z12z01 , can be described in an
effective parallel-beam geometry with effective sample-to-detector distance zeff = z12M and
effective pixel size peff = pM . This enables imaging of the sample at varying resolution
and field of view using the previously derived relations.
and the geometrical magnification
M = z01 + z12
z01
, (1.89)
this can be transformed to
ψω(r⊥, z12) =
C(z12)
z01
ˆ
R2
e
ik
2zeff
r′2⊥ e
− ikzeff
r⊥
M ·r′⊥ ·Oω(r′⊥)eikddr′⊥. (1.90)
According to eqn. (1.39), the propagated wave field at distance zeff and lateral
position r⊥M obtained via illumination by a plane wave Pω(r) =
1
z01
eikzz, leading
to the same intensity in the object plane as illumination by a spherical wave, is
given by
ψPWω
(r⊥
M
, zeff
)
= C(zeff)
z01
ˆ
R2
e
ik
2zeff
r′2⊥ e
− ikzeff
r⊥
M ·r′⊥ ·Oω(r′⊥)eikddr′⊥. (1.91)
Hence, with C(z12) = C(M · zeff) = M · C(zeff), the intensity distributions of the
propagated wave fields are related via
Iω(r⊥, z12) =
1
M2
IPWω
(r⊥
M
, zeff
)
, (1.92)
which is known as the Fresnel scaling theorem [125]. With a divergent beam as
illumination, the propagation of the initial wave field can therefore be expressed as
a plane wave propagation with the effective propagation distance zeff (cf. Fig. 1.6)
and effective lateral variables r⊥,eff = r⊥M . This enables imaging of the sample at
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varying resolution and field of view, as the effective pixel size of the detector can
be tuned by changing the magnification of the setup. The magnification also has
an influence on the effective Fresnel number Feff, determining the imaging regime
in this cone-beam geometry. With peff = pM and zeff =
z
M it converts to
Feff =
p2eff
λzeff
=
(
p
M
)2
λ zM
(1.93)
= 1
M
p2
λz
. (1.94)
Hence, the Fresnel number scales with magnification such that a higher magnifi-
cation and therefore higher resolution leads to a smaller Fresnel number, shifting
the imaging mode more towards the (deep) holographic regime (cf. section 1.3.3).
1.4 Coherence
In the considerations so far, a fully coherent illumination was assumed for the
free-space propagation of the wave between the object and the detection plane.
However, full coherence is not required for propagation-based imaging and depend-
ing on the resolution a certain degree of partial coherence is sufficient. As seen in
the previous sections, high resolution imaging shifts the imaging mode towards
the holographic regime in which phase contrast is visible in the form of several
interference fringes around the object. Hence, a relatively high degree of partial
coherence is necessary in this regime to resolve the fine fringes. At moderate res-
olution, where imaging takes place in the direct-contrast regime, already a lower
degree of partial coherence is sufficient for the edge-enhancement effects to occur
[126, 190].
Coherence can be described by means of spatial coherence, which is a measure for
the ability of two spatially separated points in a wave to interfere, and temporal
coherence, evaluating the correlation of two points in a wave which are separated
by time. Temporal coherence is determined by the spectral bandwidth ∆λλ , i.e.,
the more monochromatic a wave field is, the higher is its temporal coherence. In
the case of the direct-contrast regime, where contrast formation is based on the
near-field TIE (1.73), the wavelength λ acts as a scaling factor. Hence, the effects
of temporal coherence are of minor importance. In the holographic regime, con-
trast formation can be described by the contrast transfer function (1.81). Here,
the wavelength λ enters the equation in the reduced spatial frequency
√
λzk⊥,
influencing the phase and amplitude contrast transfer functions sinχ and cosχ
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with χ = λzk
2
⊥
4pi , respectively. This leads to a decrease in contrast as the contri-
butions of the single wavelength components are superimposed. In the limiting
case ∆λ = 4pi2
zk2⊥
, in which the extreme values of χ differ by pi, they just cancel
each other out. Hence, ∆λλ  4pi
2
λzk2⊥
has to hold for all spatial frequencies k⊥, in
order for the effects of partial temporal coherence to be neglected. This can be
rewritten by means of resolution. Let a be the smallest feature within the sample,
corresponding to a spatial frequency k⊥,max = 2pi2a . The temporal coherence needed
to resolve it is thus given by
∆λ
λ
 4a
2
λz
= 4F, (1.95)
where F is the Fresnel number [50, 147].
Besides temporal coherence, spatial coherence is of great importance for interfer-
ence to occur. A common measure for spatial coherence is the visibility of fringes
in the Young interferometer [125]. Consider the scenario depicted in Fig. 1.7, con-
sisting of an extended incoherent uniform line source S of length l with quasi-
monochromatic illumination of mean wavelength λ¯, lying perpendicular to the
optical axis z. Incoherence in this case means that the wave field at any point on
the source is uncorrelated with the wave field at any other point. In a distance rSP
from the source, a screen is placed with two identical pinholes p1 and p2, separated
by distance b, which lie symmetrically around the optical axis. The interference
pattern produced by these pinholes is measured in the detection plane D in a
distance rPD from the screen. Fringe visibility in the detection plane is given by
[125]
V = |sin %|
%
, (1.96)
with the effective variable % = pibl
λ¯rSP
. A detailed derivation of this relation is given
in section A.3 in the appendix. A plot of the visibility as a function of % is shown
in Fig. 1.8. It is evident that only for % = 0 the visibility of the fringes reaches its
maximum. In the range % ≤ pi, a decrease in % leads to a monotonic decay of the
fringe visibility until it is reduced to a minimum at % = pi and no fringes can be
resolved. Due to the oscillatory nature of the sine function, visibility is regained in
the case of an ideal line source for larger values of %, though at lower magnitude.
For the discussion of coherence, only the range % ≤ pi is considered in the follow-
ing. Assuming constant values of feature distance b, wavelength λ¯ and distance
rSP between the source and the screen, an increase in source size l leads to a
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Figure 1.7: Sketch of a Young interferometer. A screen with two identical pinholes p1 and
p2, separated by distance b and located symmetrically around the optical axis, is placed
at a distance rSP behind an extended line source of length l. The resulting interference
pattern is recorded in the detection plane D in a distance rPD from the screen. Rays
starting from a point s in the source plane and terminating at a point d in the detection
plane can either pass through pinhole p1, leading to a path of length rsp1 + rp1d, or
through pinhole p2 with a path length of rsp2 + rp2d.
decrease in fringe visibility. Hence, a larger source size results in a smaller degree
of spatial coherence. This can be pictured by assuming that the laterally extended
source consists of single point radiators. The interference patterns caused by each
point radiator are incoherently superimposed in the detection plane, leading to a
blurring of the fringes up to the point where they cancel each other out completely.
In the theoretical case of an infinitesimal source size and correspondingly maxi-
mum fringe visibility, the wave at the two spatially separated pinholes is said to
be fully coherent, whereas for a fringe visibility of zero it is called fully incoherent.
The intermediate states of fringe visibility correspond to partial coherence, where
a higher fringe visibility indicates a higher degree of coherence at the location of
the two pinholes.
Assuming a constant source size l instead of distance rSP between source and
screen, it is evident that with increasing rSP the fringe visibility rises. This indi-
cates that the degree of spatial coherence can be increased by moving the screen
further away from the source. Directly in front of the source, the beam is fully inco-
herent over the length scale b, whereas coherence is maximized at infinite distance
to the source. Hence, the coherence properties of the beam are modified upon free-
space propagation and the partial coherence needed for contrast formation can be
reached by increasing the distance to the source.
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Figure 1.8: Fringe visibility in the Young interferometer as a function of the effective
variable % = pibl
λ¯rSP
. Only for % = 0 the visibility of the fringes reaches its maximum,
whereas in the range % ≤ pi a decrease in % leads to a monotonic decay of the fringe visi-
bility with a minimum at % = pi, where no fringes can be resolved. Due to the oscillatory
nature of the sine function, visibility is regained for larger values of %, though at lower
magnitude.
1.5 Resolution estimate
An important measure in propagation-based phase-contrast imaging is the possible
resolution for a given instrument and investigated specimen.
The system resolution can be estimated via imaging of a suitable test pattern, i.e.,
a structure containing features of specific size. The smallest feature that can still be
resolved defines the maximal resolution which might depend, e.g., on the source size
and corresponding source blurring effects, the resolution of the detection system or
vibrations in the setup. As the test pattern is generally made of metal components
which produce a fairly high contrast and remain stable over long periods of time,
the system resolution does not necessarily correspond to the resolution obtained
in measurements of biological specimen due to a lower contrast or possible sample
degradation.
For biological specimens, resolution could be estimated by considering the power
spectral density, which is a measure of signal strength as a function of spatial
frequency, and determining the transition to the noise level. The resolution is
given by the highest spatial frequency for which the signal in the image lies above
this level. As the estimated resolution highly depends on the determination of a
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corresponding threshold, this method is best suited for samples showing a distinct
transition.
Another possibility is the determination of the edge steepness for features inside
the sample. By taking a profile along the edge and fitting an error function to it,
the resolution can be estimated via the full width at half maximum (FWHM) of
the fit. For biological specimens, this method might pose a challenge as in a lot
of cases no sharp edges are present in the tissue. Providing features with a high
contrast can be found within the image, this resolution estimate is a measure for
the overall system blur. However, if a specific feature within the sample contains
an edge with a given FWHM, this does not necessarily mean, that each feature
with a comparable size can be resolved, as the noise level as well as the contrast
of these features also plays a role. Hence, the edge profile provides an upper limit
for the resolution.
A more versatile method for the estimation of resolution is based on the Fourier
shell correlation (FSC) which is a standard method in electron microscopy [65,
175]. The FSC is given by the normalized cross-correlation of two datasets over
corresponding shells ki in Fourier space and a measure of their consistency. To
determine the resolution of a three-dimensional dataset D, it is divided into two
independent datasets D1 and D2 and the FSC as a function of spatial frequency
is calculated via
FSC(ki) =
∑
k∈ki Dˆ1(k)Dˆ
∗
2(k)√∑
k∈ki Dˆ
2
1(k) ·
∑
k∈ki Dˆ
2
2(k)
. (1.97)
Falling below a certain threshold defines the resolution and different implementa-
tions of corresponding threshold curves are discussed in [176]. In the course of this
thesis, the so-called 1/2-bit threshold curve is chosen as an estimate for resolution
T1/2-bit(ki) =
0.2071 + 1.9102 · 1/√n(ki)
1.2071 + 0.9102 · 1/√n(ki) , (1.98)
where n(ki) is the number of voxels (a cube in the three-dimensional volume with
side length of 1 pixel) contained in a Fourier shell of radius ki = |ki|. The crossover
between the FSC and this threshold curve determines the spatial frequency for
which enough information has been collected for interpretation [176]. In order to
avoid artifacts originating from truncation of the real space volumes at the edges,
which generally leads to an increase of the FSC at higher spatial frequencies, a
multiplicative Kaiser-Bessel-window can be applied prior to the Fourier transform
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operation.
Note that the FSC criterion represents an estimate of the overall quality of the
experiment and therefore a high noise level or low contrast of the object has a
negative influence on the obtained value for the resolution. Noise reduction of the
images via a linear filter in Fourier space, e.g., a Gaussian filter, leads to the same
intersection point between FSC and threshold curve and hence the same resolution,
while the estimation via edge steepness results in reduced values due to blurring
effects.

2 Solving the phase problem
In the previous chapter, the concepts of propagation-based imaging and in par-
ticular contrast formation were introduced. According to section 1.2, quantitative
information about the density distribution of the sample is included in the object
transmission function Oω(r⊥) (1.64). Hence, for a given illumination Pω(r⊥), the
phase of the wave field directly behind the object is related to its integrated density
distribution. However, the only measurable quantity is the intensity distribution
in the detection plane z
Iω(r⊥, z)
I0
=
∣∣∣D(F ) [Oω(r⊥)]∣∣∣2 , (2.1)
here with the assumption of a plane wave illumination with intensity I0. As phase
information is lost upon this operation, it has to be reconstructed from the acquired
images. Especially in the holographic regime, in which the resemblance between the
intensity images and the original phase is small due to the occurring interference
fringes, phase retrieval is of great importance (cf. Fig. 1.5). In the case of the
direct-contrast regime, where phase contrast is visible as edge enhancement, the
general shape of the sample is preserved but quantitativity, meaning that the gray
values reflect the actual density distribution of the object, is lost. Therefore, also
here phase retrieval is necessary in order to obtain quantitative information on the
sample.
2.1 Direct-contrast regime
2.1.1 Single material objects
A widely used phase-retrieval approach for the direct-contrast regime was proposed
by Paganin et al. [127]. In the case of a homogeneous object, i.e., an object consist-
ing of a single material, with a constant refractive index decrement δω(r⊥) = δω
and extinction coefficient βω(r⊥) = βω, eqns. (1.68) and (1.69) showed that phase
and intensity of the exit wave can be expressed as a function of projected thickness
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T (r⊥), yielding
φω(r⊥) = −kδωT (r⊥) (2.2)
and
Iω(r⊥, 0) = I0e−2kβωT (r⊥), (2.3)
respectively. Inserting this into the transport of intensity equation (1.71) and ap-
proximating the partial derivative along z via a difference quotient analogous to
the procedure for the derivation of the near-field TIE in section 1.3.1, results in
∇⊥
(
I0e
−2kβωT (r⊥)∇⊥(−kδωT (r⊥))
)
= −k Iω(r⊥, z)− Iω(r⊥, 0)
z
. (2.4)
With ef(x)∇⊥f(x) = ∇⊥ef(x) and the expression for the intensity at z = 0 given
above, this can be rewritten as
Iω(r⊥, z)
I0
=
(
− δωz2βωk∇
2
⊥ + 1
)
e−2kβωT (r⊥). (2.5)
According to the pseudo-differential-operators (A.4), the lateral Laplace operator
∇2⊥ transforms into a multiplication with the factor −|k⊥|2 in reciprocal space.
Hence, the above expression yields
e−2kβωT (r⊥) = F−1⊥
 F⊥
[
Iω(r⊥,z)
I0
]
δωz
2kβω |k⊥|2 + 1
 . (2.6)
By taking the logarithm and exploiting the relation between projected thickness
and phase given in eqn. (2.2), this can be converted into an expression for the
phase in dependence of the measured intensity distribution Iω(r⊥, z)
φω(r⊥) =
δω
2βω
· lnF−1⊥
 F⊥
[
Iω(r⊥,z)
I0
]
δωz
2kβω |k⊥|2 + 1
 . (2.7)
The spatial frequency k⊥ can be expressed via the dimensionless reciprocal variable
k0⊥ = p · k⊥, where p is the pixel size in real space. As a consequence, the above
expression for the phase only depends on the Fresnel number F and the ratio
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κω = δωβω
φω(r⊥) =
κω
2 · lnF
−1
⊥
F⊥
[
Iω(r⊥,z)
I0
]
κω
4piF |k0⊥|2 + 1
 . (2.8)
In the following, this reconstruction scheme is referred to as single material object
reconstruction (SMO). For the reconstruction of the phase distribution the exact
knowledge of κω is necessary. In the case of a too small ratio, the inversion of
the Laplacian via the Fourier filter is insufficient, leading to an image in which
edge enhancement is still visible, whereas a too large ratio overcorrects the effect,
resulting in a blurred reconstruction of the phase. Hence, if κω is unknown, it can
be obtained from the measurement by adjusting the ratio until the image appears
sharp while edge enhancement is removed. Note that in the case of polychromatic
illumination, the obtained κω is only an effective value and the reconstruction
will get slightly blurred, as further discussed in the next section for a similar
reconstruction approach.
In the case of an inhomogeneous object with nevertheless constant δ/β-ratio, the
assumptions for the SMO approach are still met. However, a substantial deviation
of the single material object assumption will lead to a disturbed reconstruction of
the phase, as for a given value of κω parts of the sample with significantly different
ratios will either be blurred or still include edge enhancement. Thus, κω has to
be chosen as a compromise between significantly reducing edge enhancement and
preserving the sharpness of the reconstruction.
The application of this phase-retrieval approach to data obtained at a laboratory
source is further quantified in section 4.4.2.
2.1.2 Modified Bronnikov algorithm
A different approach for phase retrieval in the direct-contrast regime is based on
the assumption of a pure phase object, for which the simplified near-field TIE
(1.74)
Iω(r⊥, z)
I0
= 1− z
k
∇2⊥φω(r⊥) (2.9)
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is valid. By inverting the spatial derivative via pseudo differential operators (A.4),
this equation can be solved for the phase
φω(r⊥) =
k
z
· F−1⊥
F⊥
[
Iω(r⊥,z)
I0
− 1
]
|k⊥|2
 . (2.10)
As in the case of the SMO approach, this can be expressed in dependence of the
Fresnel number F , yielding
φω(r⊥) = 2piF · F−1⊥
F⊥
[
Iω(r⊥,z)
I0
− 1
]
|k0⊥|2
 . (2.11)
Note that in this scheme a singularity occurs at k0⊥ = 0 and that small spatial
frequency are assumed to have low contrast transfer due to the shape of the PCTF
for this imaging regime (cf. Fig. 1.4). If this assumption is violated, e.g., in the
case of a certain amount of residual absorption, the presented scheme will lead
to blurred reconstructions, as low spatial frequencies are enhanced. This can be
explained with the ACTF which is maximal at low frequencies and hence sub-
stantially increases the measured intensity in this frequency range, even at small
residual absorption. As this effect is not inverted by the presented reconstruction
scheme, low frequencies are overrepresented and the reconstructions get blurred.
To overcome these limitations an absorption-dependent regularization parameter
α is introduced
φω(r⊥) = 2piF · F−1⊥
F⊥
[
Iω(r⊥,z)
I0
− 1
]
|k0⊥|2 + α
 . (2.12)
This phase-retrieval scheme is known as the Modified Bronnikov Algorithm (MBA)
[56, 57]. The correct choice of α depends on the strength of the absorption of the
object and can be estimated by comparison with the SMO approach (2.8). For
weak objects, the logarithm can be approximated as ln x ' x− 1 by a first order
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Taylor expansion, yielding
φ(SMO)ω (r⊥, z) '
κω
2 ·
F−1⊥
F⊥
[
Iω(r⊥,z)
I0
]
κω
4piF |k0⊥|2 + 1
− 1
 (2.13)
= κω2 · F
−1
⊥
F⊥
[
Iω(r⊥,z)
I0
− 1
]
κω
4piF |k0⊥|2 + 1
 . (2.14)
Hence, for α = 4piFκω both algorithms provide the same reconstruction of the phase
distribution.
In Fig. 2.1 the results of the MBA algorithm are shown for a simulated homo-
geneous test object with κω = 1000. To emulate imaging of soft biological tissue
with features at varying length scales, the lower right panel of the phantom in Fig.
1.5, depicting a butterfly on a flower, is chosen as the test object in the following.
The maximum phase shift of the object is set to -0.63 rad, leading to a minimal
transmission of 99.94 %. A simulation of more realistic experiments is achieved
by adding Poisson noise with a total flux of 5·104 photons/pixel to the inten-
sity images. Figure 2.1 shows the resulting intensity image at a Fresnel number
F = 1, indicating an imaging regime in which the assumption of a small propaga-
tion distance is valid. The reconstructed phase using the regularization parameter
α = 4piFκω ' 0.0125 is shown in (b). Apart from noise artifacts which are visible as
cloudy structures overlaying the image, the reconstruction is sharp and without
remaining edge enhancement. The comparison between the power spectral density
(PSD) of the reconstruction and the original phase, depicted in (g), shows a high
consistency.
For an unknown ratio between δω and βω, the regularization parameter has to be
chosen based on visual inspection. If α is chosen too high, the Fourier filter 1|k0⊥|2+α
overcorrects for the absorption and is for low spatial frequencies dominated by the
regularization parameter. Hence, those frequencies are suppressed and residual
edge-enhancement effects occur in the reconstructed image (cf. Fig. 2.1(b) and
(h)). For too small α, lower spatial frequencies are amplified due to the insufficient
regularization of the increased contrast transfer in this frequency range, leading to
a blurred reconstruction of the phase (cf. Fig. 2.1(c) and (h)). Hence, the correct
α yields a sharp representation of the phase without edge-enhancement artifacts,
and the unknown δ/β-ratio can then be obtained from this visually determined
parameter.
Note that, as in the case of the SMO approach, the regularization parameter
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Figure 2.1: Performance of the MBA phase-retrieval algorithm. (a) Simulated intensity
distribution of a homogeneous object with κω = 1000 at a Fresnel number F = 1, lead-
ing to contrast formation in the direct-contrast regime. (b) Reconstructed phase for the
regularization parameter α = 4piF
κω
' 0.0125, yielding a sharp representation of the ob-
ject with cloudy artifacts caused by noise. (c) Reconstructed phase for the regularization
parameter α = 0.1, in which low spatial frequencies are suppressed. (d) A regulariza-
tion with α = 0.002 leads to an amplification of low spatial frequencies, resulting in a
blurred reconstruction. (e) Simulated intensity for a Fresnel number F = 0.03, result-
ing in contrast formation in the holographic regime. (f) Reconstructed phase with the
regularization parameter α = 4piF
κω
' 3.8 · 10−4. Due to the larger contrast transfer, the
reconstruction yields a high contrast but the violation of the short propagation distance
assumption results in a blurring of the image. (g-i) The described behavior of the recon-
structions is also reflected in the azimuthally averaged power spectral densities of the
reconstructed phase distributions with respect to the original image.
is energy-dependent. For a polychromatic spectrum, the obtained value for α is
therefore only an effective value. Additionally, the effect of the polychromaticity
on contrast formation has to be considered. According to eqn. (1.73) the energy-
dependent wave vector mainly acts as a scaling factor for the Laplacian of the
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phase, leading to comparable intensity distributions for the single energy contribu-
tions in the spectrum. However, for larger spatial frequencies, the contrast transfer
varies more significantly, leading to a reduction of contrast in the superimposed in-
tensity and therefore a blurring of the reconstruction. This can be explained by the
phase contrast transfer function (cf. Fig. 1.4). For the direct-contrast regime, only
the first part in which the PCTF and the near-field TIE coincide, is considered. A
change in wave length will lead to a compression or stretching of the PCTF, which
mainly influences the higher spatial frequencies and results in a deviation from the
predicted |k⊥|2-behavior. A reconstruction of the phase via the MBA algorithm
will therefore yield disturbed results in this part of the frequency range, an effect
that increases with growing wavelength range ∆λ. To demonstrate the influence of
polychromaticity on the reconstructed phase, a homogeneous object of maximum
thickness 10 µm with the energy-dependent δ/β-ratio presented in section 1.2.2 is
considered. The intensity distribution at propagation distance z = 0.01 m is simu-
lated for the energy spectrum depicted in Fig. 2.2(c) with a pixel size of 1 µm. The
reconstructed phase (Fig. 2.2(b)) shows a very high accuracy for the low spectral
frequencies, as visible in the comparison of the power spectral densities, leading
to a quantitative reconstruction of the principal shape of the object. As expected,
however, it differs for higher spatial frequencies, resulting in a slight blurring of
the image, which can be seen to some extent in the magnified regions in the center
as well as in the power spectral densities in (d).
As a last point, the effect of larger propagation distances and hence smaller Fresnel
numbers is considered. Figure 2.1(e) shows the simulated intensity for a Fresnel
number F = 0.03, leading to contrast formation in the holographic regime, as
visible in the multiple interference fringes around the object. The MBA approach
with a regularization parameter α = 4piFκω yields a high contrast reconstruction of
the phase without the typical cloudy structure caused by the noise, as the contrast
transfer increases for smaller Fresnel numbers. However, higher spatial frequencies
are not reconstructed correctly due to the invalidity of the near-field TIE in this
frequency range (cf. Fig 1.4), resulting in a blurring of the image. The compar-
ison between the PSD of the reconstructed and the original phase confirms this
invalidity as the PSD of the reconstructed image clearly shows the zero crossings
predicted by the PCTF for smaller Fresnel numbers which are not accounted for
by the MBA approach.
As for the SMO, the application of the MBA approach to experimental data from
a laboratory source is further discussed in section 4.4.2.
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Figure 2.2: Influence of polychromaticity on the reconstruction with the MBA algo-
rithm. (a) Original phase distribution of the test object in which the different energy
contributions were averaged according to the normalized spectrum in (c). For the simu-
lation, an object consisting of the model protein H50C30N9O10S1 with density 1.35 gcm3
was used, leading to the energy-dependent refractive index in Fig. 1.2. (b) Reconstruc-
tion of the phase with the regularization parameter α = 4piF¯
κ¯ω
, in which both the Fresnel
number F and κ were spectrally averaged, resulting in a quantitative but slightly blurred
representation of the object. (d) In the azimuthally averaged power spectral densities,
this blurring can be recognized as a deviation of the original object compared to the
reconstruction at higher spatial frequencies.
2.1.3 Bronnikov-aided correction
The invalidity of the assumptions made for the phase-retrieval approaches so far,
e.g., homogeneous object or weak absorption, as well as experimental imperfections
as polychromatic illumination or low partial coherence, can lead to blurred recon-
structions of the phase distribution (cf. section 4.4.2). A way to account for this is
given by the Bronnikov-aided correction (BAC) [34]. It is based on the near-field
TIE for weakly absorbing objects (1.73)
Iω(r⊥, z)
Iω(r⊥, 0)
= 1− z
k
∇2⊥φω(r⊥), (2.15)
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which can be solved for the intensity distribution Iω(r⊥, 0) in the object plane
Iω(r⊥, 0) =
Iω(r⊥, z)
1− zk∇2⊥φω(r⊥)
. (2.16)
Hence, the intensity in the exit plane is given by the measured intensity, consisting
of both absorption and phase-contrast effects, divided by the hypothetical intensity
image for a pure phase object with the phase distribution φω(r⊥). Although this
distribution is unknown, an approximated phase φ†ω(r⊥) can be obtained via the
MBA algorithm presented in the previous section. Inserting this into the above
expression yields
Iω(r⊥, 0) =
Iω(r⊥, z)
1− γ∇2⊥φ†ω(r⊥)
, (2.17)
where zk was replaced by the parameter γ which regularizes the strength of the
correction of the measured intensity image by the hypothetical intensity image
of a pure phase object. Hence, the BAC approach is a two-step algorithm: in
the first step, the phase has to be approximated via the MBA algorithm and an
appropriate choice of the regularization parameter α, which reduces most of the
edge-enhancement effects though at the cost of resolution. In the second step, a
sharp reconstruction of the intensity in the object plane is obtained by optimizing
the regularization parameter γ in order to avoid residual edge enhancement (γ too
small) or an inversion of the edges (γ too large). Note that, similar to the MBA
approach, the regularization parameters, which are in principal energy-dependent
quantities, are in case of a polychromatic source effective values averaged over the
whole energy spectrum.
In contrast to the MBA and SMO from the previous sections, the BAC algorithm
reconstructs the intensity instead of the phase. However, as the algorithm implicitly
assumes a phase-attenuation duality, an effective phase can be calculated via
φω(r⊥) =
κω
2 ln Iω(r⊥, 0). (2.18)
Due to the phase-attenuation duality and the increased contrast transfer via free-
space propagation, the reconstructed intensity distribution has a much higher
signal-to-noise ratio compared to an actual measurement of the object’s (weak)
absorption.
The application of the BAC algorithm to experimental data obtained at a labora-
tory source and in particular the comparison to the SMO and the MBA approach
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is further quantified in section 4.4.2.
2.2 Holographic regime
For the holographic regime other reconstruction algorithms have to be developed,
as the assumption of a small propagation distance is not valid anymore. Hence,
the application of the previously described algorithms will lead to disturbed re-
constructions, as can be seen in the blurring of the image in Fig. 2.1(f). In the
following, only the basic holographic phase retrieval, based on the original scheme
of in-line holography proposed by Gabor in 1948 [48], and the CTF-based ap-
proach are considered [28, 195]. Additional phase-retrieval algorithms include the
Holo-TIE scheme [89, 92], where the transport of intensity equation is solved for
an arbitrary propagation distance by approximating the partial derivative along z
via two measurements in close proximity, or iterative methods [45, 92, 103, 144], in
which the phase distribution is reconstructed by alternatively propagating between
the object and the measurement plane and applying according constraints (cf. Fig.
2.3). In particular, reconstruction starts by propagating the measured intensity im-
age ψ0(r⊥, z) to the object plane, yielding ϕi(r⊥, 0), and subsequently applying
an object constraint, as, e.g., a support constraint for a spatially limited object.
The resulting wave field ϕ′i(r⊥, 0) is then propagated back to the detection plane,
followed by the application of the modulus constraint, i.e., the replacement of the
amplitude by the square root of the measured intensity Iω(r⊥) = |ψ0(r⊥, z)|2,
resulting in ψi(r⊥, z). Repetition of this scheme by a sufficient number of iter-
ation steps leads to a refined reconstruction of the wave function in the object
plane. Prominent examples of iterative reconstruction methods are, e.g., the error-
reduction or Gerchberg-Saxton algorithm [45, 49], the modified hybrid input-out
algorithm [51], near-field ptychography [143, 160] or multiple magnitude projec-
tions [63]. A comparison between different phase-retrieval approaches in the holo-
graphic regime, including Holo-TIE and iterative methods, applied to single cell
imaging can be found in [92].
2.2.1 Holographic phase retrieval
In the original scheme proposed by Gabor [48], the intensity of the propagated
wave is recorded on a photographic plate and the reconstruction is obtained by
illuminating the developed intensity pattern with a wave identical to the original
illumination.
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Figure 2.3: Illustration of iterative phase-retrieval algorithms. The wave field in the
detection plane ψi(r⊥, z) is propagated back to the object plane, yielding ϕi(r⊥, 0). After
application of the object constraint, the resulting wave field ϕ′i(r⊥, 0) is propagated to
the detection plane, leading to ψ′i(r⊥, z). The subsequent modulus constraint then results
in the next iteration ψi+1(r⊥, z) of the wave field in the detection plane.
Consider a weak object, i.e., an object for which the object transmission function
(1.64) can be expressed as Oω(r⊥) = 1 + δOω(r⊥), with δOω(r⊥)  1, which is
illuminated by a plane wave with amplitude 1. The propagated intensity can be
determined via the Fresnel diffraction operator (1.28)
Iω(r⊥, z) =
∣∣∣D(F ) [1 + δOω(r⊥)]∣∣∣2 (2.19)
= 1 + e−ikzδOω(r⊥, z) + eikzδO∗ω(r⊥, z) + |δOω(r⊥, z)|2, (2.20)
where δOω(r⊥, z) denotes the propagation of the non-unity parts of the object
transmission function. As the deviation of the object transmission function from
unity is assumed to be small, the last summand in this equation will be neglected
in the following.
According to Gabor, the original object can be reconstructed by illumination of the
hologram imprinted on a photo plate with the same reference wave. As nowadays
intensity images are acquired digitally, this operation can be numerically executed
via a back propagation of the measured hologram, i.e., the application of the
Fresnel diffraction operator along the distance −z
D(F )−z [Iω(r⊥, z)] ' D(F )−z
[
1 + e−ikzδOω(r⊥, z) + e−ikzδO∗ω(r⊥, z)
]
(2.21)
= e−ikz(1 + δOω(r⊥, 0)) + eikzD(F )−z [δO∗ω(r⊥, z)] . (2.22)
Thus, the reconstruction yields the original object transmission function overlaid
by the term D(F )−z [δO∗ω(r⊥, z)], known as the twin image of the original object,
which corresponds to the propagated wave at twice the propagation distance z
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Figure 2.4: Holographic phase retrieval for different Fresnel numbers F . (a) A small
Fresnel number leads to a large similarity between the original object and the twin image,
resulting in a heavily disturbed reconstruction. (b,c) For smaller Fresnel numbers, the
difference increases and the twin image mainly yields a disturbed background, whereas
a sharp reconstruction of the object can be unambiguously identified.
[125]. This leads to disturbed reconstructions of the object when applying the
holographic reconstruction scheme for phase retrieval, as illustrated in Fig. 2.4
for several Fresnel numbers. Note that for the simulation the same test object as
in section 2.1.2 was used, again with additive Poisson noise with a total flux of
5 · 104 photons/pixel. For larger Fresnel numbers and correspondingly small prop-
agation distances, the original object and twin image have a relatively large sim-
ilarity, leading to a heavily disturbed reconstruction (cf. Fig. 2.4(a)). For smaller
Fresnel numbers, the difference between the two images is large enough so that a
sharp representation of the object can be unambiguously identified in the phase
of the reconstructed wave field while the twin image mainly results in a disturbed
background, as can be seen in (b) and (c). However, due to the heavy artifacts in-
troduced by the twin image, this phase-retrieval method is only suitable to obtain
a preliminary reconstruction of the object.
2.2.2 CTF-based phase retrieval
A more quantitative phase-retrieval method is based on the contrast transfer func-
tion (1.81) [28, 195]. For pure phase objects (ξω(r⊥) = 0), it is given by
Iˆω(k⊥, z)
I0
= 2piδD(k⊥) + 2 sinχφˆω(k⊥). (2.23)
This can be used for phase retrieval by determining the phase distribution φω(k⊥)
which minimizes the difference between the experimentally measured intensity
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I
(exp)
ω (r⊥, z) and this theoretical prediction. Before minimizing an according error
metric, the effect of the zero crossings in the CTF is further considered. Due to
these zero crossings, information on specific spatial frequencies is missing in the
measurement and those frequencies cannot be reconstructed from the intensity
images. To overcome this limitation, images can be acquired at several propagation
distances [195], leading to a shifting of the zero crossings in the corresponding
contrast transfer functions. Hence, missing frequencies at a single distance can
be accounted for by the information gathered at the other distances. To include
these multiple distances, the sum of the differences between the measured and
predicted intensity distributions has to be minimized by a suitable choice of the
phase distribution φω(k⊥). To this end, a least square minimization is performed,
leading to the error metric
Sc =
1
N
N∑
m=1
ˆ
R2
dk⊥
∣∣∣Iˆ(exp)ω (k⊥, zm)− Iˆ(th)ω (k⊥, zm)∣∣∣2 , (2.24)
where N is the number of distances. To minimize this error metric with respect to
the phase, the partial derivative ∂Sc
∂φˆω
has to vanish, yielding
∂Sc
∂φˆω
= 4
N
N∑
m=1
ˆ
R2
dk⊥
(
− sinχmIˆ(exp)ω (k⊥, zm) + sinχm2piδD(k⊥)
+2 sin2 χmφˆω(k⊥)
)
(2.25)
!= 0. (2.26)
This equation is valid for all spatial frequencies if the expression within the integral
equals 0, leading to [195]
φˆω(k⊥) =
∑N
m=1 sinχm · F⊥
[
I
(exp)
ω (r⊥, zm)− 1
]
∑N
m=1 2 sin2 χm
. (2.27)
Due to the definition of the argument in the sine function, χ = λzk
2
x
4pi , the de-
nominator of this expression vanishes for |k⊥| = 0. Additionally, depending on
the propagation distances zm, it can also disappear for certain spatial frequencies
|k⊥| > 0 if the single factors of the denominator add up to zero. To avoid these
singularities, a frequency-dependent regularization parameter α(k⊥) is introduced,
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resulting in
φω(r⊥) = F−1⊥
∑Nm=1 sinχm · F⊥
[
I
(exp)
ω (r⊥, zm)− 1
]
∑N
m=1 2 sin2 χm + α(k⊥)
 , (2.28)
where the transformation to real space was performed. The frequency-dependence
is justified by the different nature of the singularities. For low frequencies, the con-
trast transfer resembles the behavior of the near-field TIE, and the regularization
has to be performed in order to account for the singularity at |k⊥| = 0 and residual
absorption, similar to the MBA approach. For higher spatial frequencies, contrast
transfer is high and regularization is only necessary if the different propagation
distances are chosen such that the zero crossings are not accounted for. To ensure
the difference in regularization for these two regimes, α(k⊥) is built according to
[27]
α(k⊥) = α1 · f(|k⊥|) + α2(1− f(|k⊥|)), (2.29)
where the transition is realized via an error function
f(|k⊥|) = 12
(
1− erf
( |k⊥| − kcut
σcut
))
. (2.30)
Hence, the parameters α1 and α2 lead to a regularization of the low and high
frequencies, respectively. The transition point kcut is usually chosen to be the first
maximum of the PCTF and the width of the transition can be varied via σcut.
To extend the presented approach to weakly absorbing objects, the CTF (1.81) has
to be considered again. Under the assumption of a homogeneous object, leading
to a proportionality between the phase φω and the attenuation coefficient ξω with
proportionality factor −βωδω , it can be rewritten as
Iˆω(k⊥, z)
I0
= 2piδD(k⊥) + 2 sinχφˆω(k⊥)− 2 cosχξˆω(k⊥) (2.31)
= 2piδD(k⊥) + 2
(
sinχ+ βω
δω
cosχ
)
φˆω(k⊥). (2.32)
Analogous to the derivation for a pure phase object, the minimization of the differ-
ence between the measured intensity images and the theoretical prediction leads
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to an expression for the phase in real space [169]
φω(r⊥) = F−1⊥

∑N
m=1
(
sinχm + βωδω cosχm
)
· F⊥
[
I
(exp)
ω (r⊥, zm)− 1
]
∑N
m=1 2
(
sinχm + βωδω cosχm
)2
+ α(k⊥)
 . (2.33)
As for the case of a pure phase object, a frequency-dependent regularization pa-
rameter α(k⊥), defined as before, is added to account for a vanishing denominator.
However, due to the complementary behavior of the cosine function, the βδ -ratio
already acts as a regularization for the lower frequencies, so that α1 can be set to
zero.
In the following, the performance of the two algorithms applied to simulated data is
investigated. As in the case of the MBA, the butterfly is used as a test object with
maximum phase shift -0.63 rad and a β/δ-ratio of 0.001 or 0.1, leading to a mini-
mum transmission of 99.94 % and 94 %, respectively. To demonstrate the validity
of the CTF for all propagation distances, two different sets of Fresnel numbers
are considered. Additionally, Poisson noise with a total flux of 5·104 photons/pixel
is added to the intensity images. The results of the two algorithms are depicted
in Fig. 2.5, where the upper row corresponds to the assumption of a pure phase
object and the lower row to a homogeneous and weakly absorbing object. For all
reconstructions, α2 was set to zero without the introduction of artifacts, prov-
ing the appropriate choice of propagation distances. The regularization parameter
α1 is determined automatically by minimizing the difference between the recon-
structed and simulated phase. As the phase is unknown in a real experiment, α1 is
generally chosen based on visual inspection, similar to the direct-contrast regime.
The comparison between the two algorithm shows that both provide sharp re-
constructions of the object with only minimal artifacts compared to the simple
holographic reconstruction method presented in the previous section. Due to the
validity of the approach for all imaging regimes, no significant deviations between
the simulations at different Fresnel numbers are present apart from artifacts due
to noise, as the contrast transfer decreases for larger Fresnel numbers. However,
low spatial frequencies are better reconstructed using the homogeneous object ap-
proach, as visible in the power spectral densities shown in Fig. 2.5 (g-i), leading to
a more quantitative reconstruction, i.e., areas in the object consisting of the same
material are represented by the same gray values (see, e.g., the inner part of the
butterfly).
This difference can be explained by the different nature of the filtering in reciprocal
space. In the case of the pure phase object assumption it is of the form sinχ2 sin2 χ+α ,
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Figure 2.5: Simulation of the CTF-based phase retrieval. (a-c) Reconstructed phase
under the assumption of a pure phase object at different Fresnel numbers and β
δ
-ratios.
For larger Fresnel numbers, and hence contrast formation in the direct-contrast regime,
the resulting reconstruction for an object with βω
δω
= 0.001 yields a sharp representation
of the phase in which low spatial frequencies are suppressed. In the holographic regime,
phase retrieval for the same object results in a more accurate reconstruction, while for an
object with βω
δω
= 0.1, the low spatial frequencies are again suppressed. (d-f) Under the
assumption of a weakly absorbing homogeneous object, phase retrieval yields accurate
reconstructions for all simulated combinations of Fresnel numbers and β
δ
-ratios. (g-i)
The behavior of the different phase-retrieval approaches is reflected in the azimuthally
averaged power spectral densities, showing the deviations at low spatial frequencies when
assuming a pure phase object.
whereas for the homogeneous object the filter is given by sinχ+
β
δ cosχ
2(sinχ+ βδ cosχ)2+α
. The
behavior of these functions as well as of the filter in the case of the MBA approach
is shown in Fig. 2.6 for a Fresnel number F = 1 and βδ = 0.001, corresponding to
the direct-contrast regime and to the reconstructions depicted in Figs. 2.1(b) and
2.5(a) and (d). Note that in all cases α2 is set to 0. It is evident that in the case
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Figure 2.6: Fourier filters used in the different CTF approaches as compared to the
MBA algorithm for F = 1 and β
δ
= 0.001. For large spatial frequencies, all filter functions
coincide, whereas in the small frequency range only the homogeneous object CTF and the
MBA are equivalent, while the pure phase CTF acts as a high-pass filter. The degree of
this filtering is determined by the size of the regularization parameter α1. Note that due
to the similarity of the homogeneous object CTF and the MBA, the single filter functions
are not distinguishable in the plot and only the red curve for the MBA approach is visible.
of a pure phase object the filter acts as a high-pass filter. If the intensity includes
significant contributions at lower spatial frequencies, as is the case for residual ab-
sorption, this leads to the suppression of low frequencies in the reconstruction. A
rather empirical approach to overcome this limitation and extend the applicability
of this algorithm to weakly absorbing objects is presented in section A.4 in the
appendix.
In the course of this thesis, the CTF derived for a homogeneous weakly absorbing
object is used as the standard reconstruction method for imaging in the holographic
regime.

3 Computed tomography
In the previous chapters, considerations were restricted to the fundamentals of two-
dimensional (2d) x-ray propagation imaging, yielding the attenuation coefficient
ξω(r⊥) = −k
´ 0
−d βω(r)dz = −kβ¯ω(r⊥) and phase φω(r⊥) = −k
´ 0
−d δω(r)dz =
−kδ¯ω(r⊥) of the object’s transmission function (1.64). Hence, 2d imaging provides
information about the projected index of refraction. The aim of computed tomog-
raphy (CT) is to reconstruct the 3d distribution of the refractive index decrement
δω(r) and extinction coefficient βω(r) from a set of such projections acquired at
different rotation angles θ. The mathematical framework was developed by Radon
in 1917 [138] and the discussion of the principles presented below mainly follows
[81].
3.1 Mathematical concepts
Consider the geometry depicted in Fig. 3.1. The function f(x, z), where f describes
either δω or βω, represents the investigated sample at a constant height y, therefore
depicting one two-dimensional slice through the three-dimensional volume (cf. Fig.
3.1(f)). Let (x′, y′, z′) be the coordinate system of the laboratory frame, comprising
source and detector, which is rotated around the object frame (x, y, z) by the
rotation angle θ. Hence, it is written as x′y′
z′
 =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 xy
z
 . (3.1)
The inverse rotation can be performed by exchanging θ → −θ. As in the previous
chapter, the direction of the beam is defined by the z′-axis. The projection pθ(x′)
of the function f(x, z) at a given angle θ is thus given by [81]
pθ(x′) = Rθf(x′) =
ˆ
R
f(x, z)dz′ (3.2)
=
ˆ
R
f(x′ cos θ − z′ sin θ, x′ sin θ + z′ cos θ)dz′, (3.3)
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Figure 3.1: Illustration of the principle concepts in computed tomography. (a) An ob-
ject f(x, z) is illuminated under a given angle θ, leading to the projection pθ(x′) of the
object (red curve). Mathematically, this is performed by integrating over lines along z′ at
distance x′ to the origin, yielding the Radon transform Rθf(x′). For each parallel plane
along the rotational axis y, a set of projections is recorded for a given angular range. (b)
Plotting the acquired projections against the rotation angle yields the corresponding sino-
gram. (c) A partial backprojection is performed by smearing back the one-dimensional
projection at the rotation angle θ into the two-dimensional space along the projection
direction z′. (d,e) A full backprojection without any additional filtering yields a blurred
reconstruction of the object whereas the application of a Ram-Lak filter on each recorded
projection results in a sharp representation of f(x, z). (f) By subsequently reconstructing
and combining two-dimensional slices at different positions along y, information about
the 3d structure of the entire object can be obtained.
with the two-dimensional Radon transform Rθ.
This operation can be alternatively expressed as [21]
Rθf(x′) =
ˆ
R2
f(x, z)δD(x cos θ + z sin θ − x′)dxdz, (3.4)
where δD again denotes the Dirac delta distribution. Hence, the Radon transform
is performed by integrating over lines along z′ with distance x′ to the origin (in
Fig. 3.1 this is indicated by the dashed lines).
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Consider the Radon transform of a single point located at (x0, z0), with f(x, z) =
δD(x− x0)δD(z − z0). Inserting this expression into eqn. (3.3) yields
Rθf(x′) =
ˆ
R
δD(x′ cos θ − z′ sin θ − x0)δD(x′ sin θ + z′ cos θ − z0)dz′ (3.5)
= 1| cos θ|δD
(
x′ cos θ − sin θ
(
− sin θcos θx
′ + z0cos θ
)
− x0
)
(3.6)
= δD (x′ − sin θz0 − cos θx0) , (3.7)
where the integral over z′ was executed and the scaling property of the Dirac delta
distribution (A.12) was used. This can be rewritten as
Rθf(x′) = δD(x′ − r sin(θ − α)), (3.8)
with r =
√
x20 + z20 and α = atan
(
x0
y0
)
[149]. Hence, the Radon transform of a
single point is following a sinusoidal curve. As an object can be regarded as a
combination of single points and the Radon transform will thus be a superposition
of sine curves, the resulting plot of the projections pθ(x′) against the angle θ is
called a sinogram (cf. Fig. 3.1(b)).
The projections pθ(x′) are the measured quantity in (propagation-based) x-ray
imaging, corresponding to the amplitude or reconstructed phase (after the appli-
cation of suitable algorithms) of the object transmission function. Therefore, an in-
verse operator is required to obtain information about the original two-dimensional
function f(x, z). This operator is called the inverse Radon transform and its ap-
plication yields
f(x, z) = R−1[pθ(x′)]. (3.9)
It can be used to obtain information about the entire three-dimensional object
by subsequently reconstructing and combining two-dimensional slices at different
positions along y (cf. Fig. 3.1(f)). The essential theorem for the inversion of the
Radon transform is outlined in the following section.
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3.1.1 Fourier slice theorem
Consider the Fourier transform of the projection pθ(x′), as defined by eqn. (3.4),
with respect to x′
Fx′ [Rf ](k′x) = pˆθ(k′x) =
1√
2pi
ˆ
R3
f(x, z)δD(x cos θ + y sin θ − x′)e−ik′xx′dxdzdx′
(3.10)
= 1√
2pi
ˆ
R2
f(x, z)e−ik
′
x(x cos θ+y sin θ)dxdz, (3.11)
where in the second step, the integration along x′ was performed. This can be
identified as the 2d Fourier transform Fr[f ](q) with the reciprocal coordinate
vector q = k′x(cos θ, sin θ). Hence, the above equation transforms into
pˆθ(k′x) = Fx′ [Rf ](k′x) = Fr[f ](k′x cos θ, k′x sin θ), (3.12)
known as the Fourier slice theorem, which proves the invertibility of the Radon
transform [117]. It states that the one-dimensional Fourier transform of the projec-
tion pθ(x′) = Rθf(x′) is equivalent to a line through the two-dimensional Fourier
transform of the function f(x, z) at the respective rotation angle θ, as depicted
in Fig. 3.2. According to the theorem, the original function f(x, z) can be recon-
structed by filling up the 2d reciprocal space with projections recorded at all rota-
tion angles θ and subsequently performing an inverse Fourier transform, called the
direct Fourier method. However, as in the numerical implementation of the method
the Fourier space is sampled on a rectangular grid, whereas the projections are
known on a polar grid (cf. Fig. 3.2), interpolation between the two coordinate sys-
tems in reciprocal space can result in severe artifacts in real space [81]. Therefore,
most practical implementations of the inverse Radon transform rely on a differ-
ent reconstruction approach, leading to the filtered backprojection discussed in the
next section.
3.1.2 Filtered backprojection
The partial backprojection of the Radon transform Rθf(x′) = pθ(x′) for a given
rotation angle θ is defined as
R#θ p(x, z) = pθ(x cos θ + z sin θ). (3.13)
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Figure 3.2: Illustration of the Fourier slice theorem. The 1d Fourier transform of the
projection Rθf(x′) at a given rotation angle θ is equivalent to a slice through the origin
of the 2d Fourier transform of the object f(x, z) at the corresponding angle (red line).
In the numerical implementation, the projections are known on a polar grid, indicated
by the black dots, whereas the Fourier space is sampled on a rectangular grid, shown in
light gray. The interpolation between these two coordinate systems can lead to severe
artifacts.
Hence, each point (x, z) ∈ R2 on lines along z′ with distance x′ to the origin is
assigned the value of the respective projection pθ(x′), i.e., the one-dimensional
projection at the rotation angle θ is smeared back into the two-dimensional space
along the projection direction z′ (cf. Fig. 3.1(c)). The full backprojection is then
defined via the integration of these partial backprojections over all angles θ [21]
R#p(x, z) =
ˆ pi
0
pθ(x cos θ + y sin θ)dθ. (3.14)
The result of this backprojection for the slice depicted in Fig. 3.1(a) is shown in
(d). Due to the irregular sampling in Fourier space, i.e., the higher density of points
for lower spatial frequencies (cf. Fig. 3.2), high spatial frequencies are underrepre-
sented, leading to a blurred reconstruction of the 2d object function f(x, z).
To correct for this blurring and obtain a sharp representation of the object func-
tion, the object function is expressed via the inverse Fourier transform
f(x, z) = 1√
2pi
ˆ
R2
fˆ(kx, kz)ei(kxx+kzz)dkxdkz. (3.15)
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A conversion to polar coordinates(
kx
kz
)
=
(
k′x cos θ
k′x sin θ
)
(3.16)
with the differentials dkxdkz = k′xdk′xdθ, as determined via the modulus of the
Jacobi determinant, yields
f(x, z) = 1√
2pi
ˆ 2pi
0
ˆ ∞
0
fˆ(k′x cos θ, k′x sin θ)ei(k
′
x cos θx+k
′
x sin θz)k′xdk′xdθ. (3.17)
With (k′x cos(θ+pi), k′x sin(θ+pi)) = (−k′x cos θ,−k′x sin θ), the integration over 2pi
can be split up and this expression transforms into
f(x, z) = 1√
2pi
ˆ pi
0
ˆ ∞
−∞
fˆ(k′x cos θ, k′x sin θ)ei(k
′
x cos θx+k
′
x sin θz)|k′x|dk′xdθ. (3.18)
According to the Fourier slice theorem (3.12), the 2d Fourier transform of the
function f(x, z) along the slice defined by (k′x cos θ, k′x sin θ) is given by the 1d
Fourier transform of the projection pθ(x′), yielding
f(x, z) = 1√
2pi
ˆ pi
0
ˆ ∞
−∞
pˆθ(k′x)ei(k
′
x cos θx+k
′
x sin θz)|k′x|dk′xdθ. (3.19)
By defining a filtered projection pFθ (x′) as
pFθ (x′) = F−1
[
hˆ(k′x)pˆθ(k′x)
]
(3.20)
= 1√
2pi
ˆ
R
eik
′
xx
′
hˆ(k′x)pˆθ(k′x)dk′x, (3.21)
where the filter function hˆ(k′x) was introduced, the expression in eqn. (3.19) can
be identified as the full backprojection (cf. eqn. (3.14)) of the filtered projections
pFθ (x′) = pFθ (x cos θ + z sin θ) with h(k′x) = |k′x|
f(x, z) =
ˆ pi
0
pFθ (x cos θ + z sin θ)dθ, (3.22)
motivating the name filtered backprojection [81]. The filter hˆ(k′x) = |k′x| is known
as the ramp or Ram-Lak filter and it acts as a high pass on the projections, hence
correcting for the irregular sampling in Fourier space. To suppress the enhancement
of noise in the reconstructed slices, it can be combined with a suitable window
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function, which alters the behavior at high spatial frequencies [19, 81]. The result
of the filtered backprojection with a Ram-Lak filter, which will be generally used
throughout the thesis, for the same exemplary slice as before is depicted in Fig.
3.1(e), revealing a sharp reconstruction of the 2d object function f(x, z).
3.1.3 Cone-beam tomography
For the derivation of the filtered backprojection, a parallel-beam geometry was as-
sumed. Therefore, each horizontal line in the detection plane is independent from
its neighbors and corresponds to the projection of parallel slices through the object,
lying perpendicular to the rotation axis y. That allows for the direct reconstruc-
tion of the three-dimensional object via a series of 2d inverse Radon transforms
from projections at constant height y. However, the experimental setups used in
this thesis, further described in chapter 4, are built in a cone-beam geometry with
diverging x-ray sources.
For small cone angles, the deviations from the parallel-beam geometry are neg-
ligible and the theoretical relations derived in the previous sections are approxi-
mately still valid (cf. section 3.2). For larger cone angles, where each pixel in the
detection plane, apart from the central slice, comprises information from several
parallel slices through the sample, a different approach has to be used. The most
commonly implemented method was developed by Feldkamp, Davis and Kress [44]
and is termed FDK cone-beam reconstruction in the following. The central slice
in the detection plane can be exactly reconstructed by a fan-beam reconstruction
algorithm [44]. The other slices in the detection plane are then treated as the
midplane of a tilted arrangement and by correcting for the difference between the
actual rotation and the rotation in this tilted coordinate system, approximated
for small cone angles, the cone-beam geometry can be treated as a fan beam. In
practice, this algorithm is implemented via a modified filtered backprojection in
which each point on the detector is filtered and weighted according to its relative
position to the central point of the illumination cone. Due to the approximation
for small cone angles, artifacts can appear at the rim of the reconstruction volume,
depending on the considered geometry.
In contrast to parallel-beam geometry, where an angular range θ ∈ [0, 180]◦ is
sufficient, the angular range has to be increased for a cone-beam setup to record
a complete tomographic dataset for all voxels inside the reconstruction volume.
The situation is depicted in Fig. 3.3 for the central slice, in which the tomographic
measurement is represented as the rotation of an illumination cone (or rather an
illumination fan for the 2d case) with an opening angle η = 40◦ around the object.
62 Computed tomography
Figure 3.3: Illustration of the sampling in cone-beam tomography at the example of
the central slice. The tomographic measurement is represented as the rotation of an
illumination fan with an opening angle η = 40◦ around the object. In the left panel,
a scan with an angular range of θ ∈ [0, 180]◦ is presented, in which the sampling is
incomplete in the red shaded area. The sampling can be completed by extending the
angular range to 180◦ + η, as shown in the right panel (additional angles are depicted in
red).
In the left panel, the situation is presented for a scan with an angular range of
θ ∈ [0, 180]◦, in which the sampling is incomplete in the red shaded area and the
voxels in the right half of the sample are not recorded from all sides. The sampling
can be completed by extending the angular range to 180◦ + η, as depicted in the
right panel of the Fig. 3.3. To correct for the redundancy of the data in oversam-
pled regions of the sample, each projection has to be additionally weighted [130].
3.2 Artifacts in tomography
In the previous section, the fundamentals of tomographic imaging were described,
leading to high quality reconstructions of the three-dimensional density distribu-
tion from projection images. However, imperfections in the recording process or
data analysis can yield strong artifacts in the reconstruction, of which the most
common are described in the following analogously to [88].
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3.2.1 Misaligned rotation axis
For the tomographic reconstruction, both in the parallel and the cone-beam case,
it is assumed that the axis of rotation is located in the vertical center line of
the detection plane. For the simulation of the artifacts caused by a misaligned
rotation axis, the same slice through the three-dimensional test volume as in the
previous section is used (cf. Fig. 3.1). The volume consists of 5123 voxels and
the projections are generated via the Matlab (MathWorks, USA) implemented
function radon over an angular range θ ∈ [0, 180]◦ in 0.2◦ steps. To evaluate the
effect of a misaligned rotation axis with respect to the central line, all projections
are shifted by 3 pixels (Fig. 3.4(a)) or -6 pixels (Fig. 3.4(b)), respectively. The
tomographic reconstruction is carried out with the function iradon, performing a
filtered backprojection with a standard Ram-Lak filter. It can be recognized that
a misaligned rotation axis leads to artifacts at the edges of homogeneous features
within the slice, i.e., the edges are not closed and half-ring structures appear. The
direction and strength of these artifacts depends on the direction and strength of
the misalignment. Note that the half-ring structures are caused by the angular
range of 180◦ and that in the case of a tomographic scan over the entire angular
range θ ∈ [0, 360]◦, the effect would be visible as a doubling of the edges.
A misaligned rotation axis in the experimental data can be corrected by shifting all
recorded projections by the distance of the actual tomographic axis to the central
line of the detector. As this distance is generally unknown, the exact value has to
be determined from the data, e.g., by comparing the projections at 0◦ and 180◦,
as these should be in principle the same just flipped around the vertical axis, or
by testing different shift values and determining the reconstruction in which the
artifacts are minimized.
In the case of a tilted rotation axis, i.e., a rotation axis that is not positioned
along the vertical center line of the detection plane but is tilted by an angle ϑ,
in the following denoted as the roll angle, a different form of artifacts occurs, as
depicted in Fig. 3.4(c) for a roll angle of ϑ = 2.5◦. Features at the rim of the
reconstructed slice are heavily deformed, while in the central part the artifacts
appear less pronounced. In order to account for this kind of misalignment, all
recorded projections have to be rotated by the corresponding value of the roll
angle. As in the case of a shifted rotation axis, this value has to be obtained
from the experimental data. According to Fig. 4.10, a tilted rotation axis can be
considered as a rotation axis with a different shift in each parallel slice through
the volume, provided that the roll angle ϑ is small. Hence, by optimizing this shift
value for slices at different vertical positions in the detection plane, the angle can
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Figure 3.4: Influence of a misaligned rotation axis. For a shifted rotation axis by 3 pixels
(a) and -6 pixels (b), respectively, artifacts occur at the edges of homogeneous features
within the slice, i.e., the edges are not closed and half-ring structures appear. The di-
rection and strength of these artifacts depends on the direction and strength of the
misalignment. (c) A tilted rotation axis yields a deformed reconstruction of the object,
which appears less pronounced in the central part of the slice.
be determined (cf. section 4.5).
3.2.2 Ring artifacts
A different kind of artifact is caused by pixels in the projections that systematically
contain faulty intensity values. This can be caused, e.g., by a physically broken
pixel, always leading to an incorrect value at the corresponding position in the de-
tection plane or by hot pixels occurring during the measurement due to high energy
photons. As each projection is corrected by a darkfield and an empty-beam image
(cf. section 4.3), hot pixels in these correction images will lead to systematically
altered pixels in all projections. In the first case, artifacts can be circumvented
by masking out the pixels with modified sensitivity, whereas hot pixels can be
corrected for by acquiring multiple darkfield and empty-beam images and aver-
aging over them. Additionally, pixels that have a significantly different intensity
value compared to their neighbors can be removed. Despite these corrections, sys-
tematically altered pixels can still be present, leading to horizontal stripes in the
sinogram. During filtered backprojection, these lines are interpreted as a feature
with constant distance to the rotation axis for all angles, hence resulting in a ring
overlaying the actual structure of the 2d reconstruction.
This situation is simulated by introducing 150 horizontal lines at random posi-
tions in the sinogram, each with a width of 1 pixel and a random variation of
maximum ±4 % compared to the original intensity. The reconstruction of this al-
tered sinogram without further corrections is shown in Fig. 3.5. Note that due to
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Figure 3.5: Performance of ring-removal algorithms. (a) The introduction of 150 hor-
izontal lines at random positions in the sinogram, each with a width of 1 pixel and a
random variation of maximum ±4 % compared to the original intensity, leads to strong
ring artifacts in the reconstructed slice. (b) The application of the simple ring-removal
algorithm based on the integration of the sinogram along the angle θ reduces these ar-
tifacts. However, small aberrations still remain. (c) The algorithm based on a wavelet
decomposition and subsequent Fourier filtering also decreases the effect of rings in the
image. As in the case of the simple algorithm, residual ring artifacts again remain in
the resulting image. For this example, symlet 8 tap wavelets were used as the basis and
σ = 1.5 was chosen for the Gaussian filtering.
the angular range θ ∈ [0, 180]◦, the artifacts only consist of half rings that either
occur in the upper or the lower half of the reconstructed slice, depending on the
relative position to the central line in the sinogram. To account for these rings,
different approaches are available that either aim at determining and subsequently
correcting for inhomogeneities in the sensitivity of the detector pixels [172], remov-
ing the stripes in the sinogram prior to tomographic reconstruction or eliminating
ring structures from the reconstructed slices [157].
In this thesis, ring removal is based on two algorithms, both following the second
approach. The first starts by averaging the sinogram along the rotation angle θ
[83]. As the sinogram typically consists of a superposition of different sine curves,
averaging along the angle results in a rather smooth curve, whereas in the case of
horizontal stripes peaks occur. By low-pass filtering of the obtained profile, mainly
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leading to a suppression of the high intensity peaks, and subtracting it from the
original profile, the result will only have a significant contribution at the positions
of the stripes. Hence, by subsequently correcting each line in the sinogram by sub-
tracting this resulting profile, ring artifacts will be reduced (cf. Fig 3.5(b)). This
rather simple approach works best for sharp and strong rings compared to the sur-
rounding structures, as this simplifies the identification of peaks in the averaged
profile.
A different approach is based on a wavelet decomposition of the sinogram in combi-
nation with a Gaussian filtering in Fourier space [115]. The wavelet decomposition
allows for the identification and separation of horizontal features in the sinogram.
This makes it possible to perform the subsequent filtering in Fourier space exclu-
sively for these horizontal features, while not affecting the other components of
the sinogram.
In Fourier space, horizontal features correspond to a vertical line through the
origin. A multiplication with the Gauss function
h(khorz, kvert) = 1− e−
k2horz
2σ2 , (3.23)
where khorz and kvert denote the horizontal and vertical coordinate of the Fourier
space, respectively, leads to a damping of this line and hence a reduction of hori-
zontal features in the sinogram. The value of σ defines the width of the Gaussian
kernel and can account for deviations from a perfectly horizontal line in real space.
The result for this approach is depicted in Fig. 3.5(c), showing a clear reduction of
ring artifacts. However, both algorithms result in residual rings remaining in the
image and their performance strongly depends on the individual datasets and the
occurrence and strength of the pixel alterations.
3.2.3 Region-of-interest tomography
In a tomography setup with a divergent beam geometry, the geometrical magnifi-
cation and hence effective pixel size can be varied, leading to measurements with
changing resolution and field of view. Thus, an experiment can be carried out by
recording an overview scan of the sample, determining interesting regions of inter-
est and subsequently measuring it at higher magnification. In this case, the sample
is usually larger than the field of view which can result in artifacts, as for the 2d
Radon transform, projections from a region of interest within the sample are not
sufficient to quantitatively reconstruct the three-dimensional density distribution
within this region [139]. Region-of-interest tomography, also called interior or local
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Figure 3.6: Artifacts introduced by region-of-interest tomography. (a) The original slice
of size 5122 pixels is embedded in a larger phantom of size 25602 pixels. The region of
interest is marked by a red rectangle and a close-up is shown in (b). (c) The sinogram
of the original object in (a) is cropped to the area marked by the red lines in order to
simulate the sinogram acquired for the region of interest. The corresponding tomographic
reconstruction is shown in (e), yielding strong cupping artifacts. (d) The effect of region-
of-interest tomography can be corrected for by smoothly extending the sinogram via
a replication of the edge values. The original sinogram is indicated by red lines. (f)
Corresponding slice for the extended sinogram, revealing a reconstruction of the object
in which low-frequency artifacts are reduced.
tomography, is simulated by embedding the previously considered slice in a larger
phantom of size 25602 pixels (cf. Fig. 3.6(a)), with the red rectangle marking the
region of interest, shown at higher magnification in (b). The tomogram is emulated
by generating the sinogram of the entire phantom for 900 angles within the range
θ ∈ [0, 180]◦ and cropping it symmetrically around the central line to a width of
600 pixels (Fig. 3.6(c)). A direct reconstruction of this cropped sinogram via a
filtered backprojection leads to the slice shown in Fig. 3.6(e), with low-frequency
variations visible as a gradient towards the edges. Additionally, the obtained gray
values strongly differ from the original data. A rather simple approach to overcome
these artifacts is to smoothly extend the sinogram by replicating the edge values
[96], as depicted in Fig. 3.6(d), which artificially increases the field of view. In the
corresponding reconstruction in (f), the low-frequency artifacts are suppressed and
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the slice resembles the original, also with respect to the absolute gray values. Note,
however, that these depend on the extent of the padding and therefore only the
relative changes in density are truly accessible by region-of-interest tomography
[96]. An alternative possibility to circumvent artifacts in local tomography might
be given by the use of acquisition and reconstruction schemes based on the three-
dimensional Radon transform, but this still needs to be verified experimentally
[178].
Additionally, the sampling required for an artifact-free reconstruction in region-
of-interest tomography as well as tomography itself has to be considered. For an
object of size Nx, where Nx is the number of pixels perpendicular to the rota-
tion axis necessary to image the entire sample, Nyquist sampling is fulfilled for a
minimum of
Nθ ≥ Nxpi2 (3.24)
projections within the range θ ∈ [0, 180]◦ [21]. In interior tomography, artifacts
can be introduced by objects lying outside the field of view which are only present
in projections from a restricted angular range and are therefore undersampled. To
account for this, the number of projections has to be increased and it could be
shown that the dimensions of the entire object have to be considered for optimal
sampling, namely the above sampling criterion has to be fulfilled for the hypo-
thetical case of the entire object being imaged at the reduced pixel size of the
local tomography [96]. In practice, however, already a smaller number of projec-
tions yields rather satisfactory results, as, e.g., shown in the simulation in Fig. 3.6
where only 900 projections and therefore approximately a quarter of the required
number was used.
3.2.4 Motion artifacts
Changes of the sample occurring during the recording of a tomographic scan can
lead to severe artifacts which are only in few cases reversible. An example for the
effect of a vertical motion of the sample on the reconstruction quality is given in
Fig. 3.7. The motion model used for the simulation is depicted in (a) and the result
of the filtered backprojection in (b), exhibiting strong artifacts visible as deformed
features with open edges. For a known motion this can be corrected, e.g., by shifting
the projections accordingly (in the case of rigid motion in vertical or horizontal
direction) or performing a filtered backprojection along dynamically curved paths
[146]. In the case of a global affine motion in cone-beam tomography, a method
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Figure 3.7: Effect of vertical motion of the object during the tomographic scan. Shifting
all projections according to the motion model in (a) results in a heavily flawed reconstruc-
tion of the slice, in which single features are deformed with open edges (b). If the motion
model is known, these artifacts can be corrected for by shifting the acquired projections
accordingly, leading to the sharp reconstruction of the slice in (c).
for the detection and correction was presented in [177]. In most cases, however,
the motion cannot be accounted for and artifacts can only be circumvented by
changing the recording scheme, e.g., by decreasing the total scan time. However,
due to limitations of the installed mechanical components and camera readout
speed as well as the minimum dose required to reach a certain resolution [76], the
minimal scan time is restricted and motion occurring on shorter time scales will
yield disturbed reconstructions.
3.2.5 Geometry artifacts
As already described in section 3.1.3, a tomographic scan acquired in a divergent
beam geometry has to be reconstructed using a cone-beam approach, as, e.g., given
by the FDK algorithm. By reconstructing the data acquired in this geometry via
a filtered backprojection assuming a parallel beam, artifacts are introduced in the
reconstructed slices. To evaluate the effect with respect to the cone angle η, pro-
jections are simulated with the FDK implementation of the ASTRA tomography
toolbox [128, 173, 174] for cone angles of 0.25◦, 2.5◦ and 25◦, respectively. For each
dataset, 900 projections over the angular range θ ∈ [0, 180+η]◦ are generated. The
results of the parallel-beam reconstruction are depicted in Fig. 3.8(a-c). For small
cone angles no deviations from the original slice can be observed whereas with in-
creasing cone angles stronger artifacts are introduced, visible as deformed features
with open edges similar to a misaligned rotation axis (cf. Fig. 3.4) or horizontal
motion (cf. Fig. 3.7). The reconstruction with the FDK reconstruction algorithm,
depicted in Fig. 3.8(d-f), leads to slices exhibiting a small amount of low-frequency
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Figure 3.8: Artifacts introduced by an incorrectly assumed experimental geometry. For
the simulation, a divergent beam with a cone angle of 0.25◦ (a,d), 2.5◦ (b,e) and 25◦
(c,f) is assumed and the reconstruction is either carried out by a simple filtered back-
projection using a parallel-beam geometry (upper row) or via an implementation of the
FDK algorithm, taking the cone-beam geometry into account. For a small cone-angle, the
difference between the two algorithms is negligible and both yield a satisfactory recon-
struction. With increasing cone angle, the artifacts in the slices obtained by a parallel-
beam assumption become more severe and are visible as deformed features with open
edges similar to a misaligned rotation axis. The reconstructions with the FDK algorithm
exhibit only a small amount of low-frequency artifacts, while high-frequency information
can be reconstructed without distortions.
artifacts, while high-frequency information including the small features within the
slice can be reconstructed without distortions. Note that for the successful recon-
struction via the FDK algorithm, exact knowledge of the cone-angle and hence
geometrical parameters as source-to-sample distance z01, sample-to-detector dis-
tance z12 and detector dimensions are required and that deviations will again
introduce artifacts.
3.2.6 Beam hardening
In the case of polychromatic illumination with a large bandwidth ∆λ/λ, as, e.g.,
generally produced by laboratory sources, artifacts can occur by imaging thick or
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strongly absorbing specimens, as low energies may be fully absorbed within the
sample while higher energies are transmitted and contribute to the signal in the
detection plane. Hence, the projected data deviates from the exponential decay
predicted by the Lambert-Beer absorption law (1.69) which introduces artifacts,
known as beam hardening (as the energy spectrum gets ’harder’, i.e., shifts towards
higher energies, while passing through the sample). They are typically visible as
cupping, leading to an increased density towards the edges of the sample, or streaks
along the direction of highest attenuation, especially visible for strongly absorbing
features like metal components [33]. In the case of weakly absorbing unstained
biological tissue, beam hardening is rarely observed. One possibility to reduce the
artifacts introduced by beam hardening is the implementation of an appropriate
choice of filters, leading to a decrease in spectral bandwidth ∆λ/λ.

4 Experimental realization
According to the generic experiment depicted in Fig. 1.1, a setup for propagation-
based x-ray phase-contrast tomography mainly consists of three components: (i) a
(partially) coherent x-ray source, (ii) the sample on a motorized sample stage and
(iii) an x-ray detection device. In the following chapter, the setups used within
this thesis are introduced and practical aspects regarding phase retrieval at a par-
tially coherent polychromatic laboratory source as well as strategies for a correct
tomographic alignment are discussed.
4.1 X-ray detectors
The resolution achievable by a detector is limited by its point spread function
(PSF), which states how a single point will be mapped by the detection system,
whereas the number of pixels combined with the effective pixel size restricts the
field of view. There are several realizations of x-ray detectors available, each show-
ing typical advantages and drawbacks. In a directly illuminated charged-coupled
device (CCD) with typical pixel sizes in the range of a few ten micrometers, x-rays
create electron-hole pairs due to the inner photoelectric effect and the accumu-
lated charge is subsequently measured by the electronics. As this is performed
in a pixel-by-pixel manner, the maximum frame rate is comparatively low [171].
The combination with a limited dynamical range, allowing only for short exposure
times, makes this imaging device an ineffective choice for x-ray imaging with high
flux sources [7, 171]. In a photon-counting detector each pixel has its own addi-
tional electronics including amplifiers and energy discriminators, enabling a fast
readout with zero readout noise and a high dynamical range while only photons
above a certain energy threshold are considered. However, these additional elec-
tronics lead to large pixel sizes in the range of several tens of micrometers and
insensitive inter-modular gaps [149].
In the course of this thesis, detection is performed via indirectly illuminated imag-
ing devices, i.e., the x-rays are converted to visible light via a scintillation screen
and subsequently recorded via classical CCD or CMOS (Complementary Metal
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Oxide Semiconductors) cameras. The light produced by the scintillator can be
either transferred to the detection device via a fiber-optic plate or a lens-based
system.
4.1.1 Fiber-coupled detectors
A fiber optic plate (FOP) consists of many micron-sized optical fibers, acting as
waveguides, which efficiently transfer the visible light produced by the scintillator
to the camera. Additionally, x-ray photons that are not converted to visible light
are shielded by the FOP which reduces noise in the acquired image and prevents
radiation damage in the sensor. In this thesis, three different realizations of fiber-
coupled detectors are used, denoted below by their laboratory names.
Pirra The ’Pirra’ is a 2048× 2048 pixels fiber-coupled sCMOS detector with a
pixel size of 6.5 µm (Photonic Science, United Kingdom). In contrast to a CCD
device, CMOS cameras simultaneously convert each line of the detection device
to a digital output and the speed is mainly limited by the time needed for the
subsequent row-by-row readout. Scientific CMOS (sCMOS) cameras combine this
fast readout with low noise and a high quantum efficiency of well over 80 % [4, 136].
In the case of the ’Pirra’ the maximum frame rate is given by 18 fps. For the
conversion of x-rays into visible light it is equipped with a 15 µm thick gadolinium
oxysulfide (Gd2O2S, gadox) scintillator, leading to inhomogeneous images due to
the polycrystalline structure of the scintillator.
Iris By using single-crystal scintillators, the inhomogeneities caused by the poly-
crystalline structure of a powder scintillator can be circumvented. This is real-
ized in the ’Iris’ detector which combines a 20 µm lutetium aluminum garnet
(Al5Lu3O12) scintillator with a 2048× 2048 pixels sCMOS camera chip (Hama-
matsu Photonics, Japan). As in the case of the ’Pirra’, each pixel has a size of
6.5 µm. The maximum readout at full resolution is 30 fps.
Talos The ’Talos’ is a flat panel CMOS detector equipped with a 150 µm thick
gadox scintillator (PerkinElmer, USA). It consists of 1536× 1944 pixels with a
size of 75 µm. The thick scintillator leads to an efficient conversion of x-rays to
visible light though at higher diffusion. The ’Talos’ detector can be advantageously
used for imaging of large fields of view in the range of several millimeters as the
magnification needed to achieve the corresponding pixel sizes of a few micrometers
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requires relatively large sample-to-detector and hence propagation distances which
lead to small Fresnel numbers and consequently a high contrast transfer [170].
4.1.2 Lens-coupled detectors
In order to achieve smaller pixel sizes for high resolution imaging, the fiber optic
plate can be exchanged by a lens system which focuses the light onto the cam-
era chip. By employing lenses with different magnifications, the pixel size of the
detector can be varied.
Argos The ’Argos’ is a 2504× 3326 pixels CCD camera equipped with a 10-fold
magnification objective (XSight Micron, Rigaku, Czech Republic), converting the
5.4 µm pixel size of the CCD chip to an effective pixel size of 540 nm, and a thin
single crystal scintillator which is designed to reduce diffusion and hence leads to a
small detector PSF below 1 µm [142, 167]. The combination of a thin scintillator,
an inefficient transfer of light from the scintillator to the CCD chip and a small
pixel size leads to comparatively long exposure times, especially at a laboratory
setup.
4.2 GINIX setup at PETRAIII
A large part of the experiments presented in this thesis was carried out at the
Go¨ttingen Instrument for Nano Imaging with coherent X-rays (GINIX) [82] which
is installed at the P10 beamline of the PETRAIII storage ring at DESY (cf. Fig.
4.1). By accelerating electrons perpendicular to their relativistic velocity, electro-
magnetic radiation in the energy range of x-rays is emitted. The brilliance B of
an x-ray source can be quantified via
B = photons
s ·mrad2 · (mm2 source area) · (0.1 % bandwidth) (4.1)
and hence takes into account the intensity, the divergence of the beam, the source
size and the spectral bandwidth. The PETRAIII storage ring with a circumference
of 2304 m and a maximum brilliance beyond 1021 ph/(s mrad2 mm2 (0.1 % BW))
(20 m long undulator with 29 mm magnetic period, photon energies < 10 keV (1st
harmonic) [185]) is currently the most brilliant storage ring in the hard x-ray range
[35].
At the P10 beamline, radiation is produced by a 5 m long undulator with 29 mm
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Figure 4.1: Sketch of the GINIX setup installed at the P10 beamline at PETRAIII.
The x-rays are generated in an undulator device and monochromatized by a double-
crystal Si(111) channel-cut monochromator. Subsequently, they are prefocused by a set
of Kirkpatrick-Baez (KB) mirrors to a spot size of ∼ 200× 200 nm2 and refined by a
waveguide placed in the focal plane of the mirrors. The sample is mounted on a fully
motorized sample tower at a distance z01 behind the waveguide and the evolving intensity
distributions are recorded in the detection plane at distance z12 behind the sample.
magnetic period, providing an x-ray source of size 34.6× 6.3 µm2 (standard devi-
ation, h×v) with a divergence of 28.9× 1.6 µrad2, which is installed in a low beta
section of the storage ring. Note that the specified parameters are design values
and that the actual measured values may slightly differ [153]. After two beam-
defining pairs of slits (not shown in Fig. 4.1), the beam is monochromatized by a
cryo-cooled double-crystal Si(111) channel-cut monochromator to a bandwidth of
∆λ
λ ' 10−4.
The GINIX endstation is installed on an optical table which can be moved into the
beam downstream of the monochromator. The beam size is defined by a third pair
of slits and the beam is subsequently focused by a set of Kirkpatrick-Baez (KB)
mirrors, showing an elliptical shape [86]. In an ellipse the distances between any
point on the boundary to the two focal points add to the same constant. Hence,
by constructing the mirrors such that the first focal point lies in the x-ray source
spot and the second some distance behind the mirrors, focusing can be reached
due to constructive interference in the second focal point. The combination of two
successive perpendicular mirrors leads to a two-dimensional focus, where the dif-
ferent focal lengths needed in order to create a single focal plane have to be taken
into account [82]. The current set of KB-mirrors reaches focus sizes in the range
of 200× 200 nm2 with a flux larger than 1011 ph/s [148]. Although imaging could
be carried out in this configuration, the partial coherence and relatively large fo-
cal spot limit the achievable resolution. Additionally, small irregularities in the
sub-nanometer range on the surface of the mirrors produce strong high-frequency
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aberrations in the illumination (cf. Fig. 4.2(c)), which lead to a violation of the
requirements for empty-beam correction, as further discussed in the following sec-
tion. Therefore, a waveguide is placed into the focal point of the KB-mirrors, acting
as a coherence and spatial filter, as only a limited number of modes can propagate
through the channel [70, 93, 122]. Additionally, it can focus the radiation to spot
sizes well below 20 nm [94, 95, 118] and acts as a low-pass filter (cf. Fig. 4.2(d)),
hence suppressing the high-frequency artifacts produced by the focusing mirrors.
The waveguide is mounted on a hexapod positioner system (SmarPod (custom-
made model), SmarAct, Germany), including all six rotational and translational
degrees of freedom, in order to precisely align it with respect to the incoming beam.
Behind the waveguide the sample is placed on a fully motorized sample tower. It
consists of an air-bearing rotation for tomographic measurements (UPR-160 AIR,
Micos, Germany) and three translations above the rotation axis for a precise align-
ment of the sample into the field of view (SLS-1760 and SHL-1D20N-10, SmarAct,
Germany). The positioning as well as alignment of the rotation axis, necessary to
avoid artifacts as described in section 3.2.1, can be carried out with three addi-
tional translational motors below the rotation axis (HPS-170 and UPL-160, Micos,
Germany) as well as two self-built cradles to account for a tilt along and perpen-
dicular to the optical axis. The procedure for the alignment is further described
in section 4.5. Behind the sample tower an on-axis-view (OAV) microscope (not
depicted in Fig. 4.1) can be used for positioning of the sample with respect to
beam. Due to the relatively small field of view in the detection plane, being in the
range of 350× 350 µm2 to 120× 120 µm2 in the course of this thesis, an alignment
of the sample without the optical pre-alignment with the microscope can be time-
consuming. Approximately 5 m behind the sample tower, the detector is placed on
a motorized stage (LS-270 and UPL-160, Micos, Germany). Absorption of photons
in between these two components is minimized by installing an evacuated flight
tube in the setup. The long distance between the sample tower and the detector
allows for imaging in the holographic range at magnifications that lead to pixel
sizes in the range of a few ten to hundred nanometers by using one of the two
fiber-coupled sCMOS detectors described in the previous section.
The setup can also be used in a parallel-beam geometry, allowing for larger fields
of view at medium resolution. To this end, the focusing optics, namely the KB-
mirrors and the waveguide, are moved out of the beam, and the direct low divergent
illumination of the undulator, monochromatized by the channel-cut monochroma-
tor, is used for imaging. As in this configuration the resolution is limited by the
detector [8, 61, 167], the high resolution detector ’Argos’ is installed in the setup
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Figure 4.2: Effect of the waveguide on the illumination. (a,b) A waveguide can be either
realized by combining two 1d devices, consisting of a multilayer structure with carbon
as guiding layer, or by etching a channel into a silicon wafer and bonding a second
wafer on top, leading to a closed channel with air as guiding layer. By introducing these
waveguides into the setup, the disturbed illumination (c), caused by small sub-nanometer
irregularities on the surface of the KB-mirrors, is spatially filtered, resulting in a smooth
illumination in which high-frequency variations are suppressed (d).
in close proximity to the sample, allowing for imaging in the direct-contrast or
near holographic regime.
Waveguides In principle, an x-ray waveguide consists of a guiding layer sur-
rounded by a cladding material thick enough to block the incoming beam. Due
to the properties of x-rays, the refractive index of the cladding material has to be
smaller compared to the guiding layer in order to allow for total reflection within
the waveguide.
One way to fabricate a one-dimensional waveguide is to sputter different mate-
rials on a substrate (cf. Fig. 4.2(a)), leading to layers of varying refractive index
which can be designed to optimize waveguide performance [94, 95]. Here, a layer
of molybdenum is deposited on a germanium wafer, followed by a thin layer of
carbon with width d, which acts as the guiding layer, and again molybdenum and
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a thin layer of germanium to create a closed channel. In a last step, a second ger-
manium wafer is bonded on top of the multilayer to increase thickness and hence
allow for blocking of the entire primary beam. This design allows for high aspect
ratios between the width of the carbon layer d and the thickness of the multilayer,
depicted as l1/2. Therefore, this design can also be used for relatively high photon
energies, as here a thick cladding is needed to block the entire beam. However,
as carbon also absorbs a substantial amount of the incoming radiation, the trans-
mission of these waveguiding devices is lowered, especially when perpendicularly
combining two multilayer devices in order to build a 2d waveguide (cf. Fig. 4.2(a)).
Together with the limited acceptance of the incoming beam due to the geometrical
restrictions of the small channels, the flux for a typical photon energy of 13.8 keV
is reduced by 2-3 orders of magnitude to the range of 108 − 109 ph/s.
Another approach to build a 2d waveguide while providing a large transmission
of x-rays is based on air filled channels etched into a silicon wafer (cf. Fig. 4.2(b))
[71, 118]. To this end, a silicon wafer is coated with a resist which changes its
solubility upon illumination by electrons. Via electron-beam lithography, chan-
nel structures with high aspect ratios can be imprinted in the resist and in a
subsequent developing process removed from the mask. Afterwards, the channel
structures are transferred to the silicon wafer via reactive ion etching. In a last
step, the remaining resist is removed from the wafer and a second silicon wafer
is bonded on top, leading to a closed channel with air as guiding layer. As the
length of the waveguide is determined after this fabrication process by trimming
the wafer to the desired dimensions, it can be adjusted with respect to the en-
ergy. The writing of the waveguide structures into the resist via electron-beam
lithography also enables more elaborate designs of waveguides, as, e.g., a tapered
geometry in which the width of the initially relatively large channel gradually de-
creases towards the waveguide exit [24]. This allows for a larger acceptance of the
incoming beam and hence leads to a higher transmission. At an x-ray energy of
8 keV straight channels yield a flux in the range of 109 ph/s, whereas for a tapered
geometry up to 1010 ph/s can be transmitted through the waveguide.
4.3 Empty-beam correction
According to section 1.2.3, the probe Pω(r⊥) in the object plane has to be known
in order to reconstruct the projected refractive index from the measured intensity
images. However, in most cases only the propagated probe can be obtained experi-
mentally by measuring the so-called empty image, in which the sample is removed
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from the field of view, yielding
I0(r⊥, z) =
∣∣∣D(F ) [Pω(r⊥)]∣∣∣2 . (4.2)
Correcting the measured intensity Iω(r⊥, z), given by the propagated product of
the probe and object transmission function Oω(r⊥), by this empty image leads to
Icorr(r⊥, z) =
Iω(r⊥, z)
I0(r⊥, z)
(4.3)
=
∣∣D(F )[Oω(r⊥) · Pω(r⊥)]∣∣2∣∣D(F ) [Pω(r⊥)]∣∣2 . (4.4)
Under the assumption that the object transmission function and the probe function
can be propagated independently
D(F ) [Oω(r⊥) · Pω(r⊥)] ' D(F ) [Oω(r⊥)] · D(F ) [Pω(r⊥)] , (4.5)
this can be approximated as
Icorr(r⊥, z) '
∣∣D(F ) [Oω(r⊥)]∣∣2 · ∣∣D(F ) [Pω(r⊥)]∣∣2∣∣D(F ) [Pω(r⊥)]∣∣2 =
∣∣∣D(F ) [Oω(r⊥)]∣∣∣2 . (4.6)
Hence, as long as the assumption in eqn. (4.5) is fulfilled, the empty-beam corrected
intensity images correspond to the propagated object transmission function which
enables the reconstruction of the projected refractive index. In section 1.3.4 it was
shown that for a parabolic wave this assumption holds true as propagation can
be rewritten in an effective plane wave geometry. In [73] a mathematical approach
towards the validity of eqn. (4.5) is presented. It is shown that with increasing
smoothness of the illumination function the relative error made by the empty-beam
correction decreases. Therefore, eqn. (4.5) is a good approximation for illumination
by Gaussian or spatially filtered beams produced by a waveguide in the focal plane,
whereas the illumination with a purely KB-focused beam, yielding high-frequency
aberrations due to the roughness of the mirror surfaces, leads to strong artifacts in
the empty-beam corrected intensities [73]. Note that these artifacts are largest for
small object features, impeding high resolution imaging without further corrections
of the resulting intensity images.
One possibility to overcome the limitations of the empty-beam correction is to
simultaneously reconstruct the probe and the wave field in the object plane from
the measurement, yielding the object transmission function via a simple division.
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However, in practice it is quite challenging to reconstruct the probe from the
measurements and more elaborate acquisition or reconstruction schemes as, e.g.,
near-field ptychography including lateral and/or longitudinal shifts of the sample
[143, 160] or divide and update [62], have to be used.
4.4 Laboratory setup JuLiA
4.4.1 Experimental design
Complementing the experiments carried out at the synchrotron, a laboratory setup
with a microfocus source providing the necessary partial coherence for propagation-
based imaging was used within this thesis (cf. Fig. 4.3). X-ray generation in conven-
tional laboratory sources is based on the deceleration of electrons when approach-
ing a metal anode, leading to x-ray photons with a continuous energy spectrum
called ’bremsstrahlung’, as well as the interaction between free electrons and those
bound to an atom of the anode material, yielding characteristic radiation with
element-specific discrete energy values (cf. Fig. 4.4).
As only ∼ 1 % of the electron energy is converted to bremsstrahlung while the
remaining part of the input energy leads to a heating of the anode material, melt-
ing can occur at too high electron impact, which limits the amount of photons
produced by the x-ray source. This has an especially high influence for small
source spots, needed for a sufficiently large partial coherence to enable propagation-
based imaging, as in this case the maximum electron power is comparably low.
Typically, low-power microfocus sources have electron-beam power densities of
∼ 200 kW/mm2 while rotating anodes with a minimum spot size of ∼ 70 µm can
reach ∼ 300 kW/mm2 [66, 141]. Note that in the case of the latter the effective
source spot was considered and that the actual electron focal spot is a line focus
with a typical aspect ratio of 1:10.
The laboratory setup JuLiA (’Just a Liquid Anode’) consists of a microfocus
x-ray source (JXS D2, Excillum, Sweden) with the metal alloy Galinstan (68.5 %
Ga, 21.5 % In and 10 % Sn) as anode, which is liquid at room temperature. It
is constantly circulating at a pressure of 190 bar through the system, passing a
chamber in which the electrons can encounter the metal and generate x-rays. To
avoid contamination and instabilities in the jet, the entire circuit is kept at vac-
uum. Liquid metal jet sources can potentially achieve a > 100× increase in effective
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Figure 4.3: Sketch of the laboratory setup. (a) The x-rays are generated by a liquid-
metal jet source with Galinstan as anode material. In a distance z01 behind the source,
the sample is positioned on a fully motorized sample stage and the intensity distributions
are recorded in a distance z12 behind the sample. Depending on the desired resolution
and field of view, the setup can be either operated in a cone-beam (z01  z12) or inverse
geometry (z01  z12). (b) Photograph of the setup in inverse geometry. (c) In the inverse
geometry, the 600 nm lines and spaces of a test pattern can be resolved in 2d, as revealed
in the profiles averaged over 50 pixels shown on the right.
brightness1 compared to conventional microfocus sources [66], whereby the current
version reaches an approximate factor of 10. This increase in brightness is on the
one hand enabled by the continuous regeneration of the anode material, allowing
for electron power densities that can vaporize the anode material, and on the other
hand by the decrease in stationary heat development due to the high flow velocity
of the liquid jet. The generated x-rays exit the source through a beryllium window
which can be heated in order to remove metal debris, caused by, e.g., instabilities
in the jet or evaporation of the metal due to a high heat load. In the current
1 The brightness is equivalent to the brilliance B, as defined in eqn. (4.1), without the normal-
ization by the spectral bandwidth.
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Figure 4.4: Energy spectra for acceleration voltages of 70 kV (a) and 40 kV (b), mea-
sured in a distance of 1.76 m to the source. The lower transmission of small energy
contributions through air is corrected for, using tabulated values [12]. The characteristic
peaks of the elements contained in the Galinstan anode, overlaying the bremsspectrum
with a maximum energy given by the kinetic energy of the electrons, are clearly visible.
configuration the source can be operated at acceleration voltages of up to 70 kV,
although in principle the maximum is at 160 kV. It is generally used at 40 kV
or 70 kV, leading to the x-ray spectra depicted in Fig. 4.4. The main energy is
given by the characteristic Ga-Kα emission line at 9.25 keV, but also the higher
contributions from indium and tin are clearly visible, especially at 70 kV.
The source size, influencing the degree of partial coherence (cf. section 1.4), is de-
termined by the electron beam focus, reaching values down to ∼4 µm. Generally
it is chosen asymmetrically with an aspect ratio of 1:4 (height:width), as only the
height of the electron focus directly influences the size of the photon source spot in
vertical direction as seen from the exit window. The increased width mainly leads
to a higher photon flux as the generated photons are integrated along the beam
direction (cf. Fig. 4.5 on the left). In the horizontal direction, the source spot is
limited by the penetration depth of the electrons into the liquid jet with an ap-
proximate diameter of 190 µm. Therefore, the actual position of the electron spot
on the metal jet also has an impact on the projected source size, as depicted in
Fig. 4.5. If it is positioned off-center, the curvature of the jet leads to an increased
horizontal spot size. However, due to the decreased self-absorption of x-rays in the
metal jet, the photon flux is increased. Additionally, a more homogeneous illumina-
tion is generated as the self-absorption is approximately constant at each vertical
position of the beam, whereas in the center position, photons created towards the
center of the jet encounter a significantly larger self-absorption.
In a distance z01 from the source, the sample is placed on a fully motorized sam-
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Figure 4.5: Illustration of the influence of the electron beam position along the optical
axis. The projected source spot is minimal when the electron beam is positioned at the
center of the metal jet, but the increased self-absorption leads to a decreased photon flux.
If the electron beam is shifted towards the exit window, self-absorption is reduced, but
the projected source spot is enlarged in horizontal direction.
ple stage, including a rotation for tomographic measurements (PRS-110, Micos,
Germany), two translational motors above to align the sample with respect to the
rotation axis (SLC-1730, SmarAct, Germany) and three additional linear stages
below for positioning and alignment (PLS-85, Micos, Germany). The distance be-
tween the source and the sample can be varied over long distances, beyond the
travel range of the according motor, as the entire sample stage is assembled on
an aluminum profile, enabling a high flexibility. On a parallel aluminum profile
the detector is placed on a motorized detector stage (5101.1 and 5103.1, Huber
Diffraktionstechnik, Germany), allowing for a movement perpendicular to the op-
tical axis. This can be used for the exact alignment of the rotation axis, as depicted
in section 4.5.
The source can be operated at two imaging modalities (cf. Fig. 4.3(a)). In the clas-
sical approach, termed ’cone-beam geometry’ in the following, the sample is posi-
tioned at a small distance to the source as compared to the detector (z01  z12),
leading to a large magnification and hence small effective pixel size, similar to the
synchrotron setup described in the previous section. The resolution of the imaging
system, given by [61]
σsys =
√
(M − 1)2M−2σ2src +M−2σ2det, (4.7)
where σ denotes the standard deviation, is in this geometry limited by the source
size and therefore restricted to ∼ 4 µm (FWHM). By moving the sample close to
the detector, leading to a small geometrical magnification of the imaging system,
and installing the high resolution detector ’Argos’ in the setup, the resolution can
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be increased as it is in this case limited by the detector point spread function.
This configuration is hereinafter referred to as ’inverse geometry’. It enables the
resolution of the 600 nm lines and spaces of an absorbing test pattern (JIMA
RT RC-03, Japan Inspection Instruments Manufacturer’s Association, Japan), as
can be seen in Fig. 4.3(c). The small pixel size, restricting the field of view to
approximately 1× 1.5 mm2, still leads to Fresnel numbers well below 1 and hence
phase-contrast effects are visible despite the short propagation distance in the
range of few centimeters.
By combining both geometries, the sample can be imaged on multiple length scales.
An overview scan with a relatively large field of view in the range of several square
millimeters can be obtained in the cone-beam geometry, enabling the selection
of specific regions of interest. By subsequently changing the setup to the inverse
geometry and aligning the sample accordingly, these regions can be imaged at
higher resolution, providing insights into the three-dimensional sample structure
in the micrometer range.
4.4.2 Phase retrieval at laboratory sources
Due to relatively short propagation distances and partial coherence, imaging at the
laboratory is restricted to the direct-contrast regime and phase contrast is typically
visible as edge enhancement. In section 2.1, approaches for phase reconstruction
in this particular regime were introduced. Based on experimental data obtained
for a biological test object, the performance of these algorithms is evaluated in the
following. Note that these results are also published in [166] and that the figures
shown here are based on those from the paper.
Sample preparation The sample is a wild type cobweb spider (Parasteatoda
tepidariorum) which was sacrificed by placing it in a freezer for 20 minutes, fol-
lowed by fixation in paraformaldehyde (PFA) for 1 hour at room temperature.
Subsequently, it was dehydrated in an ascending series of ethanol (70 %, 80 %,
90 %, 95 % and pure ethanol, each for 30 minutes) and stained with 1 % iodine
for one day in order to enhance contrast. Absorption was minimized by removing
the surrounding ethanol via critically point drying (CPD300, Leica, Germany),
and the spider was finally glued to a pipette tip and enclosed by a sealed Kapton
tube to mount it in the setup.
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Evaluation of the phase-retrieval algorithms The experiment was carried
out in the inverse geometry at a source-to-sample distance of z01 = 158.75 mm and
a sample-to-detector distance of z12 = 22.5 mm, leading to an effective pixel size of
0.47 µm by using the high resolution detector ’Argos’. As high energy photons cause
several hot pixels in this configuration, the source was operated at an acceleration
voltage of 40 kV, yielding the spectrum shown in Fig. 4.4(b), and an electron spot
size of 10× 40 µm2, enabling a power of 57 W. For a 2d overview of the entire
spider, 28 overlapping projections were recorded at different lateral positions on
the sample, each with an exposure time of 50 s. For the tomographic scan, two
measurements at adjacent positions in height were acquired in order to increase
the field of view. Each scan was carried out by measuring 1000 projections over
180◦ with an exposure time of 20 s. Due to the low divergence of the beam in
this configuration, an increase of the angular range for artifact-free cone-beam
reconstructions was not necessary.
For a first evaluation of the phase-retrieval algorithms, the 2d scan is considered.
The 28 single projections were empty-beam corrected and subsequently virtually
stitched together in Fiji [150]. Note that due to a fixed noise pattern of the detector,
both the recorded projection and the empty beam have to be darkfield corrected,
i.e., a detector image Idark is recorded in the absence of the x-rays and the result
is subtracted from both images, yielding
Icorr(r⊥, z) =
I(r⊥, z)− Idark
I0(r⊥, z)− Idark . (4.8)
To increase the signal-to-noise ratio (SNR), each projection was resampled by a
factor of 2, leading to an effective pixel size of 0.95 µm. The resulting raw projec-
tion is shown in Fig. 4.6(a), wherein the region marked by the rectangle, comprising
a leg of the spider, is represented at higher magnification on the right. Phase con-
trast is visible in the form of edge enhancement, as confirmed by the line profile
along an edge of the leg. Application of the SMO approach (cf. section 2.1.1) with
a βδ -ratio of 0.015, removing the edge enhancement while maximum sharpness is
maintained, results in the projection in (b). Edge enhancement is clearly compen-
sated at a higher SNR compared to the raw projection, which is especially visible
in the magnified region and the line profile along the edge. However, this is accom-
panied with a decrease in sharpness and small structures as the roots of the hair
are not as clearly resolved. The reconstruction with the MBA phase-retrieval algo-
rithm (cf. section 2.1.2) in Fig. 4.6(c), using a regularization parameter α = 0.04,
shows a similar behavior. Edge enhancement is removed and a high SNR can be
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Figure 4.6: 2d comparison of the different phase-retrieval algorithms for the direct-
contrast regime. (a) Raw projection of an iodine-stained spider, obtained in the inverse
geometry by stitching of 28 adjacent projections in order to increase the field of view. The
rectangle marks the region which is represented at higher magnification on the right. The
profile along the edge of the spider leg reveals the typical edge enhancement as well as a
relatively high noise level in the surrounding background. (b) Projection after application
of the SMO phase-retrieval algorithm with a δ
β
-ratio of 0.015. The edge enhancement is
compensated and the noise level is clearly decreased, whereas the reconstruction is slightly
blurred compared to the raw data. (c) The same behavior can be recognized in the
reconstruction using the MBA approach with α = 0.04. (d) The reconstructed intensity
using the BAC algorithm with regularization parameters α = 0.02 and (γ · F ) = 0.15
yields a sharp reconstruction of the spider, while the edge enhancement is compensated
and the noise level is again reduced, though not as significantly as in the case of the SMO
and MBA. Scale bars: 1 mm (overview) and 200 µm (magnified regions)
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reached, but the reconstruction is slightly blurred. By applying the BAC phase-
retrieval algorithm with the regularization parameters α = 0.02 and (γ ·F ) = 0.15
(cf. section 2.1.3), the projection depicted in (d) can be reconstructed. As in the
previous cases, edge enhancement is removed while the SNR increases, though not
as drastically as for the SMO and the MBA. In exchange, the sharpness is better
preserved and comparable to the raw data.
This behavior can be further evaluated in the tomographic scans covering the area
of the thorax of the spider. To this end, phase retrieval was performed on each of
the 1000 empty-beam corrected and resampled projections according to one of the
three presented algorithms and the three-dimensional volumes were subsequently
reconstructed via the FDK implementation of the ASTRA toolbox [128, 173, 174].
A summary of the main steps involved in the tomographic reconstruction of data
acquired at the laboratory can be found in Fig. A.2 in the Appendix. Longitudi-
nal virtual slices through the obtained volumes for the raw projections as well as
each phase-retrieval approach are depicted in Figs. 4.7 and 4.8. Stitching of the
subvolumes, acquired at two adjacent positions in height, was performed with the
software Avizo (FEI Visualization Sciences Group, USA), which was also used for
visualization of the 3d data. Within the depicted slices, no artifacts due to the
stitching are visible, proving the stability of the setup over long experiment times
in the order of 15 hours. The result for the raw projections, shown in Fig. 4.7(a),
reveals a sharp reconstruction of the object’s density while lacking quantitativity
of the gray values. This is especially evident for the edges of the sample, as here
gray values get darker despite the sample consisting of the same material in this re-
gion, while at the outside of the sample a bright halo is visible. The resolution can
be estimated via a profile along an edge, shown in (c), and a subsequent fit of an
error function (cf. section 1.5), leading to a full width at half maximum (FWHM)
of 1.47± 1.46 µm. The uncertainty of the fit is caused by the edge enhancement,
leading to a deviation of the line profile from a perfect error function, as well as
the high steepness of the edge which results in only a small number of points that
can be used for the fitting. An estimation of the signal-to-noise ratio, given by
SNR = µsig − µbkg
σbkg
(4.9)
with the mean signal value µsig, the mean background value µbkg and the stan-
dard deviation of the background σbkg, yields ∼ 4.5 for the raw projections. The
regions used for the calculation of the respective values were chosen manually. The
result for the SMO approach is depicted in Fig. 4.7(b), revealing a quantitative
4.4 Laboratory setup JuLiA 89
a b
2 4 6 10 12 14 16 18 208
c
distance [pixels]
2 4 6 10 12 14 16 18 208
d
distance [pixels]
3.2
d
e
n
s
it
y
 [
a
.u
.]
-0.4
-3
x10
1.2
d
e
n
s
it
y
 [
a
.u
.]
-8
-2
x10
2 4 6 10 12 14 16 18 2082 4 6 10 12 14 16 18 208
a b
c d
distance [pixels] distance [pixels]
1.2
d
e
n
s
it
y
 [
a
.u
.]
-8
-2
x10
6
d
e
n
s
it
y
 [
a
.u
.]
-3
-3
x10
Figure 4.7: Evaluation of the different phase-retrieval approaches in 3d. (a) Slice through
the stitched volume reconstructed from the raw projections. The rectangle marks the
position of the magnified region shown below. (b) Corresponding slice through the volume
obtained from the projections reconstructed according to the SMO approach. (c,d) The
line profiles along the indicated edges reveal a FWHM of 1.47± 1.46 µm for the raw data
and 5.9± 0.3 µm for the SMO approach. Scale bars: 200 µm (top) and 25 µm (bottom)
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Figure 4.8: Continuation of the evaluation of the different phase-retrieval approaches in
3d. (a) Slice through the volume obtained using the MBA approach. (b) Corresponding
slice through the volume reconstructed with the BAC algorithm. (c,d) The line profiles
along the edges indicated in the magnified regions above reveal a FWHM of 6.9± 0.2 µm
for the MBA approach and 1.6± 0.8 µm for the BAC. Scale bars: 200 µm (top) and
25 µm (bottom)
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reconstruction of the object at high SNR (∼ 74 with the same regions for signal
and background as before) in which areas consisting of the same material show
similar gray values. However, as already observed in the 2d projection, sharpness
is decreased upon the application of the SMO which is already evident by visual
inspection. An error function fit to the profile along the same line as for the raw
data (Fig. 4.7(d)) provides a FWHM of 5.9± 0.3 µm, hence revealing a decrease
in resolution by an approximate factor of 4. As in the 2d case, the reconstruction
using the MBA approach (cf. Fig. 4.8(a)) shows a similar behavior and a quan-
titative but slightly blurred reconstruction of the object can be obtained at high
SNR (∼ 54). The error function fit to the line profile over the edge of the object,
shown in (c), reveals a FWHM of 6.9± 0.2 µm. Hence resolution and SNR are
even slightly worse compared to the SMO approach. Additional artifacts occur,
e.g., in the form of a disturbed background. This difference in performance is most
likely caused by the different assumptions for the phase-retrieval algorithms. In
the SMO approach, a sample consisting of a single material is considered, an as-
sumption which is relatively well met for an iodine stained spider, and the blurring
of the reconstruction is mainly caused by the polychromaticity of the setup. In the
case of the MBA, a pure phase object is the starting point for the derivation of
the algorithm, an assumption which is not well met by the sample (according to
Fig. 4.6(a) the minimum transmission lies in the range of approximately 40 %).
Hence, additional artifacts occur in the reconstruction. As a last approach, the
BAC algorithm is considered and the result of the tomographic scan is depicted
in Fig. 4.8(b), showing a quantitative reconstruction of the object with drastically
decreased edge-enhancement effects. The same level of detail as for the raw pro-
jections can be reached, as confirmed by an error function fit to the line profile
in (d), revealing a FWHM of 1.6± 0.8 µm, though at a lower signal-to-noise ratio
of ∼ 12 compared to the results obtained by the SMO and the MBA approaches.
Note that also in this case, the fit has a relatively large uncertainty as the high
steepness of the edge leads to only a small number of pixels that can be used for
the fitting. An overview of the results obtained via the different phase-retrieval
approaches is given in Tab. 4.1.
For a better visualization of the 3d density distributions, volume renderings of
the datasets resulting from the different phase-retrieval algorithms are shown in
Fig. 4.9. In these renderings, voxels belonging to the background are displayed in
transparent whereas each voxel inside the sample is displayed in a different shade
of gray, according to the respective value of the reconstructed density (higher den-
sities lead to lighter gray values). Cuts through the volume provide a view into
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Figure 4.9: 3d visualization of the reconstructed volumes via automated renderings of
the density distribution obtained from the raw data (a) and projections reconstructed
via the SMO (b), the MBA (c) and the BAC (d) approach, respectively. Cuttings into
these renderings reveal the inner anatomy of the spider. In the case of the raw data, the
spider is visualized at high detail, but due to the missing quantitativity structures appear
hollow. The SMO and MBA approach lead to reconstructed volumes in which structures
consisting of the same material are rendered completely. However, due to the decrease
in resolution, small objects are not clearly separated. The BAC algorithm provides a
sharp and quantitative representation of the inner anatomy, leading to a homogeneous
rendering of structures consisting of the same material.
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error function FWHM SNR
raw projections 1.47± 1.46 µm ∼ 4.5
SMO 5.9± 0.3 µm ∼ 74
MBA 6.9± 0.2 µm ∼ 54
BAC 1.6± 0.8 µm ∼ 12
Table 4.1: Comparison between the edge steepness and the signal-to-noise ratio for the
different phase-retrieval approaches.
the inner anatomy of the spider. In the case of the raw data, depicted in (a),
the spider is rendered at high detail, revealing small structures as the hair on the
outside of the body or the single muscle strands, as, e.g., apparent in the legs.
However, due to the missing quantitativity, these structures appear hollow, as the
gray value gradient towards the edges impedes automatic rendering (especially vis-
ible in the magnified regions on the right side). In the case of the SMO and MBA
approach, muscles are rendered completely as structures consisting of the same
material comprise similar gray values. However, due to the decrease in resolution,
single muscle strands are not clearly separated and no inner substructure can be
resolved. Only in the case of the BAC reconstruction, the inner anatomy of the
spider can be visualized with the same amount of detail as the raw data, while
due to the quantitativity, structures consisting of the same material are rendered
homogeneously.
These results clearly demonstrate that in order to fully exploit the potential of the
laboratory setup for high resolution phase-contrast imaging, phase retrieval has
to be performed via the BAC algorithm, as only in this case, quantitative recon-
structions without a loss in sharpness can be obtained. Hence, this reconstruction
scheme is used by default for laboratory data throughout this thesis.
4.5 Alignment procedures
In order to avoid artifacts caused by a misaligned rotation axis (cf. section 3.2.1) it
has to be aligned prior to the experiments. Especially the position of the axis with
respect to the vertical center line of the detector and the pitch angle ν, which de-
scribes a tilt of the rotation along the optical axis, have to be considered, whereas
the roll angle ϑ can be corrected for afterwards. Fig. 4.10 illustrates the geometri-
cal considerations for a misalignment of both the pitch and the roll angle. In the
case of small pitch angles and a detector far away from the source, the correction
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Figure 4.10: Illustration of the geometrical considerations for a misalignment of both
the pitch and the roll angle of the rotation axis (depicted in blue). (a) For a misaligned
pitch angle ν, a translation of the sample along z, indicated by the black line, leads to a
vertical shift along y. This can be used to calculate the pitch angle via ν = atan
(∆y
∆z
)
.
(b) A misaligned roll angle ϑ can be interpreted as a y-dependent shift of the rotation
axis with respect to the vertical center line of the detector. Hence, by determining the
actual position of rotation axis with respect to this line at two different positions y1 and
y2, the roll angle can be calculated via ϑ = atan
(∆x1−∆x2
∆y
)
.
can be equivalently performed by either tilting the cradle by the corresponding
angle or by moving the detector such that the optical axis interferes with its cen-
tral point, as deviations due to the curvature of the cone beam can be neglected in
this case. Due to the high divergence of the beam at the laboratory, only limited
by the dimensions of the exit window to an opening angle of approximately 10◦,
the detector can be used for the alignment as it will generally be fully illuminated.
The relatively low divergence of the waveguide at the synchrotron leads to a fixed
position of the detector in space. Hence, alignment has to be carried out using
rotational motors below the axis.
It is easiest to perform the alignment with well-defined thin objects leading to a
strong contrast in the x-ray images without disturbing effects of different magnifi-
cations within the sample due to a varying thickness. Thus, copper or gold grids,
normally used for transmission electron microscopy, either with regular spacing or
specific features as letters are well suited.
Assuming that the setup consists of a motor moving along the x-direction, which
it situated beneath the rotation axis, and two perpendicular linear stages along x
and z above, the alignment can be carried out as follows:
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Alignment of the pitch angle ν
• Case 1: Moving the detector for alignment (laboratory setup)
– Center the object in the field of view of the detector.
– Move the sample stage along the optical axis with the z-motor above the
rotation. A misaligned pitch angle will lead to a shift of the object along
y (cf. Fig. 4.10(a)), whereas in the case of an aligned angle, the only
visible effect will be magnification. Hence, the part of the object located
directly in the center of the detector, and therefore on the optical axis,
stays at the same position. Note that for this alignment procedure it
is assumed that the sample holder is mounted perpendicular to the
translational motors above the rotation axis.
– Determine the point on the detector which corresponds to the position
of the optical axis, hence the point in which no change in y between
the two images acquired at the different positions occurs. In the case
of a regular test pattern, this is easily recognizable by considering the
difference between the two images, as it only vanishes at the position
of the optical axis.
– Move the detector stage such that this point coincides with the center
point of the detector array. In this way, also the zero position of the
rotation axis is aligned (a misalignment would lead to a shift between
the two images along x).
• Case 2: Tilting the sample stage for alignment (synchrotron setup)
– Proceed as in the first case and acquire two images at different positions
along z. Due to the smaller field of view it is easiest to consider a unique
feature on the test pattern, center it in the detection plane and identify
the direction of the tilt by determining the height difference of the
feature position in the two images.
– Correct for this tilt by moving the cradle below the rotation axis, until
the vertical position of the feature stays constant.
– The zero position of the rotation axis can be determined by finding the
angle θ at which no horizontal shift of the feature occurs.
Determination of the effective pixel size
• If both the source-to-sample and the sample-to-detector distance are known,
this step can be skipped, as in this case, the effective pixel size can be cal-
culated from these quantities according to geometrical optics.
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• Move the sample along x over a certain distance with a specified step size,
e.g., over a distance of 1 mm in 10 steps, leading to a step size of 0.1 mm.
• Determine the pixel shift between the recorded images with respect to the
first and perform a linear regression. The slope gives the step size in pixels.
• Correlating the physical step size with the determined shift in pixels gives
the effective pixel size peff.
Alignment of the rotation axis to the vertical center line of the detector
• To determine the horizontal shift of the rotation axis an image is acquired at
0◦ and the position (x1, y1) of a specific feature on the detector is determined.
• In an image acquired at 180◦, this is repeated for the same feature, leading to
a feature position (x2, y2). Note that due to the rotation by 180◦ the feature
will be flipped along the vertical axis. With the horizontal number of pixels
Nx of the detector, the rotation axis shift ∆ can be determined via
∆ = x1 + x22 −
Nx
2 (4.10)
• Correct for this misalignment by moving the motor along x, situated below
the rotational axis, by ∆ · peff.
Alignment of the roll angle ϑ The alignment of the roll angle ϑ is carried
out after the measurement as part of the tomographic reconstruction. According to
Fig. 4.10(b) a misaligned roll angle can be approximately interpreted as a changing
position of the rotation axis with respect to the vertical position y on the detector.
Hence, it can be corrected for as follows:
• Determine the rotation axis shift ∆x1 at a vertical position y1 by optimizing
the reconstruction of the corresponding slice through the volume. Note that
this optimization should be carried out with respect to the central part of
the slice.
• Repeat this procedure for a different vertical position y2, yielding the rotation
axis shift ∆x2.
• The roll angle can be determined via
ϑ = atan
(
∆x1 −∆x2
y1 − y2
)
. (4.11)
• Tilt each acquired projection by this angle.
5 Imaging of unstained hydrated mouse
cerebellum
In this chapter, the capabilities of phase-contrast tomography to perform 3d virtual
histology on samples from the central nervous system and to decipher the underly-
ing cytoarchitecture and connectivity are evaluated for unstained hydrated brain
tissue. This sample preparation is on the one hand of great interest due to its
proximity to the native structure of the brain, since apart from fixation, no fur-
ther preparation steps need to be carried out, as, e.g., tissue dehydration, which
is necessary for histological preparations and leads to tissue shrinkage. On the
other hand it is very challenging due to the similarity in electron density between
cellular structures and the surrounding hydrated tissue, requiring experimental
settings optimized for contrast transfer.
Here, imaging of unstained hydrated brain tissue was performed on a 500 µm thick
slice from a mouse cerebellum. Due to the distinct structure of the cerebellum with
the different layers as well as cell types, providing features of interest at varying
size and abundance, it is well suited to evaluate the capabilities of the imaging
method as well as experimental system.
5.1 Basic anatomy of the cerebellum
The cerebellum (’little brain’) is located at the back of the brain (cf. Fig. 5.1(a)
for the example of a mouse) and contains approximately 80 % of the total number
of neurons within the human brain, despite its relatively small size (∼ 10 % of
the volume) [6, 68]. Among other things, it is important for the maintenance of
upright posture and synergy of movements [156].
The cerebellum generally consists of the tightly folded cerebellar cortex, compris-
ing three distinct layer, located above white matter containing a large amount of
axon bundles. The histological appearance of the cerebellar cortex is virtually uni-
form throughout the entire cerebellum and a schematic overview is given in Fig.
5.1(b-d). The innermost layer is called the granular layer (GL), the outermost layer
the molecular layer (ML) and the intermediary mono-cellular layer contains the
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Figure 5.1: Sketch of the basic anatomy of a mouse cerebellum. (a) The cerebellum
is located at the back of the brain, as shown here at the example of a mouse brain.
(b) It consists of four distinct layers: the cerebellar cortex with the cell-rich granular
layer (GL), the low-cell molecular layer (ML) and the mono-cellular Purkinje cell layer
(PCL) in between, is located above white matter (WM), containing a large amount of
axon bundles. (c,d) The Purkinje cells comprise a highly branched dendritic tree which
mainly evolves within 2d planes into the molecular layer. They are arranged in parallel,
enabling the synaptic connection to numerous granular cells whose axons bifurcate in the
molecular layer and run perpendicular to the dendritic tree of the Purkinje cells. The
drawing was inspired by [162] and [156].
Purkinje cells (PCL), named after Jan Evangelista Purkinyeˇ, who first described
these large nerve cells as well as the uniform structure of the cerebellar cortex in
1837 [183].
Granular layer The most abundant cell in this layer is the granule cell, con-
taining three to five dendrites and an axon which ascends towards the cortex of
the cerebellum and bifurcates in the molecular layer. Hence, each axon forms two
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strands that run parallel to the surface of the cortex in opposite directions (cf. Fig
5.1(d)). As this bifurcation occurs in each of the granule cells, leading to numerous
axon strands running in parallel throughout the molecular layer, the granule cell
axons are called parallel fibers. Additionally, the granular layer contains Golgi cells
whose cell bodies are primarily found towards the edge of the Purkinje cell layer.
Purkinje cell layer The Purkinje cell layer is a mono-cellular layer situated
at the interface between the granular and the molecular layer. It consists of large
Purkinje cells, comprising a highly branched dendritic tree that protrudes into
the molecular layer and primarily forms a flat disk, leading to an almost two-
dimensional cell shape (cf. Fig. 5.1(c) and (d)). The cells are arranged in a parallel
manner with the parallel fibers of the granule cells running perpendicular to the
dendritic tree, enabling synaptic contacts between a single Purkinje cells and nu-
merous granule cells and vice versa (cf. Fig. 5.1(d)). The Purkinje cell is the sole
output from the cerebellum and its axon emerges from the bottom of the cell body
and traverses through the granular layer as well as the white matter (not shown
in the sketch).
Molecular layer The molecular layer is almost devoid of cells and mainly con-
tains the dendritic tree of the Purkinje cell layer as well as the parallel fibers of
the granule cells. Besides these structures, stellate and basket cells are apparent
at low cell density.
5.2 Methods
5.2.1 Sample preparation
A wild type mouse, provided by the group of Frauke Alves (MPI for Experimen-
tal Medicine, Go¨ttingen, Germany), was sacrificed by an anesthetization with CO2
and a subsequent perfusion with 10 % sucrose solution for 10 minutes. After dissec-
tion of the brain, it was fixed overnight in a solution containing 1 % paraformalde-
hyde (PFA) and 1 % glutaraldehyde (GTA). Prior to the experiments, the brain
was cut into 500 µm thick coronal slices and stored in phosphate-buffered saline
(PBS). In order to mount the sample in the experimental setup, two aluminum
rings with a diameter of 5 cm and a width of 500 µm were covered with polypropy-
lene foil on one side. By placing a brain slice from the region of the cerebellum as
well as a small amount of PBS onto one of the foils and gluing a second ring on
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Figure 5.2: Sample preparation for the hydrated brain slice. (a) The 500 µm thick slice
is placed onto an aluminum ring which is coated with polypropylene foil on one side.
By adding a small amount of PBS and gluing a second aluminum ring on top, a liquid
chamber is built. The resulting chamber is then clamped into a sample holder which can
be mounted in the setup. (b) Photograph of the resulting liquid chamber with the brain
slice located approximately in the center.
top of it, a liquid chamber was built around the sample (cf. Fig. 5.2). The orien-
tation of the aluminum rings determines the width of the chamber, as they can
act as spacers between the polypropylene foils. In this case, it was set to 500 µm,
resulting in a liquid chamber with a width equal to the width of the brain slice
and thus, the sample was kept in place by the pressure of the polypropylene foils.
Finally, the resulting liquid chamber was clamped into a brass sample holder for
mounting in the setup.
5.2.2 Experimental setup
According to section 1.3.3, samples that are embedded in a medium with com-
parable index of refraction, as is the case for hydrated unstained neuronal tissue,
are barely visible in the direct-contrast regime. Hence, imaging at the laboratory
would lead to results with a low contrast and experiments were solely carried out
at the GINIX endstation at the PETRAIII storage ring.
The energy was set to 8 keV and a tapered waveguide, in the following denoted by
its laboratory name ’Hercules II’, was placed into the focus of the KB-mirrors for
coherence and spatial filtering, providing a photon flux in the order of 1010 ph/s.
The ’Pirra’ with a pixel size of 6.5 µm was used for the detection of photons
and it was positioned at a source-to-detector distance of 5.125 m. Together with
the source-to-sample distance z01 = 141 mm, this leads to an effective pixel size
peff = 178 nm and a Fresnel number F = 0.0015. The high flux provided by the
tapered waveguide enabled short exposure times and thus the tomogram could be
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experimental setting
GINIX run 42
energy 8 keV
detector ’Pirra’
z01 141 mm
z02 5.125 m
peff 178 nm
field of view 365× 365 µm2
Fresnel number F 0.0015
waveguide ’Hercules II’(tapered channel)
number of distances 1
angular range [0,180]◦
number of projections 1662
exposure time 0.2 s
CTF δβ 500
CTF α2 0.1
Table 5.1: Experimental parameters used for imaging of an unstained hydrated slice
from a mouse cerebellum.
recorded in a continuous acquisition mode, i.e., the sample was rotated continu-
ously while the detector captured images. To this end, the rotation speed was set
to 0.45 ◦/s and the exposure time was 0.2 s, leading to 1662 projections recorded
over an angular range of 180◦. For clarity, all experimental settings are additionally
listed in Tab. 5.1
5.3 Data analysis
5.3.1 Phase retrieval
Phase retrieval was performed on each of the empty-beam corrected projections
prior to tomographic reconstruction. Note that in addition to the division by the
empty beam, as described in section 4.3, a darkfield was subtracted, accounting
for a fixed noise pattern of the detector. One exemplary empty-beam corrected
projection is shown in Fig. 5.3(a). Due to the larger opening angle of a tapered
waveguide as opposed to a straight channel, small variations in the position of the
incident KB-focused beam will lead to larger deviations in the resulting wave field
and hence to a decreased stability of the illumination. Therefore, low-frequency
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Figure 5.3: Evaluation of the CTF-based phase-retrieval algorithm. (a) Exemplary
empty-beam corrected and high-pass filtered projection of the object. The corresponding
single-distance reconstruction with δ
β
= 500 and α2 = 0.1 is depicted in (b). (c) The
power spectral density (PSD) of the projection exhibits the typical intensity modulations
predicted by the CTF. (d) In the PSD of the reconstructed projection, residual modula-
tions are visible. (e) The modulations of the azimuthally averaged PSD of the projection
(red) coincide well with the predictions by the CTF. (f) The PSD of the reconstructed
projection shows a reduction of these modulations. Scale bars: 50 µm
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artifacts are introduced upon empty-beam correction and a high-pass filter was
applied on each projection in order to minimize this effect. The power spectral
density of the raw projection, depicted in Fig. 5.3(c), reveals the modulations ex-
pected from the zero crossings of the contrast transfer function (1.81). This can
be further quantified by comparing the angular averaged power spectral density
with the theoretically predicted curve for a weakly absorbing homogeneous object
with a δβ -ratio of 500 (cf. Fig. 5.3(c)). The positions of the intensity modulations
coincide with the predicted values, proving the validity of the CTF approach for
a weakly absorbing object with slowly varying phase for imaging of unstained hy-
drated samples. Hence, the phase can be reconstructed according to the approach
in eqn. (2.33) with the regularization parameters δβ = 500 and α2 = 0.1, lead-
ing to the reconstruction in Fig. 5.3(b). Note that only one tomographic dataset
at a single propagation distance was recorded, leading to a non-zero regulariza-
tion parameter α2 for larger spatial frequencies. The resulting projection exhibits a
quantitative reconstruction of the phase, better visible in the reconstructions of the
three-dimensional density distribution shown below, while residual low-frequency
artifacts are visible due to the unstable waveguide illumination. Compared to the
raw projections, these artifacts are intensified in the reconstruction due to the
phase-retrieval step, and they will lead to strong aberrations in the reconstructed
volume, as detailed in the next section. The power spectral density of the recon-
structed slice, depicted in Fig. 5.3(d), shows a reduction of the modulations, which
is also visible in the angular averaged curve below. However, due to the missing
information in the intensity images, artifacts remain in the reconstruction. De-
pending on the choice of regularization parameter α2, rings apparent in the raw
image are either not fully accounted for, resulting in an underrepresentation of
the corresponding frequencies (low spatial frequencies), or overcorrected, leading
to an amplification (higher spatial frequencies).
5.3.2 Reduction of low-frequency artifacts
The tomographic reconstruction of the acquired dataset was obtained by per-
forming a filtered backprojection of the reconstructed phase distributions with a
standard Ram-Lak filter, using the function iradon implemented in Matlab. One
exemplary orthogonal slice through the volume is depicted in Fig. 5.4(a). It is
dominated by low-frequency artifacts due to the unstable waveguide illumination.
In the reconstructed phase (cf. Fig. 5.3(b)), the effect of the varying illumination is
visible as circular intensity modulations with increasing severity towards the edges.
These modulations transform into low-frequency stripe artifacts in the sinogram
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Figure 5.4: Reduction of low-frequency artifacts due to an unstable waveguide illu-
mination. (a) Reconstructed slice from the uncorrected projections with low-frequency
artifacts in the form of rings. (b) Sinogram corresponding to the slice in (a) with broad
stripes causing these artifacts. (c) Integrated sinogram in which the intensity modula-
tions can be identified via a smoothing of the resulting profile. (d) Correction matrix that
was subsequently subtracted from the sinogram. Note that is was determined separately
from the smoothed profiles for the first and the last half of the scan. (e) Reconstructed
slice from the corrected sinogram shown in (f). Scale bars: 50 µm
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with varying shape along the angular range due to the unstable illumination over
time (cf. 5.4(b)). Note that the central part of the sinogram, comprising projec-
tions with constant intensity, corresponds to a sample orientation of ∼ 90◦ at which
the beam is completely absorbed as it passes through both aluminum rings. To
avoid further artifacts, these projections are neglected in the tomographic recon-
struction. Analogous to the development of sharp ring artifacts due to corrupted
detector pixels described in section 3.2.2, the low-frequency stripes in the sino-
gram will lead to broad ring artifacts in the reconstructed slice, as visible in Fig.
5.4(a). To account for these low-frequency variations, the sinogram was integrated
along the rotation angle θ, leading to the gray curve depicted in (c). The small
modulations can be attributed to the integration over the sine functions of the
object features whereas the large modulations are mainly caused by the intensity
variations. Hence, smoothing the integrated sinogram, leading to the red curve
in (c), yields a profile for the correction of the intensity modulations. Due to the
changing illumination over time, this correction profile was determined separately
for the first and the last half of the scan, resulting in the correction matrix in
Fig. 5.4(d). Subtraction from the original sinogram yields the corrected slice in
(e) and the corresponding sinogram in (f). Low-frequency artifacts are clearly re-
duced while quantitativity of the reconstruction is preserved, i.e., structures with
a higher density are represented by darker gray values.
5.4 Results of the tomographic imaging
The results of the tomographic reconstruction of the entire dataset, in which the
reduction of low-frequency artifacts was carried out for each slice individually as
they depend on the illumination at the given position within the volume, are
depicted in Fig. 5.5. Note that this reconstruction was carried out via the Matlab
implementation of the filtered backprojection with a standard Ram-Lak filter and
that no further ring-removal algorithms were applied to the sinograms. A summary
of the main steps involved in the tomographic reconstruction of data acquired
at the GINIX setup can be found in Fig. A.3 in the Appendix. Two exemplary
slices through the volume are shown in (a) and (b) with an orientation parallel to
the Purkinje cell layer. In order to obtain a higher signal-to-noise ratio, all slices
were filtered with a Gaussian function with a standard deviation of 0.7 pixels,
leading to a denoising of the images at the cost of resolution. The possibility to
produce virtual slices in any arbitrary direction is one of the main advantages
of 3d histology, as in this case the slice orientation can be optimized in order to
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visualize specific features of the sample. In the slices depicted here, the different
layers of the cerebellum, namely the cell-rich granular layer (GL), the low-cell
molecular layer (ML), the mono-cellular Purkinje cell layer (PCL) and the white
matter (WM) containing large axon bundles, are clearly resolved. Within these
layers, single cells can be distinguished, especially the large Purkinje cells, and
even sub-cellular details are visible as, e.g., the inner structure of the granule cells
and larger branches of the dendritic tree as well as the nucleolus of the Purkinje
cells (cf. Fig. 5.5(b), red arrow). However, overall contrast is comparatively low
and a clear distinction between the small cells, especially in the granular layer, is
challenging. A quantification of contrast can be obtained via the Weber contrast
which is defined as [132]
C = Itarget − Ibackground
Ibackground
. (5.1)
It is a measure for the contrast of specific targets compared to the background
signal, in this case the contrast of the cells against the surrounding tissue. Due
to the difference in cell types, contrast is determined both for the Purkinje cell
layer and the granular layer. To this end, several cells with comparatively high
contrast based on visual inspection are selected manually and the resulting con-
trast is averaged, yielding CPCL ' 0.5 and CGL ' 0.19, respectively. Note that due
to the manual selection, a certain bias in the determined contrast values cannot
be circumvented. For better comparability, the gray values were shifted so that
the minimum is given by 0, as different offsets, e.g., caused by region-of-interest
tomography, yield the same visual contrast but influence the determined values.
In order to better visualize the 3d structure of the Purkinje cell layer, a seg-
mentation of selected cells was performed, including the large cell body and the
parts of the dendritic tree that can be distinguished from background. This seg-
mentation was carried out in the visualization software Avizo using the so-called
Magic Wand tool, which performs a 3d region-growing algorithm that selects all
connected voxels within a defined gray value range, starting from a user-specified
seeding point. As this tool is prone to noise, leading to a high variety in gray values
and hence artifacts in the segmentation, as the background might be interpreted as
the structure of interest, all slices were filtered by a Gaussian filter with a standard
deviation of 40 pixels. Although this leads to highly blurred data, resolution and
signal-to-noise ratio were sufficient to segment the large branches of the dendritic
tree automatically. A surface representation of the resulting segmentation is shown
in Fig. 5.5(c) and (d), with a virtual slice depicting the orientation of the slices
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Figure 5.5: Results of the tomographic imaging of a slice from an unstained hydrated
mouse cerebellum. (a,b) Two exemplary virtual slices through the reconstructed volume
with an orientation parallel to the Purkinje cell layer, as depicted in (c). For a higher
signal-to-noise ratio, the slices were filtered by Gaussian filter with a standard deviation
of 0.7 pixels. The typical layers of the cerebellum, the granular layer (GL), molecular
layer (ML), Purkinje cell layer (PCL) and white matter (WM), are clearly visible. Also
blood vessels (BV) can be recognized. Specific sub-cellular features as the nucleolus of
the Purkinje cells (red arrow) as well as to some extent their dendritic tree are resolved.
(d) A segmentation of the Purkinje cell layer reveals typical features as their parallel
orientation and flat shape. However, only the thick branches of the dendritic tree can be
segmented. Scale bars: 50 µm
in (a) and (b) with respect to the Purkinje cell layer. As the Purkinje cells lie on
the interface between the cell-rich granular layer and the low-cell molecular layer,
with their dendritic trees protruding into the latter, the interface between these
two layers as well as their location can be deduced from the orientation of the
segmented cells. Additionally, the typical shape of the Purkinje cells, comprising
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Figure 5.6: Fourier shell correlation of the central 10003 voxels of the tomographic
reconstruction of the hydrated unstained mouse cerebellum together with the 1/2-bit
threshold curve. The intersection of the curves determines the resolution of the dataset.
a large dendritic tree which forms a nearly two-dimensional layer, as well as the
parallel arrangement of cells within the entire layer can be recognized. However,
the single cell segmentation shows that only the main part of the dendritic tree,
close to the cell body, where branches are thickest, is resolved.
Resolution An estimate of the resolution can be either achieved by considering
the Fourier shell correlation, yielding the overall quality of the experiment, or via
an error function fit to the edge of a highly contrasted feature within the slices,
measuring the system blur for the given experimental parameters (cf. section 1.5).
To generate two independent datasets for the calculation of the FSC according
to eqn. (1.97), the tomographic scan was divided into two subsets, consisting of
every second projection and starting with the first or second, respectively. The
FSC of the central 10003 voxels of these reconstructions together with the 1/2-bit
threshold curve is depicted in Fig. 5.6. The intersection point at 0.11 cycles/pixel
results in a half-period resolution of 809 nm. Note that the oscillations within the
FSC are caused by the zero crossings of the contrast transfer function which were
not accounted for by measuring tomograms at several propagation distances. By
fitting an error function to the edge profile along edges between manually selected
Purkinje cell bodies and the surrounding tissue, a FWHM of ∼ 1.11 µm can be
determined. Hence, the half-period resolution, which is given by half of the FWHM,
is ∼ 555 nm. The large difference between the two values indicates that noise and
a weak contrast of the sample features, which have a large influence on the result
obtained via the FSC, significantly limit the resolution.
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5.5 Summary
In this chapter, the application of propagation-based phase-contrast tomography
for imaging of unstained hydrated mouse cerebellum was evaluated. In order to
achieve highest contrast and resolution, the sample was imaged in the holographic
regime using the GINIX endstation at the P10 beamline at DESY. The results
demonstrate that even for unstained hydrated tissue, exhibiting only small differ-
ences in electron density, imaging of sub-cellular details is possible. Phase retrieval
based on the contrast transfer function is suitable for these samples, as the require-
ments of a weak absorption and a slowly varying phase are fulfilled, which was
confirmed by the consistency of the experimental data and theoretical predictions.
Even by exploiting only a single propagation distance for phase retrieval, quanti-
tative reconstructions with minimal artifacts could be obtained. This enabled the
automated gray value-based segmentation of the large Purkinje cells, including the
cell body as well as to some extent the dendritic tree of selected cells, revealing
the specific properties of this cell layer.
However, in order to achieve a clear distinction between single cells, an overall
increase in tissue contrast has to be achieved, e.g., by lowering the photon energy
as well as improving the sample mounting and waveguide performance with re-
spect to stability and photon flux. This would enable a larger contrast due to a
stronger interaction between the sample and the beam as well as a higher signal-to-
noise ratio due to a larger amount of photons and longer possible exposure times
without the introduction of artifacts resulting from sample movement or flawed
empty-beam corrections.
With the current experimental settings, sample preparations aiming for higher
electron density differences in the tissue can be exploited to increase the contrast.
This can be achieved in two ways (cf. section 1.3.3): either specific features of the
sample are stained with a radiocontrast agent, as, e.g., metals with a high atomic
number, or the sample is embedded in a medium with significantly lower density
compared to the tissue.

6 Contrast enhancement by metal
staining
In the following chapter, contrast enhancement by radiocontrast agents is con-
sidered for imaging of neuronal structures [20, 105, 200]. Radiocontrast agents
have to provide a significantly higher electron density compared to the surround-
ing tissue. Hence, metals are well suited to increase the contrast, whereas typi-
cal staining agents used in histology, as, e.g., the hematoxylin and eosin (H&E)
stain, are too similar in electron density with respect to the surrounding tissue.
Staining with metals is a standard procedure in electron microscopy, in which
the lipids and cell membranes within the tissue are stained by osmium tetroxide
[9, 80, 108, 140], or in histology, e.g., via the Golgi method, which was developed
by Camillo Golgi and statistically stains a limited number of neurons (∼ 1− 5 %)
with silver [85, 100, 109, 129]. Santiago Ramon y Cajal used and improved the lat-
ter in order to visualize the anatomy and organization of the nervous system and
both scientists were awarded the Nobel Prize in Physiology or Medicine in 1906
[54]. The exact mechanism underlying this reaction is, however, largely unknown
[129].
In the following, both methods are evaluated on different tissue from the central
nervous system, namely a strip of mouse retina which is stained by osmium tetrox-
ide and a slice of mouse brain from the region of the hippocampus, on which the
Golgi-Cox method, a more reliable version of the Golgi method, was applied.
6.1 Osmium-stained mouse retina
6.1.1 Basic anatomy of the retina
The eye, which is the organ of the visual system, is enclosed by three layers of
tissue, of which the innermost is called the retina (cf. Fig. 6.1). The retina itself
is likewise organized in distinct layers [156]. The outermost layer is the pigmented
epithelium, which provides the light-sensitive photoreceptor cells, located in the
neighboring layer, with nutrition. The photoreceptor cells comprise rods, which are
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Figure 6.1: Basic anatomy of the retina. The eye is enclosed by three layers of which
the innermost is called the retina (top panel). The retina itself is likewise organized in
distinct layers (bottom panel), containing the pigmented epithelium, the light sensitive
photoreceptor segments, the external limiting membrane, the outer nuclear layer, the
outer plexiform layer, the inner nuclear layer, the inner plexiform layer and the ganglion
cell layer. The output of the retina to the central nervous system is transmitted via the
optic nerve, consisting of the ganglion cell axons. The drawing is based on [156].
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specialized for night vision, and cones, which are responsible for daylight vision
and generally less abundant than rods. Structurally, the photoreceptor cells can be
divided into four parts: the outer segments, in which the incoming light is absorbed,
the inner segments which mainly provide ATP, the cell bodies, which are located
in the outer nuclear layer and are separated from the photoreceptor segments
by the external limiting membrane, and the synaptic terminals. These can make
contact to bipolar and horizontal cells in the outer plexiform layer. The cell bodies
of these cells as well as of so-called amacrine cells are located in the inner nuclear
layer. Their main function is to transmit the signal from photoreceptor cells to
the ganglion cells and to interconnect the signal of different rods and cones. The
synaptic connection to the ganglion cells is formed in the inner plexiform layer.
In the outermost layer of the retina, the ganglion cell layer, the cell bodies of
these ganglion cells are located. Their axons, bundled in the optic nerve, transmit
the output of the retina to the central nervous system through the optic disc at
the back of the eye. Due to the absence of photoreceptor cells in this area, it is
insensitive to incoming light signals and hence called the blind spot. In addition
to the optical nerve, blood vessels supplying the eye can pass through the optic
disc.
6.1.2 Methods
6.1.2.1 Sample preparation
A wild-type mouse was sacrificed and its retina was acutely prepared and high-
pressure frozen without prior chemical fixation [110]. To this end, the retina was
sliced into 200 µm thick strips and subsequently transferred into a sample carrier
containing 1-hexadecane. After placing a second sample carrier as a lid, it was
inserted into the high-pressure freezer (BAL-TEC HPM 010, Central Microscopy
Research Facility, USA). Afterwards, the sample was stored in liquid nitrogen to
maintain cryogenic conditions. In order to fix as well as stain the sample with the
osmium solution, a freeze substitution protocol was subsequently carried out with
an automated freeze substitution device (Leica AFS2, Leica, Germany) [77]. In a
first step, the liquid nitrogen was substituted by 0.1 % tannic acid and the sample
was kept at a constant temperature of -90◦ C. This step was followed by a wash-
ing of the sample in pre-cooled anhydrous acetone, which was carried out three
times with 15 min intervals in between. Afterwards, the acetone was replaced by
a solution containing 0.5 % osmium tetroxide (OsO4) and 0.1 % uranyl acetate
for fixation and staining. During the incubation time of the osmium solution, the
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Figure 6.2: Photograph of the retina sample. The osmium-stained strip of mouse retina
is embedded in epon and subsequently clamped into a brass pin in order to mount it
in the experimental setup. The typical curvature of the retina is already visible in this
photograph.
temperature was increased, up to -20◦ C at a rate of 5◦ C/hr and afterwards at
a rate of 10◦ C/hr, until it reached 4◦ C. To remove the sample from the osmium
solution, the washing procedure with the anhydrous acetone described earlier was
repeated.
In a last step, the sample was embedded in epon resin [77]. To this end, a substi-
tution series was carried out, in which it was stored in dilutions of epon in acetone
with increasing epon content (50 %, 90 %, 100 %). To ensure proper infiltration
of the resin, it was first placed in the 50 % solution for 3 hours, followed by the
90 % solution overnight. Afterwards, the sample was transferred to fresh resin and
incubated for one day. During the day, the epon was exchanged three times. As a
last step, it was placed in a fresh amount of resin which was polymerized for 24 h
at 60◦ C. Note that the sample was kindly provided by Benjamin Cooper (MPI
for Experimental Medicine, Go¨ttingen, Germany).
For the tomographic experiments, excess epon around the 200 µm strip of mouse
retina was trimmed off in order to minimize absorption. To create smooth surfaces,
leading to less artifacts in the reconstructed phase, as for the CTF slow variations
are assumed, this reduction was performed with a wafer saw (Disco DAD-321, Gor-
gio Technology Sales/Service, USA). The resulting sample blocks were ultimately
clamped into a brass pin for mounting in the experimental setup (cf. Fig. 6.2).
6.1.2.2 Experimental parameters
Experiments on the 200 µm strip of mouse retina were performed at the GINIX
endstation at the PETRAIII storage ring. The energy was set to 13.8 keV and a
crossed multilayer waveguide was used, providing a flux in the order of 9 · 108 ph/s.
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medium resolution high resolution
GINIX run 49 49
energy [keV] 13.8 13.8
detector ’Pirra’ ’Pirra’
z01,min [mm] 145 50
z02 [m] 5.19 5.19
peff [nm] 182 63
field of view [µm2] 373× 373 129× 129
Fresnel number F 0.0026 0.0009
waveguide multilayer multilayer(d = 81 nm) (d = 81 nm)
number of distances 1 4
angular range [◦] [0,180] [0,180]
number of projections 1800/900/900 900
exposure time [s] 1 1
CTF δβ 15 15
CTF α2 0.05 0.01
Table 6.1: Overview of the experimental parameters for imaging of an osmium-stained
strip of mouse retina.
The ’Pirra’ was installed as a detection device and placed at a source-to-detector
distance of 5.19 m. The retina was imaged at two source-to-sample positions, lead-
ing to different resolutions and fields of view. In the ’medium resolution’ setting,
it was placed at 145 mm, leading to an effective pixel size of 182 nm and a field
of view of ∼ 375× 375 µm2, whereas in the ’high resolution’ setting, a distance
of 50 mm was chosen, resulting in an effective pixel size of 63 nm with a field of
view of ∼ 130× 130 µm2. For the overview scan, only a single propagation dis-
tance was acquired in order to decrease scan time while for the high resolution
scan four propagation distances were taken into account to receive high quality
reconstructions of the phase. In order to increase the field of view in the medium
resolution setting, three adjacent tomograms were acquired with sufficient overlap
to virtually stitch them together after reconstruction. All scans were performed
over an angular range of 180◦. In the case of the first position of the overview
scan, 1800 projections were acquired with an exposure time of 1 s each, whereas in
the other scans, including the high resolution measurement, 900 projections were
recorded. The experimental parameters for all measurements are summarized in
Tab. 6.1.
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Figure 6.3: Projection data of the osmium-stained mouse retina, measured both in the
medium and high resolution settings at the GINIX setup. (a) Projection acquired in the
medium resolution setting at the first sample position with an approximate field of view
of 380× 380 µm2. The corresponding single-distance CTF reconstruction is depicted in
(c). (b) Projection from the high resolution measurement with an approximate field of
view of 130× 130 µm2. The corresponding position within the overview scan is marked
by the rectangle. (d) CTF-based reconstruction of the projection from the high resolution
measurement taking four propagation distances into account. Already in these projec-
tions, different layers in the retina can be distinguished, especially the osmium-rich outer
nuclear layer. Scale bars: 50 µm (a,c) and 25 µm (b,d)
6.1.3 Results
Figure 6.3 shows two exemplary empty-beam corrected projections acquired in the
medium (a) and high resolution setting (b), respectively. Compared to the pro-
jection of a hydrated brain slice, depicted in Fig. 5.3, the contrast enhancement
due to osmium is already visible in these projections, since sample features can
be easily distinguished from background. Note that in the case of the medium
resolution setting, two further tomograms were acquired at adjacent positions to-
wards the bottom of the depicted projection. In order to obtain a quantitative
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reconstruction of the phase, the CTF-based algorithm for a weakly absorbing ob-
ject was applied on all datasets. For the medium resolution measurements, the
regularization parameters δβ = 15 and α2 = 0.05 were chosen for all positions,
leading to the reconstruction depicted in (c). Hence, despite recording only a sin-
gle propagation distance, a sharp representation of the phase can be obtained with
quantitative gray values that already indicate the typical layers of the retina, es-
pecially the osmium-rich and thus dark region of the outer nuclear layer, in which
even the cell bodies can be distinguished. For the high resolution dataset, projec-
tions recorded at the different propagation distances yield different magnifications
and hence fields of view. Therefore, they were rescaled to the projection with the
smallest pixel size and aligned to each other in order to perform multi-distance
phase retrieval without artifacts. The alignment of the projections was carried out
in Fourier space [59] and it proved most stable to perform it on single distance CTF
reconstructions of the individual projections instead of the acquired holograms, as
the resemblance between the images is in this case larger. For the phase-retrieval
step, the parameters were set to δβ = 15 and α2 = 0.01. As several propagation
distances were considered for phase retrieval, regularization for high spatial fre-
quencies is not as critical and hence, α2 could be chosen smaller compared to the
single-distance overview scan. The result of this multi-distance phase retrieval for
the projection shown in (b) is depicted in (d). As in the case of the overview scan,
the algorithm provides a sharp and quantitative reconstruction of the object and
the different layers can already be recognized in the projection. In addition to the
granular structure of the osmium-rich outer nuclear layer, even the rod-like shape
of the photoreceptor segments is already indicated in the projection.
The tomographic reconstruction was again carried out via the filtered backprojec-
tion implemented in Matlab with a standard Ram-Lak filter. In order to reduce ring
artifacts in the slices, the simple ring-removal algorithm described in section 3.2.2
was applied to the sinograms, both in the medium and the high resolution dataset.
The three individual volumes obtained in the medium resolution setting were man-
ually aligned and subsequently merged with the visualization software Avizo. One
longitudinal slice through the resulting volume is depicted in Fig. 6.4(a). No ob-
vious artifacts due to the stitching are visible, proving the stability of the setup
over relatively long time periods. Additionally, data quality is comparable within
the individual scans, despite the larger number of acquired projections in the to-
mogram shown at the top of the slice. Hence, for the given sample dimensions and
experimental settings, the recording of half as many projections is justified. Within
the slice, the typical layers of the retina, the photoreceptor segments (POS/PIS),
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Figure 6.4: Virtual slices through the reconstructed volumes. (a) Longitudinal slice
through the medium resolution dataset. In order to increase the field of view, three to-
mograms were recorded at adjacent positions and virtually stitched together. The typical
layers of the retina are clearly visible: photoreceptor outer/inner segments (POS/PIS),
outer nuclear layer (ONL), outer plexiform layer (OPL), inner nuclear layer (INL), inner
plexiform layer (IPL) and ganglion cell layer (GCL). The rectangle marks the position
of the high resolution scan. (b) Orthogonal slices through the high resolution dataset. In
addition to the layers already visible in (a), which are resolved at higher detail here, the
external limiting membrane (ELM) between the photoreceptor segments and the outer
nuclear layer can be recognized. Scale bars: 100 µm (a) and 25 µm (b)
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the outer nuclear layer (ONL) including the single photoreceptor cell bodies, the
outer plexiform layer (OPL), the inner nuclear layer (INL), the inner plexiform
layer (IPL) and the ganglion cell layer (GCL) are clearly visible. However, res-
olution is not sufficient to identify the external limiting membrane whereas the
pigmented epithelium was removed prior to epon embedding. It can also be recog-
nized that the staining with osmium was not performed uniformly throughout the
strip of retina. Towards the center of the sample, the osmium content is reduced,
which is especially visible in the outer nuclear layer where the cell bodies located
at the center appear less dark. This could be caused by the incubation times of the
osmium, which were probably not sufficient to homogeneously penetrate the entire
sample and hence, the outer regions of the retina were stained more strongly. Note
that the cracks through the retina, visible around the center of the depicted slice,
are artifacts that occurred during the sample preparation.
The rectangle marks the position of the high resolution scan, of which two orthog-
onal slices through the reconstructed volume are depicted in Fig. 6.4(b), again
showing the distinct layers of the retina. The higher resolution of this dataset
becomes immediately apparent, as even the external limiting membrane can be
detected and individual photoreceptor segments are well distinguishable, both in
the ’side view’ depicted at the top as well as in the ’front view’ at the bottom, in
which a cut through these segments is shown. In this slice, the uneven staining can
be additionally recognized in a direction perpendicular to that indicated in Fig.
6.4(a), as the inner part of the outer nuclear layer appears less dark compared to
the edges.
The gain in contrast compared to the unstained hydrated brain slice considered
in the previous chapter can be evaluated by estimating the Weber contrast with
respect to the epon surrounding. Due to the varying amount of staining in the
different layers as well as the uneven distribution of the osmium because of the
non-uniform tissue penetration, the outer nuclear layer and the outer and inner
photoreceptor segments are considered separately in strongly stained regions of the
sample. This leads to contrast values of CONL ' 2.5, CPOS ' 1.4 and CPIS ' 1.2
in the high resolution measurement and CONL ' 2/2.4, CPOS ' 1.9/1.9 and
CPIS ' 1.2/1.5, for the center and bottom part of the low resolution setting, re-
spectively. Note that the varying values are caused by the different amounts of
osmium content in the stained features along the sample. Hence, contrast is con-
siderably increased compared to the hydrated unstained brain slice, especially for
the highly stained outer nuclear layer. However, due to the different experimental
parameters, as, e.g., the kind of central nervous tissue used as sample, photon
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energy, number of acquired projections and propagation distances as well as wave-
guide performance and exposure time, this is only a rough estimate.
To obtain a better impression on the 3d density distribution, Fig. 6.5(a) shows a
volume rendering of the stitched volume acquired at medium resolution which was
created in Avizo. It depicts the approximate shape of the retina with the typical
curvature due to location of the retina at the back of the eye ball. Additionally, a
protrusion of the retina towards the bottom of the sample can be recognized which
occurred during sample preparation (according to Fig. 6.4(a) this corresponds to
a buckling of the retina at the according position). For the high resolution dataset,
a segmentation of the photoreceptor segments as well as the outer nuclear layer
was performed with the region growing Magic wand tool in Avizo (cf. Fig. 6.5(b)).
To obtain a segmentation of the entire layer, several seeding points were chosen
manually and the gray value range was varied accordingly. In the segmentation,
the three-dimensional shape of the photoreceptor segments and cell bodies in the
outer nuclear layer as well as the uniform spatial distribution of the photoreceptor
cells in this part of the retina can be recognized. Although each pair of photore-
ceptor outer and inner segments is part of a photoreceptor cell which also includes
a single cell body, a connection between the three layers is not visible, currently
preventing the visualization of individual cells and their orientation with respect
to each other.
Resolution An estimate for the resolution reached in the two datasets can be ob-
tained via a Fourier shell correlation (cf. section 1.5). To this end, the tomographic
datasets were divided into two subsets comprising every second projection and the
FSC was calculated according to eqn. (1.97) for the central 10003 voxels of the
corresponding reconstructions. The resulting curves for the medium and high res-
olution datasets are depicted in Fig. 6.6 together with the 1/2-bit threshold curve
(1.98). The intersection between these two determines the maximum spatial fre-
quency which is resolved in the reconstruction, leading to half-period resolutions
of 595 nm and 232 nm in the medium and high resolution dataset, respectively
(see Tab. 6.2). The oscillations in the FSC from the medium resolution dataset
are caused by the zero crossings of the CTF which are not accounted for, as only
one propagation distance was acquired, leading to artifacts in the corresponding
spatial frequencies of the retrieved phase maps.
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a b
Figure 6.5: Volume representation of the retina. (a) The volume rendering of the medium
resolution dataset depicts the approximate shape of the retina with the typical curvature
due to its location at the back of the eye. (b) The segmentation of the high resolution
dataset clearly shows the typical rod-shaped photoreceptor outer (medium gray) and
inner (light gray) segments, as well as the round cell bodies in the outer nuclear layer
(dark gray). Although each photoreceptor cell consists of a single cell body from the ONL
and a pair of outer and inner photoreceptor segments, a connection between these layers
is not visible in the data.
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Figure 6.6: Fourier shell correlations of the central 10003 voxels of the tomographic
reconstructions from the medium (a) and high resolution (b) scan of a strip of osmium-
stained mouse retina, together with the 1/2-bit threshold curves. The corresponding
half-period resolutions are listed in Tab. 6.2.
Figure half-period resolution
medium resolution 6.4(a) 514 nm
high resolution 6.4(b) 233 nm
Table 6.2: Half-period resolutions for the medium and high resolution tomographic scans
of an osmium-stained strip of mouse retina, determined via a Fourier shell correlation of
the central 10003 voxels in the reconstructed volume.
6.2 Golgi-Cox stained mouse hippocampus
The data presented in this section is published in [165] and the presented figures
are based on those from the paper.
6.2.1 Basic anatomy of the hippocampus
The hippocampus (named after the Greek word for seahorse due to the large re-
semblance in shape) is a major component of the brain in humans as well as other
mammals. Each of the two hemispheres of the brain contains a hippocampus which
plays an important role in learning and memory formation [156]. The primary cell
in the hippocampus is the pyramidal cell, located in the C-shaped pyramidal cell
layer (cf. Fig. 6.7). In addition to the pyramidal cell layer, the hippocampus con-
sists of a number of distinct layers, as the peripheral stratum oriens as well as
the stratum radiatum and stratum lacunosum-moleculare, containing the apical
dendrites of the pyramidal cells. The hippocampus can be divided into four subre-
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(dentate gyrus)
molecular layer
(dentate gyrus)
stratum radiatum
and lacunosum
CA1
CA4
CA3
CA2
subicular cortex
granular layer
(dentate gyrus)
Figure 6.7: Basic anatomy of the hippocampus. The hippocampus consists of distinct
layers, including the C-shaped pyramidal cell layer as well as the apposing stratum oriens,
stratum radiatum and stratum lacunosum. It can be separated into four subfields: CA1-
CA4, of which the latter is located within the polymorphic layer of the dentate gyrus.
The dentate gyrus is a formation within the hippocampus, which is likewise C-shaped
and intertwines with the pyramidal cell layer of the hippocampus. In addition to the
polymorphic layer, it consists of the granule cell layer, containing the primary cell type
of the dentate gyrus, the granule cell, as well as the molecular layer. The drawing is based
on [156].
gions, called CA1, CA2, CA3 and CA4. The pyramidal cells located closest to the
subicular cortex (cf. Fig. 6.7) are referred to as the CA1 field, whereas the CA4
field is located deep within the so-called dentate gyrus.
The pyramidal cell layer is interlocked with the likewise C-shaped dentate gyrus,
which also consists of three distinct layers. The principal cell type is the granule
cell, located in the granule cell layer, whose axons make synaptic contact with
the pyramidal cells in the CA3 region. The polymorphic cell layer or hilus of the
dentate gyrus (CA4 field) consists of modified pyramidal cells and is located deep
within the granular layer. The third layer of the dentate gyrus is the molecular
cell layer, which mainly contains axons and lies adjacent to the molecular layer of
the hippocampus (stratum lacunosum).
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6.2.2 Methods
6.2.2.1 Sample preparation
A wild-type mouse, provided by the group of Paul Lingor (Department of Neurol-
ogy, University Medical Center, Go¨ttingen, Germany), was sacrificed by an anes-
thetization with CO2 and a subsequent perfusion with 4 % paraformaldehyde to
ensure tissue preservation. The brain was dissected and directly prepared for the
Golgi-Cox staining procedure via the FD Rapid GolgiStainTM Kit (FD Neurotech-
nologies, Inc., USA). Prior to the last step of the staining procedure, the brain
was cut into 500 µm thick coronal slices and afterwards either embedded in epon
(Serva, Germany) or stored in PBS. For the epon embedding, water content was
removed via an ascending acetone series, followed by an infiltration with epon and
its polymerization at 60◦ C for 24 hours (cf. previous section for more details).
For the experiments, the epon-embedded samples were trimmed at the edges to
minimize epon content around the tissue and hence decrease absorption of the x-
rays. The hydrated samples were mounted as described in section 5.2.1 by building
a liquid chamber with a width of 500 µm between two aluminum rings that are
covered with polypropylene foil and have a diameter of 5 cm.
Experiments on the epon-embedded brain slice were performed both at the labo-
ratory setup as well as the GINIX endstation, while the hydrated brain slice was
only imaged at the synchrotron due to the mounting of the sample between the
two aluminum rings. The large circumference of these rings impedes a measure-
ment of the sample in the inverse geometry, which is needed for high resolution,
and additionally, the comparatively unstable sample preparation is incompatible
with the associated long exposure times.
6.2.2.2 Experimental parameters at the laboratory setup
To achieve highest resolution and image the sample at sub-cellular detail, the lab-
oratory setup was used in the inverse geometry, i.e., the source-to-sample distance
was large compared to the sample-to-detector distance. In this geometry, resolu-
tion is limited by the detector PSF and hence, the ’Argos’ detector with a pixel
size of 0.54 µm was installed in the setup. The source-to-sample distance was set
to 158.75 mm and the detector was placed in a distance of 22.5 mm behind the
sample, resulting in a magnification of 1.15 and an effective pixel size of 0.47 µm
with a field of view of 1.18× 1.57 mm2. The source was operated at a maximum
acceleration voltage of 40 keV, leading to the spectrum shown in Fig. 4.4(b), and
an electron beam power of 57 W at a projected spot size of ∼ 10× 10 µm2. The
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laboratory P10 med. resolution P10 high resolution
GINIX run - 51 51
energy [keV] 0-40/9.25 13.8 13.8
detector ’Argos’ ’Iris’ ’Iris’
z01,min [mm] 158.75 145 50
z02 [m] 0.181 5.19 5.19
peff [nm] 470 182 63
field of view [µm2] 1177× 1563 373× 373 129× 129
Fresnel number 0.085 0.0026 0.0009
waveguide - multilayer multilayer(d = 81 nm) (d = 81 nm)
# distances 1 4 4
angular range [◦] [0,180] [0,180] [0,180]
# projections 2000 1000 1000
exposure time [s] 100 0.4 0.2
BAC α 0.03 - -
BAC (γ · F ) 0.15 - -
CTF δβ - 6 6
CTF α2 - 0.5 0.00001
Table 6.3: Overview of the experimental parameters for imaging of a Golgi-Cox stained
brain slice embedded in epon, which was measured both at the laboratory setup as well
as the GINIX endstation.
electron beam was focused with a ratio of 1:4 (height:width) and deflected towards
the exit window in order to increase photon flux (cf. Fig. 4.5).
For the tomographic scan, 2000 projections were recorded over an angular range
of 180◦ with an exposure time of 100 s each. These long exposure times were
enabled by the sample preparation, as the embedding of the brain slice in epon
should impede sample alterations throughout the measurement. The experimental
parameters are summarized in Tab. 6.3.
As the sample was too large for the field of view of the camera, 15 adjacent
projections were additionally recorded in 2d with an exposure time of 50 s and
subsequently stitched together to correlate the position of the tomogram to the
entire brain slice.
6.2.2.3 Experimental parameters at the GINIX setup
Epon-embedded sample Experiments on the epon-embedded brain slice were
performed at a photon energy of 13.8 keV with a crossed multilayer device placed
in the focal spot of the KB-mirrors, providing a flux in the order of 3 · 109 ph/s.
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Intensity images were recorded with the ’Iris’ detector, which was placed at a
source-to-sample distance of 5.19 m. The brain slice was recorded at two source-to-
sample distances, leading to different resolutions and fields of view. In the ’medium
resolution’ setting, it was placed at 145 mm, leading to an effective pixel size of
182 nm and a field of view of ∼ 375× 375 µm2, whereas in the ’high resolution’
setting, the source-to-sample distance was 50 mm with an effective pixel size of
63 nm and a field of view of ∼ 130× 130 µm2. In both settings, tomographic scans
were carried out at four propagation distances with 1000 projections acquired over
an angular range of 180◦. The exposure times for the medium and the high resolu-
tion setting were set to 0.2 s and 0.4 s, respectively. All experimental parameters
are summarized in Tab. 6.3.
Hydrated sample For the hydrated sample, the energy was likewise set to
13.8 keV and a crossed multilayer device was placed into the focus of the KB-
mirrors, providing an approximate flux of 9 · 108 ph/s. Images were recorded with
the ’Pirra’ detector which was placed at a distance of 5.19 m behind the waveguide.
As in the case of the epon-embedded sample, the hydrated brain slice was imaged
at two resolution settings, with a source-to-sample distance of 145 mm in the case
of the ’medium resolution’, leading to an effective pixel size of 182 nm and a field
of view of ∼ 375× 375 µm2, and a source-to-sample distance of 65 mm in the
’high resolution’, resulting in an effective pixel size of 81 nm and a field of view
of ∼ 165× 165 µm2. For an overview of the sample, 420 overlapping projections
were acquired in the medium resolution and subsequently stitched together. The
tomographic scans were performed by recording 1500 projections over an angular
range of 180◦ with an exposure time of 1 s. In the case of the medium resolution,
measurements were carried out at a single propagation distance, whereas for the
high resolution, scans were acquired at four propagation distances. However, a
comparison between the projections acquired at different distances indicated that
the silver slowly dissipated from the cells over time, probably due to radiation
damage. Hence, only the first propagation distance with the smallest effective pixel
size was considered in the following to minimize artifacts in the reconstruction.
For a better overview, all experimental parameters are listed in Tab. 6.4.
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P10 medium resolution P10 high resolution
GINIX run 49 49
energy [keV] 13.8 13.8
detector ’Pirra’ ’Pirra’
z01 [mm] 145 65
z02 [m] 5.19 5.19
peff [nm] 182 81
field of view [µm2] 375× 375 165× 165
Fresnel number 0.0026 0.0012
waveguide multilayer multilayer(d = 81 nm) (d = 81 nm)
# distances 1 1
angular range [◦] [0,180] [0,180]
# projections 1500 1500
exposure time [s] 1 1
CTF δβ 15 15
CTF α2 0.2 0.2
Table 6.4: Overview of the experimental parameters for imaging of a hydrated Golgi-Cox
stained brain slice measured at the GINIX setup.
6.2.3 Results
6.2.3.1 Epon-embedded sample
Laboratory setup Figure 6.8(a) shows the overview of the sample obtained
from 15 individual projections recorded at the laboratory setup and virtually
stitched together. For a better signal-to-noise ratio, all projections were resam-
pled by a factor of 2. Already in this 2d overview the sparsely stained neurons are
well discernible due to the high contrast of the silver. From morphology, the region
of the hippocampus is well recognizable and the position of the tomogram, marked
by the largest rectangle, lies well within this structure. One exemplary projection
from the tomographic scan is depicted in (b), with part of the slice shown at higher
magnification below. Note that this part corresponds to the field of view in the
medium resolution synchrotron dataset. The projection is dominated by absorp-
tion effects due the large Z-value of the silver and phase contrast is barely visible.
Hence, the reconstruction with the BAC algorithm (not shown) has only a small
impact. Tomographic reconstruction of the laboratory data was performed via the
FDK implementation of the ASTRA toolbox and one exemplary slice through the
obtained volume is depicted in Fig. 6.9(a), with part of the slice shown at higher
magnification on the right. It is evident that motion has occurred during the mea-
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Figure 6.8: Empty-beam corrected projections of the epon-embedded Golgi-Cox stained
brain slice. (a) Stitched projection of the entire sample. The rectangles mark the positions
of the tomograms acquired at the laboratory (largest rectangle) as well as the GINIX
setup in the two resolution settings. (b) Projection acquired at the laboratory setup. The
magnified region at the bottom depicts the position of the tomogram obtained at the
synchrotron (medium resolution). (c) Projection of the synchrotron dataset at medium
resolution with the corresponding reconstructed phase (right). The rectangle marks the
position of the high resolution scan depicted in (d). Scale bars: 500 µm (a), 200 µm (b,
top), 50 µm (b, bottom) and (c) and 25 µm (d)
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surement, as artifacts, resembling those in section 3.2.4, are present in the slice.
In view of the stable sample preparation it is most likely that these arose due
to temperature drifts and the associated thermal expansion of the components in
the setup, which mainly consist of aluminum. However, by assuming that these
movements are merely translational, the artifacts can be largely reduced.
Translational motion correction Translational motion can occur both in ho-
rizontal and vertical direction, which is accounted for separately in the following.
For the vertical motion, the so-called linogram can be used for correction. To this
end, all projections were integrated along the horizontal dimension and the re-
sulting profile, plotted against the rotation angle θ, is depicted in cf. Fig. 6.9(b).
Due to the small magnification in the inverse geometry, features of the sample
should stay at the same height throughout the measurement, leading to straight
horizontal lines in the linogram. However, if vertical motion occurred, the single
lines within the sinogram will show slight deviations. By aligning each profile to
the first one, a model for the vertical motion can be obtained (shown in (f)) and
corrected by shifting the projections accordingly. The resulting slice is depicted in
6.9(b) and the quality is already improved noticeably. To further reduce artifacts,
the horizontal movement has to be corrected for as well. For this purpose, the
sinogram can be taken into account. Due to the small cone angle of approximately
0.25◦, the influence of the cone-beam geometry on the shape of the sinogram is
negligible. Hence, the single lines, corresponding to specific features of the sam-
ple, should follow a sine function, whereas deviations are caused by horizontal
motion of the sample. To account for horizontal motion, specific points on well
recognizable curves within the sinogram were selected based on visual inspection
and fitted to a sine curve, as shown in Fig. 6.9(d) for one exemplary feature. The
horizontal motion model, shown in (f), can be obtained by determining the devia-
tions to this sine curve. For higher accuracy, this was repeated for three different
features and the mean of the resulting curves, depicted in red, was used for the
motion correction. Note that in contrast to methods as the projection alignment
by tomographic consistency [60, 124], the presented approach is less susceptible to
artifacts caused by objects lying outside the field of view. The resulting slice after
both the linogram and sinogram correction is shown in Fig. 6.9(e). Motion arti-
facts are significantly decreased and the single objects appear as closed features.
The remaining white halo around the dense objects is caused by beam hardening
due to the polychromatic illumination (cf. section 3.2.6) as well as missing wedge.
This is caused by the asymmetric shape of the sample, with one side length be-
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Figure 6.9: Translational motion correction for the laboratory data. (a) Reconstructed
slice without any motion correction, in which artifacts are clearly visible. (b) High-pass
filtered linogram of the tomographic scan, in which vertical motion is visible as devia-
tions from straight horizontal lines. The strength of these deviations is shown in (f) at the
top. (c) Reconstructed slice after the linogram alignment, in which artifacts are already
reduced. (d) Exemplary sinogram of the tomographic scan after the linogram alignment.
Horizontal motion of the sample is visible as deviations of the curves from a perfect sine
function. The deviations for three exemplary features as well as their mean is depicted
in (f) at the bottom. (e) Reconstructed slice after both the linogram and sinogram cor-
rection, showing a further reduction of motion artifacts. Scale bars: 200 µm (left) and
25 µm (right)
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Figure 6.10: Comparison of slices through the reconstructed density of the epon-
embedded brain slice, obtained at the laboratory as well as GINIX setup. (a) Slice through
the volume obtained from the laboratory dataset. Parts of the slice, corresponding to the
positions of the medium and high resolution scan indicated by the rectangles, are de-
picted at higher magnification on the right. (b) Slice through the volume obtained in the
medium resolution setting at the synchrotron. The artifacts around the edges of the cells
are caused by an imperfect phase retrieval. The rectangle marks the region of the high
resolution scan, shown at higher magnification on the right. The arrow indicates parts of
the cell that are not resolved in the laboratory data. (c) Corresponding slice through the
volume obtained in the high resolution setting, revealing the internal silver distribution
at higher detail. Scale bars: 200 µm (a, left), 100 µm (a, center) and (b, left) and 25 µm
(a, right), (b, right) and (c)
ing determined by the slice thickness and the other one by the spatial extent of
the brain slice, leading to an uneven absorption of the sample throughout the
tomographic scan.
3d visualization of the laboratory data Figure 6.10(a) depicts a longitudi-
nal slice through the reconstructed volume after translational motion correction.
The rectangles indicate the positions of the datasets obtained at the synchrotron.
For comparison, the corresponding regions from the slice obtained at the labora-
tory setup are depicted at higher magnification on the right. The dark structures
are the neurons which were stained by silver atoms. In these stained structures,
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the large features can be assigned to the cell bodies of the neuronal cells whereas
the smaller structures belong to axons, which are cut transversely, or unbound
silver molecules. An estimate of the contrast within the slice can again be ob-
tained according to the Weber contrast ratio, yielding C ' 4.8 for the strongly
stained features. Note, however, that compared to the previous experiments, con-
trast formation takes place in the direct-contrast regime where contrast transfer
is significantly lower than in the holographic regime. Hence, the obtained values
are not entirely comparable.
Due to the small slice thickness of 0.95 µm, the shape of the stained cells cannot be
reconstructed directly, as it emerges over several adjacent slices. Hence, an auto-
matic gray value-based segmentation of the cells was performed in Avizo to better
visualize the 3d structure. Figure 6.11(a) depicts the result for the pyramidal layer
of the hippocampus. The long axons of the pyramidal cells are well resolved and
the round shape of the cell layer can be recognized. The rectangle marks a single
cell which is shown in higher magnification in (b). Both the cell body and the
axon are clearly resolved, while smaller structures such as the dendrites are not
visible. Additionally, it cannot be unequivocally clarified whether the junction at
the upper part of the cell belongs to the cell itself or whether it is formed by a
connecting cell which is not stained entirely.
GINIX endstation Figure 6.8(c) and (d) depict two exemplary empty-beam
corrected projections recorded in the medium and high resolution setting, respec-
tively. Note that in contrast to the laboratory measurement, phase-contrast effects
are clearly visible due to the higher degree of coherence and smaller Fresnel num-
bers. On the right, the reconstructed phase distributions are shown, using the
CTF-based approach for weakly absorbing objects with regularization parameters
δ
β = 6 and α2 = 0.5 and α2 = 0.00001, respectively. In order to consider all four
propagation distances, the single projections were again scaled to the same effec-
tive pixel size and aligned to each other. The resulting images depict a sharp and
quantitative reconstruction of the phase, in which the cell bodies as well as axons
of the pyramidal cells are already well visible. However, due to the strong inter-
action of the silver atoms with the illuminating beam, the slowly varying phase
as well as weakly absorbing object assumption are violated, leading to artifacts
around the edges of the strongly stained objects. This is even better visible in
the reconstructed slices depicted in Fig. 6.10(b) and (c), which were obtained via
the Matlab implementation of the filtered backprojection using a standard Ram-
Lak filter. The imperfect CTF phase retrieval leads to residual fringes around the
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Figure 6.11: 3d visualization of the epon-embedded sample. (a) Segmentation of the
pyramidal cell layer of the hippocampus as obtained by the laboratory setup. The seg-
mentation was performed automatically via a gray-value threshold and subsequent refine-
ment. (b) Segmentation of a single cell within the pyramidal cell layer. The corresponding
position of the cell within the layer is marked in (a). (c) Gray value-based segmentation
of the part of the pyramidal cell layer which was included in the field of view of the
medium resolution synchrotron dataset. For comparison, a segmentation of the same cell
as in the laboratory data is depicted on the right. Despite the higher resolution of the
synchrotron measurement, the cell is depicted in approximately the same amount of de-
tail. (d) Semi-automatic segmentation of the corresponding cell from the high resolution
dataset obtained at the synchrotron. Only by manually adding structures to the segmen-
tation that seem to belong to the cell, an advantage of the higher resolution becomes
apparent on the level of the 3d cellular shape.
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edges. Additionally, a white halo is visible which can again be attributed to the
missing wedge caused by the asymmetrical shape of the epon block. Nevertheless,
the comparison between the results obtained at the laboratory as well as at the
synchrotron clearly shows the benefit in resolution of the latter while the labora-
tory dataset can cover a significantly larger field of view. The inner structure of
the cell bodies is resolved in higher detail and parts of the cell which are not re-
solved at the laboratory measurement can be discerned (see arrow in Fig. 6.10(b)
and (c)). The contrast of the stained cells with respect to the surrounding tissue
can be estimated at C ' 2.9 in the medium resolution and C ' 2.2 in the high
resolution dataset.
To obtain a better impression of the 3d structure of the sample, a gray value-
based segmentation is also carried out for the synchrotron datasets (depicted in
Fig. 6.11(c) and (d)). As in the case of the laboratory, the cell bodies as well as
axons of the pyramidal cells, which are included in the field of view of the medium
resolution dataset, can be well visualized. However, also at this resolution, smaller
structures as the dendrites are not visible. Even for the high resolution dataset,
the automatic segmentation delivers approximately the same amount of detail on
the outer shape of the cell as the measurements at lower resolution. Only by man-
ually adding objects that have no distinct connection to the cell body but seem to
emerge from it, an advantage of the higher resolution becomes apparent.
Hence, despite the higher resolution of the synchrotron dataset, the gain in the
obtained volumes is mainly restricted to the inner structure of the stained cells,
whereas the outer shape is depicted in approximately the same amount of detail
throughout the setups and configurations. This is most likely caused by an incom-
plete staining of the neurons and in particular a leaking of bound silver during the
epon embedding, in which the sample is rinsed several times in different solutions.
6.2.3.2 Hydrated sample
As epon embedding represents a considerable alteration of the sample environ-
ment, presumably causing the leaking of silver and hence incomplete staining of
the cells, a hydrated Golgi-Cox stained brain slice was measured as well. As this
sample preparation is not compatible with the long measurement times associated
with the laboratory setup in inverse geometry, imaging was only carried out at
the synchrotron. The result of the 2d overview scan of the sample, comprising 420
overlapping projections, is depicted in Fig. 6.12, clearly showing the hippocam-
pal formation including the pyramidal cell layer as well as dentate gyrus. The
tomographic scans were carried out in the region of the pyramidal cell layer, as
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Figure 6.12: Overview of the hydrated Golgi-Cox stained brain slice. To obtain this
overview of the sample, 420 overlapping projections were acquired at medium resolution
and subsequently stitched together. The hippocampal formation including the pyramidal
cell layer as well as the dentate gyrus are clearly visible. The position of the tomogram
acquired at the medium resolution, lying within the pyramidal cell layer, is indicated by
the rectangle. Scale bar: 500 µm
indicated by the rectangle. Figure 6.13(a) and (b) show exemplary projections
acquired both in the medium as well as high resolution setting. Sub-cellular struc-
tures as the cell bodies as well as axons and dendrites can already be recognized in
2d. Phase retrieval was performed based on the single-distance CTF for a weakly
absorbing sample, with regularization parameters δβ = 15 and α2 = 0.2 for both
scans, leading to the projections in (b) and (d). Even by considering only a single
propagation distance, quantitative reconstructions of the phase can be obtained,
with residual fringes still present around the edges of the cells, comparable to the
epon-embedded sample.
The tomographic reconstructions were carried out with the Matlab implementa-
tion of the filtered backprojection with a standard Ram-Lak filter. Prior to the
reconstruction, the simple ring-removal algorithm was applied on the sinograms
(cf. section 3.2.2). Longitudinal slices through the resulting volumes are depicted
in Fig. 6.14. For comparison, the region of the high resolution scan is marked by
a rectangle and the corresponding part of the medium resolution scan is shown
at higher magnification on the right. The benefit of the higher resolution becomes
immediately apparent, as the edges of the reconstructed cells are sharper and the
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Figure 6.13: Projections of the hydrated brain slice, acquired both at medium and high
resolution. (a) Empty-beam corrected projection from the medium resolution scan, in
which the single cells within the tissue are well visible. The corresponding reconstruc-
tion, obtained via a single-distance CTF approach, is depicted in (c). The position of the
high resolution scan is indicated by the rectangle. (b) Empty-beam corrected projection
acquired at the high resolution setting. Again, a single-distance CTF approach was ap-
plied for phase retrieval, yielding the result in (d). Scale bars: 50 µm (a,c) and 25 µm
(b,d)
inner structure within the cell body can be reconstructed at higher detail. Addi-
tionally, small dendrites emerging from the cell body become visible, as indicated
by the arrows in (b). Apart from these dendrites, visible due to the higher resolu-
tion, new, relatively large clusters of silver molecules appear around the cell body,
which should have been resolved in the medium resolution scan as well. Hence, they
are probably caused by the dissipation of bound silver molecules during the scan
which also impeded the consideration of all four propagation distances acquired
in the high resolution setting. Fringes around the highly absorbing cell bodies are
caused by the imperfect phase retrieval, already indicated in the 2d projections.
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Figure 6.14: Slices through the reconstructed density from the medium and high res-
olution scan. (a) Longitudinal slice from the medium resolution scan, showing two cell
bodies in close proximity as well as sub-cellular structures as axons. For comparison,
the position of the high resolution scan is marked by a rectangle and the correspond-
ing part of the slice is depicted in higher magnification on the right. (b) Corresponding
slice through the volume reconstructed from the high resolution scan, showing the cell
at larger detail, as, e.g., small dendrites emerging from the cell body can be resolved
(arrows). Scale bars: 50 µm (a, left) and 25 µm (a, right) and (b)
As in the case of the epon-embedded sample, they occur due to the violation of
the slowly varying phase and weakly absorbing object assumption. Additionally, a
white halo is visible, which can be explained by a missing wedge due to the highly
absorbing aluminum rings, as indicated in the sinograms depicted in section 5.3.2
for a similar sample mounting. The contrast of stained features within the slice
compared to the surrounding tissue can be estimated at C ' 3.2 and C ' 2.2 for
structures with a high silver content in the medium and high resolution dataset,
respectively.
For a better impression of the 3d shape of the stained cells, a (semi)-automatic
rendering was performed for both the medium and high resolution scan, as de-
picted in Fig. 6.15. To this end, the gray value-based region-growing tool Magic
Wand, implemented in Avizo, was used by manually defining seeding points within
the cell structures. Same color of the segmentation indicates a connection which
is either functional or just due to the local proximity of the cells. For the high
resolution dataset, structures which were not segmented automatically but belong
to the cell according to visual inspection were added manually. Note, however, that
compared to the epon-embedded sample, the automatic gray value-based segmen-
tation worked much better and the manual refinement had to be carried out only
for a few structures. Both in the medium and the high resolution scan, the cells
can be depicted in high detail and in addition to the axons, already visible in the
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Figure 6.15: 3d visualization of the stained cells within the hydrated brain tissue. (a)
Automatic region growing-based segmentation of selected cells within the medium resolu-
tion dataset. The same color indicates a connection between the cells at a certain point.
(b) (Semi)-automatic segmentation of the stained cells in the high resolution dataset,
revealing the cellular structure, especially the dendrites, at higher detail. As some con-
nections could not be segmented automatically, the corresponding structures were added
manually.
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Figure method half-period resolution
epon (laboratory) 6.10(a) FSC 1.2 µm
epon (med. resolution) 6.10(b) FSC 493 nm
epon (high resolution) 6.10(c) FSC/edge 1.17 µm/∼ 200 nm
hydr. (med. resolution) 6.14(a) FSC 487 nm
hydr. (high resolution) 6.14(b) FSC 386 nm
Table 6.5: Half-period resolutions for the medium and high resolution tomographic scans
of a Golgi-Cox stained mouse hippocampus, determined via a Fourier shell correlation of
the central 10003 voxels in the reconstructed volume.
epon-embedded samples, even dendrites emerging from the cell body are visible.
Especially in the high resolution scan, more and finer dendrites can be segmented
automatically or based on visual inspection, which is a necessary step towards
addressing questions of neuronal connectivity in 3d.
Resolution To estimate the resolution achieved with the different experimen-
tal settings and preparation procedures, the Fourier shell correlation (cf. section
1.5) was calculated for the central 10003 voxels of two independent tomographic
reconstructions, which were obtained by using only every second projection from
the entire scan. The resulting curves together with the 1/2-bit threshold curve,
which determines the maximum spatial frequency resolved in the 3d volume, are
depicted in Fig. 6.16. Note that due to the comparatively high noise level, the FSC
curve for the high resolution measurement of the epon-embedded brain slice corre-
sponds to a very low resolution, although visual inspection of Fig. 6.10 reveals the
advantage within the stained objects in the reconstructed slices. Hence, an error
function was additionally fitted to a profile along manually chosen edges between
silver stained features and the surrounding tissue. The resulting half-period resolu-
tions are listed in Tab. 6.5. The relatively small gain in resolution for the hydrated
brain slice measured at high resolution compared to the medium resolution setting
is most likely caused by the sample changes occurring during the measurement,
which already impeded the use of four propagation distances for phase retrieval.
6.3 Summary
In this chapter, the contrast enhancement in propagation-based phase-contrast to-
mography of neuronal tissue due to staining with metals was evaluated. To this
end, an osmium-stained retina embedded in epon was imaged at the synchrotron,
140 Contrast enhancement by metal staining
Figure 6.16: Fourier shell correlations of the central 10003 voxels of the tomographic
reconstructions from the epon-embedded sample, measured at the laboratory (a), in the
medium (b) and the high resolution setting (c), as well as the hydrated sample, both at
medium (d) and high resolution (e). To estimate the resolution, the intersection between
the FSC and the 1/2-bit threshold curve was determined. The corresponding half-period
resolutions are listed in Tab. 6.5.
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while a silver-stained brain slice from mouse, which was either hydrated or embed-
ded in epon, was investigated both at the synchrotron as well as at the laboratory
setup in the case of the latter. The labeling with osmium tetroxide, which stains
lipid-containing structures, as, e.g., cell membranes, results in an excellent overall
tissue contrast but restricts the sample size due to its high absorption, whereas
the statistical staining of specific cells with silver leads to a high visibility of these
cells while the surrounding tissue remains mostly hidden. For both staining meth-
ods, contrast is superior compared to the hydrated unstained brain slice imaged
in chapter 5, with Weber contrast values that are factors of 2-25 larger, depending
on the considered features and tissue preparations. Even at the laboratory setup,
contrast and resolution are high enough to image single cells at sub-cellular detail.
Note, however, that the obtained contrast values are only roughly comparable and
that the different experimental parameters, as, e.g., the kind of central nervous
tissue used as sample, contrast transfer in the different imaging regimes, photon
energy, number of acquired projections and propagation distances as well as wave-
guide performance and exposure time, have to be taken into account as well.
Phase retrieval according to the CTF-based approach yields sharp and quantita-
tive results, with some residual artifacts around the outer edges of the sample due
to the violation of the slowly varying phase and weakly absorbing object assump-
tion. Hence, algorithms with less restrictions on the sample, e.g., the Holo-TIE or
iterative approaches, could lead to superior results in the future. However, resolu-
tion is nevertheless high enough to resolve both the retina with its distinct layers
as well as single cells within the pyramidal layer of the mouse hippocampus at
sub-cellular detail. Issues of neuron/photoreceptor cell distribution, shape, orien-
tation and spatial arrangement can be clearly addressed in three dimensions. In
contrast to the unstained hydrated brain slice, even small structures as dendrites
are resolved. Hence, imaging of metal-enhanced tissue can be probably used to
decipher connectivity in the future, especially if the sample preparation is further
optimized, e.g., by reaching a more complete staining as well as a stable sample
environment so that no radiation damage or motion artifacts occur. The impor-
tance of the complete staining was best seen at the example of the epon-embedded
silver-stained brain slice, where the epon embedding procedure most likely caused
a leakage of the bound silver so that only parts of the cell were stained. The
negative effects of motion could be observed for the laboratory setup, where ther-
mal expansion caused strong artifacts in the reconstructed slices. Here, a method
for compensating translational motion was introduced which significantly reduced
these artifacts and could possibly be extended to rotational motion perpendicular
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to the optical axis. However, the correction for internal changes occuring during
the measurements, as, e.g., a leakage of silver molecules, is not as easy. In addition
to an optimized sample preparation, mechanical stability has to be increased to
achieve the level of neuronal connectivity, as even for the stable epon-embedded
tissues, the resolution lies in the range of 3-4 pixels.
7 Contrast enhancement by different
embedding media
According to section 1.3.3, contrast transfer can be enhanced by either staining
specific features with radiocontrast agents, as shown in the previous chapter, or by
embedding the sample in a different surrounding medium, leading to an increase
in overall tissue contrast. As propagation-based imaging is sensitive to relative
changes in electron density, a medium with significantly smaller density with re-
spect to the tissue of interest can lead to superior contrast in the reconstructed
images [41, 69, 84, 161].
In order to maximize contrast, the surrounding medium an be replaced by air, re-
sulting in a maximum difference in electron density. To prevent significant sample
changes due to the accompanying drying procedure, Ju¨rgen Goldschmidt (Leibniz
Institute for Neurobiology, Magdeburg, Germany) developed the ’evaporation-of-
solvent’ method, which removes the water content from the sample while preserving
the overall tissue structure. Due to the resulting large difference in electron den-
sity, phase retrieval in the holographic regime is, however, challenging as, e.g., the
assumptions for the CTF-based algorithm are not fulfilled. Hence, imaging of these
samples is in the following solely carried out at the laboratory setup and thus in
the direct-contrast regime. Note, however, that synchrotron setups, in which con-
trast formation takes place in the direct-contrast regime as well, as is generally
the case for setups exploiting a parallel-beam geometry, are also well suited for
imaging of these kinds of samples [167].
For imaging in the holographic regime, embedding media with densities between
water (0.997 g/cm3 at 25◦ C [180]) and air (0.0013 g/cm3 at 0◦ C and 1013 hPa
[181]) can be exploited. Conveniently, the intermediate steps in a standard paraf-
fin embedding procedure, namely ethanol (0.789 g/cm3 at 20◦ C [179]) and the
wax itself (∼ 0.9 g/cm3 [97]), can be used, as the corresponding preparation steps
are well established. In addition, after non-destructive imaging of the sample by
means of phase-contrast tomography, a defined region of interest could be subse-
quently investigated via standard histological sectioning, combining information
on the entire 3d density with insights gained from more specific staining agents
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used in histology [25, 69].
7.1 Evaporation-of-solvent preparation
The results presented in the following are published in [167] and the majority of
figures is based on those from the paper.
7.1.1 Methods
7.1.1.1 Sample preparation
Adult mice were deeply anesthetized (induced with 2 % isoflurane, 0.75 % O2 and
0.55 % N2O and a subsequent intraperitoneal injection of 150 µl of a ketamine/xy-
lazine solution containing 12.5 mg ketamine/ml and 0.5 % xylazine) and transcar-
dially perfused with a short flush of saline, followed by a 4 % PFA solution for
15 minutes as well as ethanol for 30 minutes. After perfusion, brains were dissected
and stored in ethanol overnight at 7◦ C. Subsequently, the brains were transferred
to fresh ethanol and remained in this solution for one to three days. After replacing
the ethanol with xylene and leaving the sample in this solution overnight at room
temperature, it was stored in a fresh batch of xylene for another one to two days.
Finally, the sample was placed on tissue paper under a hood and the xylene evap-
orated overnight at room temperature, resulting in a sample, in which the water
content was replaced by air (cf. Fig. 7.1(a)). Due to this evaporation of the xylene,
the method is termed ’evaporation-of-solvent’. For the tomographic experiments,
selected regions were separated from the dried brains, provided by the group of
Ju¨rgen Goldschmidt (Leibniz Institute for Neurobiology, Magdeburg, Germany),
in order to decrease absorption due to excess parts of the sample (cf. 7.1(b) (top
panel)). The remaining samples, namely the right hemisphere, cerebellar vermis,
olfactory bulb or brain stem of a mouse brain (Fig. 7.3(a)), were squeezed carefully
into a pipette tip, which was glued to a brass pin and sealed with hematocrit in
order to maintain experimental conditions and minimize artifacts due to external
factors as changing temperature or humidity (cf. 7.1(b) (bottom panel)).
7.1.1.2 Experimental parameters
Experiments were carried out at the laboratory setup JuLiA both in cone-beam
and inverse geometry, in order to first gain an overview of the sample and subse-
quently zoom into specific regions of interest.
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Figure 7.1: Steps in the sample preparation following the evaporation-of-solvent method.
(a) Images of the same mouse brain at different time points in the sample preparation,
starting directly after removing the brain from the xylene solution as well as after 12 min
and 2 h, respectively. (b) Detached mouse cerebellar vermis imaged at the laboratory
setup. For the experiments, the sample was squeezed into a pipette tip, which was glued
to a sample holder and sealed by a layer of hematocrit. Scale bar: 1 mm
Cone-beam geometry In the cone-beam geometry, comparatively large fields
of view can be reached by installing the ’Talos’ detector with a pixel size of 75 µm
in the setup. The right hemisphere of a mouse brain was measured at a source-to-
sample distance of 100 mm and a sample-to-detector distance of 1.767 m, leading
to a magnification of ∼ 187 and an effective pixel size of 4.02 µm with a field of
view of 6.17× 7.8 mm2. The source was operated at an acceleration voltage of
70 kV and an electron spot size of 4× 16 µm2, allowing for a maximum electron
beam power of 40 W. In order to reduce source blurring effects, the beam was
located at the center of the metal jet (cf. Fig. 4.5).
For the tomographic scan, 916 projection were recorded over an angular range
θ ∈ [0, 183]◦, with the extra 3◦ being necessary due to the opening angle of the
divergent beam. Each projection was recorded with an exposure time of 1 s. For a
better overview, the experimental parameters are summarized in Tab. 7.1.
Inverse geometry In order to obtain high resolution scans of selected regions
of interest from the mouse brain, the setup was also operated in inverse geometry,
with the ’Argos’ detector placed in close proximity to the sample. The source-
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Fig. 7.3 Figs. 7.5 and 7.8 Fig. 7.6
geometry cone beam inverse inverse
energy [keV] 0-70/9.25 0-40/9.25 0-40/9.25
detector ’Talos’ ’Argos’ ’Argos’
z01 [mm] 100 158.75 158.75
z02 [m] 1.867 0.181 0.177
peff [µm] 4.02 0.47 0.48
field of view [mm2] 6.17× 7.8 1.18× 1.57 1.2× 1.6
e-spot size [µm2] 4× 16 10× 40 10× 40
e-beam power [W] 40 57 57
Fresnel number 1.27 0.084 0.11
angular range [◦] [0,183] [0,180] [0,180]
number of projections 916 1000 1000
exposure time [s] 1 50 50
Table 7.1: Overview of the experimental parameters for imaging of different parts of a
mouse brain prepared according to the evaporation-of-solvent method.
to-sample distance was set to 158.75 mm, whereas the detector was located at
22.6 mm behind the sample for imaging of the hippocampal formation as well as
cortical region, olfactory bulb and brain stem, and at 18.3 mm behind the sam-
ple for imaging of the cerebellar vermis. The resulting effective pixel sizes were
0.47 µm and 0.48 µm with fields of view of 1.18× 1.57 mm2 and 1.2× 1.6 mm2,
respectively. In order to reduce hot pixels in the acquired projections due to high
energy photons, the source was operated at 40 kV acceleration voltage, 57 W elec-
tron beam power and an electron spot size of 10× 40 µm2, slightly deflected to-
wards the exit window to increase photon flux (cf. Fig. 4.5).
For all samples, tomographic measurements were carried out by acquiring 1000
projections over an angular range of 180◦ with an exposure time of 50 s each. A
summary of the experimental parameters is given in Tab. 7.1.
7.1.2 Results
The first sample, the right hemisphere of a mouse brain, was measured in cone-
beam geometry in order to obtain an overview of the entire specimen. One ex-
emplary projection of this scan is shown in Fig. 7.2(a) with the corresponding
reconstruction of the intensity distribution directly behind the object in (b). This
reconstruction was obtained via the BAC approach and the regularization param-
eters listed in Tab. 7.2. The effect of phase contrast is clearly visible as edge
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Figure 7.2: Exemplary projection of the right hemisphere of a mouse brain, recorded
in cone-beam geometry. (a) Empty-beam corrected projection, in which phase contrast
is visible in the form of edge enhancement. The edge of the pipette tip, which acts
as the sample holder, is visible around the sample. (b) Corresponding reconstruction
of the intensity distribution directly behind the object using the BAC phase-retrieval
approach. The application of this algorithm corrects for the edge-enhancement effects
while preserving the sharpness of the projection at higher signal-to-noise ratio. The gain
in SNR can be visualized via the line profiles along an edge of the sample, depicted below,
where regions of constant density, e.g., the air around the tissue, show a significantly
smoothed curve compared to the raw data. Scale bars: 1 mm
BAC α BAC (γ · F )
right hemisphere (Fig. 7.3) 0.02 0.17
cortex/hippocampus (Fig. 7.5) 0.02 0.22
cerebellum (Fig. 7.6) 0.03 0.2
olfactory bulb (Fig. 7.8) 0.02 0.19
brain stem (Fig. 7.8) 0.015 0.21
Table 7.2: Overview of the reconstruction parameters for the BAC phase-retrieval
algorithm for imaging of different parts of a mouse brain prepared according to the
evaporation-of-solvent method.
enhancement around the object and already in the 2d projection, the sample,
enclosed by the pipette tip, can be recognized at high contrast. In the recon-
structed projection, edge enhancement is removed at higher signal-to-noise ratio
compared to the raw projections, which is visible in the profiles along an outer
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Figure 7.3: Overview scan of the right hemisphere of a mouse brain. (a) Sketch of a
mouse brain, in which the regions measured in the following, namely the olfactory bulb,
right hemisphere, cerebellar vermis and brain stem, are highlighted. (b) Volume rendering
of the right hemisphere of a mouse brain, shown with respect to the entire brain (left)
as well as individually (right). The planes indicate the positions of the virtual slices
depicted in (c) and (d). (c) Coronal slice through the reconstructed volume obtained
from the overview measurement. The rectangle marks the region of the hippocampus
which was measured at higher resolution in inverse geometry, depicted in Fig. 7.5(a). (d)
Horizontal slice through the 3d density distribution, with a rectangle marking the region
of the cortex which was measured at higher resolution as well (Fig. 7.5(b)). Scale bars:
500 µm
edge shown below. Prior to the tomographic reconstruction, ring removal was per-
formed according to the simple scheme presented in section 3.2.2. The tomographic
reconstruction itself was carried out with the FDK implementation of the ASTRA
toolbox. A rendering of the resulting volume, created with Avizo and shown with
respect to an entire mouse brain as well as individually, is depicted in Fig. 7.3(b).
The transparent planes indicate the positions of the coronal and horizontal vir-
tual slices in (c) and (d). Prominent structures as the hippocampal formation are
already visible in this overview, facilitating the selection of specific regions of in-
terest for the scans in inverse geometry, which are aiming for the visualization of
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Figure 7.4: Exemplary projection from the region of the hippocampus recorded in inverse
geometry. (a) Empty-beam corrected projection with a line profile along an outer edge
to illustrate the phase-contrast effects. For a better signal-to-noise ratio, the projections
were resampled by a factor of 2 prior to tomographic reconstruction. (b) Corresponding
reconstruction of the intensity distribution using the BAC algorithm. The advantage of
phase retrieval is clearly visible in the line profile shown below, as edge enhancement is
reduced while simultaneously the signal-to-noise ratio is increased. Scale bars: 200 µm
the sample at cellular detail. The rectangles mark the positions of these scans,
located within the hippocampus as well as the cortical region. One exemplary pro-
jection acquired in the region of the hippocampus is depicted in Fig. 7.4(a). In
contrast to the overview scan, only a small part of the sample is included in the
field of view. Additionally, due to the lower acceleration voltage of 40 kV in the
inverse geometry, which reduces hot pixels in the ’Argos’ detector caused by high
energy photons, transmission of the x-rays is decreased. As this leads to higher
restrictions on the maximum sample dimensions, the substitution of water content
in the sample by air yields another advantage apart from a higher contrast, as
this already decreases absorption of the x-rays and hence enables larger samples
compared to other preparation techniques. The corresponding reconstruction us-
ing the BAC algorithm and the parameters specified in Tab. 7.2 is shown in Fig.
7.4(b). As in the case of the overview scan, the phase-retrieval step yields intensity
distributions with reduced edge enhancement at higher signal-to-noise ratio.
After applying the simple ring-removal algorithm on the data obtained in the
hippocampal region as well as the wavelet-based algorithm on the data from the
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cortex, tomographic reconstruction was carried out with the FDK implementation
of the ASTRA toolbox. In order to increase the signal-to-noise ratio, the individual
projections were resampled by a factor of 2 in this as well as the following scans.
Two exemplary slices through the resulting volumes are shown in Fig. 7.5. Note
that in order to further reduce the noise within the images, though at the cost of
blurring, the slices from this as well as the following datasets were filtered with a
Gaussian function with a standard deviation of 1 pixel. Cellular details are clearly
visible within the depicted slices in a resolution comparable to histology. Hence, by
exchanging the water content within the sample and therefore significantly increas-
ing the differences in electron density, single cells within mm-sized reconstruction
volumes can already be visualized at the laboratory setup. In contrast to histology,
this cellular resolution is reached isotropically within the entire volume and the
sample can be virtually sliced in every arbitrary direction. The thickness of the
virtual sections is determined by the voxel size of the reconstructed volume, which
in this case is 0.95 µm due to the resampling. To emulate the contrast of 30 µm
thick histological sections in both datasets, maximum intensity projections over 31
successive slices were generated in Avizo via the module Image Ortho Projections
and are shown at the bottom of Fig. 7.5. Although already visible in the thin
virtual sections, prominent features within the two investigated brain regions can
be clearly distinguished, as, e.g., the pyramidal cell layer as well as the granular
and polymorphic layer of the dentate gyrus within the region of the hippocampus
or the barrel field in the region of the cortex, a major target for somatosensory
inputs.
To further evaluate the imaging capabilities of the laboratory setup in combina-
tion with the evaporation-of-solvent method, additional prominent examples of
central nervous tissue were scanned. In order to facilitate a comparison between
the results obtained for a hydrated unstained slice from a mouse cerebellum at
the synchrotron setup (cf. chapter 5), a tomogram was acquired on a detached
cerebellar vermis (cf. Fig. 7.1). The intensity distributions for each empty-beam
corrected projection were reconstructed via the BAC algorithm using the param-
eters listed in Tab. 7.2. To reduce ring artifacts in the resulting virtual slices, the
wavelet-based ring-removal algorithm was applied on the sinograms prior to tomo-
graphic reconstruction via the FDK implementation of the ASTRA toolbox. Three
orthogonal slices through the obtained volume are depicted in Fig. 7.6, with the
regions indicated by the rectangles shown at higher magnification on the right.
The different layers of the cerebellum, namely the cell-rich granular layer, the
low-cell molecular layer, the intermediate Purkinje cell layer as well as the white
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Figure 7.5: Slices through the reconstructed density from measurements of the hip-
pocampal formation as well as cortex of a mouse brain in inverse geometry. (a) Coronal
slice through the reconstructed density from the first scan, showing the hippocampal
region at cellular resolution. The position of the scan with respect to the entire right
hemisphere is depicted in Fig. 7.3. A maximum intensity projection of 31 successive
slices, imitating a 30 µm thick histological section, shows the pyramidal cell layer as well
as the granular (GL) and polymorphic layer (PL) of the dentate gyrus at high contrast.
(b) Horizontal slice through the reconstructed volume from the second scan, located in
the cortical region, as depicted in Fig. 7.3. Especially in the maximum intensity projec-
tion shown below, prominent features as the barrel field are clearly visible. Scale bars:
200 µm
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Figure 7.6: Virtual slices through the reconstruction of a cerebellar vermis measured in
inverse geometry. (a) Transverse slice through the sample, with a magnification of the
region marked by a rectangle on the right. (b,c) Longitudinal slices through the sample,
again with magnified regions shown on the right. In all slices the typical layers of the
cerebellum, the granular layer (GL), molecular layer (ML) as well as Purkinje cell layer
(PCL) and white matter are resolved at cellular detail. Scale bars: 200 µm (left) and
50 µm (right)
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matter are clearly visible. Within these slices, single cells can be resolved, again
at an isotropic resolution comparable to classical histological sections. According
to the slice depicted in (c), even large axon bundles within the white matter can
be resolved to some extent. Further sub-cellular details as the axons or dendrites
are not visible. However, considering the magnified region shown in (b), the large
dendritic tree might be indicated within the white ’tree-like’ features emerging
from the cell bodies of the Purkinje cells, which are protruding into the molecular
layer. If these would indeed follow the shape of the Purkinje cell dendrites, it would
mean that within the EOS preparation protocol, the dendritic structures were ac-
tually removed from the sample, leaving behind hollow regions in the shape of the
corresponding features. Hence, these sub-cellular details would only be visible as a
negative structure. However, resolution within the laboratory data is not sufficient
to unambiguously determine whether these structures can indeed be identified as
cellular components or whether they are artifacts caused by the drying procedure.
In order to quantify the contrast reached within the cerebellum, the Weber values
were again determined for the Purkinje cells as well as the granular layer with
respect to the surrounding tissue, yielding CPCL ' 0.65 and CGL ' 0.36, re-
spectively. Hence, despite the lower contrast transfer compared to imaging in the
holographic regime at the synchrotron, as well as the lower coherence and signal-
to-noise ratio, comparable contrast values can be reached in the Purkinje cell layer
whereas for the granular layer, contrast is even enhanced by an approximate fac-
tor of 2. Note, however, that due to the large differences in data acquisition, the
comparability of the two datasets is limited and a fair comparison would have to
be carried out between measurements obtained at the same setup. As unstained
hydrated tissue measured at the laboratory would yield almost no contrast in the
reconstructed slices, the actual gain estimated by the difference in Weber contrast
is even larger than the values obtained here.
For a better visualization of the 3d cytoarchitecture of the sample, an automated
volume rendering is depicted in Fig. 7.7(a) and (b), revealing the typical tight
folding of the cerebellum with the three-layered cerebellar cortex located above
the white matter. As the resolution allows for the segmentation of single cells, the
cellular distribution can be visualized in 3d as well, as shown in (c) for a small
exemplary subvolume. The location and size of this subvolume with respect to the
entire sample is indicated in (b). The cellular segmentation is only depicted for
a small part of the sample as it was performed semi-manually, a time-consuming
procedure which impedes execution for the entire dataset. Within this process, the
Purkinje cells were segmented via the gray value-based region-growing tool Magic
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Figure 7.7: 3d visualization of the cerebellar vermis recorded in inverse geometry. (a,b)
Automatic volume renderings of the sample, yielding a first impression on the 3d density
distribution. The cut in the lower panel indicates the position of the cellular segmentation
shown in (c). (c) Semi-manual cellular segmentation of a small part of the sample.
Wand by manually determining seeding points within the individual cells. For the
granular as well as molecular layer a threshold-based Brush tool was used on every
slice through the subvolume that, within a manually selected region, only marks
pixels lying in a specified gray value range. Although the cellular segmentation is
only shown for a small subregion of the sample, data quality is high enough to
extend it towards the entire sample. However, the great effort involved in semi-
manual segmentation necessitates the development of automated algorithms for
this task.
To conclude the evaluation of the evaporation-of-solvent method for neuronal imag-
ing at the laboratory with cellular resolution, the left part of the olfactory bulb as
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well as the brain stem of a mouse brain were considered (cf. Fig. 7.3(a)). To this
end, the corresponding structures were removed from the brain in order to reduce
absorption of excess material around the actual regions of interest. Prior to the
tomographic reconstruction via the FDK implementation of the ASTRA toolbox,
the intensity distribution in the exit plane was retrieved via the BAC algorithm
and the parameters listed in Tab. 7.2. Additionally, the wavelet-based ring-removal
algorithm was applied on the sinograms to minimize artifacts in the reconstructed
slices. Two virtual slices through the resulting volumes are depicted in Fig. 7.8,
again accompanied by a maximum intensity projection over 31 consecutive slices
to emulate the contrast of 30 µm thick histological sections.
As for the structures considered before, the anatomical features expected from
histological studies are clearly resolved at cellular detail. Within the virtual slice
through the olfactory bulb, distinct layers can be recognized, namely the glomeru-
lar layer, containing the spherical glomeruli, the external plexiform layer, the mitral
cell layer, internal plexiform layer and granular layer [101]. In the results from the
brain stem, different features as the air-filled blood vessels as well as thick fiber
bundles, which are visible as round structures of lower electron density, can be
recognized. The round shape is caused by the orientation of the depicted slice,
as it transversely cuts the bundles. A 3d visualization of the spatial distribution
of blood vessels as well as fiber bundles within the brain stem was generated via
a segmentation of the according structures in the volume. To this end, the gray
value-based region-growing tool Magic Wand could be used due to the distinct
gray values of the considered features. Especially the air-filled blood vessels could
be easily segmented by manually defining specific seeding points. By adjusting the
gray value range, a large part of the fiber bundles was segmented via the Magic
Wand as well. The result of this segmentation is depicted in Fig. 7.9. For a localiza-
tion of the blood vessels as well as fiber bundles with respect to the measured part
of the brain stem as well as each other, the segmentation in combination with a
volume rendering of the entire reconstruction is shown in (a). In the accompanying
individual representations of the segmented features it can be recognized that the
majority of fibers run vertically through the depicted volume, whereas the blood
vessels seem to form a circular pattern.
Resolution The resolution reached in the single datasets was estimated via a
Fourier shell correlation (cf. section 1.5) of the central 10003 voxels in the re-
constructed volumes. By obtaining two independent datasets, using every second
projection from the tomographic scan, the Fourier shell correlation was calculated
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Figure 7.8: Tomographic results obtained for the olfactory bulb (OB) as well as brain
stem of a mouse brain prepared after the EOS method. (a) The virtual slice through
the reconstructed volume of the olfactory bulb (left) as well as the maximum intensity
projection over 31 consecutive slices (right) reveal the typical layers of the olfactory bulb
at cellular resolution: glomerular layer (GL), external plexiform layer (EPL), mitral cell
layer (Mi), internal plexiform layer (IPL) and the granule cell layer of the OB (GrO). (b)
In the virtual slice of the brain stem and the maximum intensity projection on the right,
different features as the air-filled blood vessels as well as transversely cut fiber bundles,
which can be recognized as the round structures with the slightly lower electron density
compared to the surrounding tissue, are clearly resolved. Scale bars: 200 µm
according to eqn. (1.97). The intersection with the 1/2-bit threshold curve (1.98)
determines the maximum spatial frequency that contains enough information for
interpretation of the data (cf. Fig. 7.10). The corresponding half-period resolu-
tions are listed in Tab. 7.3. The comparison shows that the highest resolution was
reached for the samples with the smallest sample dimensions and hence lowest
absorption (olfactory bulb and brain stem), which indicates the dependence of the
resolution on the noise level in the reconstructed volumes.
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a b
c
Figure 7.9: 3d visualization of the brain stem of a mouse prepared after the EOS method.
(a) Within the reconstruction volume, depicted in transparent gray, distinct features as
the blood vessels as well as fiber bundles can be localized. (b) The segmentation of a part
of the fiber bundles combined with a volume rendering of the brain stem clearly shows
the approximate course of the fibers within the tissue and hence the direction of the
signal transduction. (c) The (semi-)automatic segmentation of the larger blood vessels in
the volume shows the spatial distribution of these structures within the brain stem.
In summary, the previous section showed that the evaporation-of-solvent method
can be advantageously used to reveal the 3d cytoarchitecture of a mouse brain at
a compact laboratory setup. It provides the necessary contrast enhancement while
the general structure of the tissue is preserved, enabling the observation of typical
features known from classical histological sectioning in three dimensions with a
resolution allowing for the tracking of single cells.
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Figure 7.10: Fourier shell correlations of the central 10003 voxels of the tomographic
reconstructions for brain tissues prepared after the EOS method and the 1/2-bit threshold
curves to determine the spatial resolution via the intersection. The corresponding half-
period resolutions are listed in Tab. 7.3.
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Figure half-period resolution
right hemisphere 7.3 7.7 µm
hippocampus 7.5(a) 4.0 µm
cortex 7.5(b) 4.8 µm
cerebellum 7.6 2.9 µm
olfactory bulb 7.8(a) 2.3 µm
brain stem 7.8(b) 2.3 µm
Table 7.3: Half-period resolutions for the different tomographic scans of brain tissue
prepared after the EOS method, determined via a Fourier shell correlation of the central
10003 voxels in the reconstructed volume.
7.2 Mouse cerebellum embedded in ethanol
7.2.1 Methods
7.2.1.1 Sample preparation
A wild type mouse, provided by the group of Frauke Alves (MPI for Experimental
Medicine, Go¨ttingen, Germany), was sacrificed and the brain was dissected and
stored in 10 % formalin for 24 h for fixation. Subsequently, the brain was embedded
in 5 % agarose in order to slice it into 500 µm thick sections in the vibratome. For
the exchange of water content, an ascending ethanol series was performed. In order
to mount the sample in the setup and maintain experimental conditions, a 1 mm
punch was taken from the region of the cerebellum and placed into a Kapton
tube with 1 mm diameter, which was glued to a sample holder. Prior to placing
the sample in the tube, it was filled with fresh ethanol. To prevent drying of the
sample during the measurement, the tube was sealed with 2-component glue (cf.
Fig. 7.11).
7.2.1.2 Experimental parameters
Experiments were carried out at the GINIX endstation at a photon energy of
8 keV. A waveguide containing both straight and tapered channels with air as
guiding layer was placed in the focal spot of the KB-mirrors. During the experi-
ment, a straight channel proved most stable in terms of the resulting illumination,
providing a flux in the order of 109 ph/s. The ’Pirra’ was positioned at a source-
to-detector distance z02 = 5.05 m. For the experiments, the sample was positioned
at a source-to-sample distance z01 = 145 mm, leading to an effective pixel size
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Figure 7.11: Sample preparation for the brain slice embedded in ethanol. (a) After
exchanging the water content by ethanol, a 1 mm biopsy punch was taken from the
resulting brain slice and placed in a 1 mm Kapton tube filled with ethanol. To prevent
drying of the sample during the measurement, the tube was sealed with 2-component
glue. (b) Photograph of the resulting liquid chamber, in which the sample, located near
the center, as well as the sealing via the 2-component glue can be recognized.
peff = 187 nm and a field of view of 383× 383 µm2. To reduce artifacts in the
reconstructed phase distributions, tomograms were recorded at four propagation
distances. Each measurement was carried out by acquiring 1500 projections over
an angular range of 180◦ with an exposure time of 0.15 s. The experimental pa-
rameters are summarized in Tab. 7.4.
7.2.2 Results
Figure 7.12(a) shows an exemplary empty-beam corrected projection of the ac-
quired tomographic dataset. The orientation of the projection is chosen such that
already in this projection, the typical layers of the cerebellum can be clearly dis-
tinguished, especially the mono-cellular Purkinje cell layer in the center of the
projection, which comprises the large cell bodies of the Purkinje cells. The CTF-
based approach for a weakly absorbing object was used for phase retrieval with
regularization parameters δβ = 50 and α2 = 0, resulting in a quantitative recon-
struction with significantly lower phase values obtained for the cell-rich granular
layer compared to the low-cell molecular layer, as depicted in (b). In order to
compensate for the different magnifications at the four propagation distances, the
single projections were scaled to the same effective pixel size and aligned to each
other in Fourier space.
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experimental setting
GINIX run 56
energy 8 keV
detector ’Pirra’
z01,min 145 mm
z02 5.05 m
peff 187 nm
field of view 383× 383 µm2
Fresnel number F 0.0016
waveguide ’Hercules II’(straight channel)
number of distances 4
angular range [0,180]◦
number of projections 1500
exposure time 0.15 s
CTF δβ 50
CTF α2 0
Table 7.4: Experimental parameters used for imaging of a 1 mm punch from an unstained
mouse cerebellum embedded in ethanol.
Prior to the tomographic reconstruction via the Matlab implementation of the
filtered backprojection with a standard Ram-Lak filter, the simple ring-removal
algorithm described in section 3.2.2 was applied on each sinogram. Two exemplary
slices through the obtained volume are shown in Fig. 7.13(a) and (b). In order to
increase the signal-to-noise ratio, all slices were filtered with a Gaussian function
with a standard deviation of 1 pixel. Within the slices, the different layers of the
cerebellum, including the single cells within these layers, are clearly resolved. Even
sub-cellular details can be recognized as, e.g., the thick branches of the dendritic
tree of the Purkinje cells close to the cell body as well as to some extent also
the nucleolus within these cell bodies and the inner structure of the granule cells.
Compared to the results obtained on a hydrated brain slice (cf. chapter 5), the
cells seem to be visualized at higher contrast, which can be quantified by regard-
ing the Weber contrast values. For the Purkinje cell layer this yields CPCL ' 0.99,
whereas the granular cell layer has an approximate contrast of CGL ' 0.34. Hence,
in comparison to the hydrated brain slice (CPCL ' 0.5 and CGL ' 0.19) overall
contrast is enhanced, though not as much as in the case of tissue stained with
radiocontrast agents. Note, however, that factors as different noise levels due to
varying waveguide performance and exposure times and differences in processing,
as, e.g., the amount of high-pass filtering needed to reduce low-frequency artifacts
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Figure 7.12: Exemplary projection from the tomographic scan of a 1 mm punch from an
unstained mouse cerebellum embedded in ethanol. (a) Empty-beam corrected projection,
in which the typical layers of the cerebellum are already visible to some extent, espe-
cially the mono-cellular Purkinje cell layer with the large cell bodies. (b) Reconstructed
projection using the CTF-based approach for weakly absorbing objects with four propa-
gation distances and the regularization parameters δ
β
= 50 and α2 = 0. A clear density
difference between the cell-rich granular layer and the low-cell molecular layer can be
observed due to their significantly different gray values. Scale bars: 50 µm
caused by a changing illumination (cf. section 5.3.2), are not included in this esti-
mation and hence, total values are only an approximation.
To obtain a better impression on the 3d shape of the Purkinje cell layer, a gray
value-based segmentation was performed in Avizo, using the region-growing tool
Magic Wand. The result is depicted in Fig. 7.13(c), showing the typical flat shape
of the Purkinje cells oriented in parallel. Despite the higher contrast compared to
the hydrated brain slice, the Purkinje cells can be segmented at approximately
the same amount of detail, which is probably due to the shrinking of the sample
upon dehydration. Disregarding the influence of different mouse types on the cell
size, this shrinking can be best visualized in the direct comparison between the
hydrated as well as the ethanol-embedded brain slice, as depicted in Fig. 7.19.
An estimation of the cell body sizes via manually determining their diameters for
a few selected cells yields ∼ 15.8 µm for the Purkinje cells in the hydrated and
∼ 14.7 µm in the ethanol-embedded brain slice. For the granular layer, cell body
sizes of ∼ 6.3 µm and ∼ 4.4 µm, respectively, were determined. Hence, especially
in the granular cell layer, a significant shrinking of the cell bodies due to the dehy-
dration process can be observed. Note, however, that the determined size depends
on the selected cells as well as the manual definition of the cell borders, which in
some cases was challenging due to the lack of contrast. Therefore, the absolute
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Figure 7.13: 3d visualization of the 1 mm punch from an ethanol-embedded mouse
cerebellum. (a,b) Exemplary slices through the reconstructed density, showing the cell-
rich granular layer (GL), the low-cell molecular layer (ML), the mono-cellular Purkinje
cell layer (PCL) and the white matter (WM). Within the large Purkinje cell bodies, sub-
cellular details as the nucleolus can be recognized to some extent (cf. the inset in (b)).
(b) The segmentation of the Purkinje cells shows the typical flat shape of these cells as
well as the beginning of the highly branched dendritic tree. Scale bars: 50 µm
values are only relatively rough estimates.
Resolution As in the case of the hydrated unstained brain slice, the resolution
was both estimated via the FSC criterion, leading to a measure of the overall
quality of the experiment, as well as via an error function fit to an edge in the
reconstructed slices, yielding the approximate image blur of the system. The FSC
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Figure 7.14: Fourier shell correlation of the central 10003 voxels of the tomographic
reconstruction of a mouse cerebellum embedded in ethanol, together with the 1/2-bit
threshold curve. The intersection between these two curves determines the maximum
spatial frequency which is resolved in the dataset.
for the central 10003 voxels of the reconstructed 3d density distribution, together
with the 1/2-bit threshold curve for determining the maximum spatial frequency
that can be resolved, is depicted in Fig. 7.14. The intersection at 0.092 cycles/pixel
corresponds to a half period resolution of 1.02 µm. The error function fit to the
profile along the edge between selected Purkinje cells and the surrounding tissue
yields a FWHM of ∼ 800 nm and hence a half-period resolution of ∼ 400 nm,
showing that the high noise level and low contrast in the reconstructed density
significantly limit the resolution.
7.3 Mouse cerebellum embedded in paraffin
7.3.1 Methods
7.3.1.1 Sample preparation
A wild type mouse, provided by the group of Frauke Alves (MPI for Experimental
Medicine, Go¨ttingen, Germany), was sacrificed and the brain was dissected and
stored in 10 % formalin for 24 h for fixation. Afterwards, the brain was embedded
in paraffin. To this end, water content was removed via an ascending ethanol
series (60 %: 1× 1.5 h, 75 %: 2× 1.5 h, 96 %: 2× 1.5 h, 100 %: 2× 1.5 h), which
was subsequently exchanged by xylene (2× 1.5 h), enabling the infiltration of the
tissue by molten paraffin wax (∼ 60◦ C). After complete infiltration (2× 1.5 h),
the tissue was transferred into a mold with fresh paraffin, which was subsequently
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Figure 7.15: Sample preparation for the paraffin-embedded sample. An entire mouse
brain was embedded in paraffin and a 1 mm biopsy punch was taken from the region
of the cerebellum. For the mounting in the experimental setup, the punch was squeezed
into a 1 mm Kapton tube which was glued to a sample holder.
hardened at room temperature. In order to mount the sample in the setup, a
1 mm biopsy punch was taken from the region of the cerebellum and squeezed
into a 1 mm Kapton tube glued to a sample holder (cf. Fig. 7.15). Due to the
stability of the sample, no additional sealing of the Kapton tube was necessary as
opposed to the preparation in ethanol, described in the previous section.
7.3.1.2 Experimental parameters
Experiments were carried out at the GINIX endstation with a photon energy
of 8 keV. As in the case of the ethanol-embedded sample, a waveguide with both
straight and tapered channels etched into a silicon wafer was used during the exper-
iment, with the straight channels providing the most stable illumination at a flux of
∼ 109 ph/s. For the detection of the photons, the ’Pirra’ was installed at a source-
to-sample distance z02 = 5.05 m, whereas the sample was placed at z01 = 145 mm,
leading to a magnification M ' 35 and an effective pixel size peff = 187 nm. This
resulted in a field of view of 383× 383 µm2. In order to allow for phase retrieval
with minimum artifacts, tomographic scans were recorded at four propagation dis-
tances. For each tomogram, 1500 projection over an angular range of 180◦ were
acquired with an exposure time of 0.1 s per projection. A summary of the experi-
mental parameters can be found in Tab. 7.5.
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experimental setting
GINIX run 56
energy 8 keV
detector ’Pirra’
z01,min 145 mm
z02 5.05 m
peff 187 nm
field of view 383× 383 µm2
Fresnel number F 0.0016
waveguide ’Hercules II’(straight channel)
number of distances 4
angular range [0,180]◦
number of projections 1500
exposure time 0.1 s
CTF δβ 50
CTF α2 0
Table 7.5: Experimental parameters used for imaging of a 1 mm punch from an unstained
mouse cerebellum embedded in paraffin.
7.3.2 Results
One exemplary projection of the acquired tomogram is depicted in Fig. 7.16(a),
with the corresponding reconstructed phase map in (b). For the reconstruction,
the CTF approach for weakly absorbing objects and the regularization parameters
δ
β = 50 and α2 = 0 was used. In order to consider all four propagation distances,
the single projections were again scaled to the same effective pixel size and aligned
to each other in Fourier space. Low-frequency artifacts, caused by a changing illu-
mination over time, were reduced by applying a high-pass filter on each acquired
projection prior to phase retrieval. Apart from cracks in the paraffin, visible as
bright features, no specific objects can be recognized in the 2d projection and
hence a tomographic reconstruction is needed to gain insight into the inner struc-
ture of the sample.
Ring artifacts in the reconstructed volume, obtained via the standard filtered back-
projection implemented in Matlab, were reduced according to the simple ring-
removal algorithm described in section 3.2.2. Two exemplary slices through the
three-dimensional density distribution are depicted in Fig. 7.17(a) and (b). In or-
der to increase the signal-to-noise ratio at the cost of resolution, a Gaussian filter
with a standard deviation of 1 pixel was applied. Again, the typical layers of the
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Figure 7.16: Exemplary projection from the tomographic scan of a paraffin-embedded
mouse cerebellum. (a) Raw empty-beam corrected projection, in which cracks within the
paraffin can be recognized as bright features. Note that in order to reduce low-frequency
artifacts due to a changing illumination, a high-pass filter was applied. (b) Reconstructed
phase map obtained via the CTF-based algorithm for weakly absorbing objects using four
propagation distances as well as the regularization parameters δ
β
= 50 and α2 = 0. Scale
bars: 50 µm
cerebellum are clearly resolved, namely the cell-rich granular layer, the low-cell
molecular layer, the interjacent Purkinje cell layer and the white matter contain-
ing large axon bundles. Even within the cells, and especially the large Purkinje
cells, sub-cellular details as the nucleoli and nuclei are visible. However, already by
visual inspection it is evident that the embedding in paraffin in contrast to ethanol
does not lead to an increase in overall tissue contrast but rather an increase in
these sub-cellular structures, while the soma and dendrites of the large Purkinje
cells are depicted in lower contrast compared to the ethanol-embedded and even
the hydrated tissue (cf. Fig. 7.19). To quantify this effect, the Weber contrast
values were estimated both for the Purkinje cell and the granular layer, yielding
CPCL ' 0.2 and CGL ' 0.56, respectively. Hence, compared to the hydrated as well
as ethanol-embedded tissue, the paraffin embedding leads to a significant decrease
in contrast within the soma of the Purkinje cell layer, whereas in the granular
layer, contrast is superior to both techniques. Moreover, sub-cellular structures as
the nucleoli and even the nuclei of the Purkinje cells can be observed at incompara-
ble contrast and detail. This makes the paraffin embedding the ideal preparation
technique to visualize cellular distributions in three dimensions. Note, however,
that, as previously mentioned, the absolute contrast values also depend on factors
as varying noise levels or different processing steps involved in the tomographic
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Figure 7.17: 3d visualization of the reconstructed volume from the paraffin-embedded
mouse cerebellum. (a,b) Exemplary slices through the reconstructed density distribution,
showing the typical layers of the cerebellum (granular layer (GL), molecular layer (ML),
Purkinje cell layer (PCL) and white matter (WM)). In contrast to the hydrated as well
as ethanol-embedded sample, contrast within the cell bodies of the Purkinje cells is low
with respect to the surrounding tissue, whereas nucleoli are depicted at high contrast
(e.g., in the inset). (c) Segmentation of the Purkinje cell layer. The Purkinje cells show
the expected two-dimensional shape and parallel orientation. However, due to the low
contrast, only a small part of the dendritic tree can be visualized. Scale bars: 50 µm
reconstruction. Therefore, the exact values are only an approximation and the re-
sults should be regarded as an indication of the contrast development in different
embedding media.
To obtain a better impression on the 3d shape of the Purkinje cell layer, a cellu-
lar segmentation was performed for a selected number of cells. To this end, the
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gray value-based region-growing tool Magic Wand was used in Avizo by manually
defining seeding points within these cells and adjusting the gray value range ac-
cordingly. The result is depicted in Fig. 7.17(c), showing the typical flat shape of
the parallel oriented cells. However, compared to the ethanol-embedded sample,
the dendritic tree is resolved at lower detail, which can be explained by the weaker
contrast of these structures. Moreover, the tissue shrinkage, which is likely to limit
the visualization of finer dendrites in the ethanol-embedded sample, also occurred
during paraffin embedding. A rough estimate of the cell sizes in the Purkinje cell
as well as granular layer, based on a manual selection and evaluation of specific
cells, yields diameters of ∼ 14.7 µm and ∼ 4 µm, respectively, comparable to the
ethanol-embedded sample.
Resolution Analogous to the hydrated and ethanol-embedded unstained brain
slices, the resolution of the scan was both estimated via the FSC criterion, yielding
the overall experimental quality, as well as an error function fit to an edge along a
strong feature, approximately resulting in the system blur for the given experimen-
tal parameters. The FSC of the central 10003 voxels as well as the 1/2 threshold
curve are depicted in Fig. 7.18, yielding a half-period resolution of 930 nm. Since
the contrast for the large Purkinje cells is comparatively low, the high-contrast
nucleoli within these cells were taken into consideration for the edge steepness de-
termination, resulting in a FWHM of ∼ 620 nm. Hence, the half-period resolution
is given by ∼ 310 nm. The fact that the resolution estimated via the edge steep-
ness is a factor of 3 better compared to the FSC criterion again indicates the large
influence of noise in the given reconstruction.
7.4 Summary
In this chapter, contrast enhancement in propagation-based imaging of neuronal
tissue via embedding of the sample in a medium with a lower density compared
to water, namely air, ethanol and paraffin, was evaluated. The preparation after
the evaporation-of-solvent method, resulting in dried but generally structure pre-
served samples, enables the resolution of the three-dimensional cytoarchitecture of
a mouse brain at the laboratory setup. Typical features as the different layers of the
cerebellum, the olfactory bulb or the barrel fields of the cortex can be visualized
at approximately the same detail as in standard histological sections. Compared
to the hydrated brain slice measured at the synchrotron, an increase in tissue
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Figure 7.18: Fourier shell correlation of the central 10003 voxels of the tomographic
reconstruction of a mouse cerebellum embedded in paraffin, together with the 1/2-bit
threshold curve. The intersection between these two curves determines the spatial fre-
quency for which enough information was collected for interpretation.
half-period res. (FSC/edge) contrast in PCL contrast in GL
hydrated 809 nm/∼ 555 nm ∼ 0.60 ∼ 0.19
ethanol 1.02 µm/∼ 400 nm ∼ 0.99 ∼ 0.34
paraffin 930 nm/∼ 310 nm ∼ 0.20 ∼ 0.56
EOS 2.8 µm/- ∼ 0.65 ∼ 0.36
Table 7.6: Comparison of the achieved resolutions as well as contrast values in the
Purkinje cell and granular layer of a mouse cerebellum embedded in different media.
contrast can be reached, despite the lower contrast transfer in the direct-contrast
compared to the holographic regime (see Tab. 7.6). Due to the large differences in
electron density between tissue and air, phase retrieval in the holographic regime
is challenging and hence, imaging of samples prepared in accordance with the EOS
protocol was limited to the laboratory and the corresponding resolution levels.
In order to reach higher resolutions and enable imaging in the holographic regime,
ethanol and paraffin wax were evaluated as embedding media at the synchrotron.
Due to the dehydration process involved in both preparation techniques, a signifi-
cant amount of tissue shrinkage occurred, as can be seen in Fig. 7.19 in comparison
to the hydrated brain slice. Apart from that, the embedding in ethanol leads to an
increase in overall tissue contrast (see Tab. 7.6). The electron density differences
are small enough so that the assumptions for the derivation of the CTF are still
valid, enabling a sharp and quantitative reconstruction of the phase. Within the
slices, sub-cellular details as the dendritic tree or the nucleolus of the Purkinje cells
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Figure 7.19: Comparison between the different embedding media used for experiments
at the GINIX setup. Overall contrast in the hydrated brain slice (a) is low for the small
granule cells, but the cell bodies and to some extent even the dendritic tree of the Purkinje
cells can be visualized at relatively high contrast. The exchange of water content by
ethanol (b) leads to an overall increase in contrast whereas in the paraffin-embedded
tissue (c) the cell bodies of the Purkinje cells show a considerably decreased contrast.
For the cell nuclei/nucleoli within the layers, it is, however, superior with respect to the
other preparations. Scale bars: 50 µm (left) and 25 µm (right)
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as well as the inner structure of the granule cells can be to some extent resolved.
The larger contrast compared to the hydrated brain slice also leads to an increase
in resolution according to the fit of an error function to the edge between Purkinje
cells and the surrounding tissue (see Tab. 7.6). Note that the differences in resolu-
tion determined via the FSC criterion are mainly caused by different numbers of
projections and most importantly a better waveguide performance in the case of
the hydrated brain slice.
The embedding in paraffin does not increase overall tissue contrast but rather em-
phasizes the cell nucleoli, whereas features as the soma or the dendritic tree reveal
a decreased contrast compared to the ethanol-embedded and even hydrated tissue
(see Tab. 7.6 as well as Fig. 7.19). Hence, this embedding procedure is especially
well-suited for the visualization of three-dimensional cell distributions based on
the location of the nuclei. Despite the low contrast in the surrounding parts of the
cell, features as the dendritic tree of the Purkinje cells can still be resolved, though
not as detailed as in the ethanol-embedded sample. One further advantage of the
embedding in paraffin is the increased stability of the sample, both with respect
to internal changes during the measurement, as, e.g., bubble formation, as well as
mounting. This could explain the higher resolution for this sample, if considering
the edge steepness (see Tab. 7.6).
Note the steps involved in the sample preparation for the different embedding
media are standard steps in paraffin embedding, which is usually performed in
order to generate histological sections and hence, the tomographic results could
be potentially combined with histological studies. Even the dried sample can be
rehydrated after the measurement and subsequently prepared for sectioning [167].
8 Quantitative 3d histology of human
cerebellum
The ability to increase the contrast of unstained samples from the central ner-
vous system by exchanging the surrounding medium makes it possible to examine
neuropathological samples, in particular samples from the human brain obtained
during routine autopsy, by means of phase-contrast tomography, as these are usu-
ally embedded in paraffin after fixation. Therefore, the complex cytoarchitecture
of human brain can be studied in three dimensions at isotropic resolution without
the need for slicing of the specimen and subsequent examination under a light mi-
croscope. This enables studying of the 3d cellular distributions as well as possible
changes due to neurological diseases like multiple sclerosis or Alzheimer’s disease.
In order to fully exploit the potential of phase-contrast tomography for 3d virtual
histology, automatic segmentation algorithms are necessary to facilitate the inter-
pretation and quantification of the obtained volumes.
Several approaches have already been introduced to implement this for data re-
corded with synchrotron radiation, e.g., by Dyer et al., using manual training of
an object classifier to obtain probability maps for neurons and specific sample fea-
tures as blood vessels, as shown for osmium-stained mouse cortex [42] or by Hieber
et al., using a Frangi filtering step to segment the large Purkinje cells in unstained
human cerebellum embedded in paraffin [69].
In this chapter, a human cerebellum embedded in paraffin is studied both at the
synchrotron as well as the laboratory setup at varying resolution and field of view.
To quantify the 3d cytoarchitecture, a workflow based on the Spherical Hough
transform [74, 133] is presented, which enables the automatic segmentation and
localization of the small cells in the molecular as well as granular layer. From these
results, local density distributions or statistical measures as the pair correlation
function can be computed.
Note that the majority of the results presented in the following are published in a
shorter form in [168] and that the corresponding figures are based on those from
the paper.
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Figure 8.1: Sample preparation for a human cerebellum embedded in paraffin. Formalin-
fixed and paraffin-embedded cerebellar tissue was obtained during routine autopsy and
a 1 mm biopsy punch was taken from it and squeezed into a Kapton tube glued to a
sample holder.
8.1 Sample preparation and experimental
parameters
Sample preparation Formalin-fixed and paraffin-embedded cerebellar tissue
was obtained during routine autopsy and provided by the group of Christine Sta-
delmann-Nessler (Institute for Neuropathology, University Medical Center, Go¨ttin-
gen, Germany). For experiments, a 1 mm punch was taken from the embedded
tissue and squeezed into a 1 mm Kapton tube glued to a sample holder (see Fig.
8.1).
GINIX setup The tomographic experiments at the GINIX setup were carried
out both in parallel- as well as cone-beam geometry at photon energies of 13.8 keV
and 8 keV, respectively. For the parallel-beam geometry, enabling an overview of
the sample at relatively large field of view but moderate resolution, the focusing
optics, namely the KB-mirrors and the waveguide, were removed from the setup
and the low divergent illumination of the undulator, monochromatized by the
channel-cut crystal, was used for imaging. As the resolution in this configuration
is limited by the detector, the ’Argos’ was chosen as the detection device. Note
that in contrast to the ’Argos’ camera described in section 4.1, a slightly modified
version was used, consisting of a 2472× 3296 pixels CCD chip with an effective
pixel size peff = 550 nm and a field of view of 1.36× 1.81 mm2. In the current
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setup, a fast shutter is located in the beam path that allows for blocking of the
x-rays at times when no image acquisition takes place, e.g., during readout of the
detector, thus reducing the radiation dose of the sample. The maximum opening
of this shutter, however, limits the effective field of view in the vertical direction
to approximately 630 µm, as can be seen in Fig. 8.2.
For the tomographic scan, 1000 projections over 180◦ were acquired at three prop-
agation distances, of which the largest was z12 = 50 mm, leading to a minimum
Fresnel number of 0.067 and hence imaging in the near holographic regime. The
exposure time per projection was 0.01 s.
In the cone-beam geometry, enabling the zoom into specific regions of interest, a
straight waveguide etched into a silicon wafer was placed in the focal spot pro-
duced by the KB-mirrors, providing a flux in the order of 109 ph/s. As in the
case of the ethanol as well as paraffin-embedded samples, the resulting illumi-
nation of this straight channel proved to be more stable compared to a tapered
device. The ’Pirra’ was positioned at a source-to-detector distance z02 = 5.05 m,
whereas the sample was located at z01 = 145 mm, leading to an effective pixel size
peff = 187 nm and a field of view of 383× 383 µm2. For the tomographic scan,
1500 projections were acquired over an angular range of 180◦ with an exposure
time of 0.2 s. To reduce artifacts in the reconstructed phase distributions, tomo-
grams were recorded at four propagation distances. All experimental parameters
for scans carried out at the GINIX endstation are summarized in Tab. 8.1.
Laboratory setup For the experiments carried out at the laboratory setup,
the inverse geometry was used in order to achieve cellular resolution. To this end,
the ’Argos’ detector was placed at a source-to-detector distance z02 = 0.186 m
while the source-to-sample distance was set to 158.75 mm, leading to a magni-
fication of 1.17 and an effective pixel size peff = 0.46 µm with a field of view of
1.15× 1.53 mm2. The source was operated at an acceleration voltage of 40 kV
and an electron spot size of 10× 40 µm2, enabling a power of 57 W. In order to
increase photon flux, the electron beam was slightly deflected towards the exit
window (cf. Fig. 4.5).
The tomographic scan was carried out by recording 1000 projection over an angular
range of 180◦ with an exposure time of 50 s each. A summary of the experimental
parameters is listed in Tab. 8.1.
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P10 parallel P10 cone-beam laboratory
GINIX run 67 56 -
energy [keV] 13.8 8 0-40/9.25
detector ’Argos’ ’Pirra’ ’Argos’
z01,min [mm] - 145 158.75
z02 [m] - 5.05 0.186
z12,max [mm] 50 4905 27.25
peff [nm] 550 187 461
field of view [µm2] 1360/633× 1813 383× 383 1152× 1530
Fresnel number F 0.067 0.0016 0.069
waveguide - ’Hercules II’ -(straight channel)
number of distances 3 4 1
angular range [◦] [0,180] [0,180] [0,180]
number of projections 1000 1500 1000
exposure time [s] 0.01 0.2 50
BAC α - - 0.01
BAC (γ · F ) - - 0.15
CTF δβ 30 50 -
CTF α2 0 0 -
Table 8.1: Overview of the experimental parameters for imaging of a 1 mm punch from
a human cerebellum embedded in paraffin, measured both at the GINIX endstation as
well as the laboratory setup.
8.2 Results
8.2.1 Tomographic imaging at the GINIX setup
Parallel geometry Measurements in parallel-beam geometry were carried out
in order to obtain an overview of the sample at relatively large field of view and
moderate half-period resolution of 1.0 µm, as determined via the corresponding
FSC curve (not shown). A typical empty image obtained in this configuration is
depicted in Fig. 8.2(a), showing the restricted field of view due to the limited
opening of the fast shutter as well as small structures within the otherwise smooth
illumination. These structures correspond to dust particles that are most likely lo-
cated on a Kapton window in the beam path. Normally, they simply divide out in
the empty-beam correction, as they are both present in the empty image as well as
the acquired projections. However, due to sub-pixel shifts of the beam with respect
to the setup, the location of these dust particles slightly changes during the scan,
leading to artifacts in the empty-beam corrected projections, as depicted in Fig.
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Figure 8.2: Exemplary projection image obtained in the parallel-beam setup at the
GINIX endstation. (a) Typical empty image in which dust particles that are located on
a Kapton window in the beam path are visible. (b) Empty-beam corrected projection of
the sample. Sub-pixel shifts of the beam position with respect to the setup lead to small
variations in the dust particle positions and hence an imperfect empty-beam correction.
The gray value range in the inset is limited to [0.95, 1.05] to emphasize the effect. (c)
By aligning the empty image to an empty region in the acquired projection, the artifacts
can be reduced. (d) CTF-based reconstruction of the illuminated part of the projection.
Due to the violation of the homogeneous object assumption, phase-contrast effects are
not inverted at the interface between Kapton and air as the δ
β
-ratio was adapted with
respect to the paraffin-embedded tissue in the center. Scale bars: 250 µm
8.2(b). As the position of the artifacts remains similar throughout the scan, they
will result in severe ring artifacts in the tomographic reconstruction. To overcome
this problem, the empty image and an empty region within the projections were
aligned via a cross-correlation in Fourier space [59], resulting in the corrected im-
age depicted in Fig. 8.2(c). The artifacts due to the varying dust particle positions
are clearly removed and only slight low-frequency variations along the horizontal
direction remain.
Phase contrast in this near holographic regime is mainly visible as edge enhance-
ment, especially at the interface between the Kapton tube and air. The phase
distribution in the illuminated part of the projection was reconstructed via the
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CTF-based approach for a weakly absorbing object with regularization parame-
ters δβ = 30 and α2 = 0, resulting in the image shown in Fig. 8.2(d). The residual
edge enhancement is due to the varying electron density differences between Kap-
ton and air at the edge of the sample as well as paraffin and soft tissue in the
center, leading to a violation of the homogeneous object assumption.
The tomographic reconstruction was carried out via the Matlab implementation
of the filtered backprojection with a standard Ram-Lak filter. One exemplary slice
through the 3d density distribution with an orientation parallel to the Purkinje cell
layer is depicted in Fig. 8.3(a). The imperfect inversion of the interference fringes
around the Kapton tube during phase retrieval leads to artifacts in the recon-
structed volume in the form of edge enhancement, whereas the paraffin-embedded
tissue in the center shows no comparable effects, proving the appropriate choice
of regularization parameters with respect to this part of the sample. Within the
tissue, the typical layers of the cerebellum, namely the cell-rich granular layer, the
low-cell molecular layer, the mono-cellular Purkinje cell layer as well as the white
matter consisting of large axon bundles, are resolved at cellular detail. Within
the large Purkinje cells, even sub-cellular details as the dendritic tree as well as
the nucleolus and to some extent the nucleus can be visualized, as shown in the
upper inset on the right. However, the inner structure of the small granule cells is
not resolved and neighboring cells in close proximity are not clearly separated (cf.
lower inset).
To obtain an impression on the three-dimensional shape of the Purkinje cell layer,
a semi-automatic segmentation was performed, analogous to the previous chap-
ters. To this end, the region growing-based Magic Wand tool was used for the
segmentation of the main part of a selected number of Purkinje cells by manually
defining seeding points within the volume. Due to the relatively low contrast of
the dendritic tree with respect to the surrounding tissue (cf. section 7.3), a manual
refinement was necessary, as fine structures, which were not segmented automati-
cally but nevertheless belonged to the respective cells, could be identified based on
visual inspection. The resulting 3d visualization of the main part of the Purkinje
cell layer is depicted in Fig. 8.3(b). The typical shape of the layer, consisting of
the flat Purkinje cells with a highly branched dendritic tree arranged in a parallel
manner, is clearly visible. Note that for a large number of cells, the segmentation
is rather limited by the edge of the Kapton tube instead of the resolution of the
tomographic reconstruction. Hence, by repeating the measurement for a different
punch from the human cerebellum, in which a larger part of the molecular layer
and thus the dendritic tree of the Purkinje cells is contained, the three-dimensional
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Figure 8.3: 3d visualization of the tomographic results recorded in the parallel-beam
geometry. (a) Exemplary virtual slice with an orientation parallel to the Purkinje cell
layer. The granular layer (GL), molecular layer (ML), Purkinje cell layer (PCL) and
white matter (WM) can be visualized at cellular detail. Within the large Purkinje cells,
the dendritic tree and the nucleolus as well as to some extent the nucleus are visible,
whereas the inner structure of the small granule cells is not resolved. (b) The semi-
automatic rendering of a major part of the Purkinje cells reveals their typical flat shape
with a highly arbored dendritic tree as well as their parallel arrangement. Scale bars:
200 µm (a, left) and 50 µm (a, right)
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visualization could be further expanded.
Cone-beam geometry To obtain results at higher resolution and zoom into
specific regions of interest, additional experiments were carried out in cone-beam
geometry with an effective pixel size of 187 nm, leading to a field of view of
381× 381 µm2. Phase retrieval on the individual projections was performed via
the CTF-based approach for weakly absorbing objects, using the regularization
parameters δβ = 50 and α2 = 0. As in the previous experiments carried out in
cone-beam geometry, the projections acquired at different propagation distances
were rescaled and aligned to each other prior to the phase-retrieval step. To reduce
ring artifacts, the simple ring-removal algorithm described in section 3.2.2 was ap-
plied to the sinograms. Subsequently, the tomographic reconstruction was carried
out via the Matlab implementation of the filtered backprojection with a standard
Ram-Lak filter. Two slices through the resulting density distribution with an ori-
entation parallel to the Purkinje cell layer are depicted in Fig. 8.4, showing the
interface between the cell-rich granular layer and the low-cell molecular layer as
well as single cells of the Purkinje cell layer and their large dendritic trees protrud-
ing into the molecular layer. Note that the position of the slice depicted on the left
corresponds approximately to the magnified region shown in Fig. 8.3 and thus, the
region-of-interest measurement can be set in relation to the large overview scan.
Sub-cellular details as the nucleolus as well as nucleus of the Purkinje cells can
be clearly resolved and even the inner structure of the small granule cells as well
as cells in the molecular layer can be visualized to some extent, as depicted in
the lower inset on the left as well as in Fig. 8.13. Compared to the parallel-beam
setup, the small granule cells are separated more clearly, enabling an unambiguous
segmentation of these cells based on visual inspection. However, in contrast to the
Purkinje cells, the vast number of cells in the granular layer impedes the manual
selection of seeding points for the region growing-based segmentation tool used so
far. Therefore, an automatic approach for the detection and localization of these
small cells is required in order to quantitatively analyze the distribution of cells
within the obtained tomographic dataset.
8.2.2 Automated cellular segmentation in the synchrotron
results
As the cells in the granular and mostly also in the molecular layer have a round
shape, an algorithm detecting (imperfect) spheres of varying radius in a three-
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Figure 8.4: Virtual slices through the reconstructed volume from the measurements in
cone-beam geometry. The interface between the cell-rich granular layer as well as low-cell
molecular layer and single cells from the Purkinje cell layer can be resolved at sub-cellular
detail, revealing structures as the dendritic tree as well as nucleolus and nucleus of the
Purkinje cells. The position of the slice depicted on the left corresponds approximately
to the magnified region shown in Fig. 8.3(a). Compared to the parallel-beam setup, the
small granule cells are separated more clearly and even their inner structure is to some
extent resolved. Scale bars: 50 µm
dimensional volume is a promising approach for the automatic detection and lo-
calization of these cells. One example of such an algorithm is the spherical Hough
transform [74, 133], explained below in detail, which builds a so-called voting ma-
trix in which centers of spherical shapes are represented as local maxima.
8.2.2.1 Spherical Hough transform for 3d segmentation
The implementation of the spherical Hough transform used in this thesis was
provided by Luke Xie [133, 193]. For simplicity, the process of building the accu-
mulation matrix is first regarded in 2d, but the implementation in 3d is analogous.
Consider the 2d image depicted in Fig. 8.5(a), showing a circular object within a
2d matrix. In a first step, the edge of the object is detected, e.g., by calculating the
magnitude of the gradient vectors and defining a threshold value. As the gradient
is maximal at the edge of the object, this will give an approximation of the outer
shape. Due to the curvature of the circle, the corresponding gradient vectors are
either pointing towards the center of the circle or away from it. This property is
used for building the accumulation matrix. For each point on the selected edge,
a line segment is added to the matrix in the direction of the gradient vector (see
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Figure 8.5: Construction of the accumulation array of the spherical Hough transform in
2d. (a) The raw image is represented by a circle lying within a 2d array of pixels. (b) In a
first step, the edge of the circle is determined via the gradient of the image. For each point
on this edge, a line is plotted in the direction of the corresponding gradient vector, with a
length equal to twice the maximum possible radius. Each line is additionally weighted by
the corresponding magnitude of the gradient vector. (c) Repeating this for all points on
the edge of the circle leads to the accumulation matrix with a maximum at the position
of the central point.
the sketch in Fig. 8.5(b)). The length can be set manually and should correspond
to the maximum expected diameter of the circles in the image. To give stronger
edges a greater influence in the accumulation matrix, each line is weighted by the
corresponding magnitude of the gradient vector. Performing this procedure for all
pixels on the edge of a perfect circle leads to an intersection of the line segments
and hence a maximum of the accumulation array in the center (cf. Fig. 8.5(c)).
Therefore, the intensity values in the accumulation array of an arbitrary image
represent the probability of a center point of a circle located at the corresponding
position and for several circles present in the image, several maxima occur.
Before proceeding with the detection of these peaks in the accumulation array, its
building process for the given three-dimensional data of a human cerebellum is
shown. To this end, a small subvolume of 200 voxels3 is considered, which is lo-
cated within the granular layer, with one exemplary slice through this subvolume
depicted in Fig. 8.6(a). Note that although each of the following steps is carried out
in 3d, the individual steps are only visualized in 2d sections for reasons of clarity.
The magnitude of the gradient vectors is shown in (b), clearly revealing the edges
of the cells due to the large density changes at the interface to the surrounding
tissue. By defining a threshold based on visual inspection, the pixels belonging to
the edge can be selected, as depicted in (c). For each of these pixels, a weighted
line segment is added to the accumulation matrix, resulting in the image in (d),
with positions of the cell centers clearly visible as maxima. Single isolated pixels
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Figure 8.6: Visualization of the spherical Hough transform at one exemplary slice, shown
in (a). (b) Corresponding magnitude of the gradient vectors, revealing the edges of the
cells. (c) Pixels within the gradient image that lie above a specified threshold value are
selected for building the accumulation array. (d) Resulting accumulation array with max-
ima at the location of the cell centers. (e) The application of a Laplacian of Gaussian filter
on the accumulation array leads to an isolation of the maxima. (f) Resulting segmentation
superimposed on the slice. Scale bars: 10 µm
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in the surrounding tissue, which were likewise interpreted as edge pixels due to
their large gradient magnitude, only lead to a non-zero background in the resulting
accumulation matrix and hence have no negative influence on the localization of
spherical structures. To detect the peaks in the accumulation array, the following
steps are subsequently carried out:
• The accumulation matrix is thresholded, i.e., all pixels that have an intensity
larger than 10 % of the maximum value are set to 1, while the rest is set to
0.
• A Laplacian of Gaussian (LoG) filter [104] is applied to the accumulation ma-
trix to clearly isolate local peaks from each other by filling the intermediate
space with negative values (cf. Fig. 8.6).
• Each region within this filtered accumulation matrix that has a positive value
and is simultaneously marked as 1 in the thresholded accumulation matrix
is interpreted as a sphere. The location of the sphere center is determined by
calculating the weighted centroid of the corresponding region in the original
accumulation matrix.
The radius of the sphere is determined via the so-called signature curve f(r), where
r is the distance to the center of the sphere and f(r) is calculated via the averaged
dot product between the gradient and radial vector, normalized by its length [133].
The calculation is carried out as follows: The gradient of a pixel (i, j), located in
the neighborhood of the central pixel of the sphere (ic, jc), is given by V(i, j), while
the radial vector is defined as q(i, j) = (i− ic, j− jc). For the determination of the
signature curve, a sequence of discrete r values is selected with fixed interval ∆r,
representing varying distances to the sphere center. The signature curve is then
given by
f(r) =
∑
(i,j)
V(i,j)·q(i,j)
|q(i,j)|∑
i,j 1
, (8.1)
where the summation is carried out over all pixels (i, j) that satisfy
||q(i, j)| − r| < ∆r2 . (8.2)
The position of the maximum of this signature curve corresponds to the edge of
the sphere and hence its radius.
For the application of the spherical Hough transform on data obtained at the
GINIX setup in cone-beam geometry, the volume was first divided into multiple
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subvolumes in order to decrease computation time. Several parameters had to be
chosen manually, namely the gradient threshold to select relevant pixels for build-
ing the accumulation matrix, the range of possible radii, the minimal intensity
value of the detected sphere centers, the multiple radii tolerance (0.1 → several
possible radii, 1 → only ’principal’ radius), and the size of the LoG filter. By
changing the size of this filter, deviations from a perfect sphere can be accounted
for, as in this case, the individual line segments do not necessarily intersect in
a single center pixel, leading to a scattering of possible center positions in the
accumulation matrix. By choosing a larger filter radius, those scattered maxima
can be combined to one. In order to have the same conditions for all subvolumes,
the gradient threshold as well as the minimal center intensity value were set to an
absolute value chosen based on visual inspection.
For the segmentation of the small cells within the granular as well as molecular
layer, the parameters listed in Tab. 8.2 were chosen, leading to the results de-
picted in Figs. 8.6(f) and 8.7(a) for a small subset as well as the entire volume,
respectively. The position of the detected spheres and the cells coincide very well,
parameter setting
radius range [pixels] 3 – 10
gradient threshold 3.4·10−4
filter radius [pixels] 3
multiple radius tolerance 1
object center intensity threshold 0
Table 8.2: Parameters chosen for the spherical Hough transform in order to automati-
cally detect all cells in the cone-beam measurement at the GINIX setup.
according to visual inspection, which indicates the applicability of the spherical
Hough transform for the automated cell segmentation in the human cerebellum.
In total, approximately 42,000 cells could be located automatically, again proving
the non-feasibility of a manual segmentation. Note that the performance of the
algorithm seemed to improve by increasing the signal-to-noise ratio at the cost
of resolution via resampling by a factor of 2 as well as a Gaussian filter with a
standard deviation of 0.3 pixels. Multiple segmentation of the same cell, mainly
due to an overlap between the subvolumes, was avoided by merging automatically
detected cells with a distance smaller than 2 · (min(radius)− 0.5) pixels. The sub-
traction of 0.5 pixels from the minimum radius accounts for the fact that only
integer values for the radii can be determined by the algorithm.
The algorithm does not distinguish between different cell types and thus blood
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Figure 8.7: Results of the automated segmentation procedure, shown in an exemplary
2d slice through the reconstruction volume (top panels) as well as in a 3d view (bottom
panels). (a) Superposition of all cells detected by the algorithm (blue) and the corre-
sponding virtual slice through the volume. (b) After removal of blood vessels (blue), a
separation into molecular layer (light red) and granular layer (dark red) was carried out
by defining a threshold value for the mean distance to the 35 nearest neighbors of each
cell. (c) An estimation for the volume of each layer was obtained by determining a hull
around the respective cells. Scale bars: 50 µm
cells, which are contained in the blood vessels and are of similar size as the cells
in the granular layer (cf. Fig. 8.8), were detected as well. To account for this,
a semi-automatic segmentation of these vessels was performed in Avizo, using
the region growing-based tool Magic Wand, by manually defining several seeding
points within the vessels, and the corresponding cells were removed from the auto-
matic result, as depicted in Fig. 8.7(b). Additionally, a separation into the low-cell
molecular layer and the cell-rich granular layer was performed based on the mean
distance to the 35 nearest neighbors. The threshold for the division was chosen
based on visual inspection, leading to approximately 40,000 cells in the granular
and 1,700 cells in the molecular layer. The volume of each of the layers, which will
be used for the calculation of the cell density in section 8.2.2.3, was determined
via the function boundary implemented in Matlab. It builds a 3d hull enveloping
all cells contained within the respective layer and enables the choice of a shrinking
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Figure 8.8: Exemplary blood vessels found in the reconstructed volume. The blood
cells within the vessels are well resolved and therefore also found by the automatic cell
segmentation algorithm. Scale bars: 15 µm
factor, where 0 gives a convex hull and 1 gives a compact boundary. In this case,
the shrinking factor was set to the standard value of 0.5. The resulting volumes,
together with the cells within the two layers, are depicted in Fig. 8.7(c), both in
an exemplary 2d slice through the volume as well as for the entire dataset in 3d.
By combining the output of the automated segmentation in the granular as well as
molecular layer with a semi-automatic segmentation of the Purkinje cells within
the reconstructed volume, which was performed analogously to the parallel-beam
setup, a 3d visualization of all the different cells within the cerebellum can be
obtained, as depicted in Fig. 8.9. Different properties of the cerebellar layers are
immediately visible, e.g., the smaller size of the cells within the molecular and
granular layer compared to the large Purkinje cells, the significantly higher cell
density in the granular layer compared to the molecular layer as well as the flat
shape of the parallel oriented Purkinje cells with their highly arbored dendritic
tree protruding into the molecular layer. Note that the two individual Purkinje
cells are the same cells as depicted in Fig. 8.3(b) for the parallel-beam setup (top
left and bottom right) and that the size of the segmented dendritic tree is mainly
limited by the field of view of the dataset.
8.2.2.2 Performance of the algorithm
The performance of the segmentation algorithm was quantified via a comparison
to a manual segmentation used as ground truth in several subvolumes of the whole
dataset. To this end, the precision p and recall r were determined for each of the
subvolumes. The precision is a measure of how many of the automatically detected
cells correspond to real cells in the volume and it is calculated by the ratio between
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Figure 8.9: Cellular segmentation of the dataset obtained in cone-beam geometry at
the synchrotron. (a) Each cell within the granular layer (dark red), the molecular layer
(light red) and the Purkinje cell layer (shades of gray) can be visualized in 3d. For the
large Purkinje cells, a semi-automatic approach was used for the segmentation, whereas
the small cells in the granular and molecular layer could be located automatically via the
spherical Hough transform. (b) In addition, two individual Purkinje cells are depicted,
both front and side view, again showing the typical flat shape of this cell type.
the number of correctly segmented cells and the total number of segmented cells.
The recall indicates how many of the real cells in the volume were detected by
the algorithm and it is determined by the ratio between the number of correctly
segmented cells and the total number of real cells in the volume (cf. Fig. 8.10).
The performance of the algorithm was quantified separately for the granular
and molecular layer. Within the granular layer, two subvolumes with a size of
1003 voxels were randomly selected for manual segmentation, each containing
∼ 180 cells. The position of these subvolumes with respect to the entire layer is
indicated in Fig. 8.11(a). A comparison between the manually and automatically
detected cells is shown in (b-d), both in 2d slices and in 3d. Already by visual in-
spection, the agreement between these two segmentations is evident. The precision
and recall within the two subvolumes yield (p, r) = (1, 1) and (p, r) = (0.994, 1)
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Figure 8.10: Definition of precision and recall. The precision is a measure of how many
of the automatically detected cells correspond to real cells in the volume and it is calcu-
lated by the ratio between the number of true positive findings and the total number of
detected cells. The recall indicates how many of the real cells in the volume were detected
automatically by the algorithm and it is determined by the ratio between the number of
true positive findings and the total number of real cells in the volume. The drawing is
based on [29].
for subvolume 1 and 2, respectively. In the molecular layer three subvolumes with
twice the side length compared to granular layer (2003 voxels) were chosen for
manual segmentation due to the lower cell density, each containing only ∼ 20− 30
cells. The location of these subvolumes with respect to the entire layer is depicted
in Fig. 8.12(a). The comparison between the manual and automatic segmenta-
tion, shown in (b) and (c) in 2d slices as well as in 3d, yield precision and re-
call values of (p, r) = (0.9, 1) (subvolume 1), (p, r) = (0.88, 1) (subvolume 2) and
(p, r) = (0.9, 0.95) (subvolume 3). Hence, the mean precision and recall obtained
for the granular and molecular layer are (p, r) = (0.994, 1) and (p, r) = (0.89, 0.98),
respectively, indicating an almost perfect performance of the automated segmen-
tation algorithm, especially in the granular layer. The slightly worse performance
within the molecular layer can be attributed to the diversity in cell size and shape
compared to the more uniform distribution within the granular layer, which makes
it more challenging to find one set of parameters for all cells (cf. Fig. 8.13). The
nonetheless high accuracy of the automatic cell segmentation algorithm enables
the determination of a variety of statistical measures based on the structural ar-
rangement of ten thousands of cells within the three-dimensional volume, as shown
for selected examples in the following section.
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Figure 8.11: Comparison between manual and automatic segmentation results for the
granular layer in the cone-beam dataset obtained at the GINIX setup. (a) Position of
two randomly selected subvolumes SV 1 and SV 2 with volumes of 1003 voxels with
respect to the entire granular layer. For these two subvolumes, a manual segmentation
was performed and used as ground truth. (b-d) Comparison between the results of the
automatic workflow (blue) and the manually obtained results (green). The positions of
the 2d slices in (d) are indicated in the volume renderings in (b) and (c), respectively. The
performance of the automatic segmentation procedure was evaluated via the precision and
recall, which were obtained for each subvolume separately and resulted in (p, r) = (1, 1)
in subvolume 1 and (p, r) = (0.994, 1) in subvolume 2.
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Figure 8.12: Comparison between manual and automatic segmentation results for the
molecular layer. (a) For the manual segmentation, three randomly chosen subvolumes
from the molecular layer were used with twice the side length compared to the granu-
lar layer (2003 voxels) due to the lower cell density and hence reduced statistics. (b,c)
Comparison between the manually segmented (green) and automatically detected cells
(blue). The positions of the 2d slices shown in (c) are depicted in the 3d representations
in (b). The precision and recall within the three subvolumes yield (p, r) = (0.9, 1) in
subvolume 1, (p, r) = (0.88, 1) in subvolume 2 and (p, r) = (0.9, 0.95) in subvolume 3.
Hence, the performance within the molecular layer is slightly worse compared to the
granular layer, which can be mainly attributed to the larger diversity in cell size and
shape (see Fig. 8.13).
8.2.2.3 Statistical measures
The cellular density in the molecular as well as granular layer was determined via
the ratio between the total number of cells and the volume estimated for each
layer, yielding ρ = 9.9 · 104 mm−3 and ρ = 2.7 · 106 mm−3, respectively, which is
in good agreement with manual cell counting in 2d histological sections [3]. Note
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Figure 8.13: Comparison of cell types found in the molecular and granular layer of
the cerebellum. Upper row: Examples of different cells in the molecular layer, indicating
the diversity occurring in this layer. Lower row: Examples of cells in the granular layer,
showing a more uniform distribution of cell shapes and sizes. Scale bars: 5 µm
that this corresponds to the average density of the two layers. A local density
estimation was obtained via a convolution between the cell center positions and a
sphere with varying radius, normalized by the respective volume of the sphere, as
depicted in Fig. 8.14 for the granular layer. The example for the smallest sphere
radius and thus the smallest volume for the determination of the local density
shows large variations throughout the layer with distinct hotspots, indicating a
clustering of the cells. With increasing radius, the differences in local cell density
are vanishing, leading to an almost uniform distribution within the granular layer.
However, the cell density is found to decrease considerably towards the molecular
layer, indicating a smooth transition between the two layers.
From the positions of the cells within the volume, several statistical measures
were obtained (cf. Fig. 8.15). The distribution of nearest-neighbor distances was
determined by calculating all cell-to-cell distances and finding the minimum for
each individual cell. The resulting histograms for the molecular and granular layer
are shown in (a) and (b), revealing mean distances of 9.7± 0.8 µm (95 % confi-
dence bounds) and 4.00± 0.02 µm with standard deviations σ = 7.3± 0.8 µm and
σ = 0.45± 0.02 µm, respectively. Considering the mean radius of cellular nuclei in
the two layers (2.4 µm in the molecular and 2.1 µm in the granular layer), this
indicates that within the granular layer most of the cells have at least one neigh-
boring cell in direct contact, whereas in the molecular layer the distance to the
nearest cell is several cell radii larger.
By determining the mean gray value within the volume of a single cell, a measure
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Figure 8.14: Local cell density distribution within the granular layer of the cerebellum,
which was obtained via a convolution between the cell center positions and a sphere
with varying radius, normalized by the respective volume of the sphere. The example
for a sphere radius of 14.9 µm shows distinct hotspots in density and hence indicates
a clustering of cells within this layer. With increasing radius, the density distribution
becomes more homogeneous. However, towards the interface between the granular and
molecular layer, the cell density decreases considerably, indicating a gradual transition
between the two layers.
of electron density can be obtained, as the reconstruction value is proportional
to the real part of the refractive index. To this end, the gray values of the voxels
within each cell were integrated and divided by the corresponding cell volume. The
resulting histograms are shown in Fig. 8.15(c). A Gaussian fit to the mean gray
values of the molecular layer yields (1.17 ± 0.02) · 10−3 with standard deviation
σ = (2.9± 0.2) · 10−4, whereas for the granular layer a sum of two Gaussian func-
tions fitted the data best, leading to (1.24 ± 0.01) · 10−3 and (1.40 ± 0.02) · 10−3
with standard deviations σ1 = (1.6± 0.1) · 10−4 and σ2 = (3.4± 0.1) · 10−4 in an
approximate ratio of 30:70. The occurrence of two peaks in the histogram might
be explained by different cell types in the granular layer with slightly different
electron densities or artifacts due to the discrete representation of spheres with
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Figure 8.15: Statistical measures obtained from the automatically determined cell po-
sitions. (a,b) Histograms showing the nearest-neighbor distances in the molecular and
granular layer, respectively. The Gaussian fits reveal mean nearest-neighbor distances of
9.7± 0.8 µm and 4.00± 0.02 µm (95 % confidence interval). (c,d) Histograms showing
the mean gray value within the automatically detected cell volumes in the molecular and
granular layer, respectively. A Gaussian fit leads to (1.09± 0.02) · 10−3 in the molecular
layer, whereas for the granular layer the shape is best fitted by a 2-Gaussian function
with peak values of (1.10± 0.01) · 10−3 and (1.24± 0.02) · 10−3 in an approximate ratio
of 30:70. (e) Pair correlation function of the cells in the granular layer, revealing two
distinct peaks at 4.16± 0.04 µm and 8.5± 0.3 µm. (f) Structure factor of the cells in the
granular layer, corresponding to the Fourier transform of the pair correlation function.
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radii in the range of few pixels. In general, the comparison between the results
for the molecular and granular layer indicates that the cells of the latter have a
slightly higher density.
As a last step, the structural organization of the cells in the granular layer was
further quantified. To this end, the pair correlation function g(r) was computed,
which is a measure for the probability of finding a cell at a certain distance r
from a given cell. It relates the bulk density ρbulk to the average density of cells
at distance r via ρ(r) = g(r)ρbulk [23] and is hence given by
g(r) = N(r)4pir2drρbulk , (8.3)
where N(r) is the mean number of cells in a shell with width dr at radial distance
r.
The pair correlation function was calculated by counting the number of cells in a
spherical shell with radius r and a width of 0.5 pixels around a single cell in the
granular layer and averaging the resulting curve over all cells. Note that the maxi-
mum radius that was taken into account was limited by the distance of the consid-
ered cell to the edge of the layer. The resulting correlation function is depicted in
Fig. 8.15(e), with two distinct peaks at 4.16± 0.04 µm and 8.5± 0.3 µm, indicat-
ing a strong short-range order. The fact that the distance to the nearest neighbor
is significantly smaller than the mean inter-nuclei distance rm = ρ−1/3 = 7.2 µm,
computed from the density, also points to a local clustering of the cells.
The coordination number is a measure for the mean number of neighbors within
a distance r from each cell and it is given by the integral of the pair correlation
function [23]
ncoord(r) = 4piρ
ˆ r
0
g(r′)r′2dr′. (8.4)
By executing the integration until the first minimum in the pair correlation func-
tion and hence over the first coordination shell, the mean number of nearest neigh-
bors of each cell was determined. In contrast to an efficiently packed non-associated
fluid, yielding a coordination number of 12 [11], the mean number of nearest neigh-
bors of the present structure is approximately 5, again indicating an organization
in small clusters. For clarity, a summary of the obtained statistical parameters is
listed in Tab. 8.4 at the end of the chapter.
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Under the assumption of identical cells, the structure factor S(q) is given by [43]
S(q) = 1
N
∣∣∣∣∣∑
k
eiq·rk
∣∣∣∣∣
2
, (8.5)
where N is the number of cells within the volume, q the scattering vector and rk
the position of the k-th cell. The structure factor and pair correlation function are
related via Fourier transform, yielding
S(q)− 1 = 4piρ
q
ˆ
R
r(g(r)− 1) sin(qr)dr (8.6)
for an isotropic material [43]. For the calculation of the structure factor, the angular
average over the 3d Fourier transform of the array containing the center positions
of each sphere was computed, resulting in the curve depicted in Fig. 8.15(f).
8.2.3 Tomographic imaging at the laboratory setup
Phase retrieval for the laboratory data was performed with the BAC approach
with regularization parameters α = 0.01 and (γ · F ) = 0.15. In contrast to the
CTF approach used for the parallel-beam GINIX setup, the BAC algorithm can
better account for the violation of the homogeneous object assumption and hence,
edge enhancement at the Kapton-air interface is reduced while the inner part
of the sample remains sharp. In order to increase the signal-to-noise ratio, all
projections were resampled by a factor of 2, leading to twice the effective pixel
size in the reconstructed volume. Prior to the tomographic reconstruction via
the FDK implementation of the ASTRA toolbox, the wavelet-based ring-removal
algorithm was applied on the sinograms to reduce ring artifacts in the resulting
virtual slices. One exemplary slice through the reconstructed density is depicted
in Fig. 8.16. Note that it was filtered with a Gaussian function with a standard
deviation of 1 pixel to further increase the signal-to-noise ratio. It shows that also
in the laboratory dataset single cells are resolved in all layers of the paraffin-
embedded human cerebellum. The magnified region on the right, corresponding
to the slices in Figs. 8.3(a) (right panel) and 8.4 (left panel) from the synchrotron
measurements, also reveals a Purkinje cell, including the thick branches of its
large dendritic tree. Due to the cellular resolution within the granular as well as
molecular layer, the developed workflow for automated cell segmentation based on
the spherical Hough transform was also applied on the laboratory data.
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Figure 8.16: Virtual slices through the reconstructed volume from the laboratory
dataset. The interface between the cell-rich granular layer and the low-cell molecular
layer is clearly visible. Compared to the cone-beam measurement at the GINIX setup, a
larger field of view is accessible while the resolution is still sufficient for single cell identi-
fication. Within the large Purkinje cells, even sub-cellular details as the dendritic tree are
to some extent resolved. Note that the magnified region on the right corresponds to the
slices shown in Figs. 8.3(a) (right panel) and 8.4 (left panel) from the synchrotron mea-
surements in parallel- and cone-beam geometry, respectively. Scale bars: 200 µm (left)
and 50 µm (right)
8.2.4 Automated cellular segmentation in the laboratory
results
Spherical Hough transform for automated segmentation For the appli-
cation of the spherical Hough transform on the laboratory data, the parameters
listed in Tab. 8.3 were chosen based on visual inspection within a small subvolume
of the data. Note that due to the large pixel size in the resampled dataset, the
parameter setting
radius range [pixels] 1 – 6
gradient threshold 3.1·10−5
filter radius [pixels] 3
multiple radius tolerance 1
object center intensity threshold 1.6 · 10−4
Table 8.3: Parameters chosen for the spherical Hough transform in order to automat-
ically detect the cells in the molecular and granular layer in the measurement at the
laboratory setup.
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Figure 8.17: Results of the automated segmentation procedure for the laboratory data.
(a) Output of the segmentation algorithm prior to additional processing steps, along
with the corresponding volume rendering showing the 3d spatial distribution. For better
visibility, a 250×250 µm2 region, as indicated in the inset, is shown at higher magnifica-
tion. (b) After semi-automatic removal of the cells contained in the blood vessels (blue),
the segmentation results were divided into the molecular (light red) and granular layer
(dark red) based on a visually defined threshold for the mean distance to the 35 nearest
neighbors of each cell. (c) The volume of the two layers was determined via a 3d envelope
around the respective cells. Scale bars: 50 µm
cell radii were below 2 pixels and therefore not detectable. Thus, for the cellular
segmentation the volume had to be reconstructed at full resolution with a sub-
sequent low-pass filtering step to increase the signal-to-noise ratio. The resulting
segmentation is shown in Fig. 8.17(a). Despite the inferior data quality compared
to the synchrotron, the positions of the detected spheres and the cells seem to
coincide very well. In total, the algorithm was able to detect approximately 1.8
million cells within the reconstructed field of view. As previously, cells contained
within blood vessels were segmented as well and had to be removed via a semi-
automatic segmentation of the vessels based on the Magic Wand tool in Avizo,
leading to the results in (b). Additionally, a separation into the cell-rich granular
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Figure 8.18: Cellular segmentation within the dataset obtained at the laboratory setup.
(a) Each cell in the cerebellum can be visualized in 3d, including the cells in the granular
layer (dark red), the molecular layer (light red) and the Purkinje cell layer (gray). (b)
In addition, two individual Purkinje cells are depicted, both front and side view, again
showing the typical flat shape of this cell type. Note that the cells correspond to those
shown in Figs. 8.3(b) and 8.9(b).
and low-cell molecular layer was performed based on the mean distance to the 35
nearest neighbors, analogous to the synchrotron dataset. Again, the threshold for
the division was based on visual inspection. The volume of each of the layers was
determined via the function boundary implemented in Matlab and the standard
shrinking factor 0.5, as depicted in Fig. 8.17(c).
By combining the results of the automated segmentation within the molecular and
granular layer with a semi-automatic segmentation of the cells in the Purkinje cell
layer via the Magic Wand tool, which was manually refined for two exemplary
cells, a 3d visualization of all cells within the measured portion of the human
cerebellum can be obtained, as depicted in Fig. 8.18. The size differences between
the cells in the molecular and granular layer and the Purkinje cells as well as the
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large cell density within the granular layer and the flat shape of the Purkinje cells
become immediately apparent. Data quality at the laboratory is even high enough
to segment the large branches of the Purkinje cells at comparable detail as in the
synchrotron datasets (cf. Figs. 8.3(b) and 8.9(b)).
Performance of the algorithm In order to quantify the performance of the
segmentation algorithm, the precision and recall were also determined for the
laboratory dataset. Compared to the synchrotron dataset, a manual segmenta-
tion proved to be challenging due to the lower resolution and signal-to-noise ra-
tio. Hence, the datasets obtained at both setups were manually aligned to each
other and the result obtained from the automatic segmentation in the synchrotron
dataset was considered as ground truth, which is justified by its high precision and
recall. In Figs. 8.19 and 8.20 the position of the synchrotron dataset with respect
to the laboratory data is indicated and the comparison between the datasets is
depicted both in 2d slices and in a 3d volume rendering. The precision and recall
for the laboratory dataset were estimated at (p, r) = (0.71, 0.72) for the molecular
layer and (p, r) = (0.85, 0.93) for the granular layer. This shows that especially
in the granular layer the performance of the algorithm is remarkably high and
comparable to previous results obtained for osmium-stained tissue at synchrotron
sources with a parallel-beam geometry [42].
Statistical measures The high precision and recall allows for a statistical ana-
lysis of the cellular distribution obtained from the laboratory dataset, analogous
to the results of the cone-beam measurement at the GINIX setup.
Around 26,000 cells were identified automatically in the molecular layer, whereas
the algorithm found approximately 1,760,000 cells in the granular layer, resulting
in densities of 7.4·104 mm−3 and 3.4·106 mm−3, respectively. The deviation from
the synchrotron results can be attributed to the lower precision and recall in the
molecular layer, while in the granular layer, where precision and recall are high in
both cases, it might be explained by the different probing volumes, as the field of
view in the synchrotron data is much smaller compared to the laboratory dataset.
This can be further quantified by regarding the local density within the granu-
lar layer, which was again obtained via a convolution of the cell center positions
and spheres with varying radius, as depicted in Fig. 8.21. As for the synchrotron
dataset (cf. Fig. 8.14), a clustering of the cells can be recognized as local den-
sity hotspots in the example with the smallest sphere of radius 13.8 µm. With
increasing radius, the local density distribution becomes more homogeneous in the
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Figure 8.19: Comparison between the automatic segmentation result for the granular
layer obtained in the laboratory as well as synchrotron dataset. (a) The position of the
synchrotron measurement with respect to the laboratory data is indicated by the box
in the respective cellular segmentation. (b) Comparison between the synchrotron results
(green) and the segmentation results obtained for the laboratory data (blue) in 3d. (c)
Slices through the rendering of the results from the synchrotron and the laboratory
datasets, with the positions of the individual slices indicated in (b). Precision and recall
were estimated at (p, r) = (0.85, 0.93), showing the good performance of the algorithm
despite the lower data quality.
center of the layer, while it decreases significantly towards the interface to the
molecular layer. On the one hand this indicates a smooth transition between the
two layers, as in the synchrotron dataset, but on the other hand it also shows
that the synchrotron dataset, which was measured at the edge between these two
layer, comprises a less dense part of the granular layer, explaining the difference
in overall density between the two datasets. By determining the cell density in the
corresponding subvolume of the laboratory dataset, resulting in 2.9·106 mm−3,
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Figure 8.20: Evaluation of the performance of the automatic segmentation algorithm in
the molecular layer of the laboratory dataset, with the synchrotron result considered as
ground truth. (a) The position of the synchrotron dataset with respect to the laboratory
data is indicated by the box in the cellular segmentation of the molecular layer. (b)
Comparison between the segmentation results obtained from the synchrotron (green)
and the laboratory data (blue) in 3d. (c) Slices through these segmentation results at the
positions indicated in (b). Precision and recall were estimated at (p, r) = (0.71, 0.72).
this assumption can be confirmed. The remaining deviation by about 11 % can be
attributed to the difference in the precision and recall values for this layer.
From the segmentation results the same statistical measures as for the synchrotron
dataset were determined (cf. Fig. 8.22). The distribution of nearest-neighbor dis-
tances in the molecular and the granular layer is shown in (a) and (b), reveal-
ing a mean nearest-neighbor distance of 8.6± 0.4 µm (95 % confidence bounds)
with standard deviation σ = 7.8± 0.4 µm in the molecular layer, while the re-
sults from the granular layer could be best fitted by a sum of two Gaussian func-
tions with peaks at 3.93± 0.02 µm and 2.64± 0.02 µm with standard deviations
σ1 = 0.77± 0.03 µm and σ2 = 0.35± 0.04 µm at an approximate weight ratio of
86:14. The mean cell radii determined for the molecular and granular layer are
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Figure 8.21: Local cell density distribution within the granular layer of the cerebellum
measured at the laboratory setup. As in the synchrotron dataset, a clustering of the cells
can be recognized due to the formation of local hotspots throughout the layer. With
increasing sphere radius these differences are averaged out, leading to a more homoge-
neous density distribution which decreases significantly towards the interface between
the molecular and granular layer.
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Figure 8.22: Statistical measures obtained from the laboratory dataset. (a,b) Histograms
of the nearest-neighbor distances in the molecular and granular layer, respectively. The
Gaussian fit reveals a mean distance of 8.6± 0.4 µm (95 % confidence interval) in the
molecular layer, while in the granular layer a sum of two Gaussian functions with peaks
at 3.93± 0.02 µm and 2.64± 0.02 µm fitted the data best (appr. ratio 86:14). (c,d) His-
tograms of the mean cellular gray values from the molecular and granular layer. A 2-
Gaussian fit reveals peaks at (1.72 ± 0.01) · 10−4 and (1.21 ± 0.02) · 10−4 (appr. ratio
90:10), and (1.936 ± 0.001) · 10−4 and (1.483 ± 0.001) · 10−4 (appr. ratio 90:10) for the
molecular and granular layer, respectively. (e) Pair correlation function of the cells in the
granular layer, with two principle peaks at 4.74± 0.04 µm and 8.7± 0.1 µm and a minor
modulation at 2.50± 0.05 µm. (f) Structure factor of the granular layer.
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1.6 µm and 1.5 µm, respectively, which indicates that in contrast to the molec-
ular layer, cells in the granular layer have at least one neighboring cell in more
or less direct contact, analogous to the synchrotron results. An estimate for the
relative electron density is given by the mean gray value within the volume of
the single cells, as depicted in Fig. 8.22(c) and (d). Note that due to the broad
bremsspectrum of the laboratory source as well as the mixed contrast due to the
superposition of attenuation as well as phase effects in the process of contrast
formation, the obtained density distribution only corresponds to effective values.
However, as this applies equally for the entire sample, a relative comparison be-
tween the mean electron density values within the cells of the two layers is still
justified. For the molecular layer, a sum of two Gaussian functions fitted the data
best, revealing peaks at (1.72± 0.01) · 10−4 and (1.21± 0.02) · 10−4 with standard
deviations σ1 = (2.4± 0.1) · 10−5 and σ2 = (1.1± 0.2) · 10−5 and an approximate
weight ratio of 90:10. A fit of two Gaussian functions to the results from the gran-
ular layer yields mean gray values of (1.936±0.001) ·10−4 and (1.483±0.001) ·10−4
with standard deviations σ1 = (2.92 ± 0.01) · 10−5 and σ2 = (1.23 ± 0.02) · 10−5
in an approximate weight ratio of 90:10, indicating that the cells of the granular
layer show a slightly higher electron density.
The pair correlation function as well as structure factor of the entire granular
layer are shown in Fig. 8.22(e) and (f). In the correlation function three maxima
at 2.50± 0.05 µm, 4.74± 0.04 µm and 8.7± 0.1 µm are visible, the first of which
is only a very small modulation. This again indicates a clustering of the cells in
this layer, which is already visible in the local density shown in Fig. 8.21. Note
that the peak at the smallest radial distance has only a hardly recognizable coun-
terpart in the synchrotron dataset (cf. Fig. 8.15(e)). Hence, it is either a property
of the inner part of the granular layer, which lies outside the field of view of the
synchrotron dataset, or it is an artifact of falsely detected cells due to the lower
precision and recall in the laboratory dataset.
The coordination number can be estimated at 7-8, depending on the definition of
the first minimum, and it is thus larger compared to the coordination number ob-
tained for the synchrotron dataset. One reason could be the higher cellular density
in the granular layer. As the mean distance to the nearest neighbor is comparable
in both datasets, a higher density can only be explained by a larger number of
cells within the considered volume which might result in a larger number of close
neighbors. A summary of the determined statistical parameters, also in compari-
son to those obtained at the GINIX setup in cone-beam geometry, is given in Tab.
8.4.
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GINIX setup laboratory setup
density in ML 9.9 · 104 mm−3 7.4 · 104 mm−3
density in GL 3.4 · 10
6 mm−3
2.7 · 106 mm−3 (2.9 · 106 mm−3)
mean radius in ML 2.4 µm 1.6 µm
mean radius in GL 2.1 µm 1.5 µm
mean NND in ML 9.7± 0.8 µm 8.6± 0.4 µm
mean NND in GL 2.64± 0.02 µm4.00± 0.02 µm 3.93± 0.02 µm
mean gray value in ML (1.17± 0.02) · 10−3 (1.21± 0.02) · 10
−4
(1.72± 0.01) · 10−4
mean gray value in GL (1.24± 0.01) · 10
−3 (1.483± 0.001) · 10−4
(1.40± 0.02) · 10−3 (1.936± 0.001) · 10−4
peaks positions in PCF
2.50± 0.05 µm
4.16± 0.04 µm 4.74± 0.04 µm
8.5± 0.3 µm 8.7± 0.1 µm
first coord. number 5 7-8
Table 8.4: Statistical measures obtained for the molecular (ML) and granular layer
(GL) of the 1 mm punch from a human cerebellum, measured both at the GINIX as well
as laboratory setup. Abbreviations stand for nearest-neighbor distance (NND) and pair
correlation function (PCF).
8.3 Summary
The results presented in this chapter show that propagation-based phase-contrast
tomography can be used for 3d virtual histology of unstained human cerebellum
embedded in paraffin. Results obtained at the synchrotron setup both in parallel-
and cone-beam geometry provide 3d volumes with isotropic resolution and sub-
cellular detail as the nuclei and nucleoli as well as dendritic tree of the large Purk-
inje cells. The size of the dendritic tree was mainly limited by the field of view of
the tomographic measurement and not the resolution. In the parallel-beam geom-
etry, a larger field of view could be easily enabled by implementing a fast shutter
with a wider opening of the slits. Even at an optimized compact laboratory source,
a data quality high enough for single cell segmentation could be reached, compa-
rable to the parallel-beam setup at the synchrotron, making this method available
for a broad range of studies without the need to apply for beamtime at a heavily
occupied large-scale facility.
The embedding in paraffin enables subsequent histological studies with specific
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staining agents to combine the x-ray results, providing an overview of the 3d elec-
tron density of the entire sample, with information on specific cells within this
volume and to put the histological findings into perspective [69]. As no further
staining methods as, e.g., staining with osmium tetroxide [42], was used, contrast
is entirely based on the electron density differences and the results can be used for
a quantitative comparison between different tissue types.
The presented workflow for automatic segmentation of the small cells present in
the molecular and granular layer of the cerebellum is easily applicable and requires
only a small set of parameters to be chosen. It is a straightforward approach which
can be used without further training steps being necessary. The parameters needed
for the algorithm to work properly could be chosen on a small subvolume based
on visual inspection and subsequently applied on the whole dataset, as data qual-
ity was homogeneous throughout the entire volume. The obtained results indicate
a strong short-range order within the densely packed granular layer, leading to
a local clustering of cells accompanied by characteristic position correlations as
quantified by pair correlation functions.
The comparison between the performance of the algorithm and a manual segmen-
tation showed an almost perfect precision and recall in the case of the synchrotron
dataset, especially in the granular layer, proving that the developed workflow can
be used for high-quality automatic cell segmentation. Even in the lower resolution
laboratory dataset, it provided a very precise segmentation, comparable to results
obtained at the synchrotron [42]. Again, performance in the cell-dense granular
layer with homogeneous size and shape distribution was better compared to the
diverse molecular layer.
Previous findings for cellular density in the granular layer, based on manual cell
counting in 2d histological sections [3], correspond very well to the densities re-
ported here. In contrast to the manual approach, the identification of cell positions
was carried out in three dimensions, which enables a high precision determination
of local cell densities throughout the entire volume. Note, however, that in the
case of the manual counting a distinction between granule cells and glial cells,
both present in the granular layer, was made. This may be implemented into the
automatic workflow as well, e.g., by determining measures as density and volume
of each cell, which are easily accessible by the presented approach, and correlating
differences in these measures to specific cell types. For a more precise evaluation
of the cell volume, one could even consider extending the presented approach so
that the identified cell positions are used as seeding points for a region-growing al-
gorithm, estimating the exact cell shape based on gray values instead of assuming
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a perfect sphere.
The automatic localization of the cells in the granular and molecular layer and
the subsequent statistical analysis enables novel approaches to correlate tissue
function with structure and to possibly identify biomarkers for diagnostic pur-
poses. Importantly, the capability to study cellular distributions in 3d allows for a
precise quantification of nearest-neighbor distances or pair correlation functions,
which can only be deduced from thin histological sections by assuming statisti-
cally homogeneous and isotropic cell distributions [78]. Among the possibility to
describe the evaluated tissue based on the presented statistical measures, this also
enables biomedical studies aiming at changes in cellular distribution between dif-
ferent individuals, e.g., in the course of neurodegenerative diseases. The presented
workflow can be easily applied on a large number of samples, especially due to
the good performance at a compact laboratory source, which makes it possible to
carry out such studies without the need for beamtime at a synchrotron facility.
9 Outlook: 3d histology of
neurodegenerative diseases
The following chapter gives an outlook on the application of propagation-based
phase-contrast tomography for imaging of structural changes occurring during
neurodegenerative diseases, in particular at the examples of multiple sclerosis [22],
Alzheimer’s disease [119, 137] and a mouse model for ischemic stroke [37].
9.1 Multiple sclerosis
Multiple sclerosis (MS) is a chronic inflammatory disease of the central nervous
system which results in lesions of demyelination both in gray and white matter
of the brain. Symptoms include impairment of fine motor or coordination tasks
or cognitive-behavioral dysfunction which can be attributed to cerebellar abnor-
malities. Within the cerebellum both gray and white matter demyelination can
be observed and especially in progressive multiple sclerosis cortical demyelination,
mainly in the form of lesions, occurs [131].
Analogous to the approach described in the previous chapter, the influence of
multiple sclerosis on the cellular organization within the cerebellum is consid-
ered in the following by combining propagation-based phase-contrast tomography
of paraffin-embedded human cerebellum both from healthy controls and patients
with multiple sclerosis with the automated cell segmentation workflow based on
the spherical Hough transform.
Methods Formalin-fixed and paraffin-embedded cerebellar tissue was obtained
from nine healthy control patients, including the patient from the previous chapter
which will be denoted as CTR 5 in the following, and six patients with multiple
sclerosis. The samples were provided by the group of Christine Stadelmann-Nessler
(Institute for Neuropathology, University Medical Center, Go¨ttingen, Germany).
A list linking the sample names used within this thesis to the respective patients
can be found in Tab. 9.1. For mounting in the experimental setup, a 1 mm punch
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CTR 1 CTR 2 CTR 3 CTR 4 CTR 5 CTR 6
67/16-6 69/16-6 26/16-6 54/16-6 128/16-6 65/15-6
MS 1 MS 2 MS 3 MS 4 MS 5 MS 6
120/06-11 T8/00-4 113/13-52 136/09-39 220/91-15 36/14-62
Table 9.1: Patients corresponding to the sample names used in the course of this section.
The nomenclature is patient number/year of autopsy-tissue block number.
was taken from the tissue and squeezed into a 1 mm Kapton tube which was glued
to a sample holder, analogous to the sample preparation described in the previous
chapter (cf. Fig. 8.1).
Tomographic experiments were carried out at the GINIX setup in cone-beam
geometry. The experimental parameters for the specimen CTR 5 were already
described in the previous section and a summary can be found in Tab. 8.1. For
the remaining samples, the energy was set to 13.8 keV and a crossed multilayer
waveguide was placed in the focal spot of the KB-mirrors, providing a flux of
∼ 8 · 108 ph/s. The ’Pirra’ was located at a source-to-detector distance of 5.05 m.
For each measurement the source-to-sample distance was set to z01 = 145 mm and
tomograms were recorded at 4 propagation distances by acquiring 1000 projections
over an angular range of 180◦ with an exposure time of 0.5 s. For an overview, the
experimental parameters are summarized in Tab. 9.2.
Results The processing steps to reconstruct the 3d density distribution for sam-
ple CTR 5 can be found in the previous chapter. For the remaining samples, phase
retrieval was carried out on the individual empty-beam corrected projections via
the CTF-based algorithm for a weakly absorbing object with regularization pa-
rameters δβ = 30 and α2 = 0. In order to take all propagation distances with
varying magnification and field of view into account, projections were rescaled to
the smallest effective pixel size and aligned to each other via a cross-correlation
in Fourier space. Prior to tomographic reconstruction with the Matlab implemen-
tation of the filtered backprojection and a standard Ram-Lak filter, the simple
ring-removal algorithm was applied to the sinograms. Additionally, low-frequency
variations due to broad vertical stripes in the waveguide illumination were compen-
sated following the approach described in section 5.3.2. In three of the measured
control patients (’13/15-6’, ’30/16-6’ and ’57/10-6’), granule cell layer autolysis
occurred prior to fixation, which can be recognized in a substantial cell degenera-
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experimental setting
GINIX run 62/69 (CTR 1 & 2)
energy 13.8 keV
detector ’Pirra’
z01,min 145 mm
z02 5.05 m
peff 187 nm
field of view 383× 383 µm2
Fresnel number F 0.0016
waveguide multilayer(d = 81 nm)
number of distances 4
angular range [0,180]◦
number of projections 1000
exposure time 0.5 s
CTF δβ 30
CTF α2 0
Table 9.2: Experimental parameters used for imaging of paraffin-embedded human cere-
bellum from both healthy controls and patients with multiple sclerosis.
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Figure 9.1: Virtual slices through the reconstructed volumes of paraffin-embedded hu-
man cerebellum from three control patients, in which substantial granule cell layer au-
tolysis occurred prior to fixation, resulting in considerable cell degeneration.
tion (cf. Fig. 9.1) [155]. Hence, these samples were excluded from the subsequent
quantitative analysis. Slices through the reconstructed density distributions of the
remaining samples are depicted in Figs. 9.2 and 9.3, showing the transition be-
tween the cell-rich granular and low-cell molecular layer in each dataset.
For the quantification of cell densities and their structural organization, the auto-
mated segmentation workflow based on the spherical Hough transform (cf. section
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Figure 9.2: Virtual slices through the reconstructed volumes of paraffin-embedded hu-
man cerebellum from healthy control patients. In all datasets, the interface between
the molecular and granular layer is included in the reconstruction volume, enabling the
quantification of cell densities and spatial distributions in both layers. Scale bars: 50 µm
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Figure 9.3: Virtual slices through the reconstructed volumes of paraffin-embedded hu-
man cerebellum from patients with multiple sclerosis. Also in these specimens, the in-
terface between the molecular and granular layer was imaged in order to compare the
results on cell densities and spatial distributions in both layers with those from the
healthy control group. Scale bars: 50 µm
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8.2.2) was applied to each of the reconstructed volumes. The parameters for the
Hough transform were selected based on a small subvolume, leading to the values
listed in Tab. 9.3. It is evident that throughout the different samples, the two most
RR GT FR MRT OCIT
CTR 1 3 – 10 2.9·10−4 3 1 0
CTR 2 3 – 10 3.1·10−4 3 1 0
CTR 3 3 – 10 2.1·10−4 3 1 0
CTR 4 3 – 12 1.9·10−4 4 1 0.55·10−4
CTR 5 3 – 10 3.4·10−4 3 1 0
CTR 6 3 – 10 3.3·10−4 3 1 0.7·10−4
MS 1 3 – 10 2.9·10−4 3 1 0.4·10−4
MS 2 3 – 10 2.9·10−4 3 1 0.4·10−4
MS 3 3 – 10 2.4·10−4 3 1 0.4·10−4
MS 4 3 – 10 2.8·10−4 3 1 0.4·10−4
MS 5 3 – 10 2.9·10−4 3 1 0.3·10−4
MS 6 3 – 10 4.3·10−4 3 1 0.25·10−4
Table 9.3: Radius range (RR) in pixels, gradient threshold value (GT), filter radius (FR)
in pixels, multiple radius tolerance (MRT) and object center intensity threshold (OCIT)
chosen for the spherical Hough transform in order to automatically detect all cells in
the reconstructed volumes of paraffin-embedded human cerebellum from both healthy
controls and patients with multiple sclerosis.
important factors which have to be set for the individual datasets are the gradient
and object center intensity thresholds. The other settings remain constant, except
for sample CTR 4, which further simplifies the selection of appropriate parameters
for the segmentation of cells in structurally similar samples. The resulting 3d cel-
lular distributions are depicted in Figs. 9.4 and 9.5, showing that for all samples,
a similar ratio between the molecular and granular layer was within the field of
view which enables a quantitative comparison between the individual datasets.
For each of the measurements the mean density within the molecular and granular
layer was determined by the ratio between the number of cells contained in each
layer and the corresponding layer volume. As in the previous chapter, the volume
of each layer was estimated via the function boundary implemented in Matlab with
the standard shrinking factor 0.5. The resulting density values in the molecular as
well as granular layer are shown in Fig. 9.6. Note that for better visibility, each
data point was shifted laterally compared to its predecessor. Within the molecular
layer no clear differences between the two patient groups can be recognized which is
confirmed by the mean density values, yielding ρ¯CTR = (1.2± 0.2) · 105 mm−3 and
ρ¯MS = (1.4± 0.2) · 105 mm−3 (standard error of the mean (SEM)) for the control
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CTR 1 CTR 2
CTR 6
CTR 3 CTR 4
CTR 5
Figure 9.4: 3d visualization of the cellular distributions within the molecular (light red)
and granular layer (dark red) of paraffin-embedded human cerebellum from healthy con-
trol patients. The cellular positions were obtained via the automated workflow described
in section 8.2.2, which is based on the spherical Hough transform.
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Figure 9.5: 3d visualization of the cell distributions within the molecular (light red) and
granular layer (dark red) of paraffin-embedded human cerebellum from patients with
multiple sclerosis. Again, the automated workflow presented in section 8.2.2 was used for
the detection of the cells.
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Figure 9.6: Cell densities in the cerebellum obtained for the two patient groups. For
better visibility, each data point was shifted laterally compared to its predecessor. (a)
Cell densities in the molecular layer. Between the two groups, no significant difference
in cell densities can be recognized, as can additionally be seen in the mean density val-
ues, yielding ρ¯CTR = (1.2± 0.2) · 105 mm−3 (standard error of the mean) for the con-
trol patients and ρ¯MS = (1.4± 0.2) · 105 mm−3 for the patients with multiple sclero-
sis. (b) Cell densities in the granular layer. In contrast to the molecular layer, there
is a clear trend towards higher cell densities in patients with multiple sclerosis, apart
from one outlier in each patient group (CTR 6 and MS 1). The mean densities yield
ρ¯CTR = (3.1± 0.2) · 106 mm−3 for the control patients and ρ¯MS = (3.7± 0.3) · 106 mm−3
for patients with multiple sclerosis. By excluding the two outliers CTR 6 and MS 1,
leading to ρ¯CTR = (2.9± 0.1) · 106 mm−3 and ρ¯MS = (3.9± 0.3) · 106 mm−3, the differ-
ence becomes even clearer.
patients and those with multiple sclerosis, respectively. The cell densities in the
granular layer show a slightly different behavior in which a trend towards higher
cell densities in patients with multiple sclerosis can be recognized. Although each
group comprises one outlier (CTR 6 and MS 1), this visual impression can be con-
firmed by the mean density values, yielding ρ¯CTR = (3.1± 0.2) · 106 mm−3 for the
control patients and ρ¯MS = (3.7± 0.3) · 106 mm−3 (SEM) for patients with multi-
ple sclerosis. By excluding the outliers, resulting in ρ¯CTR = (2.9± 0.1) · 106 mm−3
and ρ¯MS = (3.9± 0.3) · 106 mm−3 (SEM), respectively, the difference becomes even
clearer, yielding an increase in granule cell density of approximately 35 % for pa-
tients with multiple sclerosis with respect to healthy controls.
To compare the structural organization of granule cells in both patient groups,
the pair correlation function was calculated from the corresponding cell positions,
leading to the results depicted in Fig. 9.7. Note that for better visibility, the curves
were shifted vertically by 1 compared to their predecessor. The general shape of
the pair correlation functions is similar for all patients, showing two distinct max-
ima. Only in patient MS 1, which already had a significantly lower granule cell
density compared to the remaining patients of the group, a clear deviation from
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Figure 9.7: Pair correlation functions for the granular layer of human cerebellum, both in
healthy controls and patients with multiple sclerosis. For better visibility, all curves were
vertically shifted by 1 compared to their predecessor. (a) Pair correlation functions of the
healthy control patients. The general shape of the pair correlation function is similar for
all patients, showing two distinct maxima at approximately once and twice the medium
cell diameter. (b) Pair correlation functions of the patients with multiple sclerosis. Apart
from patient MS 1, which already showed a significantly different granule cell density (cf.
Fig. 9.6(b)), the general shape is very similar to the healthy control patients.
this shape can be recognized. The mean peak positions in the healthy controls
are 4.4± 0.1 µm and 9.1± 0.3 µm (SEM), corresponding to approximately once
and twice the mean cell diameter (4.30± 0.05 µm), and for patients with multiple
sclerosis mean peak positions at 4.4± 0.1 µm and 8.9± 0.3 µm (SEM) could be
found, excluding patient MS 1 for the second peak, which is also consistent with
once and twice the mean cell diameter (4.21± 0.09 µm). Hence, based on the pair
correlation functions no significant differences between the two patient groups ex-
ist for the structural organization of the granule cell layer.
The mean number of nearest neighbors of each cell was determined via the first co-
ordination number (cf. section 8.2.2.3), leading to 5.9±0.3 in the group of healthy
controls and 6.2 ± 0.8 (SEM) for the patients with multiple sclerosis. Due to the
large deviation of the pair correlation function of patient MS 1 compared to the
rest of the group, the corresponding coordination number (2.93) differs signifi-
cantly and should be omitted from the analysis, leading to a corrected value of
6.9±0.5 (SEM). Hence, a slightly larger mean number of nearest neighbors can be
found for patients with multiple sclerosis compared to healthy controls, although
a strong scattering within the groups can be observed.
Summary In this section, the application of propagation-based phase-contrast
tomography on paraffin-embedded human cerebellum from both healthy controls
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and patients with multiple sclerosis was shown in combination with automated cell
segmentation. In each of the acquired datasets, the segmentation of the small cells
within the granular and molecular layer of the cerebellum could be successfully
carried out by using the workflow described in section 8.2.2, with the performance
being judged based on visual inspection. The resemblance of the different samples
leads to similar parameters for the application of the spherical Hough transform,
which facilitates the manual determination of these parameters and enables the
use of this workflow also by inexperienced researchers.
The only apparent difference between the considered patient groups lies in the ob-
tained cell densities in the granular layer and to some extent also the coordination
numbers, while the overall structural organization seems to remain approximately
constant according to the pair correlation function, with the exception of one sam-
ple from the group of multiple sclerosis patients. The reason for the cell density
differences is still unclear at the moment and further investigations have to be car-
ried out, e.g., by subsequent histological experiments with specific staining agents.
In addition, a larger number of patients from each group should be studied to
increase the statistical relevance of the experiment and confirm the assumption of
a larger cell density in patients with multiple sclerosis.
Due to the large amount of information contained in the individual datasets, fur-
ther structural parameters could be obtained, e.g., by analyzing the Purkinje cell
densities as well as changes in the shape of these cells, which might indicate addi-
tional differences between the two patient groups.
9.2 Alzheimer’s disease
Alzheimer’s disease is an age-related neurodegenerative disease which leads to
memory loss and a degradation of cognitive functions. The pathology is charac-
terized by an intraneuronal aggregation of neurofibrillary tangles due to an abnor-
mal hyperphosphorylation of tau protein, formation of extracellular plaques from
amyloid-β protein and massive neuronal death. These hallmarks occur in specific
areas of the brain of which the hippocampus is one of the earliest to be affected
[114].
In the following, the capabilities of propagation-based phase-contrast tomography
for the 3d visualization of this characteristic pathology are evaluated on paraffin-
embedded human hippocampus from a patient with Alzheimer’s disease which was
measured both at the synchrotron and at the laboratory setup.
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Methods Formalin-fixed and paraffin-embedded hippocampal tissue from a pa-
tient with Alzheimer’s disease (’201/09-15’) was obtained during autopsy and pro-
vided by the group of Christine Stadelmann-Nessler (Institute for Neuropathology,
University Medical Center, Go¨ttingen, Germany). As in the case of the paraffin-
embedded cerebellar tissue, a 1 mm punch was taken for the experiments and
squeezed into a Kapton tube which was glued to a sample holder (cf. Fig. 8.1).
Tomographic experiments were carried out both at the GINIX setup as well as
the laboratory. For the experiments at the laboratory, the setup was used in in-
verse geometry with the detector ’Argos’ placed at a source-to-detector distance
z02 = 0.186 m. The source was operated at an acceleration voltage of 40 kV and
an electron spot size of 10× 40 µm2 with an electron beam power of 57 W. In
order to increase photon flux, the electron beam was slightly deflected towards the
exit window (cf. Fig. 4.5). The sample was located at z01 = 158.75 mm, leading
to an effective pixel size of peff = 0.46 µm and a field of view of 1.15× 1.53 mm2.
For the tomographic scan, 1000 projections were recorded over an angular range
of 180◦ with an exposure time of 50 s. In order to image the entire biopsy punch,
three tomograms were acquired at adjacent vertical positions along the sample.
At the GINIX setup the energy was set to 8 keV and a straight waveguide etched
into a silicon wafer was placed in the focal spot of the KB-mirrors, providing a flux
in the order of 109 ph/s. The ’Pirra’ was placed in a source-to-detector distance
z02 = 5.05 m while the sample was located at z01 = 145 mm, leading to an effective
pixel size of peff = 187 nm with a corresponding field of view of 383× 383 µm2.
For the tomographic scan, 1500 projections were acquired at four propagation dis-
tances over an angular range of 180◦ with an exposure time of 0.1 s. To increase the
effective field of view, tomograms were recorded at two adjacent positions within
the sample. A summary of all experimental parameters can be found in Tab. 9.4.
Results Phase retrieval on projections acquired at the laboratory setup was car-
ried out with the BAC algorithm and the regularization parameters α = 0.01 and
(γ · F ) = 0.15. Prior to phase retrieval, all projections were resampled by a factor
of 2 in order to increase the signal-to-noise ratio. Ring removal was performed via
the wavelet-based correction algorithm and tomographic reconstruction was car-
ried out via the FDK implementation of the ASTRA toolbox. To further increase
the signal-to-noise ratio all slices were filtered with a Gaussian function with a
standard deviation of 0.7 pixels. The reconstructed volumes from the three indi-
vidual tomographic scans were manually aligned to each other and subsequently
merged in Avizo.
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laboratory GINIX setup
GINIX run - 56
energy [keV] 0-40/9.25 8
detector ’Argos’ ’Pirra’
z01,min [mm] 158.75 145
z02 [m] 0.186 5.05
peff [nm] 461 187
field of view [µm2] 1152× 1530 383× 383
Fresnel number F 0.069 0.0016
waveguide - ’Hercules II’(straight channel)
number of distances 1 4
angular range [◦] [0,180] [0,180]
number of projections 1000 1500
exposure time [s] 50 0.1
BAC α 0.01 -
BAC (γ · F ) 0.15 -
CTF δβ - 50
CTF α2 - 0
Table 9.4: Experimental parameters used for imaging of a 1 mm punch from a paraffin-
embedded human hippocampus from a patient with Alzheimer’s disease.
For data acquired at the GINIX setup, phase retrieval was carried out via the CTF-
based algorithm for weakly absorbing objects with the regularization parameters
δ
β = 50 and α2 = 0. In order to take all propagation distances into account, the sin-
gle projections were resampled to the smallest pixel size and subsequently aligned
via a cross-correlation in Fourier space. Prior to tomographic reconstruction via
the filtered backprojection implemented in Matlab with a standard Ram-Lak filter,
the simple ring-removal algorithm was applied on the sinograms. Low-frequency
artifacts due to the unstable waveguide illumination were reduced by following the
approach in section 5.3.2. In this case, too, the individual reconstructed volumes
were manually aligned and merged in Avizo.
Two exemplary slices through the resulting volumes are depicted in Fig. 9.8. Within
the slices, the granular layer of the dentate gyrus can be recognized as well as cal-
cified blood vessels and amyloid plaques which are visible as electron-dense struc-
tures. The plaques are located in the molecular layer of the dentate gyrus, which
is consistent with the findings of previous histological studies [32, 145], and closely
follow the shape of the granular layer. In addition, calcified blood vessels, which
can be identified as an accumulation of electron-dense deposits in the vascular
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Figure 9.8: Visualization of the reconstructed volumes of a 1 mm punch from a paraffin-
embedded human hippocampus of a patient with Alzheimer’s disease. (a) Virtual slice
through the dataset obtained at the laboratory setup. In order to enlarge the field of view,
three tomograms were acquired at adjacent positions in height. Within the slice, features
as the granular (GL), molecular (ML) and polymorphic layer of the dentate gyrus, as
well as calcified blood vessels and amyloid plaques, which typically occur in patients with
Alzheimer’s disease, can be recognized. (b) Magnified region from the overview shown in
(a), which corresponds to the field of view of the synchrotron dataset. (c) Virtual slice
through the dataset obtained at the synchrotron, showing the cells in the granular layer
as well as the calcified blood vessels and the amyloid plaques at higher detail. Scale bars:
200 µm (a) and 50 µm (b,c)
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wall, are also exclusively found in the molecular layer in close proximity to the
amyloid plaques. To better visualize the structural organization of these specific
features, a semi-automatic segmentation was carried out in Avizo. For the amy-
loid plaques and calcified and non-calcified blood vessels the region growing-based
Magic Wand tool was used by manually determining seeding points within these
structures, whereas the cells in the granular layer were labeled manually in each
slice via the threshold-based Brush tool which only marks pixels within a man-
ually selected region that lie in a specified gray value range. The segmentation
result for the overview scan from the laboratory setup is shown in Fig. 9.9(a).
The cell-rich band of the granular layer is depicted in light gray, enclosing the
polymorphic layer on the left while the molecular layer is located on the right.
It is evident that within the polymorphic layer only non-calcified blood vessels
can be found whereas in the molecular layer the majority of blood vessels exhibits
electron-dense deposits in the vascular wall. Amyloid plaques are exclusively found
in the molecular layer in close proximity to the granular layer, following its general
shape. The same behavior can be recognized in the segmentation results from the
synchrotron, depicted in Fig. 9.9(b) and (c). The amyloid plaques are located in
the molecular layer, enclosed by the cells of the granular layer and the calcified
blood vessels.
Summary In this section, imaging results of a paraffin-embedded human hip-
pocampus from a patient with Alzheimer’s disease obtained both at the laboratory
and the synchrotron were presented. In both datasets, amyloid plaques and calci-
fied blood vessels are clearly visible due to the considerably larger electron density
compared to the surrounding tissue. Both features are exclusively found in the
molecular layer of the dentate gyrus, which is in good agreement with previous his-
tological studies [32, 87, 145, 186]. While the occurrence of amyloid plaques is one
of the hallmarks of Alzheimer’s disease, the link between Alzheimer’s disease and
the calcification of blood vessels in the hippocampus is not as clear. Wegiel et. al
found a similar occurrence of calcifications in patients and an age-matched control
group [186], whereas Kockelkoren et. al observed a significantly higher prevalence
of hippocampal calcifications in patients with cognitive problems, which, however,
were not necessarily caused by Alzheimer’s disease [87]. Hence, a larger number of
samples both from patients as well as age-matched controls would be required to
further study the link between hippocampal calcifications and the occurrence or
progression of Alzheimer’s disease.
While the amyloid plaques as one of the hallmarks of Alzheimer’s disease could
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Figure 9.9: 3d visualization of the 1 mm punch from a paraffin-embedded human hip-
pocampus of a patient with Alzheimer’s disease. (a) Segmentation of the reconstructed
density distribution of the entire 1 mm punch obtained from three adjacent tomograms
acquired at the laboratory setup. The cells of the granular layer are shown in light gray,
whereas blood vessels are depicted in red, calcified blood vessels in light red and the amy-
loid plaques in dark gray. This segmentation shows that the amyloid plaques are located
in close proximity to both the granular layer as well as the calcified blood vessels, whereas
close to non-calcified blood vessels, no plaques can be recognized. (b,c) Segmentation of
the synchrotron dataset both with the cells of the granular layer (b) and without (c).
Also in this more detailed visualization of the plaques in relation to the calcified blood
vessels, the close proximity between these two becomes apparent.
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be observed in the measurements, neurofibrillary tangles were not resolved. Since
these tangles start to appear in the CA1 region of the hippocampus [154], the
absence can most likely be explained by the position of the biopsy punch as it in-
cluded the dentate gyrus and therefore the CA4 region (cf. section 6.2.1). Hence,
in order to also image neurofibrillary tangles, further measurements have to be
carried out on biopsy punches from the CA1 region of the hippocampus.
9.3 Ischemic stroke
Stroke is the second leading cause of mortality in the world with a crude death
rate of 85 in 100,000 in the year 2015 [121]. It is either caused by vessel occlusions
(ischemic stroke), which accounts for 85 % of all cases, or primary intracerebral
bleeding (hemorrhagic stroke). An ischemic stroke, which is most often caused by
embolisms, is defined as a blood flow reduction which is severe enough to alter
cellular function. For brain tissue, which is especially sensitive to ischemia, even
brief periods of reduced blood flow can start a complex chain of events which may
eventually lead to cellular death [192].
In the following, propagation-based phase-contrast tomography at the laboratory
setup is used to image the alterations in brain tissue due to ischemic stroke in a
mouse model. In order to compare the affected tissue with tissue from a healthy
control, ischemia is induced exclusively in the left hemisphere, leaving the right
hemisphere of the brain for comparison.
Methods Sample preparation was carried out following the approach described
in detail in [39]. Ischemia was induced in the left hemisphere of a wild type mouse
brain by temporary occluding the respective middle cerebral artery for 45 minutes.
24 hours after induction of ischemia, the animal was intraperitoneally injected
with chloral hydrate (420 mg/kg body weight) and transcardially perfused with
4 % paraformaldehyde (PFA). The brain was dissected, postfixed in PFA and
subsequently embedded in paraffin. Note that the sample was provided by the
group of Thorsten Do¨ppner (Department of Neurology, University Medical Center,
Go¨ttingen, Germany). For the experiments, excess paraffin was removed around
the brain and an overview scan was recorded in cone-beam geometry. The sample
was mounted in the setup by fixing it on a flat sample holder with hematocrit.
Subsequently, the affected area was identified in the reconstructed volume and
biopsy punches were taken from this area as well as the corresponding counterpart
from the right hemisphere and squeezed into a Kapton tube which was glued to a
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sample holder (cf. Fig. 7.15). To control for the location of the punches, a second
overview scan was recorded afterwards.
To image the entire brain, the laboratory setup was used in cone-beam geometry
with the ’Talos’ detector located at a source-to-detector distance z02 = 1.52 m.
The setup was operated at an acceleration voltage of 70 kV and an electron spot
size of 10× 40 µm2 which enabled a power of 100 W. By deflecting the electron
beam slightly towards the exit window, the photon flux was increased (cf. Fig.
4.5). A filter consisting of a 25 µm nickel foil and a 35 µm silver foil was used for
pre-hardening of the beam, leading to a main energy at the In-Kα emission line
at 24.2 keV [91, 170]. The sample was located 110 mm behind the source spot,
resulting in an effective pixel size of 5.44 µm and a corresponding field of view
of 8.36× 10.58 mm2. For the tomographic scans, 1000 projections were recorded
over an angular range of 183◦ to account for the opening angle of the divergent
beam. The exposure time was1.8 s per projection. Note that in order to increase
the signal-to-noise ratio three images were acquired at each angular position and
averaged in the subsequent data analysis.
The biopsy punches were measured in inverse geometry in order to reach the
highest possible resolution and obtain results at cellular detail. By imaging the
small 1 mm punches instead of zooming into the corresponding regions of the in-
tact paraffin-embedded mouse brain, absorption by sample parts outside the field
of view can be reduced, resulting in a higher signal-to-noise ratio in the recon-
structed volumes. The ’Argos’ detector was placed at a source-to-detector distance
of 0.183 m and the acceleration voltage was decreased to 40 kV, enabling a max-
imum power of 57 W. The source spot settings were chosen as in the cone-beam
geometry. The sample was located at a source-to-sample distance of 158.75 mm, re-
sulting in an effective pixel size of 0.47 µm with a field of view of 1.15× 1.53 mm2.
Tomographic measurements were carried out by acquiring 1000 projections over
180◦ with an exposure time of 50 s. In order to image the entire biopsy punches,
three tomograms at adjacent vertical positions along the sample were recorded
both for the punch from the left and the right hemisphere. For a better overview,
all experimental parameters are listed in Tab. 9.5.
Results Phase retrieval for the measurements in cone-beam geometry was per-
formed via the BAC algorithm with the regularization parameters α = 0.03 and
(γ ·F ) = 0.16. Prior to tomographic reconstruction with the FDK implementation
of the ASTRA toolbox, the simple ring-removal algorithm (cf. section 3.2.2) was
applied on the sinograms. The signal-to-noise ratio in the reconstructed volume
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cone-beam inverse
energy [keV] 0-70/24.2 0-40/9.25
detector ’Talos’ ’Argos’
z01 [mm] 110 158.75
z02 [m] 1.52 0.183
peff [µm] 5.44 0.47
field of view [mm2] 8.36× 10.58 1.15× 1.53
e-spot size [µm2] 10× 40 10× 40
e-beam power [W] 100 57
Fresnel number F 5.66 0.078
angular range [◦] [0,183] [0,180]
number of projections 1000 1000
exposure time [s] 3× 1.8 50
BAC α 0.03 0.01
BAC (γ · F ) 0.16 0.16
Table 9.5: Experimental parameters used for imaging of a paraffin-embedded mouse
brain with an ischemic stroke induced in the left hemisphere.
was increased by filtering each two-dimensional slice with a Gaussian function with
a 1-pixel standard deviation. To compare the overview scans recorded before and
after taking the biopsy punches, the scans were manually aligned to each other
in Avizo. For the measurements in inverse geometry, phase retrieval was likewise
performed with the BAC algorithm, using the regularization parameters α = 0.01
and (γ ·F ) = 0.16. Prior to the phase-retrieval step, the projections were resampled
by a factor of 2 to increase the signal-to-noise ratio. Ring artifacts were reduced
via the wavelet-based approach described in section 3.2.2 and the tomographic
reconstruction was again carried out via the FDK implementation of the ASTRA
toolbox. Subsequently, the signal-to-noise ratio was further improved by filtering
the reconstructed virtual slices with a Gaussian function with a standard devi-
ation of 1 pixel. The single tomograms recorded at adjacent positions along the
sample were aligned and merged in Avizo. Afterwards they were scaled to the size
of the overview scans and manually aligned to these scans so that the position of
the punches could be set in relation to the entire brain. This makes it possible
to identify similar brain regions within the two punches using the results of the
overview scan, which is necessary for a fair comparison.
The results from the overview scans are depicted in Fig. 9.10. A volume rendering
of the entire brain prior to taking the biopsy punches is shown in (a). The outer
shape of the brain can be clearly recognized as well as a slight swelling of the
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Figure 9.10: Overview scan of the paraffin-embedded mouse brain with an ischemic
stroke, both before and after taking a 1 mm punch from each of the hemispheres. (a)
Volume rendering of the intact brain, in which the stroke was induced in the left hemi-
sphere. A slight swelling of this hemisphere can be recognized in the 3d visualization. Two
planes mark the positions of the sagittal slices depicted in (b), which lie symmetrically
around the center line of the brain. (b) Sagittal slices through the brain from both the
right and the left hemisphere. In the slice from the left hemisphere, the stroke can be rec-
ognized as a slightly lower density in the affected areas. (c) Volume rendering of the brain
after taking the two punches. A crack, which occurred after taking the second punch,
can be recognized in the center of the brain. (d) Two sagittal slices at approximately the
same position as in (b). The location of the punches can be clearly recognized, enabling
a better comparison between the two high resolution measurements in Fig. 9.11. Scale
bars: 1 mm
left hemisphere caused by the ischemic stroke. The two planes lying symmetrically
around the center line of the brain indicate the position of the sagittal slices in
(b). By comparing these slices from the left and right hemisphere, the effect of the
stroke can be recognized as a slightly lower overall tissue density in the affected
areas. A volume rendering of the overview scan recorded after taking the biopsy
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punches is depicted in (c). The location of the punches is clearly visible as two
cylindrical holes through the left and right hemispheres. As those punches lie ap-
proximately symmetrical around the center line of the brain, similar regions from
the left and right hemisphere were measured in the high resolution scans, enabling
a comparison between affected and healthy tissue. In the center of the brain, a
crack running approximately perpendicular to the center line can be recognized
which occurred after taking the second punch. The planes again indicate the po-
sitions of the two sagittal slices in (d), coinciding with those shown in (b) for a
better comparison.
The results from the high resolution measurements are depicted in Fig. 9.11. In
(a) and (b) sagittal slices through the 3d density distributions of the punches from
the right and left hemispheres are shown. The positions of these slices correspond
to those in Fig. 9.10(b) and (d) from the overview scans. Within the slices, typical
features as the cortex of the mouse brain, part of the pyramidal cell layer of the
hippocampus, the ventricle as well as the striatum can be identified. The direct
comparison between the left and right hemispheres confirm the results from the
overview scan as the overall tissue density, especially in the striatum, seems to be
lower in the left hemisphere which can be recognized at the slightly lighter gray
values. However, when considering the enlarged views of the regions indicated by
the rectangles, depicted in (c) and (d), it actually becomes apparent that within
the punch of the left hemisphere, an increase in cell density occurs which at first
sight contradicts the fact that an ischemic stroke leads to neuronal cell loss. As
propagation-based imaging is sensitive to electron density differences only, the dif-
ferentiation between cell types in unstained tissue is mainly limited to differences
in shape and cells of similar shape are not distinguishable. Hence, the observed cells
are not necessarily neurons and the higher cell density may be explained by the
inflammatory response of the brain following an ischemic stroke which leads to an
activation of microglia and astrocytes and an infiltration of neutrophils [79, 184].
This might explain the observed increase in cell density in the affected regions.
Summary In this section, propagation-based phase-contrast tomography at a
laboratory source was used for imaging of a mouse brain with an ischemic stroke
induced in the left hemisphere. The setup was used both in cone-beam as well as
inverse geometry, enabling the measurement of the entire brain before and after
taking two biopsy punches from the left and right hemisphere which were sub-
sequently recorded at cellular detail. This combination of geometries allowed on
the one hand the determination of regions of interest so that the punches could be
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Figure 9.11: Slices through the reconstructed density of 1 mm biopsy punches from
both the right and left hemisphere of a paraffin-embedded mouse brain with an ischemic
stroke measured in inverse geometry. (a) Sagittal slice through the right hemisphere
at approximately the same position as in Fig. 9.10(b) and (d). The field of view of the
measurement was increased by recording three tomograms at adjacent positions in height.
Typical features as the cortex, hippocampus, ventricle and striatum can be recognized. (b)
Corresponding sagittal slice through the left hemisphere. Compared to the counterpart
from the right hemisphere, overall tissue density, especially in the region of the striatum,
seems to be lower. (c) Magnified region of the slice through the right hemisphere depicted
in (a). The position of this region is marked by a rectangle. Few cells can be recognized as
dark spots, while blood vessels exhibit light gray values. (d) Magnified view of the region
marked by the rectangle in (b). Despite the lower overall tissue density, the number of
cells is significantly increased compared to the right hemisphere. Scale bars: 200 µm (a,b)
and 50 µm (c,d)
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positioned properly while on the other hand the exact locations of the two punches
could be verified afterwards. Additionally, the reconstructed densities of the high
resolution scans could be set in relation to the entire brain by manually aligning
the scans to each other, enabling the identification of similar regions within the
two punches, which would not have been possible without the overview scan.
Both in the overview scan as well as the high resolution measurements of the
biopsy punches the affected area could be identified due to a lower overall tissue
density visible as lighter gray values in the corresponding regions. However, within
the punch from the left hemisphere, a higher cell density could be identified in the
region of the striatum which contradicts the neuronal cell loss expected from is-
chemic stroke. To answer the question whether the increased cell density is caused
by the inflammatory response and hence activation of microglia and astrocytes as
well as infiltration of neutrophils, the x-ray experiments could be combined with
subsequent histological experiments with specific staining agents.
Additionally, a larger number of specimens should be studied to increase the sta-
tistical relevance of the experiment and the time lapse between the initiation of
the stroke and the dissection of the brains could be varied in order to study the
time course of the suspected inflammatory response to the induced ischemia.

Conclusion
In this thesis, propagation-based phase-contrast tomography was used to perform
3d virtual histology of neuronal tissue, providing insights into mm-sized specimens
with (sub-)cellular resolution. To this end, different combinations of experimen-
tal setups, phase-retrieval algorithms and sample preparations were evaluated and
optimized for the respective applications. Already in hydrated tissue, presenting
a preparation technique in close proximity to the native state, tomographic ex-
periments at the GINIX setup enabled the resolution of single cells in mm-sized
tissue from a mouse cerebellum. One decisive factor for this was the increased con-
trast transfer due to image formation in the holographic regime. The small cells in
the granular and molecular layer as well as the larger Purkinje cells and to some
extent even their dendritic tree could be visualized in 3d. However, contrast was
not sufficient to unequivocally decipher the cytoarchitecture or connectivity and
hence, contrast enhancement via different preparation techniques was evaluated.
One possibility to increase tissue contrast is provided by staining with radio-
contrast agents. In this thesis, standard preparation protocols from electron mi-
croscopy and histology were evaluated, namely by imaging a strip of mouse retina
stained with osmium tetroxide as well as a brain slice from the region of the hip-
pocampus stained with silver according to the Golgi-Cox technique. Sub-cellular
details like the different components of the retinal photoreceptor cells or the den-
dritic tree of hippocampal pyramidal cells were imaged at superior contrast and
resolution. The neuronal cells could be semi-automatically segmented based on
gray value differences, allowing for the visualization of their three-dimensional
shape as well as structural organization with respect to the surrounding tissue.
Even at the laboratory, the combination of an optimized geometry and suitable
phase retrieval enabled a contrast and resolution high enough to image single cells
at sub-cellular detail with a comparably large field of view. Hence, questions of
neuron distribution and spatial organization, crude shape and orientation can al-
ready be addressed at the laboratory. Note that by enhancing the contrast via
metal staining, imaging of neuronal specimens is either restricted to small sample
sizes due to the large absorption of the respective contrast agents or to imaging of
specific sparsely stained features.
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In order to increase overall tissue contrast at moderate absorption, the influence
of embedding media with a lower density compared to water was evaluated as
a second sample preparation approach. The largest difference in electron density
was achieved by exchanging the water content of the samples by air. The devel-
opment of the evaporation-of-solvent method by Ju¨rgen Goldschmidt enabled this
exchange while preserving the general structure of the sample. Imaging of differ-
ent parts of a mouse brain at the laboratory source led to unprecedented data
quality with micrometer resolution comparable to classical histology, showing im-
portant hallmarks of the mouse brain cytoarchitecture at cellular detail, including
the different layers of the cerebellum, the barrel field of the cortex as well as the
hippocampal formation or olfactory bulb. Data quality was high enough for a
semi-automatic segmentation of large axon bundles and blood vessels as well as
single cells within the different layers of the cerebellum, enabling the visualiza-
tion of their three-dimensional spatial distribution. Due to the strong differences
in electron density, phase retrieval in the holographic regime is challenging, im-
peding imaging of these samples at higher resolution at the synchrotron so far.
Other reconstruction methods like near-field ptychography may overcome these
limitations but yield further restrictions and disadvantages. In the current setting,
embedding of the samples in ethanol and paraffin proved to be an appropriate
choice to increase overall tissue contrast in a mouse cerebellum for measurements
at the GINIX setup, with the latter being especially suited to decipher the three-
dimensional cytoarchitecture as nuclei and nucleoli were considerably enhanced
with respect to the surrounding tissue. In addition, the increased stability of the
sample with regard to internal changes as well as mounting yields a potential in-
crease in resolution.
The ability to enhance the contrast of unstained samples by embedding them in
paraffin enabled the study of neuropathological samples that are usually prepared
in this way, especially samples from the human brain obtained during routine
autopsy. Tomographic experiments on human cerebellum were performed at the
GINIX setup both in parallel- and cone-beam geometry, providing 3d reconstruc-
tions with varying resolution and field of view which enabled the non-destructive
visualization of sub-cellular details as the nuclei and nucleoli as well as dendritic
tree of the large Purkinje cells. Also at the laboratory setup, single cells were re-
solved in all layers of the cerebellum and even the thick branches of the dendritic
tree of the Purkinje cells could be recognized. By developing a workflow based
on the spherical Hough transform, the small cells of the molecular and granular
layer could be localized automatically, showing a high accuracy both for the syn-
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chrotron and laboratory results. It enabled the segmentation of several thousands
to millions of cells, respectively, as well as a subsequent statistical analysis based
on their spatial distribution.
The application of phase-contrast tomography for the 3d visualization of different
neurological diseases was demonstrated in first experiments on multiple sclerosis
and Alzheimer’s disease in human patients as well as ischemic stroke in a mouse
model, showing alterations in 3d cellular distributions compared to healthy con-
trols or the evolution of disease-specific hallmarks. These studies could be extended
in the future by increasing the number of samples in order to further emphasize
differences between affected and healthy tissue or by combining the results of the x-
ray experiments with subsequent histological studies using specific staining agents
to correlate the visualization of the entire electron density distribution with more
specialized information, e.g., on different cell types.
In the course of this thesis it was shown that embedding in different media leads to
an overall increase in tissue contrast suitable to resolve the underlying cytoarchi-
tecture while staining with metals can be advantageously used to increase contrast
in small sub-cellular details as the dendritic tree of pyramidal neurons. From this
it can be concluded that the future goal of deciphering the three-dimensional con-
nectivity between nerve cells with the help of x-ray phase-contrast tomography
requires staining with suitable radiocontrast agents as this preparation approach
can potentially provide the resolution and contrast necessary to resolve the synap-
tic connections between the dendrites and the axon terminals of the corresponding
neighboring cells. In the experiments presented in this thesis, incomplete staining
due to a leakage of silver molecules during the embedding procedure or tomo-
graphic acquisition as well as an insufficient system resolution, sample motion
and imperfect phase retrieval prevented the visualization of these connections.
Therefore, future experiments have to be optimized with respect to these multi-
ple factors, e.g., by improving the mechanical stability of the setup as well as the
waveguide performance, allowing for faster acquisitions with less motion artifacts
and a higher signal-to-noise ratio, by adapting the sample preparation so that a
complete and stable staining of specific features of interest can be reached or by
applying phase-retrieval algorithms posing less restrictions on the sample.
In conclusion, 3d virtual histology of tissues from the central nervous system
could be successfully performed with propagation-based phase-contrast tomog-
raphy both at the laboratory as well as synchrotron, visualizing the 3d cytoar-
chitecture of mm-sized samples with varying resolution and field of view. Auto-
mated cellular segmentation of several thousands to millions of cells within the
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reconstructed volumes allowed for the determination of the three-dimensional lo-
cal density distribution and provided insights into their structural organization
based on concepts borrowed from condensed matter physics.
Appendix
A.1 Fourier transform and its properties
A.1.1 Definition
Throughout the present thesis, the Fourier transform F [f ] of an integrable function
f ∈ L1(Rn) is defined as
fˆ(k) = F [f ] (k) = 1(2pi)n/2
ˆ
Rn
f(r)e−ik·rdr. (A.1)
Accordingly, the inverse Fourier transform is given by
f(r) = F−1[fˆ ](r) = 1(2pi)n/2
ˆ
Rn
fˆ(k)eik·rdk. (A.2)
A.1.2 Linearity
The Fourier transform is a linear operation
F [af + bg] = aF [f ] + bF [b]. (A.3)
A.1.3 Pseudo-differential-operators
A differentiation in real space leads to a multiplication in reciprocal space [125](
∂m
∂xm
+ ∂
n
∂yn
)p
= F−1⊥ [(ikx)m + (iky)n]p F⊥, (A.4)
with m,n, p ∈ Z \ {0}. Note that for negative values of m and n, this operation
inverts the differentiation in real space.
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A.1.4 Convolution theorem
The Fourier transform of the convolution
f(r) ? g(r) :=
ˆ
Rn
f(r0)g(r− r0)dr0 (A.5)
is given by the product of their individual Fourier transforms
F [f(r) ? g(r)] = (2pi)n/2F [f(r)]F [g(r)] (A.6)
and vice versa
F [f(r)]F [g(r)] = 1(2pi)n/2F [f(r) ? g(r)] . (A.7)
A.1.5 Fourier transform of the Dirac Delta distribution
The Dirac Delta distribution δD, defined as
δD(r) =
{
+∞, r = 0
0, r 6= 0 , (A.8)
yields
ˆ
Rn
δD(r)dr = 1 (A.9)
and applied to a compactly supported continuous function f(r)
ˆ
Rn
δD(r− r0)f(r)dr = f(r0). (A.10)
It satisfies the scaling property
ˆ
Rn
δD(αr)dr =
ˆ
Rn
δD(u)
1
|α|du (A.11)
⇒ δD(αr) = δD(r)|α| (A.12)
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for α 6= 0.
The Fourier transform of the Dirac Delta distribution results in
F [δD(r)] = 1(2pi)n/2
ˆ
Rn
δD(r)e−ik·rdr (A.13)
= 1(2pi)n/2 e
−ik·0 (A.14)
= 1(2pi)n/2 . (A.15)
Equivalently, the Fourier transform of 1 leads to a Delta distribution [18]
F [1] = 1(2pi)n/2
ˆ
R
e−ik·rdr
= (2pi)n/2δD(k). (A.16)
A.2 Step-by-step derivation of the contrast
transfer function
The step-by-step derivation of the contrast transfer function closely follows [195]
and [58]. The wave field ψω(r⊥, 0) in the exit plane of the object is given by the
product of the probe Pω(r⊥) (1.63) and object transmission function Oω(r⊥) (1.64)
ψω(r⊥, 0) = eikdPω(r⊥)e−ikδ¯ω(r⊥)−kβ¯ω(r⊥) (A.17)
=: eikdPω(r⊥)eiφω(r⊥)−ξω(r⊥). (A.18)
To obtain the wave field at distance z behind the object, the exit wave is propa-
gated with the real space Fresnel propagator H(F ) (1.37) via a convolution in real
space. For simplicity, this operation is carried out in one dimension, without loss
of generality along x, but due to the equivalence of the derivation, the transition
to two dimensions is trivial. The propagated wave field is given by
ψω(x, z) = ψω(x, 0) ? H(F )(x, z) =
1
(iλz)1/2
ˆ
R
dx′e
ipi(x−x′)2
λz ψω(x′), (A.19)
where ψω(x′) := ψω(x′, 0) was defined.
The intensity is the only measurable quantity of the wave field and is therefore
considered in the following. It can be calculated via the absolute square of the
propagated wave field Iω(x, z) = |ψω(x, z)|2 = ψω(x, z) · ψ∗ω(x, z). The Fourier
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transform of the intensity yields
Iˆω(kx, z) =
1
λz
1√
2pi
ˆ
R
dxe−ikxx
ˆ
R
dx′e
ipi(x−x′)2
λz ψω(x′)
ˆ
R
dx′′e−
ipi(x−x′′)2
λz ψ∗ω(x′′)
(A.20)
= 1
λz
1√
2pi
ˆ
R
dxe−ikxx
ˆ
R2
dx′dx′′e
ipi((x−x′)2−(x−x′′)2)
λz ψω(x′)ψ∗ω(x′′).
(A.21)
Multiplying the quadratic terms leads to
Iˆω(kx, z) =
1
λz
1√
2pi
ˆ
R
dxe−ikxx
ˆ
R2
dx′dx′′e
ipi(x′2−2x′x−x′′2+2x′′x)
λz ψω(x′)ψ∗ω(x′′).
(A.22)
Exploiting the integral definition of the Dirac Delta distribution (A.16) and iso-
lating the quadratic terms in the exponential function, transforms this expression
to
Iˆω(kx, z) =
1
λz
1√
2pi
ˆ
R2
dx′dx′′e
ipi(x′2−x′′2)
λz ψω(x′)ψ∗ω(x′′)
ˆ
R
dxe 2ipixλz (x
′′−x′−λzkx2pi )︸ ︷︷ ︸
λzδD(x′′−x′−λzkx2pi )
(A.23)
= 1√
2pi
ˆ
R2
dx′dx′′e
ipi(x′2−x′′2)
λz ψω(x′)ψ∗ω(x′′)δD
(
x′′ − x′ − λzkx2pi
)
.
(A.24)
Executing the integral over x′′ and using eqn. (A.10) yields
Iˆω(kx, z) =
1√
2pi
ˆ
R
dx′e
ipi
(
x′2−(x′+λzkx2pi )2
)
λz ψω(x′)ψ∗ω
(
x′ + λzkx2pi
)
. (A.25)
By again multiplying and rearranging the quadratic terms, the expression simplifies
to
Iˆω(kx, z) =
1√
2pi
ˆ
R
dx′e
−ipi
(
λzkxx
′
pi
+
λ2z2k2x
4pi2
)
λz ψω(x′)ψ∗ω
(
x′ + λzkx2pi
)
(A.26)
= e−
iλzk2x
4pi
1√
2pi
ˆ
R
dx′e−ikxx
′
ψω(x′)ψ∗ω
(
x′ + λzkx2pi
)
. (A.27)
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A plane wave illumination with intensity I0 leads to
Iˆω(kx, z)
I0
= e−
iλzk2x
4pi
1√
2pi
ˆ
R
dx′e−ikxx
′
Oω(x′)O∗ω
(
x′ + λzkx2pi
)
. (A.28)
With the assumption of a weak absorption (ξω(x′) 1) and slowly varying phase
(|∆φω(x′)| =
∣∣φω(x′)− φω (x′ + λzkx2pi )∣∣ 1), the product of the object transmis-
sion function can be approximated by a first order Taylor expansion
Oω(x′)O∗ω
(
x′ + λzkx2pi
)
= ei(φω(x
′)−φω(x′+λzkx2pi ))−(ξω(x′)+ξω(x′+λzkx2pi )) (A.29)
' 1 + i
(
φω(x′)− φω
(
x′ + λzkx2pi
))
−
(
ξω(x′) + ξω
(
x′ + λzkx2pi
))
. (A.30)
Inserting this approximated expression into eqn. (A.28) and introducing χ = λzk
2
x
4pi
yields
Iˆω(kx, z)
I0
= e−iχ 1√
2pi
{ˆ
R
dx′e−ikxx
′
+ i
ˆ
R
dx′e−ikxx
′
(
φω(x′)− φω
(
x′ + λzkx2pi
))
−
ˆ
R
dx′e−ikxx
′
(
ξω(x′) + ξω
(
x′ + λzkx2pi
))}
. (A.31)
The first term in this expression corresponds to the Fourier transform of 1, leading
to a Delta distribution (cf. eqn. (A.16)). As the phase factor e−iχ is equal to unity
when the Delta distribution deviates from 0, it can be neglected, leading to
Iˆω(kx, z)
I0
=
√
2piδD(kx) + e−iχ
1√
2pi
{
i
ˆ
R
dx′e−ikxx
′
(
φω(x′)− φω
(
x′ + λzkx2pi
))
−
ˆ
R
dx′e−ikxx
′
(
ξω(x′) + ξω
(
x′ + λzkx2pi
))}
. (A.32)
The first summands in the remaining integrals correspond to the Fourier trans-
forms of the phase φω(x′) and attenuation coefficient ξω(x′), respectively. Hence,
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the equation can be rewritten as
Iˆω(kx, z)
I0
=
√
2piδD(kx) + ie−iχ
{
φˆω(kx)− 1√2pi
ˆ
R
dx′e−ikxx
′
φω
(
x′ + λzkx2pi
)}
− e−iχ
{
ξˆω(kx) +
1√
2pi
ˆ
R
dx′e−ikxx
′
ξω
(
x′ + λzkx2pi
)}
. (A.33)
Inserting the substitution x := x′+ λzkx2pi with dx = dx′ also enables the expression
of the second terms in the form of Fourier transforms
Iˆω(kx, z)
I0
=
√
2piδD(kx) + ie−iχ
{
φˆω(kx)− ei
λzk2x
2pi
1√
2pi
ˆ
R
dxe−ikxxφω(x)
}
− e−iχ
{
ξˆω(kx) + ei
λzk2x
2pi
1√
2pi
ˆ
R
dxe−ikxxξω(x)
}
(A.34)
=
√
2piδD(kx) + ie−iχ
{
φˆω(kx)− e2iχφˆω(kx)
}
− e−iχ
{
ξˆω(kx)− e2iχξˆω(kx)
}
. (A.35)
With the definitions of the trigonometric functions via a combination of complex
exponentials
sin x = e
ix − e−ix
2i and cosx =
eix + e−ix
2 , (A.36)
the Fourier transformed intensity can be rewritten as
Iˆω(kx, z)
I0
=
√
2piδD(kx) +
−e−iχ + eiχ
i
φˆω(kx)−
(
e−iχ + eiχ
)
ξˆω(kx) (A.37)
=
√
2piδD(kx) + 2 sinχφˆω(kx)− 2 cosχξˆω(kx), (A.38)
known as the contrast transfer function (CTF).
A.3 Fringe visibility in the Young interferometer
The following section is based on [125]. To derive an expression for the intensity
pattern of the Young interferometer depicted in Fig. 1.7, the path difference ∆
between two rays starting from the point s(sx) in the source plane, where sx is
the coordinate perpendicular to the optical axis, and terminating in point d(dx)
in the detection plane, passing through pinhole p1 or pinhole p2, respectively, is
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considered. According to Fig. 1.7 the path difference is given by
∆(sx, dx) = rsp2 + rp2d − rsp1 − rp1d (A.39)
=
√
r2SP +
(
b
2 + sx
)2
+
√
r2PD +
(
b
2 + dx
)2
−
√
r2SP +
(
b
2 − sx
)2
−
√
r2PD +
(
b
2 − dx
)2
. (A.40)
Assuming that b, sx and dx are much smaller compared to the distance rSP between
source and screen and the distance rPD between screen and pinhole, this can be
approximated via a first order Taylor expansion
∆(sx, dx) ' rSP +
(
b
2 + sx
)2
2rSP
+ rPD +
(
b
2 + dx
)2
2rPD
− rSP −
(
b
2 − sx
)2
2rSP
− rPD −
(
b
2 − dx
)2
2rPD
(A.41)
= bsx
rSP
+ bdx
rPD
. (A.42)
In the next step, this path difference is converted to a phase shift ∆φ(sx, dx)
between the wave going through pinhole p1 and the wave going through pinhole
p2. The phase shift can be expressed as the ratio between the path difference
∆(sx, dx) and the mean wave length λ¯ of the quasi-monochromatic illumination
multiplied by 2pi
∆φ(sx, dx) = 2pi
∆
λ¯
' 2pib
λ¯
(
sx
rSP
+ dx
rPD
)
. (A.43)
If the two pinholes are of the same size and shape, the amplitudes of the two wave
fields will be the same and they can be expressed in dependence of each other via
ψ1(sx, dx) and ψ2(sx, dx) = ψ1(sx, dx)ei∆φ(sx,dx), respectively. Thus, the intensity
distribution in the detection plane produced by a point radiator located at sx is
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given by
I(sx, dx) = |ψ1(sx, dx) + ψ2(sx, dx)|2 (A.44)
'
∣∣∣∣ψ1(sx, dx) + ψ1(sx, dx)ei 2pibλ¯ ( sxrSP + dxrPD )∣∣∣∣2 (A.45)
= ψ1(sx, dx)ψ∗1(sx, dx) + ψ1(sx, dx)ψ∗1(sx, dx)e
i 2pib
λ¯
(
sx
rSP
+ dxrPD
)
+ ψ1(sx, dx)ψ∗1(sx, dx) + ψ1(sx, dx)ψ∗1(sx, dx)e
−i 2pib
λ¯
(
bsx
rSP
+ bdxrPD
)
(A.46)
= 2I0
{
1 + cos
[
2pib
λ¯
(
sx
rSP
+ dx
rPD
)]}
. (A.47)
Note that the intensity I0 was introduced, which would be the measured intensity
if either of the two pinholes would have been blocked.
To obtain a measure for the intensity in the detection plane, resulting from the
extended incoherent uniform quasi-monochromatic line source S, the single wave
field components produced by each point radiator in the source are incoherently
superimposed, i.e., the intensity contributions are added up. By using the defi-
nitions of the trigonometric functions via sums of complex exponentials given in
eqn. (A.36), this can be expressed as
I(dx) =
ˆ sx=l/2
sx=−l/2
I(sx, dx) dsx (A.48)
=
ˆ sx=l/2
sx=−l/2
2I0
1 + ei 2pibλ¯
(
sx
rSP
+ dxrPD
)
+ e−i
2pib
λ¯
(
sx
rSP
+ dxrPD
)
2
 dsx (A.49)
= 2I0l +
I0rSP λ¯
2ipib
[
e
i2pibdx
λ¯rPD
(
e
ipibl
λ¯rSP − e−
ipibl
λ¯rSP
)
+ e
−2ipibdx
λ¯rPD
(
−e−
ipibl
λ¯rSP + e
ipibl
λ¯rSP
)]
(A.50)
= 2I0l +
2I0rSP λ¯
pib
sin
(
pibl
λ¯rSP
)
cos
(
2pibdx
λ¯rPD
)
. (A.51)
A common measure for coherence is the visibility V of the interference fringes in
the detection plane
V := Imax − Imin
Imax + Imin
, (A.52)
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as defined by Michelson [106]. The maximum value for the intensity is given at
cos
(
2pibdx
λ¯rPD
)
= 1, provided only the absolute values of the sine function are consid-
ered, whereas the minimum value is reached at cos
(
2pibdx
λ¯rPD
)
= −1
Imax = 2I0l +
2I0rSP λ¯
pib
∣∣∣∣sin( piblλrSP
)∣∣∣∣ , (A.53)
Imin = 2I0l − 2I0rSP λ¯
pib
∣∣∣∣sin( piblλrSP
)∣∣∣∣ . (A.54)
Inserting this into the expression for the fringe visibility leads to
V = |sin %|
%
, (A.55)
where the effective variable % = pibl
λ¯rSP
was introduced. Hence, the fringe visibility
is a function of source size l, feature distance b, wavelength λ¯ and distance rSP
between the source and the screen.
A.4 Regularization in the CTF-based
reconstruction
To account for the suppression of low frequencies in the CTF-based phase retrieval
for a pure phase object, the results are compared with the results of the MBA, as
in the direct-contrast regime the contrast transfer function for a pure phase object
and the near-field TIE, used for the derivation of the MBA algorithm, are equiva-
lent (cf. section 1.3.2). For a single propagation distance, the two reconstructions
are only comparable if the sine functions in the filter are reduced prior to adding
the regularization parameter α(k⊥). Hence, the regularization is changed from a
Tikhonov-like regularization
1
|k⊥|2
→ |k⊥|
2
|k⊥|4 + α
(A.56)
to a regularization of the form
1
|k⊥|2
→ 1|k⊥|2 + α
, (A.57)
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as used in the MBA approach. Although this is not a valid operation in the case
of multiple propagation distances due to the sum over the single sine functions
multiplied with the measured intensity images, an approximated phase for low
spatial frequencies is nevertheless reconstructed with this modified algorithm
φˆ′ω(r⊥) = F−1⊥
∑Nm=1 F⊥
[
I
(exp)
ω (r⊥, zm)− 1
]
∑N
m=1 2 sinχm + α(k⊥)
 , (A.58)
in order to reproduce the results obtained by the MBA algorithm. By combining
the two solutions in Fourier space via
φcomb.(k⊥) = φˆ′ω(k⊥) · f(|k⊥|) + φˆω(k⊥) · (1− f(|k⊥|)), (A.59)
where f(|k⊥|) is defined as in eqn. (2.30), the reconstructions in Fig. A.1(d-f)
were obtained. The comparison shows that by introducing the ’MBA-like’ filtering
for low spatial frequencies, quantitative reconstructions with a comparable perfor-
mance as the homogeneous object approach can be obtained, justifying the rather
empirical introduction of the modified filter. However, as both approaches lead
to comparable results and the derivation of the homogeneous object approach is
mathematically more correct and does not rely on the combination of two separate
reconstructions, it was used as the standard method throughout this thesis.
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Figure A.1: Effect of the ’MBA-like’ filtering in the pure phase CTF approach. (a-c)
Reconstruction of the phase for the same combination of Fresnel numbers and δ
β
-ratios as
in section 2.2.2, obtained by using the original Tikhonov-like regularization. The resulting
images lack quantitativity due to the high-pass effect of the corresponding filter. (d-f)
By exploiting an ’MBA-like’ regularization for small spatial frequencies and combining
both approaches in Fourier space, quantitativity can be regained and the corresponding
reconstructions yield more accurate results with respect to the original data, as shown
in the azimuthally averaged power spectral densities in (g-i).
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A.5 Main processing steps in the tomographic
reconstruction
Tomographic reconstruction of laboratory datasets
read in data and perform empty-beam correction
reconstruct intensity in object plane for each projection via BAC
BAC(projection,F,settings)
Possible settings are the regularization parameters α and γ and padding values
 to reduce artifacts occuring at the edge of the projection. 
In order to choose  α, the MBA can be applied in a first step via
where α is chosen such that edge enhancement is removed at the cost of blurring. 
MBA(I1,F,mbasettings),
determine roll angle and tilt all projections accordingly (section 4.5) 
determine rotation axis shift by minimizing 
artifacts in reconstructed slice (section 3.2.1)
perform tomographic reconstruction
astraFDK(projections,angles,z ,z ,psize,eff. psize,settings)
01 02
Possible settings for the tomographic reconstruction are: output_size to determine the slice dimensions, 
short_scan to weight projections if angular range is smaller than 360°, 
num_slices to restrict reconstruction volume to specified number of slices and 
offset to change position of the central slice in the reconstruction.
optional: resample projections
remove hot pixels
remove_outliers(image,[threshold=2],[filterrange=5])
To remove hot pixels, a 2d median filtering is performed on the image within the range 
specified by filterrange. Subsequently, the standard deviation σ of the difference between 
the original and the filtered image is determined. Each pixel in the original image that 
deviates by more than threshold·σ from the filtered image is replaced by the filtered value. 
optional: perform ring removal
ring_remove(sinogram, ringparameter,[range=full])
ring_remove_wavelet(sinogram,settings)
The ringparameter determines the extent of the low-pass filtering of the profile and if a range is passed, 
the ring removal is only applied on a restricted part of the sinogram.
The settings include the wavelet basis, the number of wavelet decomposition steps 
and the standard deviation of the Gaussian filter.
Figure A.2: Main processing steps in Matlab involved in the tomographic reconstruction
of the acquired dataset at the laboratory setup JuLiA.
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Tomographic reconstruction of synchrotron datasets
read in data and perform empty-beam correction
rescale and align images from different propagation distances
rescale_defocus_series_astig(images_to_align,F ,F ,M ,M ,settings)
x y x y
 
This function rescales and aligns the different projections to each other via a cross-correlation in 
Fourier space. As an output, the aligned images as well as rescaled Fresnel numbers are given. 
The suffix _astig indicates that different magnifications in horizontal and vertical direction can 
be taken into account. The optional settings include CTF parameters for a single distance 
reconstruction of the individual projections, high-pass and low-pass filter parameters, 2d median 
filtering or the specification of a region of interest for the alignment 
reconstruct phase via CTF for weakly absorbing objects
CTFrec_astig(aligned_projections,F ,F ,settings)
x y
Possible settings are delta_beta and lim2, the cutoff frequency and the
 width of the transition between the two regularization regimes. Additionally, padding of 
the projections can be performed to reduce artifacts originating from truncation.
determine roll angle (section 4.5) and tilt all projections accordingly 
optional: reduction of low-frequency artifacts according to section 5.3.2
perform tomographic reconstruction
iradon(sinogram,angles,interp.,filter,frequency_scaling,output_size)
determine rotation axis shift by minimizing 
artifacts in reconstructed slice (section 3.2.1)
remove hot pixels
remove_outliers(image,[threshold=2],[filterrange=5])
optional: perform ring removal
ring_remove(sinogram, ringparameter,[range=full])
ring_remove_wavelet(sinogram,settings)
Figure A.3: General processing chain in Matlab for data acquired at the GINIX end-
station.
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