We analyze a zero-sum stochastic differential game between two competing players who can choose unbounded controls. The payoffs of the game are defined through backward stochastic differential equations. We prove that each player's priority value satisfies a weak dynamic programming principle and thus solves the associated fully non-linear partial differential equation in the viscosity sense.
the SDE-BSDE framework so that the two competing controllers can also influence the diffusion coefficient of the state dynamics. Unlike [16] , [11] used a uniform canonical space Ω = ω ∈ C([0, T ]; R d ) : ω(0) = 0 so that admissible control processes can also depend on the information occurring before the start of the game. Such a setting allows the authors of [11] get around a relatively complicated approximation argument of [16] which was due to a measurability issue (see Remark 2.5), and allows them to adopt the notion of stochastic backward semigroups and a BSDE method, developed in [28, 30] , to obtain results similar to [16] : the lower and upper values of the SDG satisfy a dynamic programming principle and solve the associated Hamilton-Jacobi-Bellman-Isaacs equations in the viscosity sense. However, [11] , [16] as well as some latest advances to the SDG theory (e.g. Bouchard et al. [6] on stochastic target games, Peng and Xu [29] on SDGs in form of a generalized BSDE with random default time) still assume the compactness of control spaces while Pham and Zhang [32] on weak formulation of SDGs assumes the boundedness of coefficients in control variables. We are going to address these particular issues.
In the present paper, since two players take super-square-integrable admissible controls over two separable metric spaces U and V not necessarily compact, those approximation methods of [16] and [11] in proving the dynamic programming principle are no longer effective. Instead, we derive a weak form of dynamic programming principle in spirit of Bouchard and Touzi [7] and use it to show that each player's priority value solves the corresponding fully non-linear PDE in the viscosity sense. Vitoria [33] has tried to extend the SDG for unbounded controls by proving a weak dynamic programming principle. However, it still assumed that the control space of the player with priority is compact, see Theorem 75 therein.
Square-integrable controls were initially considered by Krylov [22, Chapter 6] , however, for cooperative games (i.e. the so called sup sup case). Browne [9] studied a specific zero-sum investment game between two small investors who control the game via their square-integrable portfolios. Since the PDEs in this case have smooth solutions, the problem can be solved by a verification theorem instead of the dynamic programming principle. Inspired by the "tug-of-war" (a discrete-time random turn game, see e.g. [31] and [25] ), Atar and Budhiraja [1] studied a zero-sum stochastic differential game with U = V = {x ∈ R n : |x| = 1} × [0, ∞) played until the state process exits a given domain. As in Chapter 6 of [22] , the authors approximated such a game with unbounded controls by a sequence of games with bounded controls which satisfy a dynamic programming principle. They showed the equicontinuity of the approximating sequence and thus proved that the value function of the game is a unique viscosity solution to the inhomogenous infinity Laplace equation. We do not rely on this approximation scheme but directly prove a weak dynamic programming principle for the game with super-square-integrable controls.
Following the probabilistic setting of [11] (see Remark 2.5), our paper takes the canonical space Ω = ω ∈ C([0, T ]; R d ) : ω(0) = 0 , whose coordinator process B is a Brownian motion under the Wiener measure P . When the game starts from time t ∈ [0, T ], under the super-square-integrable controls µ ∈ U t and ν ∈ V t selected by player I and II respectively, the state process X t,ξ,µ,ν starting from a random initial state ξ will then evolve according to a stochastic differential equation (SDE): from the given open ball O δ (t, x).
To prove the weak dynamic programming principle, we first approximate w 1 (t, x) = essinf 2) so that we can construct approximately optimal controls/strategies by a pasting technique similar to the one used in [7] and [33] . Then we make a series of estimates and eventually obtain the weak dynamic programming principle by using a stochastic backward semigroup property (2.11), the continuous dependence of payoff process on the initial state (see Lemma 2.3) as well as the control-neutralizer assumption and the growth condition on strategies. Next, one can deduce from the weak dynamic programming principle and the separability of control space U, V that the value functions w 1 and w 2 are (discontinuous) viscosity solutions of the corresponding fully non-linear PDEs, see Theorem 3.1. Recently, Krylov [24] and [23] studied the regularity of solutions to related fully nonlinear PDEs: The former obtained C 1,1 ∩ W 1,2 ∞,loc −solutions for the case of bounded measurable coefficients; while the latter showed the existence of L p −viscosity solutions in C 1+α if the fully non-linear Hamiltonian function is continuous in gradient variable and Lipschitz continuous in Hessian variable.
The rest of the paper is organized as follows: After listing the notations to use, we recall some basic properties of BSDEs in Section 1. In Section 2, we set up the zero-sum stochastic differential games based on BSDEs and present a weak dynamic programming principle for priority values of both players defined via Elliott-Kalton strategies. With help of the weak dynamic programming principle, we show in Section 3 that the priority values are (discontinuous) viscosity solutions of the corresponding fully non-linear PDEs. The proofs of our results are deferred to Section 4.
Notation and Preliminaries
Let (M, ρ M ) be a generic metric space and let B(M) be the Borel σ−field of M. For any x ∈ M and δ > 0, φ(x ′ ) and lim
where lim n→∞ ↓ (resp. lim n→∞ ↑ ) denotes the limit of a decreasing (resp. increasing) sequence.
Fix d ∈ N and a time horizon T ∈ (0, ∞). We consider the canonical space Ω △ = ω ∈ C([0, T ]; R d ) : ω(0) = 0 equipped with Wiener measure P , under which the canonical process B is a d−dimensional Brownian motion. Let F = {F t } t∈[0,T ] be the filtration generated by B and augmented by all P −null sets. We denote by P the F−progressively measurable σ−field of [0, T ] × Ω.
Given t ∈ [0, T ], Let S t,T collect all F−stopping times τ with t ≤ τ ≤ T , P −a.s. 
4) We also set
If E = R, we will drop it from the above notations. Moreover, we will use the convention inf ∅ = ∞.
Backward Stochastic Differential Equations
Given t ∈ [0, T ], a t−parameter set η, f consists of a random variable η ∈ L 0 F T and a function f : [t, T ] × Ω × R × R d → R that is P ⊗ B(R) ⊗ B(R d )/B(R)−measurable. In particular, η, f is called a (t, p)−parameter set for some p ∈ [1, ∞) if η ∈ L p F T . Definition 1.1. Given a t−parameter set η, f for some
is called a solution of the backward stochastic differential equation on the probability space (Ω, F T , P ) over period [t, T ] with terminal condition η and generator f BSDE t, η, f for short if it holds P −a.s. that
Analogous to Theorem 4.2 of [8] , we have the following well-posedness result of BSDE (1.3).
Also, we have the following a priori estimate and comparison results for BSDE (1.3).
2 Stochastic Differential Games with Super-square-integrable Controls Let (U, ρ U ) and (V, ρ V ) be two separable metric spaces. For some u 0 ∈ U and v 0 ∈ V, we define
We shall study a zero-sum stochastic differential game between two players, player I and player II, who choose super-square-integrable U−valued controls and V−valued controls respectively to compete:
ds < ∞ for some q > 2. Admissible control processes for player II over period [t, T ] are defined similarly. We denote by U t (resp. V t ) the set of all admissible controls for player I (resp. II ) over period [t, T ].
Remark 2.1. The reason why we use super-square-integrable controls lies in the fact that in the proof of Proposition 2.2, the set of U−valued (resp. V−valued ) square integrable processes is not closed under Girsanov transformation via functions of the Cameron-Martin space (see in particular (4.17)).
Clearly, connecting two U t −controls along some τ ∈ S t,T results in a new U t −control:
Game Setting: A Controlled SDE−BSDE System
Our zero-sum stochastic differential game is formulated via a (decoupled) SDE−BSDE system with the following parameters: Fix k ∈ N, γ > 0 and p ∈ (1, 2].
2) Let g : R k → R be a 2/p−Hölder continuous function with coefficient γ.
For any λ ≥ 0, we let c λ denote a generic constant, depending on λ, T , γ, p and |g(0)|, whose form may vary from line to line. (In particular, c 0 stands for a generic constant depending on T , γ, p and |g(0)|.) Also, we would like to introduce two control neutralizers ψ, ψ for the coefficients: For some κ > 0
(A-v) and there exists a function ψ :
A typical example satisfying both (A-u) and (A-v) is the additive-control case:
Example 2.1. Let U = V = R ℓ and consider the following coefficients:
Then (A-u) and (A-v ) hold for functions ψ(u) = −u and ψ(v) = −v respectively.
Here is another example:
the measurable functions satisfying (2.1)−(2.4) with k = d = 1 and p = 2. We will show at the beginning of Subsection 4.2 that (A-u) and (A-v ) hold for these coefficients.
When the game begins at time t ∈ [0, T ], player I and player II select admissible controls µ ∈ U t and ν ∈ V t respectively. Then the state process starting from ξ ∈ L 2 (F t , R k ) will evolve according to SDE (1.1) on the probability space Ω, F T , P . The measurability of functions b, σ, µ and ν implies that
Then it is well-known that the SDE (1.1) admits a unique solution X
Moreover, the state process depends on controls in the following way:
A for some τ ∈ S t,T and A ∈ F τ , then it holds P −a.s. that
Now, let Θ stand for the quadruplet (t, ξ, µ, ν). Given τ ∈ S t,T , the measurability of (f, X Θ , µ, ν) and (2.4) imply that
−measurable function that is Lipschitz continuous in (y, z) with coefficient γ. And one can deduce from (2.3), (2.4) and Hölder's inequality that
Thus, for any η ∈ L p (F τ ), Proposition 1.1 shows that the BSDE(t, η, f
, which has the following estimate as a consequence of (1.5).
Given another stopping time ζ ∈ S t,T with ζ ≤ τ , P −a.s., one can easily show that
In particular, when ζ = τ ,
On the other hand, if τ ∈ S s,T for some
Hence, it holds P −a.s. that
The 2/p−Hölder continuity of functions g and (2.
From (1.5) and the standard estimate of SDE (1.1), we can deduce the following a priori estimate:
Definition of the Value Functions and a Weak Dynamic Programming Principle
Now, we are ready to introduce values of the zero-sum stochastic differential games via the following version of Elliott−Kalton strategies (or non-anticipative strategies).
, where κ is the constant that appears in (A-u) and (A-v ); (ii) For any 
What actually used in this equality is not the nonanticipativity of β 2 as defined in Definition 3.2 therein, but the requirement:
Since β 2 is a restriction of strategy β ∈ B t,T over period [t+δ, T ], (2.15) entails the following condition on β.
For any u, u ∈ U t,T , any s ∈ [t, T ] and any
which is exactly a simple version of our nonanticipativity condition on strategies with τ = s.
as player I's and player II's priority values of the zero-sum stochastic differential game that starts from time t with initial state x.
Remark 2.3. When f is independent of (y, z), w 1 and w 2 are in form of Lemma 2.4. Let {ξ i } i∈I , {η i } i∈I be two classes of F T −measurable random variables with the same index set I. The values w 1 , w 2 are bounded as follows:
Similar to Proposition 3.1 of [11] , the following result allows us to regard w 1 and w 2 as deterministic functions
Moreover, as a consequence of (2.14), w 1 and w 2 are 2/p−Hölder continuous in x:
However, the values w 1 , w 2 are generally not continuous in t unless U, V are compact.
Remark 2.5. When trying to directly prove the dynamic programming principle, [16] encountered a measurability issue: The pasted strategies for approximation may not be progressively measurable, see page 299 therein. So they first proved that the value functions are unique viscosity solutions to the associated Bellman-Isaacs equations by a time-discretization approach (assuming that the limiting Isaacs equation has a comparison principle), which relies on the following regularity of the approximating values v π
Since our value functions w 1 , w 2 may not be 1/2−Hölder continuous in t, this method seems not suitable for our problem. Hence, we adopt Buckdahn and Li's probability setting.
The following weak dynamic programming principle for value functions w 1 , w 2 is the main result of the paper:
The significance of such a weak dynamic programming principle lies in the following fact: Since w i , i = 1, 2 may not be continuous in t,
and thus the strong dynamic programming principle may not be well-defined.
Viscosity Solutions of Related Fully Non-linear PDEs
In this section, we show that the priority values are (discontinuous) viscosity solutions to the following partial differential equation with a fully non-linear Hamiltonian H:
Definition 3.1. Let us denote by S k the set of all R k×k −valued symmetric matrices and let H:
We consider the following Hamiltonian functions:
and
where
If further assuming as [11] that for any
and that
Similarly,
For i = 1, 2, Proposition 2.3 implies that
In fact, w i is the largest lower semicontinuous function below w i (known as the lower semicontinuous envelope of w i ) while w i is the smallest upper semicontinuous function above w i (known as the upper semicontinuous envelope of w i ).
Theorem 3.1. For i = 1, 2, w i (resp. w i ) is a viscosity supersolution (resp. subsolution) of (3.1) with the fully non-linear Hamiltonian H i (resp. H i ).
Since there is no regularity, even semi-continuity, in the fully non-linear Hamiltonian functions H i and H i , this existence result of viscosity solutions to the fully non-linear PDEs (3.1) is quite general. In general, a comparison result for the PDEs that we analyze may not hold since it is not clear whether H i =H i unless the control spaces are compact.
, it is possible that neither w i (T, x) nor w i (T, x) equals to g(x) since w i may not be continuous in t. This phenomenon already appears in stochastic control problems with unbounded control; see e.g. [5].
Proofs

Proofs of the results in Section 1
Proof of Proposition 1.1: Set f(s, ω, y, z) [8] shows that the BSDE
be the unique solution of the following BSDE with zero generator:
Given A ∈ F t , multiplying 1 A to both sides of (1.3) yields that
where f A (r, ω, y, z)
is a right-continuous F−adapted process, the measurability and Lipschitz continuity of
Proposition 3.2 of [8] yields that
Letting A vary in F t yields (1.4).
Proof of Proposition 1.2:
where f (r, ω, y, z)
which is exactly (1.5).
(2) Next, suppose that η 1 ≤ (resp. ≥)η 2 , P −a.s. and that δf s
defines an F−progressively measurable bounded process.
also defines an F−progressively measurable bounded process.
Then we can alternatively express (4.2) as
Applying integration by parts yields that
One can deduce from the Burkholder-Davis-Gundy inequality and Hölder's inequality that
where p = p p−1 . Also, Doob's martingale inequality implies that
which together with (4.4) shows that
By the continuity of process Y , it holds P −a.
Proofs of the Results in Section 2
Proof of Example 2.2: For any (t, u) ∈ [0, T ] × U, the continuity of ϕ and (2.5) show that {v ∈ [−κ|u|, κ|u|] : ϕ(t, u, v) = 0} is a non-empty closed set. So we can define V (t, u)
Given n ∈ N, for any i = 0, · · ·, 2 n − 1 and j ∈ Z, we set t
Clearly, ψ n (t, u)
By the continuity of ϕ in t, there exists a δ ∈ (0, ε/3γ) such that
Letting n → ∞ yields that ϕ(t, u, ψ(t, u)) ≤ ε. Then as ε → 0, we obtain that ϕ(t, u, ψ(t, u)) = 0.
Similarly, we can construct a measurable function
Hence (A-u) and (A-v) are satisfied.
Proof of Lemma 2.1: It suffices to prove for
we see that both
which shows that the process µ is F−progressively measurable. satisfy the same SDE:
is a P⊗B(R k )/B(R k×d )−measurable function that is Lipschitz continuous in (y, z) with coefficient γ and satisfies
Thus (4.6) has a unique solution. It then holds P −a.s. that
One can deduce that
Multiplying 1 A on both sides yields that
Similarly, we see from (4.7) that
To wit, X , X ∈ C 2 F ([t, T ], R k ) satisfy the same SDE:
where b(r, ω, x)
The measurability of functions b, X t,ξ,µ,ν , µ and ν implies that the mapping (r, ω, x) → b r, ω, x + X t,ξ,µ,ν τ ∧r
2), both b and σ are Lipschitz continuous in x. Since
2) and Hölder's inequality, the SDE (4.8) admits a unique solution. Hence, P X s = X s , ∀ s ∈ [t, T ] = 1, which together with (4.7) proves (2.8).
Proof of Lemma 2.3:
.
Given p ∈ (1, p], (2.4) and Hölder's inequality show that
Then we can deduce from (1.5) that 
Proof of Proposition 2.1: Given β ∈ B t , (1.4) and Hölder's inequality imply that
Since β(u 0 ) s V ≤ κ, ds×dP −a.s., the 2/p−Hölder continuity of g, (2.3), (2.4) as well as a conditional-expectation version of (2.6) show that P −a.s.
So it follows that
We extensively set ψ(t, u)
For any µ ∈ U t , the measurability of function ψ and process µ implies that
defines a V−valued, F−progressively measurable process, and we see from
Hence, β ψ ∈ B t . Fix a u ♯ ∈ ∂O κ (u 0 ). For any µ ∈ U t , similar to (4.9) and (4.10), we can deduce that P −a.s.
where we used a conditional-expectation version of (2.6) in the last inequality. Then an analogous decomposition and estimation to (4.12) leads to that J t, x, µ, β ψ (µ) p ≤ c κ + c 0 |x| 2 , P −a.s. It follows that
Similarly, one has |w 2 (t, x)| ≤ c κ + c 0 |x| 2/p , P −a.s.
Proof of Proposition 2.2:
Let H denote the Cameron-Martin space of all absolutely continuous functions h ∈ Ω whose derivativeḣ belongs to
is a bijection and its law is given by P h
As the mapping
it holds for any E ∈ B [t, s] and A ∈ F s that
Given U ∈ B(U), the F−progressive measurability of µ and (4.15) show that
That is
which shows the F−progressive measurability of process µ(T h ).
Suppose that
ds < ∞ for some q > 2. Then one can deduce from Hölder's inequality that for any q ∈ (2, q)
Let {Φ s } s∈[t,T ] be an R k×d −valued, F−progressively measurable process and set M s
. We know that (see e.g. Problem 3.2.27 of [21] , which is proved on page 228 therein) there exists a sequence of
. By the equivalence of P h to P , one has
Applying Proposition 3.2.26 of [21] yields that
As h ∈ H t , one can deduce that
which together with (4.19) and (4.20) leads to that P −a.s.
Let (µ, ν) ∈ U t ×V t and set Θ = (t, x, µ, ν). By (4.14), the process X Θ (T h ) is F−adapted, and the equivalence of 
Similar to (4.17), one can deduce that E sup
Thus the uniqueness of SDE (1.1) with parameters Θ h = t, x, µ(T h ), ν(T h ) shows that
process. And using the similar arguments that leads to (4.16), we see that the process
, and a similar argument to (2.9) yields that
Then we know from Proposition 1.1 that the unique solution Y , Z of BSDE t, g(X
. Similar to (4.17), one can deduce that E sup
. Applying (4.21) again, we can deduce from (4.23) that
Thus the uniqueness of BSDE t, g(X
In particular,
c) Now, we show that w 1 (t, x)(T h ) = w 1 (t, x), P −a.s.
Let β ∈ B t and define
Similar to (4.13), µ(T −h ) ∈ U t as −h also belongs to H. It follows that β µ(T −h ) ∈ V t . Using (4.13) again shows that
A for some τ ∈ S t,T and A ∈ F τ . By the equivalence of P −h to P ,
. Given s ∈ [t, T ], similar to (4.14), T −h is also F s /F s −measurable. It follows that
which shows that τ (T −h ) is an F−stopping time and T h (A) ∈ F τ (T −h ) . As t ≤ τ ≤ T , P −a.s., the equivalence of P −h to P shows that t ≤ τ ≤ T , P −h −a.s., or t ≤ τ (T −h ) ≤ T , P −a.s. So τ (T −h ) ∈ S t,T , and we see from Definition 2.2 that β µ
. The equivalence of P h to P then shows that β µ
Set I(t, x, β) △ = esssup µ∈Ut J t, x, µ, β(µ) . For any µ ∈ U t , as I(t, x, β) ≥ J t, x, µ, β(µ) , P −a.s., the equivalence of P h to P shows that I(t, x, β) ≥ J t, x, µ, β(µ) , P h −a.s., or
Let ξ be another random variable such that ξ ≥ J t, x, µ, β(µ) (T h ), P −a.s., or ξ(T −h ) ≥ J t, x, µ, β(µ) , P h −a.s. for any µ ∈ U t . By the equivalence of P h to P , it holds for any µ ∈ U t that ξ(T −h ) ≥ J t, x, µ, β(µ) , P −a.s. Taking essential supremum over µ ∈ U t yields that ξ(T −h ) ≥ I(t, x, β), P −a.s. or ξ ≥ I(t, x, β)(T h ), P −h −a.s. Then it follows from the equivalence of P −h to P that ξ ≥ I(t, x, β)(T h ), P −a.s., which together with (4.24) implies that
Similarly, essinf β∈Bt I(t, x, β)(T h ) = essinf β∈Bt I(t, x, β) (T h ), P −a.s., which together (4.18) and (4.25) yields that
where we used the facts that µ(T h ) : µ ∈ U t = U t and β h : β ∈ B t = B t .
d) As an F t −measurable random variable, w 1 (t, x) only depends on the restriction of ω ∈ Ω to the time interval [0, t]. So (4.26) holds even for any h ∈ H. Then an application of Lemma 3.4 of [11] yields that w 1 (t, x) = E[w 1 (t, x)], P −a.s. Similarly, one can deduce that w 2 (t, x) = E[w 2 (t, x)], P −a.s.
Proof of Proposition 2.3: Let t ∈ [0, T ] and x 1 , x 2 ∈ R k . For any (β, µ) ∈ B t × U t , (2.14) implies that
which leads to that
Taking essential supremum over µ ∈ U t and then taking essential infimum over β ∈ B t yield that
Proof of the Weak Dynamic Programming Principle
To prove the weak dynamic programming principle (Theorem 2.1), we begin with two auxiliary result. The first one shows that the pasting of state processes (resp. payoff processes) is exactly the state process (resp. payoff process) with the pasted controls.
In particular, one has
For any s ∈ [t, T ] and i = 1, · · ·, n, multiplying 1 Ai to SDE (1.1) with parameters (t, ξ i , µ i , ν i ), we can deduce that Adding them up over i ∈ {1, · · ·, n} and using the continuity of process X show that P −a.s. Adding them up and using the continuity of process Y, we obtain that P −a.s.
Then (4.28) shows that P −a.s.
In the next Lemma, we approach I(t, x, β) 
which shows that the collection J t, x, µ, β(µ) µ∈Ut is directed upwards (see Theorem A.32 of [17] ). By Proposition VI-1-1 of [26] or Theorem A.32 of [17] , there exists a sequence µ i i∈N ⊂ U t such that
For any i ∈ N, we set
Let N be the P −null set such that (4.33) holds on N c . Clearly,
(ii) Let β 1 , β 2 ∈ B t . We just showed that I(t, x, β 1 ) and I(t, x, β 2 ) are
, letting C i > 0 be the constant associated to β i in Definition 2.2 (i), we see that
For any µ ∈ U t , (4.29) shows that J t, x, µ, β o (µ) = 1 Ao J t, x, µ, β 1 (µ) + 1 A c o J t, x, µ, β 2 (µ) , P −a.s. Then taking essential supremum over µ ∈ U t and using Lemma 2.4 (2) yield that
Thus the collection {I(t, x, β)} β∈Bt is directed downwards (see Theorem A.32 of [17] ). By Proposition VI-1-1 of [26] or Theorem A.32 of [17] , one can find a sequence β i i∈N ⊂ B t such that
For any i ∈ N, we set A i
A for some τ ∈ S t,T and A ∈ F τ . Similar to (4.34), it holds for ds × dP −a.s.
So β n ∈ B t . For any µ ∈ U t , applying (4.29) again yields that 1 An J t, x, µ, β n (µ) = n i=1 1 Ai J t, x, µ, β i (µ) , P −a.s. Taking essential supremum over µ ∈ U t and using Lemma 2.4 (2) again yield that
Let N be the P −null set such that (4.35) holds on N c . As |w 1 (t, x)| < ∞ by Proposition 2.1 and Proposition 2.2, we see that
In the proof of the weak dynamic programming principle below, we first use Lemma 4.2 to construct approximately optimal controls/strategies by pasting locally approximately optimal ones according to a finite partition of O δ (t, x) determined by the continuity of test functions φ and φ. After a series of estimates on state processes and payoff processes, we obtain the weak dynamic programming principle by using the stochastic backward semigroup property (2.11), the continuous dependence of payoff process on the initial state (see Lemma 2.3) as well as the control-neutralizer assumption and the growth condition on strategies.
Proof of Theorem 2.1: 1) For any m ∈ N and (s, x) ∈ [t, T ] × R k , the continuity of φ, φ shows that there exists a δ m s,x ∈ (0, 1/m) such that
Fix (β, µ) ∈ B t × U t and simply denote τ β,µ by τ . By Lemma 2.1,
, we first show that along µ| [t,s] , the restriction of β over [s, T ] is still an admissible strategy, which will be used in the next step to choose the locally approximately optimal controls, see (4.38).
Let µ ∈ U s . The process µ ⊕ s µ r △ = 1 {r<s} µ r + 1 {r≥s} µ r , r ∈ [t, T ] is clearly F−progressively measurable.
dr < ∞ for some q > 2 and q > 2. It follows that
Thus, µ ⊕ s µ ∈ U t . Then we can define
According to the finite cover
, we use (4.31) to construct the 1/m−optimal control µ m for player I under strategy β by pasting together local 1/m−optimal controls.
, the Monotone Convergence Theorem shows that
So there exists an n(m, i)
forms a partition of N c for some
(4.39) 
both of which together with (4.39) shows the F−progressive measurability of µ m . For i = 1, · · ·, N m , suppose that
. We shall use a series of estimates on state processes X t,ξ,µ,ν /payoff processes Y t,ξ,µ,ν , a stochastic backward semigroup property (2.11) as well as the continuous dependence of
, which will eventually lead to
and then applying (2.8) with (τ, A) = (τ, ∅) yields that P −a.s.
(4.41)
Thus, for any η ∈ L p (F τ ), the BSDE t, η, f 
It follows that
Let C(κ, x, δ) denote a generic constant, depending on κ+|x|+δ, C φ x,δ , T , γ, p and |g(0)|, whose form may vary from line to line. Squaring both sides of (4.43) and taking expectation, we can deduce from Hölder's inequality, Doob's martingale inequality, (2.1), (2.2), (4.41) and Fubini's Theorem that
where we used the facts that
Then an application of Gronwall's inequality yields that
Then by (4.47), (4.29) and (2.14), it holds P −a.s. on A
, we can also deduce from (2.14), (4.36) and the continuity of
By (2.10), it holds P −a.s. that
be the unique solution of the following BSDE with zero generator: 
On the other hand, let ( We can deduce that ( 
Applying (2.11) with (ζ, τ, η) = (τ, τ m , η m ), applying (4.42) with η = η m and using (4.49) yield that P −a.s. 
(4.57)
Then by (4.29) and a similar argument to (4.47), it holds
< η m ∈ F τm . Clearly, 1 Am ≤ 1 Am , P −a.s. Applying (2.10) again, we can deduce from (4.46) and (4.58) that P −a.s.
Applying (2.11) with (ζ, τ, η) = τ m , T, g X Θm T
, we see from Proposition 1.2 (2), (4.59) and (4.56) that P −a.s.
Multiplying 1 A c m to both sides of (4.60) yields that , P −a.s. Taking essential supremum over µ ∈ U t and then taking essential infimum over β ∈ B t , we obtain (4.40). 1d) Now let us show the other inequality of Theorem 2.1 (1 ). Similar to µ m , we shall first use (4.32) to construct the 1/m−optimal strategy β m by pasting together local 1/m−optimal strategies with respect to the finite cover 
Let β ψ be the B t −strategy considered in (4.11) and fix β ∈ B t . For any µ ∈ U t , we simply denote τ β,µ by τ µ and define
which is a V t −control by Lemma 2.1. By (A-u), it holds ds × dP −a.s. that
(4.64)
To see β ∈ B t , we let
And (2.8) shows that except on a P −null set N
Then it holds for any ω ∈ A ∩ N c that
Similarly, it holds on
together with (4.65) shows that β ∈ B t .
Given µ ∈ U t , we set Θ µ
forms a partition of N c µ for some P −null set N µ . Then we can define an F−stopping time τ
We claim that β m is a B t −strategy. Using a similar argument to that in part (1b) for the measurability of the pasted control µ m , one can deduce that the process β m (µ) is F−progressively measurable.
can deduce from (4.64) and (A-u) that ds × dP −a.s.
ds < ∞ for some q > 2. It follows from (4.69) that
Definition 2.2 also shows that
A . So we again have (4.66) except on a P −null set N , and (4.67) still holds on A
(4.71)
, (4.67) and (4.71) imply that
, and it follows that 1 Ai τ
which together with (4.72) shows that for ds × dP −a.s.
. Combining this with (4.74) and then letting i run over {1, · · ·, N m } yield that
. Therefore, (4.75) together with (4.70) implies that β m ∈ B t . 1e) Next, let µ ∈ U t and Θ m µ △ = t, x, µ, β m (µ) . We shall do similar estimates to those in part (c) to conclude
(4.77)
Thus, for any η ∈ L p F τµ , the BSDE t, η, f 
Given A ∈ F t , similar to (4.43), we can deduce from (4.77) that
where we used the fact that 
m , P −a.s., using similar arguments to those that lead to (4.44) and using an analogous decomposition and estimation to (4.12), we can deduce that
Then similar to (4.46), an application of Gronwall's inequality leads to that
, one can deduce from (4.80), (4.29) and (2.14) that it holds P −a.s. on A
, we can also deduce from (2.14), (4.63), (4.36) and the continuity of φ that it holds P −a.s. on A
Using an analogous decomposition and estimation to (4.12), one can deduce from Hölder's inequality, Doob's martingale inequality, (2.1), (2.2), (4.77) and Fubini's Theorem that
Then an application of Gronwall's inequality shows that E 1 A sup
Analogous to Since A m does not depend on µ nor on β, taking essential supremum over µ ∈ U t and applying Lemma 2.4 (2) yield that Given (µ, ν) ∈ U t × V t , we let Θ stand for (t, x, µ, ν). For any τ ∈ S t,T and any η ∈ L p (F τ ), let Y Θ (τ, η), Z Θ (τ, η) denote the unique solution of the BSDE t, η, f Let t ∈ (0, T ] and let φ, φ : [t, T ] × R k → R be two continuous functions satisfying φ(s, x) ≤ w 2 (s, x) ≤ φ(s, x), (s, x) ∈ [t, T ]×R k . As − φ(s, x) ≤ w 2 (s, x) ≤ −φ(s, x), (s, x) ∈ [t, T ]×R k , applying the weak dynamic programming principle of part (1) yields that for any x ∈ R k and δ ∈ (0, T − t] , P −a.s.
Multiplying −1 above and using (4.89), we obtain the weak dynamic programming principle for w 2 .
Proofs of Section 3
We will prove that w i and w i , i = 1, 2 are viscosity solutions of (3.1) in a standard way: Assume oppositely that the corresponding inequality of (3.1) does not hold for some test function ϕ. We decompose H i or H i with ϕ in the reverse inequality until we reach a similar reverse inequality satisfied by a control µ or a strategy β. Then applying the comparison result of BSDE, i.e. Proposition 1.2 (2), to such an inequality leads to a contradiction to the weak dynamic programming principle.
Proof of Theorem 3.1: We only need to prove for w 1 and w 1 , then the results of w 2 and w 2 follow by a similar transformation to that used in the proof of Theorem 2.1, part (2).
a) We first show that w 1 is a viscosity supersolution of (3.1) with Hamiltonian H 1 . Let (t 0 , x 0 , ϕ) ∈ (0, T ) × R k × C 1,2 [0, T ] × R k be such that w 1 (t 0 , x 0 ) = ϕ(t 0 , x 0 ) and that w 1 − ϕ attains a strict local minimum at (t 0 , x 0 ), i.e., for some δ 0 ∈ 0, t 0 ∧ (T − t 0 ) (w 1 − ϕ)(t, x) > (w 1 − ϕ)(t 0 , x 0 ) = 0, ∀ (t, x) ∈ O δ0 (t 0 , x 0 ) (t 0 , x 0 ) . Next, we show that w 1 is a viscosity subsolution of (3.1) with Hamiltonian H 1 . Let (t 0 , x 0 , ϕ) ∈ (0, T ) × R k × C 1,2 [0, T ] × R k be such that w 1 (t 0 , x 0 ) = ϕ(t 0 , x 0 ) and that w 1 − ϕ attains a strict local maximum at (t 0 , x 0 ), i.e., for some δ 0 ∈ 0, t 0 ∧ (T − t 0 ) (w 1 − ϕ)(t, x) < (w 1 − ϕ)(t 0 , x 0 ) = 0, ∀ (t, x) ∈ O δ0 (t 0 , x 0 ) (t 0 , x 0 ) .
We still denote ϕ(t 0 , x 0 ), D x ϕ(t 0 , x 0 ), D
