ABSTRACT This paper investigates the user scheduling in multi-cell millimeter-wave multiple-input multiple-output systems. The asymptotic analysis reveals that scheduling of users with larger effective channel gains is beneficial. Based on the relation between the inter-cell interference and the channel correlation, the users are grouped according to the beams they belong to. In accordance, scheduling of users in the same group will cause high inter-cell interference. Then, a user scheduling criterion which minimizes the inter-cell interference and maximizes the effective channel gain is proposed. Finally, the computational complexity of the proposed approach is analyzed and is compared with that of other approaches. The simulations verify that the proposed approach can mitigate more inter-cell interference than other approaches in favorable situations. MIMO systems, beams, millimeter-wave communication, scheduling. 
I. INTRODUCTION
The future wireless systems are expected to provide much higher spectral efficiency and sum rate [1] , [2] . In the emerging technologies, the millimeter-wave (mm-wave) multiple-input multiple-output (MIMO) [3] is of great potential. In mm-wave MIMO systems, wide bandwidth can be used to increase sum rate. Moreover, many antennas can be equipped in mm-wave MIMO systems, which can be used to achieve diversity gain and multiplexing gain. Meanwhile, the large number of antennas constitute the massive MIMO system [4] , [5] , which is also one candidate for future wireless systems. As can be seen, the spectral efficiency and the sum rate can be greatly improved in mm-wave MIMO systems.
User scheduling is critical for mitigating interference in mm-wave MIMO systems [3] . In the mm-wave frequency, the free-space path loss is much higher than that in microwave frequency, which means the scattering in mm-wave transmission is limited [6] . Thus, the channels from the mobile stations (MSs) to the base station (BS) may be highly correlated for common scatterers, and cause severe interference. User scheduling is a direct way for mitigating inter-cell interference, and has been extensively studied in wireless systems.
Most of the user scheduling approaches try to maximize the sum rate of the system. The optimal method is the exhaustive search, which lists all the subsets of MSs and is computationally prohibitive when the number of MSs is large. By terminating when an acceptable sum rate is reached, the complexity of exhaustive search can be decreased [7] . In order to further reduce the complexity, several suboptimal approaches have been proposed, in which the greedy algorithm is most popular. The basic greedy scheduling method selects the MS that can provide the maximal increase of the sum rate in each iteration [8] . As the sum rate is closely related to the channel norm and the capacity bound, the corresponding metrics are maximized in the greedy methods in [8] - [12] , and the complexity can be decreased. In order to further decrease the complexity of the greedy method, semi-orthogonal user selection is proposed to pre-select the MSs of less interference [13] , [14] . Another suboptimal approach is opportunistic scheduling, in which the MS with the best channel condition or the maximum sum rate is selected to transmit in each resource slot [15] , as those in [16] - [18] .
Some of the user scheduling approaches emphasize fairness. The simplest method is round-robin (RR) scheduling, which schedules each MS with equal resource blocks and in circular order [19] , [20] . The most common fairness criterion is the max-min criterion [21] . The max-min criterion is known to be employed in resource allocation, as in [22] - [24] . When the max-min criterion is employed in user scheduling, the MS with the minimum average throughput should be scheduled. Another method that emphasizes fairness is the proportional fair (PF) method [21] , [25] . In PF scheduling, the MS with the maximum ratio of the current data rate to the average throughput is scheduled, which means that the MS with the current data rate near its peak is likely to be scheduled [16] . The PF scheduling has been employed in various kinds of systems, such as those in [26] and [27] .
In multi-cell mm-wave systems, the interference channels may be highly correlated with the transmission channel, which means scheduling of MSs according to the channel correlation is necessary. However, this topic has not been addressed in these existing articles. In this paper, user scheduling for maximizing the sum rate of multi-cell mmwave MIMO systems is investigated. The asymptotic signalto-interference-plus-noise ratio (SINR) and the inter-cell interference is analyzed. Based on the analysis, the MSs are grouped according to the beams of the channels and the scheduling criterion is formed. The main contributions of this paper are three-fold. 1) The asymptotic signal-to-interference-plus-noise ratio (SINR) of the system is analyzed. The analysis shows that scheduling MSs with higher effective channels gain is beneficial for the sum rate.
2) The relation between the inter-cell interference and the channel correlation is analyzed. As the analysis demonstrates that larger distances between the inter-cell interference channel and the transmission channel in the beamspace results into lower inter-cell interference, the idea of grouping the MSs according to the beams of the channels is proposed. The grouping makes MSs that cause low inter-cell interference of higher priority in scheduling.
3) The computational complexity of the proposed approach is analyzed. The analysis demonstrates that the computational complexity of the proposed approach is comparable to or lower than that of the existing approaches. This paper is organized as follows. In Section II, the system model and the assumptions are given. Section III presents the analysis of the SINR, the inter-cell interference, and the beam grouping approach is proposed in this section. In Section IV, the computational complexities of the approaches are analyzed and compared. Section V gives the simulation parameters and the numerical results. Finally, conclusions are drawn in Section VI.
Notations: Lower-case (upper-case) boldface symbols denote vectors (matrices); I K represents the K × K identity matrix; (·) H and E{·} denote the conjugate transpose and the expectation, respectively; [·] j is the j-th element of a vector or the j-th column of a matrix; ||A|| F is the Frobenius norm of A; [·] j,k is the element in the j-th row and k-th column of a matrix; A ∪ B is the union of A and B; (j, k) = (l, k ) means j = l or k = k ; and i is the imaginary unit.
II. SYSTEM MODEL
Suppose there are L cells in the mm-wave MIMO system, each cell consists of one BS and K MSs. The BS is equipped with one uniform rectangular array (URA) of N B antennas and each MS has one URA of N M antennas. Each BS has N R radio frequency (RF) chains, and each MS has only one RF chain. As can be seen, the BS can only transmit to N R MSs simultaneously. Moreover, the full-connected hybrid structure is employed, which means each RF chain is connected to all the antennas through analog phase shifters. The MSs distribute randomly in front of the array. In this paper, we focus on the downlink transmission, and the uplink transmission can be tackled in a similar way.
A. SIGNAL AND CHANNEL
The received signal of the (j, k)-th MS, which means the k-th MS in the j-th cell, is denoted as y j,k ∈ C N M ×1 and can be written as
where H jl,k ∈ C N M ×N B is the channel matrix from the MSs in the j-th cell to the l-th BS, x l ∈ C N B ×1 is the transmitted signal from the l-th BS, n j,k ∈ C N M ×1 is the noise received at the k-th MS in the j-th cell, and is composed of independent and identically distributed (i.i.d.) complex random variables with zero mean and variance σ 2 .
In mm-wave MIMO systems, the channel from the (j, k)-th MS to the l-th BS H jl,k ∈ C N M ×N B can be expressed as [28] - [30] (2) where P is the number of paths, α jl,pk is the complex path gain of the p-th path from (j, k)-th MS to the l-th BS; α jl,pk ≥ α jl,pk for p >p; θ B jl,pk and φ B jl,pk are the corresponding azimuth direction-of-departure (DOD) and elevation DOD at the l-th BS, respectively; θ M jl,pk and φ M jl,pk are the corresponding azimuth direction-of-arrival (DOA) and elevation DOA at the (j, k)-th MS, respectively. Note that one of the P paths is the line-of-sight (LOS) path, and other paths are multipaths. When the LOS path undergoes blockage, the corresponding path gain is zero.
In addition, a B (θ B jl,pk , φ B jl,pk ) ∈ C N B ×1 is the array manifold defined as
where N Bx and N By are the numbers of antennas in the horizontal and vertical directions of the URA at the BS, and satisfy N B = N Bx N By ; n = n By N Bx + n Bx + 1,
where N Mx and N My are the numbers of antennas in the horizontal and vertical directions of the URA at the MS, and satisfy
B. TRANSCEIVER PROCESSING
By employing hybrid precoding, the transmitted signal from the l-th BS can be expressed as
where U l ∈ C N B ×N R is the analog precoding matrix of the l-th BS, F l ∈ C N R ×N R is the digital precoding matrix of the l-th BS, s l ∈ C N R ×1 is composed of the transmitted data symbols for the scheduled MSs in the l-th cell, and each element of s l is of zero mean and variance one. At the (j, k)-th MS, the received signal in (1) is processed with analog combining and is changed into
where w j,k ∈ C N M ×1 is the analog combiner used at the MS. Substituting (5) into (6) yields
Note that the employment of hybrid precoding is the result of the limited number of RF chains. As there are N R RF chains at the BS, only N R digital signals can be simultaneously converted to analog signals, which are further converted to N B analog signals. The digital and analog signals should be processed separately and this kind of precoding is hybrid precoding. Furthermore, the employment of hybrid precoding will affect the sum rate of the system. Consequently, the scheduling with hybrid precoding will also be different from that with fully digital precoding.
C. ASSUMPTIONS AND PROBLEM FORMULATION
The main assumptions used in this paper are as follows.
1) The j-th BS has knowledge of the DODs of all the MSs inside the j-th cell, i.e., θ B jj,pk , φ B jj,pk , ∀p, k, and the LOS DODs of MSs in other cells, which are denoted asθ B jl,k , φ B jl,k , ∀l = j, k. The (j, k)-th MS knows the DOAs of the strongest path from the j-th BS, i.e., θ M jj,1k and φ M jj,1k . The channel is invariant in one channel coherence interval of T slots. Note that the existing angle estimation algorithms like those in [31] and [32] can be employed for angle information.
2) The analog precoder vector, i.e., each column of U l , can only be chosen from the codebook
The analog combining vector, i.e., w j,k , can only be chosen from the codebook
3) The number of RF chains at the BS is less than the number of MSs in each cell, i.e., N R < K . This means that user scheduling is necessary and the number of MSs that can be scheduled is N R . Additionally, the set of the indices of the scheduled MSs in the j-th cell is denoted as S j = {c j,n |n = 1, 2, · · · , N R }, in which c j,n is the index of the n-th scheduled MS in the j-th cell and we have |S j | = N R . 4) The (j, k)-th MS employs directional combining, i.e.,
5) The l-th BS employs directional beamforming, i.e.,
where
Note that the analog beamforming vectors can also be designed by maximizing the inner product of the analog beamforming vector and the channel vector, as in [33] and [34] .
6) The l-th BS has knowledge of the effective channel gain
and employs ZF precoding, i.e.,
where η l is the power amplification factor,
Thus, we have
7) The transmission power of each BS is fixed to σ 2 x , i.e., E{||x l || 2 F } = σ 2 x . Substituting (5) and (11) into this equation yields
As a result, the n-th scheduled MS in the j-th cell at the t-th slot, cf. (7), can be written as
Then, the SINR is
Note the SINR of the unscheduled MS is denoted as zero, i.e., γ j,k = 0, ∀k ∈ S j . Correspondingly, the accumulate sum rate of the system in one channel coherence interval is
Then, the user scheduling problem is how to maximize the sum rate, which is
Note that the limited number of RF chains means only N R out of K users can be scheduled in each cell each time. Though the object means that the ''best'' N R users will be scheduled in each cell all the time, it can be easily modified for ensuring that all the K MSs can be scheduled. For example, the users scheduled in the past can be temporarily abandoned for scheduling and the duration of the abandon depends on the requirements on sum rate and fairness. With the assumptions and the user scheduling problem, a beam grouping based approach will be investigated in the following section.
III. BEAM GROUPING BASED USER SCHEDULING
As shown earlier, user scheduling for multi-cell mm-wave MIMO systems is important but is rarely investigated. The existing user scheduling approaches cannot tackle the inter-cell interference. Since the sum rate R is not a convex function of S j , the optimization problem (18) cannot be directly solved by using interior-point methods. In order to tackle the problem, in this section, we first maximize the signal power by resorting to the asymptotic analysis, and then restrict the inter-cell interference with beam grouping, and finally propose a scheduling criterion that maximizes the sum rate, with which we form a beam grouping based user scheduling algorithm.
A. MAXIMIZATION OF THE RECEIVING POWER
From the sum rate expression (17) , it can be seen that the SINR γ j,k determines that sum rate. Substituting (11) and (14) into (16) yields
Before we continue deriving, the asymptotic result of Z jj should be given first. 
Substituting (2) and (8) into (23) results into
, ∀p,p, k =k,
Hence, Z jj tends to be a diagonal matrix.
Then, we have the following corollary. According to the asymptotic result in Corollary 1, we know that MSs with larger |h j,c j,n ,c j,n | should be scheduled in the j-th cell for maximizing the receiving power, i.e., max S j ,∀j |h j,c j,n ,c j,n |, ∀n.
B. RESTRICTION OF THE INTER-CELL INTERFERENCE
In order to maximize γ j,c j,n , ∀n, we also need to minimize
According to the definition of Z jl in (12), one apparent way to achieve (22) 
Since we only have knowledge of the LOS DODs,θ B jl,k ,φ B jl,k , we can only resort to
Moreover, the function curve is similar to that of the sinc function, which generally tends to zero, i.e., be minimized, with the increase of the variable.
Thus, we seek to restrict the differences and the restrictions are
where D Bx and D By are parameters that can be designed. The two dimensional space with axes being cos(φ) sin(θ ) and sin(φ) is denoted as beamspace. With the restrictions in (26) and (27) , the beamspace can be divided into N B subspaces. Additionally, the set of the axes of points in the mN By + n-th subspace is denoted as C mN By +n , which is defined as
The union of all the sets should cover the whole beamspace, which means D Bx ≥ 1, D By ≥ 1. Then, we can group MSs according to the sets which the beamspace points of their paths belong to. More specifically, for the (l, k )-th MS, its group is named the (l, k )-th group, which is defined as
which is a set of the indices of the MSs with beamspace points of paths to the l-th BS in the same set as the beamspace point of the first path from the (l, k )-th MS to the l-th BS. In order to achieve the goal in (26) and (27) , MSs in G l,k should not be scheduled when the (l, k )-th MS is scheduled, i.e.,
According to the scheduling restriction above, it can be seen that the parameters D Bx and D By are crucial to the scheduling performance. When they grow large, the correlation in (24) tends to zero, which means the inter-cell interference tends to vanish. However, as the two parameters grow large, more MSs are incorporated into one group, which means more MSs should not be scheduled when the (l, k )-th MS is scheduled. Thus, the number of MSs that can be scheduled decreases, which may deteriorate the sum rate. These two parameters can be designed by taking simulations, and the numerical results demonstrate that the simplest yet effective way is to set D Bx = D By = 4 so as to avoid the strongest inter-cell interference.
Note that the idea of grouping users has been investigated in some existing articles. For example, [35] group users according to the channel spaces, [36] proposes several grouping criterions and a dynamic scheduling approach, [37] adopts a user grouping scheme similar to that in [35] and proposes a channel estimation approach. However, user grouping here is based on the beamspace distances for the LOS paths, and is different from these grouping approaches.
C. SCHEDULING CRITERION AND ALGORITHM
In the last two subsections, we have separated the object in (18) into two sub-objects, which are (21) and (29) . However, it is possible that the two sub-objects contradict with each other. More specifically, MSs that achieve the goal in (21) may violate the restriction in (29) . In order to mitigate inter-cell interference, we propose to give priority to the restriction in (29) .
As a result, we have the following beam grouping based user scheduling criterion. When MSs in the l-th cell have been scheduled, MSs in the j-th cell are partitioned into two groups, which are named low-interference group and high-interference group. In addition, the (j, k)-th MS is in the low-interference group if this MS accords with (29) , and is in the high-interference group otherwise. Then, MSs in the low-interference group have priority in scheduling. Moreover, in each group, one MS has priority in scheduling if this MS corresponds to a higher value of |h j,c j,n ,c j,n |. Correspondingly, the K MSs in the j-th cell are ordered in the scheduling process. Moreover, the index of the a j -th MS in the order is denoted as g a j . For the case that MSs in the j-th cell are firstly scheduled, the MSs only need to be ordered according to |h j,c j,n ,c j,n |.
Additionally, the scheduling of the MSs should make Z jj invertible. More specifically, the scheduling is executed in a successive manner. In the a j -th step, whether the g a j -th MS should be scheduled is judged. This MS cannot be scheduled ifZ jj (a j ) ∈ C |S j (a j )|×|S j (a j )| is ill-conditioned, where
Algorithm 1 Beam Grouping Based User Scheduling Algorithm Initialize: a j = 0, S j = ∅, ∀j, δ = 1000 1: for j = 1 → L do 2: sort MSs according to the scheduling criterion 3: while |S j | < N R and a j < K do 4: choose the (j, g a j )-th MS, a j ← a j + 1 5:
if the condition number ofZ jj (a j ) is larger 6: than δ 7: continue 8:
end if 11: end while 12: end for Moreover,S j (a j ) = {S j (a j ), g a j }, whereS j (a j ) is the set of the indices of the scheduled MSs, and the elements ofS j (a j ) are denoted asc j,n , n = 1, 2, · · · , |S j (a j )|.
With the scheduling criterion, we can also form a scheduling algorithm based on beam grouping, which is given as follows.
With the beam grouping based user scheduling algorithm presented, we will continue analyzing the computational complexity and compare the proposed approach with other traditional approaches in the next section.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS AND COMPARISON
In this section, the computational complexities of the user scheduling approaches are analyzed and compared, which are denoted with the big O notation.
The greedy approach is the most popular user scheduling approach for maximizing the sum rate. Since we only have knowledge of the LOS DODs,θ B jl,k ,φ B jl,k , the inter-cell interference cannot be tackled in the greedy approach. More specifically, each time this approach adds one MS to the already scheduled MSs, and then calculates ||Z jj (n) −1 || 2 F in the process of choosing the n-th best MS, whereZ jj (n) ∈ C n×n . In each cell, when we try to add the n-th MS, there are K −n+1 trials each of which results in O(n 3 ). Thus, the computational complexity of the greedy approach is O(
The max-min scheduling approach favors the MS with the lower accumulate sum rate, i.e., it only emphasizes the scheduling fairness. Then, the MSs are chosen in an increasing order of the accumulate sum rate of each MS. However, those MSs with poor transmission conditions will also be scheduled with many time resources, and this will decrease the system capacity. More specifically, it chooses the N R MSs with the lowest γ j,k in cell j for scheduling unless this makes Z jj rank-deficient, in which case the MS that causes the rank-deficiency is replaced with the next MS in the order. However, this scheduling should be executed for each time slot. Thus, the computational complexity of the max-min approach is T times as large as that of the proposed approach.
The PF scheduling favors the MS with the largest ratio of the current rate to the accumulate rate. As the current rate depends on the scheduling decision, it can be approximated as the rate with only this MS scheduled. Then, in each cell, the MSs are chosen in an increasing order of this ratio unless Z jj is rank-deficient, and this MS will be replaced with the next MS in the order. However, this scheduling should be executed for each time slot. Thus, the computational complexity of the PF approach is T times as large as that of the proposed approach.
For the proposed approach, the main computations are in step 5. For step 5, the condition number ofZ jj (a j ) should be calculated, the computational complexity of which is O(|S j (a j )| 3 ). Since |S j (a j )| < N R , the computational complexity of the proposed approach is O(N 3 R KL). From the above analysis, it can be seen that the proposed approach is of similar computational complexity as the greedy approach, and is only lower computational complexity than the max-min and the PF approaches. With the analysis and comparison, we will continue to present numerical results to verify the better performance of the proposed approach.
V. NUMERICAL RESULTS
In this section, numerical results are provided to compare the performance of the proposed approach and other existing approaches. Without other statements, the simulation parameters are as Table 1 . Each cell is of a rhombus shape. The BS height is 10 meters and the angle between the horizontal plane and the BS array surface normal is 10.3 • . The distance between the MS and the BS in the horizontal plane is in the range of 90 meters to 100 meters. The horizontal angles between the line connecting the MS and the BS and the reference line is in the range of −60 • to 60 • . The probability of blockage of the LOS path is 0.1. The reflection loss of the multipath is in the range of 15 dB to 20 dB. More specifically, the complex path loss is given as [29] is the directional antenna gain at the BS; λ = 3.75 millimeters is the wavelength; β jl,pk represents the blockage coefficient or the reflection loss; β jl,pk is zero for the former case and 20 log 10 β jl,pk is a random variable between −15 dB and −20 dB for the latter case; φ jl,pk is a random phase. For the non-LOS path from one MS in the l-th cell to the j-th BS, where l = j, the reflector is in the l-th cell. In addition, the Jain's index can be used as a fairness index, and the definition is [38] 
where R j,k = log 2 (1 + γ j,k ). In Fig. 1 , the sum rate and the Jain's fairness index versus the SNR is demonstrated. Note that the SNR in the figure is given as 10 log 10 σ 2 x /σ 2 − 140, where 140 dB is the typical fading value in the transmission scenario. The figure shows that the proposed approach surpasses the greedy approach in regards to the sum rate as the SNR is larger than 10 dB. Since the inter-cell interference constrains the increase of the sum rate when the SNR is higher than 10 dB, the results mean that the proposed approach can mitigate more inter-cell interference than the greedy approach. Meanwhile, the Jain's fairness index of the proposed approach is always larger than that of the greedy approach. This means that the proposed approach can provide more fairness.
In Fig. 2 , the sum rate and the Jain's fairness index versus the number of the MSs K is demonstrated. It can be seen that the sum rate of the proposed approach increases faster than that of other approaches as K increases. In addition, the proposed approach surpasses the greedy approach when K ≥ 20. As the number of choices increases when K increases, this result verifies that the proposed approach is more efficient in mitigating inter-cell interference when there are more choices. It can also be seen that the Jain's fairness index of the proposed approach is larger than that of the greedy approach. In Fig. 3 , the sum rate and the Jain's fairness index versus the number of the BS antennas N B is demonstrated. Here, the utilized combinations of N Bx and N By are (2, 20) , (5, 40) , (6, 60) , (10, 80) , (12, 100) . As can be seen, the sum rate of the proposed approach is still higher than that of other approaches when N B ≥ 800. This result is in accordance with Corollary 1, which shows that in specific conditions the scheduling of MSs with larger |h j,c j,n ,c j,n | is beneficial as N Bx , N By → ∞.
In Fig. 4 , the sum rate and the Jain's fairness index versus the minimum distance between the MS and the BS in the horizontal plane is demonstrated. As the distance increases, the MSs distribute more close to the cell edge, which causes higher inter-cell interference. It can be seen that the proposed approach tends to perform better than the greedy approach as the distance increases, which also verifies that the proposed approach can mitigate more inter-cell interference.
In Fig. 5 , the sum rate and the Jain's fairness index versus the probability of the blockage of the LOS path is demonstrated. As the probability increases, the sum rate of the proposed approach decreases and is of lower sum rate than the greedy approach when the probability is larger than 0.2. This is also in accordance with the derivation of the approach. Since the proposed approach utilizes the LOS DODs to measure the inter-cell interference, the measure accuracy deteriorates as the probability of the blockage of the LOS path increases. Thus, the less inter-cell interference can be mitigated as the probability increases.
VI. CONCLUSIONS
In this paper, the user scheduling in multi-cell mm-wave MIMO systems is investigated. The asymptotic SINR of the system is first derived, which demonstrates that MSs with larger effective channel gains should be scheduled first. Based on the correlation property of the array manifold, the MSs are grouped according to the beams that the DODs belong to. Correspondingly, MSs not in the groups of scheduled MSs should be scheduled first. Then, the scheduling criterion which emphasizes both the maximization of the effective channel gain and the minimization of the inter-cell interference is proposed. Correspondingly, a user scheduling algorithm is proposed. After that, the computational complexity of the proposed approach is analyzed and compared with that of other approaches. Finally, simulations are carried out and the results demonstrate the better performance of the proposed approach.
