Generic object detection is one of the most fundamental and important problems in computer vision. When it comes to large scale object detection for thousands of categories, it is unpractical to provide all the bounding box labels for each category. In this paper, we propose a novel hierarchical structure and joint training framework for large scale semisupervised object detection. First, we utilize the relationships among target categories to model a hierarchical network to further improve the performance of recognition. Second, we combine bounding-box-level labeled images and image-level labeled images together for joint training, and the proposed method can be easily applied in current two-stage object detection framework with excellent performance. Experimental results show that the proposed large scale semi-supervised object detection network obtains the state-of-the-art performance, with the mAP of 38.1% on the ImageNet detection validation dataset.
INTRODUCTION
Benefited from the application of deep convolution networks, object detection has made rapid development in recent years. The ultimate goal of object detection is to develop systems which is able to accurately and efficiently recognize and localize instances of all object categories in open world scenes, competing with human visual capacity. The breakthrough of large scale object detection will be of great significance to the development of computer vision. However, different from the classification task for tens of thousands of categories [1] , the object detection in terms of large scale categories still has various difficulties. First of all, labeling bounding boxes for enormous numbers of categories is so costly that there is no sufficient dataset for supervised object detection training. It is necessary to combine datasets with bounding box labels and datasets with only image-level labels to realize categories expansion. Second, as the number of target categories increases, the difficulty of object detection increases rapidly due to the proliferation of proposals and the confusion among categories. As images for object detection always contain multiple instances which may belong to different categories simultaneously, the relationship among the target categories becomes more complex and difficult to capture. Finally, with the increase of the number of categories, time and space complexity of training and inference raise rapidly, since the results are not conductive to the promotion of applications.
Object detection networks are mainly divided into two types: two-stage framework and one-stage framework. In a two-stage framework, category-independent region proposals are generate from the images, features are extracted from these proposals, and then category-specific classifiers are used to determine the concrete category label for each proposal, such as R-CNN [2] , Fast R-CNN [3] , Faster R-CNN [4] and R-FCN [5] . In a one-stage framework, the class probabilities and bounding box offsets are directly predicted from full images with a single forward CNN which does not involve region proposal generation, such as YOLO [6] and SSD [7] . In comparison, one-stage framework can gain superior efficiency, but by removing the background interference and indepth training of the RoIs, two-stage framework can always obtain more accurate recognition results.
Due to its practical importance, large-scale object detection also receives attention in recent years. To solve the lackness of bounding-box-level labeled categories, LSDA [8, 9] adopts the method of domain adaptation and knowledge transfer, which trains the classifier for all categories and transfers the classifier to detector based on the similarity among categories. Based on YOLO v2 detection framework, YOLO-9000 [10] proposes a method to combine different datasets based on WordNet [11] and jointly trains the parameters based on image-level labeled and bounding-box-level labeled images simultaneously. This is the first try of large scale semisupervised detector by far, but the accuracy of the network is to be improved. Motivated by decoupling the detection and classification, R-FCN-3000 [12] proposes a framework based on R-FCN for large scale object detection, which provides a more accurate and efficient solution for large scale object detection. However, it is trained on strongly supervised datasets with bounding box annotations and is hard to directly generalized to image-level labeled categories.
In this paper, we propose a hierarchical structure and joint training network for large scale semi-supervised object detection. Our main contributions are as follows. First, we utilize the semantic relationships to design a hierarchical structure to further improve the performance of recognition. Second, we put forward a method of joint training to generate an large scale semi-supervised object detection network. We evaluate the proposed framework and obtain the mAP of 38.1% on the ImageNet detection validation dataset [13] and the mAP of 33.1 % on all the target categories, which is the state-of-theart among all the large scale semi-supervised networks.
The remainder part of this paper is organized as follows. In Section 2, we introduce the proposed method for large scale semi-supervised object detection. In Section 3, we state the details of our network training and evaluation, and present the experimental results and comparison with former works. In Section 4, we conclude our research.
THE PROPOSED METHOD

Overview
For large-scale object detection, the increase of target categories adds further confusion to the classification of candidate proposals. Meanwhile, there will be more relationships among the target categories, of which the important ancillary information can be utilized to further improve the perfor-mance of recognition. Therefore, we establish a hierarchical structure for the target categories depending on the inclusion relationships provided by WordNet [11] and optimize the detection network.
On the other hand, most of object detection networks are designed on the condition of supervised scenes, so the important issue for semi-supervised object detection is how to train detectors for image-level labeled categories. Region Proposal Network (RPN) [4] can be trained end-to-end and is independent to class to some extent. Eventually, RPN trained by bounding-box-level labeled categories can be transferred to extract proposals for image-level labeled categories. By applying the above method, jointly training two kinds of images together becomes realistic in almost current two-stage object detection framework. Fig. 1 shows the overall architecture of our large scale semi-supervised network, the details of each part of our model are introduced in the following sections.
Hierarchical Structure
Faced with large scale object detection task for tens of thousands of target categories, the dataset is so enormous that the time cost for training even one epoch is quite heavy. As counted by Jia Deng et al. [1] , among 10,184 categories from the Fall 2009 release of ImageNet [14] , there are only 7,404 leaf categories, equivalently 72% of the whole dataset. In reality, if A is a leaf category, and B is a ancestor category of A according to WordNet [11] , it is inappropriate to execute classification and softmax process on A and B simultaneously, which forms a unreasonable competition. Eventually, the first step before training should be trimming the dataset and selecting the leaf categories for training. In inference, the scores of internal categories should be the sum of all the scores of its descendant leaf categories, which can be summarized as follows. In the formula, V l represents the set of leaf categories, S i represents the score output for each category, and σ (v i ) represents the set of descendant leaf categories of v i .
Furthermore, based on WordNet [11] , we can not only judge whether a specific category is a leaf category or not, but also establish a hierarchical tree with all target categories. As Fig. 2 shows, with the increase of the depth, the objects described are more and more concrete, and the numbers of categories expand at the same time. As stated above, it is confused to distinguish among thousands of classes simultaneously, so we add several branches in forthcoming detection network representing different grained recognition. At each additional branch, we can obtain classification output among different depths of categories, representing different grained recognition results. Based on transfer matrix M i calculated by inclusion relationships among target categories, labels for each branch can be obtained, and the classification supervision is affiliated. As Fig. 1 shows, by adding several depth i classification branch, a hierarchical detection structure is realized, and the various grained detection results can be aggregated to obtain final results as follows:
(2) Fig. 2 . All the target categories are arranged in a unified tree depending on WordNet, and different depth of nodes are selected to model the hierarchical structure.
Joint Training
Based on the decoupling R-FCN detection network [12] , the network can be divided into detection branch and classification branch. The detection branch is to obtain objectness scores and execute bounding box regression for each RoI, whose parameters are independent to the categories. And the classification branch is to train a classifier to confirm the specific category for each instance. In summary, the loss function has three parts: smooth L1 loss for bounding box localization L reg , objectness softmax loss L obj , and fine-grained classification softmax loss L cls . For semi-supervised object detection, bounding-box-level labeled images can be trained as before. However, on account of the lackness of bounding box labels, image-level labeled images cannot participate in the training of the detection branch, but have to be utilized to finetune the classification branch, as shown in Fig.1 by different color labeled data flows. To realize joint training, the key issue is to extract regions on these images. Fig. 3 shows the procedure for proposal generation of the two kinds of images and the training of the RPN. Images with bounding-box-level labels are utilized to train the network, while the network parameters trained are utilized to generate proposals with high scores for images only with image-level labels. Furthermore, the proposals are filtered to wipe off unreasonable ones whose boundary exceeds the original image and the output proposals are assigned the positive samples of relevant image-level label categories. Once the proposals and labels of these candidate boxes are acquired, it is practical to bind two kinds of data in batch and jointly train the classification branch. In training, the proposal number for each image-level labeled image is assigned to be limited to guarantee the precision for each proposal. However, in inference, the proposal number is assigned to be larger to guarantee the proposals recall.
As the result, the loss function of the novel semi-supervised detection network is divided into two conditions.
3. EXPERIMENT AND ANALYSIS
Training Data
We combine bounding-box-level labeled ILSVRC DET training dataset with image-level labeled ILSVRC CLS-LOC training dataset [13] , forming a joint training dataset. The detailed statistics are presented in Table 1 .
Implementation Details
To compare with former works, we follow the same implementation with R-FCN-3000 [12] . In the training and testing process, the images are resized to the resolution of 256 × 256.
For joint training, each batch contains the same number of bounding-box-level labeled images and image-level labeled images, and horizontal flipping is used as a data augmentation technique. In addition, Depth 5 , Depth 6 , Depth 7 , Depth 8 branches are added to model a hierarchical structure. During training, a warm-up learning is used for the first 1000 iterations and then it is increased to 0.0015. The learning rate is dropped by a factor of 10 after 3 epochs. Totally, we train the network for 4 epochs on 2 GeForce GTX TITAN GPUs.
Analysis of Proposal Extraction
As stated above, the key issue for semi-supervised object detection is the proposal extraction for image-level labeled images, so we investigate the performance of RPN under large scale semi-supervised scenes. In the experiments, 506 categories which is bounding-box-level labeled participate in the training of RPN, while 505 other categories which is imagelevel labeled have no contribution on the training. In the left of Fig. 4 , we show the Recall-to-IoU results of the generated proposals on all categories and the two kinds of labeled categories separately setting proposal numbers for each image is 300 simulating the inference process. In the right of Fig.  4 , we show the Precision-to-IoU results of the generated proposals based on our method shown in Fig. 3 setting proposal numbers for each image is 10 simulating the training process.
The recall for untrained categories is 0.75 and the precision is 0.48 setting IoU threshold is 0.5, which is acceptable under weak supervised conditions. We can conclude that RPN has the characteristic of resistant transference and can be utilized to generate proposals for weakly supervised categories. [12] , our proposed large scale semi-supervised object detection network obtains mAP of 38.1%, which improves the mAP by 5.83%. It is noteworthy that, R-FCN-3000 uses all the 1,000 categories with bounding box annotations, whereas only half of the target categories are bounding-box-level labeled in our model. Second, we evaluate our network on ILSVRC CLS-LOC validation set, which contains 50,000 images, covering 1,000 categories for our network training. As a validation dataset for evaluating localization performance, the images included are relatively simple compared to general dataset for evaluating detection performance. Therefore, we select images which contain multiple instances simultaneously from the original dataset, and constitute a hard part of ILSVRC CLS-LOC validation set with 11,717 images. As a result, we obtain mAP of 48.4% and 33.1% on the whole dataset and the hard part, representing excellent performance of our semi-supervised network.
Performance Comparison
CONCLUSION
In this paper, we propose a hierarchical structure and joint training network for large scale semi-supervised object detection. Based on the relationships among target categories, we design a hierarchical structure for large scale categories recognition. Based on transference of RPN, we put forward a joint training method for two-stage detection framework combining bounding-box-level labeled and image-labeled images together. Experiments show that our semi-supervised network can obtain excellent performance on all the categories and outperform previous works. Furthermore, the method can be expanded to more categories, making substantial contributions to achieve generic object detection.
