I_
In the particular case of p=l, Gnedenko, Koroluk and Skorokhod (1961, pp. p(~l)-dimensional Euclidean space. Define the empirical dfs by sequence of positive numbers such that nA~=O(l), then as n~, 154-155) reported the results of Karplevskaia and of Li-Tsian that if {A } be a n That c(2) cannot be, in general, equal to 2, have been proved by Kiefer (1961) , p Kiefer and Wolfowitz (1958) have shown that for p~l, there exist two positive constants c(l) and c(2), such that for every n~l, An~O, p p P {D+>A } < P{D >A} < c(1)exp{-c(2)nA }. n-n n-np p n (1.1) l .~. Let {~i=(Xil""'XiP)~; i>l} be a sequence of independent and identically distributed random vectors (iidrv) defined on a probability space (~,~,P), where X. has a continuous distribution function F(x), xgR P , the -1. Since D n P{D >A } < C(p,E) exp{-(2-£)nA 2 }.
I.
n-nn (or D+ or D-) can not be less than the corresponding statistic for the n n I p univariate marginals, we obtain from (1.5) and (1.7) by letting £(>0) to be arbitrarily small that if nA2~as n~, then for every p>l, nA 3 =0(1), n -n of Strassen (1967) relate to the asymptotic (as n~) expression for (1. 9) P{Sm 2. ¢(m) for some m~n},
For a positive function ¢(t) increasing at a faster (slower) rate than The main theorems along with the basic regularity conditions are formulated in section 2, where a few remarks are also appended. The proofs of the theorems, based on a reverse sub-martingale property of {n:} and Theorem 1 of Kiefer (1961) ,
I
Ie is considered in section 3.
2 .~. Let ¢= {¢(t): O<t<oo} be a positive function, defined on
P{m~> A for some m_>n}, On the other hand, in (1.5), we had 3/5. ¢(n) = nA , we note that in (2.1) we limit
This leads us to inquire whether (2.9) [or (2.10)] holds for A n 1/6 If for some C: O<C<oo,~(n) < Cn and limn+oo(log log n)/~2(n) = 0, We postpone the proof of the theorems to section 3. The following remarks and, if, in addition, lim {(log log n)/",2(n)} = 0, then n-+oo 't' Both (2.9) and (2.10) hold for {P:(~)} and {P:(~)}.
ourselves to A n A = 0(n-l / 3 ). n satisfying (1.5) but not (2.1). Towards this end, we may remark that whenever
We have the following.
(2.9) 2(n) increases with n in such a way that (log log n)/~2(n)+0 with n+oo, we do not require (2.2),(2.3) and (2.7), and we may also extend the range of~(n) to 0(n l / 6 ).
illustrate a few applications of the theorem:
(2.10) and the same result holds for {P+(~)} and {p-(~)}. ,.
For a positive k, we define o <~J (k¢) < I (k¢) < 3/5 J (k¢). n n n P {lim s~p (2n)~(log log n)~D = I} = 1, n V 2 (t) = 2£ log log t -~log log log t -~log(~+£) (~as t~).
to Theorem 1.4 of Strassen (1967) which provides similar extension of the proTherefore, by (2.9), P (~) + 0 as n + 00 i.e., n case, the law of iterated logarithm holds for Kolmogorov-Smirnov statistics;
and the same result holds for {D+} and {D-}. Thus, in the general p-variate n n bability of moderate deviations for sample cumulative sums, studied earlier by (2.12) (2.13)
We consider first the following.
Cramer (1938), Linnik (1961) , Rubin and Sethuraman (1965) , and others.
Note that by (2.3), (2.5) and (3.1), for every n~1, k > 2, Lemma 3.1. Under (2.1), (2.2), (2.3) and (2.7), as n + 00, this was proved in Theorem 2 of Kiefer (1961) by a different approach.
(II) If we let~(n) = n~A , we observe that under the condition that n (log log n)/~2(n) + 0 with n + 00, (2.11) extends (1.8) in the sense that
Proof. By virtue of (3.2), it suffices to show that as n + 00 (3.1) (3.4) {log In(k¢)}/vk(n) + -1, for every k~2. 
Since u exp{-~u2} is + in u(~l), on denoting t by~2 ( for every n>O,
In a similar way, by working with the left hand side of (3.7), it follows that n >0, there exists a 8 > 0, such that as n + 00, Also, by (Z.3) and a few simple steps, we obtain on using (Z.7) that for every (3.10)
Thus, for every k > 2, Thus, from (2.7), (3.13) and (3.15), it follows that for every n > 0, Then, by Lemma 3.2, we obtain 2.
For every n>l, let C be the a-field generated by the unordered X 1 ,···,X _ n --n from Lemma 3.1 and (3.21). Q.E.D.
that ratio of the two sides converges to 1 as n~. The rest of the proof follows Lemma 3.3. Under (2.1), (2.2), (2.3) and (2.7) and hence, the lemma follows from (3.24) and (3.25). Q.E.D.
In a similar way, it follows that where X O is a point (in R P ) for which F(x o )
Proof. By (1.2), for every n~l.
and by X l' X +2""; C is~in n. Then we have the following. 
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Lemma 3.4. {n+, C ; n>l} and {n-, C ; n>l} are both non-negative reverse subn n ----n n -F (x)-F(x) attains a maximum i.e.,
n --
In a similar way, it follows that for every n~l, n:~0, and we obtain that fact that Z need not be unique. Also, by (1.2), D+ > 0 for n>l. Therefore, using the -n nmartingales for every p~l.
Proof. For every n~l, let Z (a random vector) be a point in R P where -n Lemma 3.5. For each p(~l) and every E>O, there exists a positive C(p,E) «00),
Hence the lemma follows. The proof is a direct consequence of Lemmas 3.4 and (3.5) and of Theorem 1 of Chow (1960) which extends the H'jek-Renyi inequality for sub-martingales.
(3.33)
Lemma 3.7. Under (2.3) and (2.7), for all non-decreasing {~(t)} such that ,.
(log n )«log n)E/3_ 1 ) < (log n)E/3(10g n ), s s 1+ES/3 (log n) , s=0,1, ... , log n s log n s + 1 -log n s x (s) .::. exp{-[~EE'S log log n -(E 2 s/9)10g log n] We set then
Let us now set A = l+~E, so that~k = (2+E')w 2 (n ) where E' = n,s s E-~E2_~E4>0 for every O<E<EO(>~). We consider first the case of wet) satisfying (2.1), (2.2), (2.3) and (2.7), such that W 2 (t)<C log t, O<C<oo.
where~indicates that n is the least positive integer for which the left hand s side is > the right hand side. Then, for every s~O, so that by (3.38) through (3.44), we have for large n, (3.42)
By the remark made after (2.6) and (3.44), it follows that for large n, where KE«oo) depends only on E(>O), v 2 (n) is defined by (2.6), and 1~Ls=O~n(s) < {l-(log n)~E2/l8 } + 1 as n+oo.
E'~2(n) > (E'/3)10g log n + 2 log~(n), when (2.3) holds.
(3.48)
Returning now to the proof of theorem 1, we note that (2.9) follows directly arbitrarily small. and (3.34) follows from (2.7), (3.37) and (3.50) by letting E(>O) to be Therefore from (3.45) through (3.49), it follows that for every E(O<E<EO<~)' (3.49)
In a similar way, it follows that for every E>O, as n+oo, as E'=E-~E2_~E2>23E/32>(2/3)Efor all O<E<EO«~)' and for large n, (E'/12)[~2(n )_~2(n)] can be made larger than 10g[~2(n )/~2(n)]. Therefore, s s for n sufficiently large,
