In this paper, we intend to study nonlocal problems for Langevin-type differential equations with two fractional derivatives of orders α, β ∈ (1, 2). By using Laplace transform methods, formula of solutions involving Mittag-Leffler functions A α,β (w), α, β ∈ (1, 2), w ∈ R, and nonlocal terms of such equations are presented by studying the corresponding linear Langevin-type equations with two fractional derivatives. Meanwhile, existence results of solutions are established by utilizing boundedness, continuity, monotonicity, nonnegative of Mittag-Leffler function A α,β (w), α, β ∈ (1, 2), w ∈ R, and fixed point methods. Finally, two examples are presented to illustrate our theoretical results.
Introduction
With the fractional-order derivatives being applied in more and more fields, the basic theory of fractional differential equations (FDEs for short) also has a good development. For some suitable function g : I → R, [] applied Laplace transform methods to derive the general solution of () as follows: , α, β ∈ (, ) for w ∈ R is the Mittag-Leffler function, and A α, (w) := A α (w). Then by applying the properties (continuity, explicit boundedness, monotonicity, and nonnegativity) of A α,β (w), α, β ∈ (, ), for w <  and fixed point theorems, we can deduce some interesting existence results for a nonlinear problem.
However, we will less study the theory of Langevin-type differential equation with two Caputo fractional derivatives t denote the Caputo fractional derivatives of orders α, β ∈ (, ) with the lower limit zero, respectively, and the constants a i ∈ R, i = , . . . , m, b, c, d ∈ R, μ ∈ R \ {}, and  = t  < t  < · · · < t m < t m+ = .
In the beginning of the paper, we first apply the Laplace transform method to derive that the linear Cauchy problem
has the unique solution
where g : I → R is a linear function. Then we go on studying the asymptotic behavior, boundedness, and continuity of the Mittag-Leffler functions A α,β (w), α ∈ (, ], β > , w ∈ R (see Lemmas ., ., and .), which will further use to study nonlinear problems. In fact, the properties of Mittag-Leffler functions A α,β (w), α ∈ (, ], β > , w ∈ R, presented in this paper can also used for other possible problems. Finally, we apply fixed point methods to derive the existence of solution to () under Lipschitz and growth conditions on the nonlinear term.
Preliminaries
Let C(I, R) denote the Banach space of all continuous functions from I into R with the standard norm u ∞ = sup{|u(t)| :  ≤ t ≤ } for u ∈ C(I, R). We denote by L q (I, R) the Banach space of all Lebesgue-measurable functions v :
where μ( ) is the Lebesgue measure of .
Before we study (), we first introduce the following linear fractional initial value problem. 
Thus, we apply the Laplace transform to the first equation in () via () and derive
Furthermore, we obtain
Next we find x(t). According to (..) of [], we know that
From equality (), by applying inverse Laplace transforms to () we get the unique solution of ():
The proof of the lemma is completed.
At the end of this section, we introduce the following fixed point theorems. ], the following asymptotic expansions hold:
(ii)
Lemma . Let α ∈ (, ] and β >  be arbitrary. Then the following statements hold:
where
(ii) For all μ > , we have
Letting μ = γ α , () can be simplified as
On the other hand, from Corollary  of [] , for all α ∈ (, ], β > , and t > , we get
By comparing formulas () and () we can derive a general formula of A α,β (t, μ) as follows:
Let r = x α t α . The last equality can be simplified as
which proves part (i).
(ii) Due to Lemma .(ii) via the previous result, changing -μt α to μt α , we easily obtain
The proof is finished.
Lemma . Let μ >  be arbitrary. For any α ∈ (, ]
and β > , we define
In particular,
(ii) For all t > , we have
where we apply the same computation as in Lemma . of [] to get the estimate of |t
(ii) According to Lemma ., we obtain
where we applied the same computation as in Lemma . of [] to get the estimate of |t
The proof of the lemma is finished.
We further state the continuity, monotonicity, and nonnegativity of Mittag-Leffler func- 
Proof (i) Suppose that A α (w) and A α,β (w) are increasing functions for w > . It is easy to get the first conclusion of (i). On the other hand, from Lemma . of [] we know
. As for A α,β (-t α μ), we have
(ii) In this part, we verify the second conclusion of the lemma. Without loss of generality, we only prove the third result of (ii). The remaining three results of (ii) can be proved by a similar method.
By Lemma .(ii), for all μ > , we have
In fact,
Assume thatt  >t  >  and μ > . According to Lagrange's mean value theorem, we obtain
ast  tends tot  . where η, μ, ξ , ρ ∈ (t  ,t  ). The proof of this part is completed.
Existence results

Existence results for μ > 0
In this section, we mainly prove the existence and uniqueness of solutions for equation (). For convenience of the following presentation, set
According to () and (), we get a general expression of the solution for c D x(t) ), t ∈ I := [, ],  < α, β < , as follows:
Furthermore, we derive:
On the other hand, in (), we have
Thus, substituting () and () into (), we get the following expression for the solution of ():
Next, we introduce some conclusions about the existence and uniqueness of the solution for equation () . Before that, we make the following assumptions:
where P(α, α + β, μ) is defined in Lemma .. 
Theorem . Assuming that conditions (A  )-(A  ) are satisfied, equation () has a unique solution on I.
Proof Define the operator F : B r → C(I, R) by
According to (A  ), we know that F is well defined on C(I, R). Next, we divide the proof into two steps.
Step . In this step, we show that F(B r ) ⊂ B r :
(Fx)(t)
Step . In this step, we prove that F is a contraction mapping for x, y ∈ B r . For each t ∈ I, by Lemma .(ii) and Lemma .(ii) we get
which shows that F is a contraction mapping. By applying contraction mapping principles and (A  ) we obtain the conclusion of the theorem. The proof is completed.
Next, we will use the Krasnoselskii fixed point theorem to derive the existence result for equation () . Before the derivation, we give a new assumption:
Theorem . Assume that (A  ) and (A  ) hold. Then equation () has at least one solution on I.
Proof Define two operators G and H on Br as follows:
For any x, y ∈ Br and t ∈ I, we have (Gx)(t) + (Hy)(t)
≤r.
The inequality obtained shows that (G + H)(Br) ⊂ Br.
It is easy to prove that H is a contraction mapping with zero Lipschitz constant. On the other hand, by the continuity of f we know the operator G is continuous. At the same time, we have
So the operator G is uniformly bounded on Br. Next, we prove that G is a compact operator.
Define f max = sup{|f (t, x)| : t ∈ I, x ∈ Br}. For any t  , t  ∈ I such that t  < t  , by using Lemma .(ii) we get
, which tends to zero as t  tends to t  . This result shows that G is equicontinuous, and thus G is relatively compact. Therefore, G is compact. Consequently, we get that G + H is a condensing map on Br. By using the Krasnoselskii fixed point theorem, problem () has at least one solution. The proof of this part is complete.
Next, we will apply the Krasnoselskii-Zabreiko fixed point theorem to derive an existence result. We introduce two new assumptions:
(A  ) The function f (t, ) =  for some t ∈ I, and lim Proof Let Br = {x ∈ C(I, R) :
thus, problem () can be regarded as a linear problem. Define the bounded linear operator
Now, we claim that
If not, we can derive that
which contradicts with (A  ). Consequently, we deduce that  is not an eigenvalue of the operator L due to (). It is obvious that F is well defined due to (A  ). Next we will show that
Thus, we get
which implies that
The proof is completed.
Existence results for μ < 0
In this section, we give three existence results for problem () with μ <  similarly as in Section . Here, we need a new assumption:
(A  ) Let  < Lδ <  and β > α, where
For convenience of the following presentation, let By (A  ) and the contraction mapping principle we complete the proof of this theorem.
Next, we are ready to give another existence result. We consider the operators G and H in Theorem . again. Applying the same method as in Step  of Theorem ., we deduce that (G + H)(Br ) ⊂ Br for some positive numberr . At the same time, we get that H is a contraction mapping due to (A  ).
To prove the compactness of the operator G, we only need to verify that operator G is equicontinuous. For any t  , t  ∈ I such that t  < t  , we have (Gx)(t  ) -(Gx)(t  )
