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a b s t r a c t
Given a simple polygon P with two vertices u and v, the three-guard problem asks whether
three guards canmove from u to v such that the first and third guards are separately on two
boundary chains of P from u to v and the second guard is always kept to be visible from
two other guards inside P . It is a generalization of the well-known two-guard problem,
in which two guards move on the boundary chains from u to v and are always kept to
be mutually visible. In this paper, we introduce the concept of link-2-ray shots, which can
be considered as ray shots under the notion of link-2-visibility. Then, we show a one-to-
one correspondence between the structure of the restrictions placed on the motion of two
guards and the one placed on the motion of three guards, and generalize the solution for
the two-guard problem to that for the three-guard problem. We can decide whether there
exists a solution for the three-guard problem in O(n log n) time, and if so generate a walk
in O(n log n+m) time, where n denotes the number of vertices of P andm (≤ n2) the size
of the optimal walk. This improves upon the previous time bounds O(n2) and O(n2 log n),
respectively.Moreover, our results can be used to solve othermore sophisticated geometric
problems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The two-guard problem, posed by Icking and Klein [8], asks for a walk of two points (called the guards) on the boundary
of a simple polygon P from the starting vertex u to the ending vertex v, one clockwise and one counterclockwise, such that
the guards are always mutually visible. Icking and Klein have shown that the solution of the two-guard problem consists of
several instances of straight walks and counter-straight walks [8]. A walk is said to be straight if two guards monotonically
move on P from u to v, or counter-straight if both guardsmonotonicallymove on P clockwise, one from u to v and one from v
to u. They gave an O(n log n) time algorithm for determining whether the polygon P is straight, counter-straight, or general
walkable. Later, a linear time algorithm was presented by Heffernan [7]. Tseng et al. gave an O(n log n) time algorithm to
determine all pairs of boundary points which admit walks, straight walks [15]. Recently, Bhattacharya et al. improved this
time bound to O(n). Their algorithms use only simple data structures, not requiring a triangulation of the polygon [2].
The two-guard problem also involves giving a walk if it exists. For a straight, or counter-straight walkable polygon, an
optimal walk can be reported in O(n) time [7]. For a general walkable polygon, a walk of minimum length can be reported
in O(n log n+ k) time, where k denotes the size of the output [8].
In this paper, we consider a generalization of the two-guard problem, called the three-guard problem. Let L and R denote
two boundary chains, oriented from u to v, one clockwise and one counterclockwise. Three guards g1, g2 and g3 are required
to move from u to v by the followingwalk instructions: while g2moves along a line segment inside P and is kept visible from
g1 on L and g3 on R, (i) both g1 and g3 move forward along segments of single edges, or (ii) one of g1 and g3 moves forward
but the other moves backward. See Fig. 1. As a special case of (i) or (ii), one or two of the guards may stand still while the
I Some preliminary results were presented at ISAAC’2004 [X. Tan, The two-guard problem revisited and its generalization, Lect. Notes Comput. Sci. 3341
(2004) 847–858].
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Fig. 1. Walk instructions.
others move. If there exists a walk from u to v, we say P is walkable by three guards. If neither backtracking of g1 on L nor
backtracking of g3 on R is allowed, then P is said to be straight walkable by three guards. In the case that a polygon is (straight)
walkable, we are also interested in reporting a walk schedule, which consists of walk instructions.
To solve the three-guard problem, we first introduce the concept of link-2-ray shots, which can be considered as ray shots
under the notion of link-2-visibility. Then, we show a one-to-one correspondence between the structure of the restrictions
placed on the motion of two guards and the one placed on the motion of three guards, and generalize the solution for the
two-guard problem to that for the three-guard problem. We can decide whether there exists a solution for the three-guard
problem in O(n log n) time and, if so, generate a walk in O(n log n+m) time, wherem (≤ n2) denotes the size of the optimal
walk. This improves upon the previous time bounds O(n2) and O(n2 log n), respectively [4]. (The corresponding edge-to-edge
problem is solved in [4]. See the Appendix.)
It should also be pointed out that our solution, as well as its counterpart for the two-guard problem [12], is simpler than
the previously known solutions, as our method examines only the structure of ray shots and does not use the relatively
complicated functions on chords or vertices, such as, α and β in [4] and hi, lo, C-hi and C-lo in [7,8]. Moreover, the paradigm
developed in this paper is general and can thus be used to solve other geometric problems, say, the room search and polygon
search problems, which ask for a search schedule for catching a moving target in a polygonal region by a mobile searcher
[10,11,14].
The paper is organized as follows. Section 2 gives basic definitions and a brief review of the two-guard problem. Section 3
deals with weak link-2-visibility between two polygonal chains, and Section 4 introduces the concept of link-2-ray shots.
Our proofs and algorithms are given in the next two sections, with Section 5 addressing straightwalks and Section 6 covering
general walks. The concluding remarks are finally given in Section 7.
2. Preliminaries
2.1. Basic definitions
Let P denote a simple polygon in the plane, i.e., a polygon without self-intersections or holes. Just for convenience, we
assume that P is in a general position in the plane. That is, no three vertices of P are collinear, and no three edge extensions
have a common point. Two points x, y ∈ P are said to be mutually visible if the line segment xy connecting them is entirely
contained within P . For two regions Q1, Q2 ⊆ P , we say that Q1 is weakly visible from Q2 if every point in Q1 is visible from
some point in Q2.
When two vertices u and v are given, the boundary of P is divided into two polygonal chains, L and R, with common
endpoints u and v. Both chains L and R are oriented from u to v. Points on L (resp. R) are denoted by p, p′, p1, etc (resp. q, q′,
q1, etc). For a vertex x of a polygonal chain, Succ(x) denotes the vertex of the chain immediately succeeding x, and Pred(x)
the vertex immediately preceding x. For two points p, p′ ∈ L, we say that p precedes p′ (and p′ succeeds p) if we encounter
p before p′ when traversing L from u to v. We write p < p′ if p precedes p′. The chain L<p (resp. L>p) is the subchain of L
consisting of all points that precede (resp. succeed) p. Also, we denote by Lp1,p2 an interval of Lwith p1 ≤ p ≤ p2, p ∈ Lp1,p2 .
The point p1 (resp. p2) is said to be the smallest (resp. largest) of Lp1,p2 . We define these concepts for R in a similar manner.
A vertex of P is reflex if its interior angle is strictly larger than 180◦; otherwise, it is convex. An important definition for
reflex vertices is that of ray shots: the backward ray shot from a reflex vertex r of chain L or R, denoted by Backw(r), is the
first point of P hit by a ‘‘bullet’’ shot at r in the direction from Succ(r) to r , and the forward ray shot Forw(r) is the first point
hit by the bullet shot at r in the direction from Pred(r) to r (see Fig. 2).
The shortest path from a vertex s to the other t , denoted by pi(s, t), is the Euclidean minimum-distance curve that
connects s and t and entirely lies in the interior of P . Consider the shortest paths from a vertex s to all vertices of P . Since
there is only one shortest path from s to any vertex, these paths form a tree. We call it the shortest path tree rooted at s.
2.2. Brief review of the two-guard problem
A pair of vertices p ∈ L, q ∈ R is said to give a deadlock if q < Backw(p) ∈ R and p < Backw(q) ∈ L hold (Fig. 2(a)), or
if q > Forw(p) ∈ R and p > Forw(q) ∈ L hold (Fig. 2(b)). A pair of vertices p, p′ ∈ L or q, q′ ∈ R is said to give a wedge
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Fig. 2. Deadlocks and wedges.
if Backw(p), Forw(p′) ∈ R, p < p′ and Forw(p′) < Backw(p) hold (Fig. 2(c)), or if Backw(q), Forw(q′) ∈ L, q < q′ and
Forw(q′) < Backw(q) hold (Fig. 2(d)). Clearly, either instance of deadlocks (Fig. 2(a)–(b)) prevents P from being walkable
by two guards, and either instance of wedges (Fig. 2(c)–(d)) prevents P from being straight walkable. Another condition for
P to be walkable by two guards comes from the weak visibility between two chains L and R.
Theorem 1 ([8]). A polygon P is walkable by two guards if and only if the chains L and R are mutually weakly visible and no
deadlocks occur. Furthermore, if the condition that wedges do not occur in L nor R is added, P is straight walkable.
Also, a walk on P from one segment p0q0 to another segment p1q1, where p0 < p1 and q0 < q1, is possible if and only if
two subchains Lp0,p1 and Rq0,q1 are mutually weakly visible and no deadlocks occur between them. If the condition that no
wedges occur in either subchain is further added, the walk from p0q0 to p1q1 is straight.
In the case that the polygon P is walkable, we need to give a walk schedule for two guards. A walk schedule is given by
a sequence of walk instructions, which are the following elementary actions: (i) both guards move forward along segments
of single edges, and (ii) one guard moves forward but the other moves backward along segments of single edges.
Theorem 2 ([7,8]). It takes O(n) time to test thewalkability of a simple polygonwith twomarked vertices, O(n) time to generate a
straight walk schedule, and O(n log n+m) time to generate a walk schedule wherem is theminimum number of walk instructions
required.
3. Weak link-2-visibility
Let us first review the concept of link-2-visibility. Two points x, y ∈ P are said to be mutually link-2-visible if there exists
another point z such that the segments xz and zy are entirely contained in P . For two regions Q1, Q2 ⊆ P , we say that Q1 is
weakly link-2-visible from Q2 if every point in Q1 is link-2-visible from some point in Q2.
We will show in Section 5 that in order for P to have a straight or general walk for three guards, L and R have to be
mutually weakly link-2-visible. Heffernan has given a simple test for weak visibility [7], which can be generalized for weak
link-2-visibility.
First, we construct in O(n) time the shortest path, C , between u and v [6]. The path C partitions the interior of P into two
(weakly-simple) subpolygons, PL and PR. Clearly, L is weakly link-2-visible from R in P if and only if L is weakly link-2-visible
from C in PL.
It is noted in [7] that PL is partitioned into alternating (i) chains or singleton vertices that lie on both C and L, and (ii)
simple polygons P ′L of the form Lp1,p2 ∪ Cp1,p2 (see Fig. 3 of [7]). The weak link-2-visibility problem is then reduced to that
of determining whether P ′L is weakly link-2-visible from the chain Cp1,p2 , for each simple subpolygon P
′
L. Any internal vertex
of Cp1,p2 is a vertex of R and a right turn. Thus, Cp1,p2 is a reflex chain of P
′
L, i.e., all vertices on the chain with the exception
p1 and p2 are reflex vertices. For each reflex vertex of P ′L, we compute its forward and backward ray shots [3]. Clearly, if all
ray shots are weakly visible from Cp1,p2 , the subpolygon P
′
L is weakly link-2-visible from Cp1,p2 . Then, we compute the region
visible to the reflex chain Cp1,p2 , using the linear-time algorithm [1,6]. (We consider the reflex chain Cp1,p2 as an edge p1p2
of P ′L and compute the region visible from p1p2. The region visible to Cp1,p2 can then be obtained, as the difference between
two visible regions is exactly the region bounded by Cp1,p2 and p1p2.) The problem of determining whether P
′
L is weakly link-
2-visible from Cp1,p2 is finally solved by checking whether all ray shots of reflex vertices of P
′
L are contained in the boundary
of the found visible region. Since all the simple subpolygons P ′L can be constructed by a single traversal of L and C , and the
ray shots for these subpolygons can all be computed in O(n log n) time, it takes O(n log n) time to determine whether L is
weakly link-2-visible from R. The result for R is symmetric.
Lemma 1. It takes O(n log n) time to determine whether L and R are mutually weakly link-2-visible.
In the remainder of the paper, we assume that the chains L and R of the input polygon P are mutually weakly link-2-
visible; otherwise, P is not walkable by three guards (see Lemma 3).
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Fig. 3. Link-2-ray shots.
4. Link-2-ray shots
It has been shown that the chain L is weakly visible from R if and only if there are no vertices p ∈ L such that p <
Backw(p) ∈ L or p > Forw(p) ∈ L holds [8]. Let SL denote the set of the segments pBackw(p) satisfying p < Backw(p) ∈ L
and the segments p′Forw(p′) satisfying p′ > Forw(p′) ∈ L. (For a vertex p, both p < Backw(p) ∈ L and p > Forw(p) ∈ L
cannot hold simultaneously.) Clearly, the chain L is weakly link-2-visible from R if and only if all segments of SL are weakly
link-2-visible from R. (The algorithm for weak link-2-visibility in the previous section can thus be simplified.) Similarly,
denote by SR the set of the segments qBackw(q) satisfying q < Backw(q) ∈ R and the segments q′Forw(q′) satisfying
q′ > Forw(q′) ∈ R.
Our definition of link-2-ray shots is based on the observation that the shot, say, Backw(p) ∈ R (resp. Forw(p) ∈ R) is
the smallest (resp. largest) point of R, from which Succ(p) (resp. Pred(p)) is visible. For a vertex p that gives an endpoint
of a segment of SL, we define its backward (resp. forward) link-2-ray shots, Backw2(p) (resp. Forw2(p)), to be the smallest
(resp. largest) point of R, from which the whole region bounded by Lp,Backw(p) and pBackw(p) is link-2-visible. See Fig. 3 for
some examples. We call p the defining vertex of the shots Backw2(p) and Forw2(p). For the sake of constructing a walk, we
also define the point B(p) (resp. F(p)) to be the smallest (resp. largest) point of L, which is on the ray or segment connecting
Backw2(p) (resp, Forw2(p)) with a point of the segment of p. For a vertex q that gives an endpoint of a segment of SR, we
define the link-2-ray shots Backw2(q), Forw2(q), and the points B(p), F(p) analogously.
Let us now describe how to compute the link-2-ray shots and their ‘‘B’’ and ‘‘F’’ points. Take a segment pBackw(p) of
SL as an example. (Other situations can be dealt with analogously.) Denote by d the vertex where two paths pi(u, p) and
pi(u, Backw(p)) diverge. If the vertex d is on R, then d is just the shot Backw2(p), and the first turn of pi(Backw2(p), p) is
the point B(p). See Fig. 3(a). If the vertex d is on L, then d is just the point B(p). To find Backw2(p), we shoot a ‘‘bullet’’
at B(p) in the direction from the first turn of pi(B(p), Backw(p)) to B(p). The hit point on the boundary of P is the shot
Backw2(p). For an example, see the shot Backw2(p1) and the point B(p1) in Fig. 3(b). Similarly, let d′ denote the vertex where
two paths pi(v, p) and pi(v, Backw(p)) diverge. If the vertex d′ is on R, then d′ is just the shot Forw2(p) and the first turn
of pi(Forw2(p), Backw(p)) is the point F(p). Otherwise, d′ is the point F(p), and Forw2(p) is the point of L hit by shooting a
‘‘bullet’’ at F(p) in the direction from the first turn of pi(F(p), p) to F(p).
Consider the time required to compute all link-2-ray shots. Again, take the set SL as an example. First, the set SL can be
computed in O(n log n) time [3], then we find the shortest paths from u to all vertices of P and all endpoints of segments of
SL, using the linear-time algorithm [1,6]. Clearly, these shortest paths form a shortest path tree, rooted at u. Also, the shortest
path tree of v is computed. By a traversal of the shortest path trees of u and v, we can simply find the points B(p) and F(p),
for each vertex p which is an endpoint of a segment of SL. The shots Backw2(p) and Forw2(p) can then be found in O(log n)
time using the ray shooting algorithm [3]. Hence, all link-2-ray shots for SL can be calculated in O(n log n) time.
Lemma 2. For all the reflex vertices which give the endpoints of segments of SL ∪ SR, we can compute their link-2-ray shots in
O(n log n) time.
Following from our definition of link-2-ray shots, both Backw2(r) and Forw2(r) are on the chain opposite to the chain of
the defining vertex r . So in the rest of this paper, we simply write ‘‘Forw2(p)’’ or ‘‘Backw2(p)’’ to represent ‘‘Forw2(p) ∈ R’’
or ‘‘Backw2(p) ∈ R’’, and ‘‘Forw2(q)’’ or ‘‘Backw2(q)’’ to represent ‘‘Forw2(q) ∈ L’’ or ‘‘Backw2(q) ∈ L’’.
5. Straight walks
In this section, we extend the necessary and sufficient condition of straight walks for two guards to that for three guards,
and then give our algorithm for determining the straight walkability of a polygon and for generating a walk schedule if it
exists.
Let us first define the link-2-deadlocks and link-2-wedges. A pair of vertices p ∈ L, q ∈ R is said to form a link-2-deadlock
if q < Backw2(p) and p < Backw2(q) hold, or q > Forw2(p) and p > Forw2(q) hold. See Fig. 3(a). A pair of vertices p1,
p2 ∈ L (resp. q1, q2 ∈ R) is said to form a link-2-wedge if p1 < p2 and Forw2(p2) < Backw2(p1) hold (resp. if q1 < q2 and
Forw2(q2) < Backw2(q1) hold). See also Fig. 3(b) for an example, where p1 and p3 form a link-2-wedge.
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Fig. 4. Definition of dominated link-2-ray shots.
5.1. Characterizing straight walkable polygons
Let us first show the necessary condition for a polygon to have a straight walk. Our argument is the same as that given
in [8], except for the notion of link-2-visibility.
Lemma 3. If a polygon P is straight walkable by three guards, the chains L and R are mutually weakly link-2-visible and neither
link-2-deadlocks nor link-2-wedges occur.
Proof. The proof is by contradiction. Assume first that the chain L is not weakly link-2-visible from R, but P is walkable by
three guards. In this case, there exists a point x in L such that x is not link-2-visible from any point in R. When the guard
g1 proceeds to x, any point in R cannot be touched by g3, contradicting the assumption that P is walkable by three guards.
Similarly, we can show that if P is walkable by three guards, the chain R is weakly link-2-visible from L.
Suppose now that there is a pair of vertices p ∈ L, q ∈ R that forms a link-2-deadlock, but P is walkable. Take Fig. 3(a)
as an example. (Other situations can be dealt with analogously.) The shot Forw2(p) in Fig. 3(a) imposes a requirement that
g3 should reach it before g1 reaches Succ(p), and the shot Forw2(q) in Fig. 3(a) imposes another requirement that g1 should
reach it before g3 reaches Pred(q). A contradiction occurs from the fact that such a walk does not exist.
Finally, assume that P is straight walkable by three guards, but a link-2-wedge occurs in P , say, there is a pair of vertices
p1, p3 ∈ L such that p1 < p3 and Forw2(p3) < Backw2(p1) hold. (A link-2-wedge in R can be dealt with analogously.)
Assume also that Succ(p1) and Pred(p3) are not visible from any point in R. See Fig. 3(b) for an example. Since p1 and p3
form a link-2-wedge, we have Succ(p1) < Pred(p3). Let x and y denote the positions of g3 on R in a straight walk, when g1 is
located at Succ(p1) and Pred(p3), respectively. Then x ≥ Backw2(p1) > Forw2(p3) ≥ y, contradicting Succ(p1) < Pred(p3).
This completes the proof. 
Turn to sufficiency. We will explicitly construct a straight walk, provided that two chains L and R are mutually weakly
link-2-visible and neither link-2-deadlocks nor link-2-wedges occur. As in [7], we first define a dominance relation on link-
2-ray shots, and then show how a walk schedule can be constructed without considering dominated shots.
A shot Backw2(p2) from a vertex p2 ∈ L is said to be dominated if there exists a vertex p1 ∈ L such that p1 < p2 and
Backw2(p1) > Backw2(p2) (Fig. 4(a)). The shot Backw2(p1) imposes a requirement that g3 should reach Backw2(p1) by the
time g1 reaches the vertex Succ(p1) or Pred(p1)which is not link-2-visible from any point of R preceding Backw2(p1). See an
example in Fig. 4(a). Since the requirement imposed by Backw2(p1) implies the requirement imposed by Backw2(p2), the
shot Backw2(p2) can be ignored when the straight walk is considered.
Analogously, we can define seven other types of dominated link-2-ray shots. (Note that the last four types of dominated
shots are not defined in [7].)
• For a vertex p2 ∈ L, the shot Forw2(p2) is dominated if there exists a vertex p1 ∈ L>p2 such that Forw2(p1) < Forw2(p2)
(Fig. 4(b)).
• For a vertex q2 ∈ R, the shot Backw2(q2) is dominated if there exists a vertex q1 ∈ R<q2 such that Backw2(q1) >
Backw2(q2) (Fig. 4(c)).
• For a vertex q2 ∈ R, the shot Forw2(q2) is dominated if there exists a vertex q1 ∈ R>q2 such that Forw2(q1) < Forw2(q2)
(Fig. 4(d)).
• For a vertex q2 ∈ R, the shot Forw2(q2) is dominated if there exists a vertex p1 ∈ L such that q2 < Backw2(p1) and
p1 < Forw2(q2) (Fig. 4(e)).
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Fig. 5. The decomposition of polygon P .
• For a vertex p2 ∈ L, the shot Backw2(p2) is dominated if there exists a vertex q1 ∈ R such that Forw2(q1) < p2 and
Backw2(p2) < q1 (Fig. 4(f)).
• For a vertex q2 ∈ R, the shot Backw2(q2) is dominated if there exists a vertex p1 ∈ L such that Forw2(p1) < q2 and
Backw2(q2) < p1 (Fig. 4(g)).
• For a vertex p2 ∈ L, the shot Forw2(p2) is dominated if there exists a vertex q1 ∈ R such that p2 < Backw2(q1) and
q1 < Forw2(p2) (Fig. 4(h)).
A link-2-ray shot is said to be non-dominated if it is not dominated by any other shots. Because of the first four
types of dominance relations, each family of non-dominated shots has the non-crossing property [7]. For example, if the
non-dominated shots Backw2(p1), . . . , Backw2(pk) are sorted on R, then their ‘‘B’’ points B(p1), . . . , B(pk) (and the points
p1, . . . , pk as well) are sorted on L.
We give below a method to partition the polygon P into smaller and disjoint regions so that a walk schedule can simply
be constructed. For this purpose, we insert the segments connecting four families of non-dominated shots with their ‘‘B’’
or ‘‘F’’ points into P , in an arbitrary order. If the current segment intersects with some previously existed segment, it is not
inserted. This partitions the polygon P into a number of disjoint regions. (Remember that we have assumed that L and R are
mutually weakly link-2-visible and neither link-2-deadlocks nor link-2-wedges occur in P .) See Fig. 5 for an example, where
the segments for four families of non-dominated shots, which are drawn in fat and dotted lines, are inserted in the order of,
backward shots from L, forward shots from L, backward shots from R and forward shots from R.
Let Pi denote a region in the resulting partition of P , and Li (resp. Ri) the part of L (resp. R) appearing in Pi. See also Fig. 5
for an example. For short presentation, we denote by Ray1 and T1 the non-dominated link-2-ray shot and its ‘‘B’’ or ‘‘F’’ point
of the lower bounding segment of Pi (as one follows from the path pi(u, v)), respectively. Also, denote by Ray2 and T2 two
endpoints of the upper bounding segment of Pi, respectively.
In order to construct a walk schedule for each region Pi, we claim that all segments of the set SLi (resp. SRi ) are link-2-
visible to either endpoint of Ri (resp. Li). Consider a reflex vertex pwhose segment belongs to SLi , i.e., p < Backw(p) ∈ Li or
p > Forw(p) ∈ Li holds. We want to show that Backw2(p) ≤ q and Forw2(p) ≥ q hold, for any q ∈ Ri. Assume first that
Backw2(p) is not Ray1; otherwise, the claim is trivially true. Then, either Backw2(p) is dominated by Ray1 (Fig. 4(a) or 4(g)), or
the segment having the endpoint Backw2(p) is not inserted into the interior of P , due to its intersection with the previously
inserted segment, which has Ray1 as its endpoint. (Otherwise, Backw2(p) appears in the partition of P , a contradiction.) In
either case, Backw2(p) ≤ q holds, for any q ∈ Ri. Similarly, either Forw2(p) is dominated by Ray2 or the segment having the
endpoint Backw2(p) intersects with the segment having the endpoint Ray2. Thus, Forw2(p) ≥ q holds, for any q ∈ Ri. It then
follows that any segment of p belonging to SLi is link-2-visible from either endpoint of Ri. The symmetric property holds for
SRi . Hence, our claim is proved.
Our walk schedule for the region Pi can be given using the link-2-visibilities of two points T1 and T2, and a special vision
of the path pi(Ray1, Ray2). Let I1 (resp. I2) denote the point of pi(Ray1, Ray2) which is closest to T1 (resp. T2), and let
T1′ (resp. T2′) denote the other boundary point of Pi first touched by extending the segment T1 I1 (resp. T2 I2) within Pi.
Probably, I1 = T1′ = Ray1 or/and I2 = T2′ = Ray2.
Consider first the link-2-visibilities of T1 and T2. Take T1 ∈ Li as an example. If T1′ is not contained in Ri (i.e., T1 is an
interior point of T2 Ray2), then the whole chain Ri is link-2-visible from T1. This is because all segments of SRi are link-2-
visible from T1, and any reflex vertex of Ri that is visible from L is also visible from some point of the (internal) segment
containing T1 T1′ or T1Ray1. If T1′ is contained in Ri, for the same reason, all the points of R from Ray1 to T1′ are link-2-
visible from T1.
Let us now consider the case that I1 is encountered before I2 when one follows the path pi(Ray1, Ray2). Then, any
segment s of SLi∪SRi either intersects with an internal segment that is perpendicular to some segment ofpi(I1, I2) (Fig. 6(a)),
or it is weakly link-2-visible from T1 or T2 (Fig. 6(b)), depending on whether there exists a line segment that connects T1
or T2 with a point of s and intersects with the path pi(I1, I2). Hence, for every point a of two boundary chains bounded by
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Fig. 6. Illustration for the vision of pi(I1, I2).
T1, T2, T1′ and T2′, there exists an internal line segment C such that C is perpendicular to some segment of pi(I1, I2) and a
is visible from a point of C .
Lemma 4. Let Pi denote a region of the partition of the polygon P, with the lower bounding segment T1 Ray1 and the upper
bounding segment T2 Ray2. Then, Pi is straight walkable.
Proof. Suppose that I1, I2, T1′ and T2′ are the points described above. Initially, the guard g1 (resp. g3) is located at the
smallest point of Li (resp. Ri), and the guard g2 is located at the shot Ray1. Our walk schedule consists of at most three steps:
Three guards aremoved to (i) T1, I1 and T1′, (ii) T2, I2 and T2′, and finally, (iii) T2, Ray2 and Ray2. In the following, the order
of three guards is omitted when it is clear from the context.
Let us first see how to move three guards from T1, Ray1 and Ray1 to T1, I1 and T1′. (By symmetry, the guards at T2, I2
and T2′ can bemoved to T2, Ray2 and Ray2.) Since all points between Ray1 and T1′ are link-2-visible from T1, we can simply
move the guard, initially at Ray1, to T1′ while keeping the guard at T1 unchanged. The guard g2 moves along pi(Ray1, I1),
while keeping three guards on a line. Whenever a reflex vertex r that is going to block the other moving guard, say, g1, from
being visible from g2 is encountered, the guard g2moves to the current position of g1 along g1g3. The vertex r can be found in
constant time, after the part of Pi’s boundary, which is visible from T1, is computed in linear time [3]. This is because r gives
an endpoint of some boundary interval that is invisible from T1 and nearest to g1. Next, g1 moves forward along its chain
Li and g2 moves along the extension of the segment rg3, until g1 and g2 come to the same point on Li again. It follows from
the link-2-visibility of T1 that the chain walked by g1 is weakly visible from the segment walked by g2 (i.e., the extension of
rg3). Thus, the above movement of g1 and g2 is always possible (see the proof of Theorem 5 in [10]). Finally, g2 moves back
to the break point on the path pi(Ray1, I1).
Assumenow that I1 is encountered before I2whenone follows thepathpi(Ray1, Ray2). Then, anypoint aof twoboundary
chains bounded by T1, T2, T1′ and T2′ can be seen from a point of an internal line segment that is perpendicular topi(I1, I2).
Our walk schedule for three guards to move from T1, I1 and T1′ to T2, I2 and T2′ is essentially the same as that described
in the proof of Theorem 7 of [10]. Basically, the guard g2 moves along the path pi(I1, I2), and g1, g3 move on Li, Ri such that
the segments g1g2 and g2g3 are perpendicular to the current segment of the path pi(I1, I2). Whenever a reflex vertex r that
is going to block a guard from being visible from g2 is encountered, the treatment is the same as described above. Again, the
vertex r can be found in constant time, after the part of Pi, which is visible from the path pi(I1, I2), is computed (see also
Section 3). Whenever a corner of the path pi(I1, I2), say, on Ri, is encountered, the guard g1 moves forward along L until the
segment g1g2 becomes perpendicular to the next segment of pi(I1, I2). In this way, three guards can move to T2, I2 and T2′,
respectively.
Finally, we have to deal with a special case that I2 is encountered before I1. (It may occur when T1 and T2 lie in different
sides of pi(Ray1, Ray2).) By paying a little attention on themovement of g2, the walk schedule consisting of Step (i) and Step
(iii) can be given.
Since no backtracking of g1 nor g3 occurs and g2 moves continuously within Pi, the lemma follows. 
The following result immediately follows from Lemmas 3 and 4.
Theorem 3. If the chains L and R are mutually weakly link-2-visible and neither link-2-deadlocks nor link-2-wedges occur, the
polygon P is straight walkable by three guards.
5.2. Algorithm
We present an algorithm for determining whether there exists a straight walk in P as well as an algorithm for generating
a walk schedule if it exists. Since themethods for determining weak link-2-visibility between two chains and for computing
link-2-ray shots have been given, we focus on the computation of non-dominated shots, link-2-deadlocks and link-2-
wedges, and the construction of a walk.
We call the shots, which are computed using only the first four types of dominance relations, ‘‘pseudo-non-dominated’’
shots. (Some of them may be dominated.) Then, each family of pseudo-non-dominated shots has the non-crossing
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property [7]. For example, if the pseudo-non-dominated shots Backw2(p1), . . ., Backw2(pk) are ordered on R, then their
‘‘B’’ points B(p1), . . . , B(pk) (or the points p1, . . . , pk) are ordered on L, too.
All pseudo-non-dominated shots can be computed in linear time as follows. Take the backward link-2-ray shots from L as
an example. Consider the shots Backw2(p) in the order of their defining vertices p, andmaintain the pseudo-non-dominated
shots found by now. It follows from the non-crossing property that a backward link-2-ray shot is dominated if it is dominated
by the current pseudo-non-dominated shot. Thus, all pseudo-non-dominated backward shots can simply be computed in
O(n) time. Three other families of pseudo-non-dominated shots are found analogously.
To find a link-2-wedge or a link-2-deadlock, we need the following results.
Lemma 5. If there exists a link-2-wedge, then there exists a link-2-wedge consisting of two pseudo-non-dominated shots.
Proof. We show one case, a link-2-wedge with p2 < p3 and Forw2(p3) < Backw2(p2). If Backw2(p2) is dominated by a shot
Backw2(p1), then p1 < p2 and Backw2(p2) < Backw2(p1) hold. (Such an example can be found in Fig. 3(b).) Thus, p1 and p3
form a link-2-wedge. If Forw2(p3) is dominated by a shot Forw2(p4), then we can show by a similar argument that p1 and
p4 form a link-2-wedge. 
Lemma 6. If there exists a link-2-deadlock, then there exists a link-2-deadlock consisting of two pseudo-non-dominated shots.
Proof. The argument is the same as above. (See also the proof of Lemma 12 in [7].) 
Our method for reporting a link-2-wedge or link-2-deadlock is essentially the same as that for reporting a deadlock in
[7]. Assume that all pseudo-non-dominated forward and backward shots from L have been ordered on R, respectively. Let
us now sort these two sets of ordered shots on R into one by a merging procedure [9]. During the merging procedure, we
check whether two different shots ever form a link-2-wedge. If yes, a link-2-wedge occurs and we are done. Otherwise, no
link-2-wedges occur. Similarly, we can determinewhether a link-2-wedge forming by two different shots from R occurs and
whether a link-2-deadlock occurs.
Consider now how to compute the last four types of dominated shots, provided that neither link-2-wedges nor link-2-
deadlocks occur in P . (Note that the last four types of dominated shots should be computed after we have made sure that
neither link-2-wedges nor link-2-deadlocks occur in P; otherwise, the computation may be wrong.) Also, it can be done
by sorting two sets of the pseudo-non-dominated backward (resp. forward) shots from L and the pseudo-non-dominated
forward (resp. backward) shots from R by a merging procedure. If any case shown in Fig. 4(e)–(f) (resp. Fig. 4(g)–(h)) ever
occurs, a dominated shot is found; its segment is then deleted so as to continue the merging procedure. In this way, all
non-dominated shots can eventually be obtained.
Our algorithm for straight walks can be summarized as follows.
Algorithm: Straight-walk
(1) Check the weak link-2-visibility between L and R using the algorithm given in Section 3. If they are not mutually weakly
link-2-visible, report ‘‘no straight walks exist for P ’’ and terminate the algorithm.
(2) Compute all link-2-ray shots for the sets SL and SR, as described in Section 4.
(3) Compute four families of pseudo-non-dominated shots as described above.
(4) Determine whether there exists a link-2-wedge or a link-2-deadlock using four merging procedures described above;
each for a case of link-2-wedges and link-2-deadlocks. If a link-2-wedge or link-2-deadlock ever occurs, report ‘‘no
straight walks exist for P ’’ and terminate the algorithm.
(5) Compute the last four types of dominated shots using four merging procedures described above; each for a case shown
in Fig. 4(e)–(h). All non-dominated shots are then obtained.
(6) Partition P into disjoints regions by inserting the segments connecting four families of non-dominated shots with their
‘‘B’’ or ‘‘F’’ points in an arbitrary order. To this end, a family of non-dominated shots is merged with the previously
inserted families of non-dominated shots.Whenever a pair of intersecting segments is found, the lately inserted segment
is deleted so as to continue the merging procedure.
(7) For each region Pi obtained in Step (6), report a walk schedule using the method described in the proof of Lemma 4.
Theorem 4. It takes O(n log n) time to test the straight walkability of a polygon, and O(n) time to generate a walk schedule if it
exists.
Proof. It takes O(n log n) time to verify the weak link-2-visibility and compute all link-2-ray shots. Steps (3) to (6) of the
algorithm straight-walk can then be done in O(n) time. The walk schedule of three guards for a region Pi can be reported in
linear time in the size of Pi. This is because the movement of g1 (resp. g3) on Li (resp. Ri) is monotone and the number of
motions of g2 is bounded by the number of reflex vertices of Pi. The theorem then follows. 
6. General walks
In this section, we allow backtracking of g1 and g3, i.e., they can move back and forth on the chains L and R, respectively.
Again, we first extend the necessary and sufficient condition of walks for two guards to that for three guards, and then give
our algorithm for determining the walkability of P and for generating a walk schedule if it exists.
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Fig. 7. Definition of c-dominated shots from L′ .
6.1. Characterizing walkable polygons
It has been known in the proof of Lemma 3 that if P is walkable by three guards, then L and R are mutually weakly
link-2-visible and no link-2-deadlocks occur. We further show that if L and R are mutually weakly link-2-visible and no
link-2-deadlocks occur, the polygon P is walkable by three guards.
As in [8],wedefine a sequence ofmaximal link-2-wedges in thepolygon P . Let the 4-tupleW = 〈a, b, Backw2(a), Forw2(b)〉
denote a link-2-wedgewith a < b and Backw2(a) > Forw2(b). A link-2-wedgeWL on L, with a, b ∈ L, ismaximal if Backw2(a)
succeeds all others Backw2(a′) ∈ R for a < a′ < b, Forw2(b) precedes all others Forw2(b′) ∈ R for a < b′ < b, and
Forw2(b′′) < Backw2(a′′) never holds for a < b′′ < a′′ < b. A maximal link-2-wedgeWR on R, with a, b ∈ R, can be defined
analogously.
Observe first that any two wedges on different chains can be separated by a line segment connecting two points on
different chains; otherwise, a link-2-deadlock occurs. Since our definition of maximal link-2-wedges is the same as that of
maximal wedges, except for the notion of link-2-visibility, the linear-time algorithm for computingmaximal wedges [8] can
be used to compute maximal link-2-wedges in P . Also, the found wedges can be ordered from u to v.
We show below that the portion of P between two consecutive maximal link-2-wedges is straight walkable, and a
maximal link-2-wedge can be so walked that g1 and g3 move clockwise on L and R, respectively.
Lemma 7. Let Wi = 〈B(ai), F(bi), Backw2(ai), Forw2(bi)〉, Wj = 〈B(aj), F(bj), Backw2(aj), Forw2(bj)〉 denote two consecu-
tive maximal link-2-wedges. Then there is a straight walk for the portion of P between F(bi)Forw2(bi) and B(aj)Backw2(aj).
Proof. We give a proof sketch, as it is the same as the proof of Lemma 5.3 of [8], except for the notion of link-2-visibility.
Assume first thatWi andWj are on the same chain, say, L. Let P ′ denote the polygon consisting of the segments F(bi)Forw2(bi)
and B(aj)Backw2(aj), and L′, R′ the subchains of L, R between these two segments. There are no link-2-deadlocks within P ′;
otherwise, link-2-deadlocks occur in the polygon P . The chain R′ is weakly link-2-visible from L′; otherwise, either there is
a point in R′ that is not link-2-visible from any point of the original chain L, or a link-2-deadlock occurs in P (i.e., there exists
at least one vertex q ∈ R′ such that Forw2(q) < bi and Forw2(bi) < q hold, or Backw2(q) > aj and Backw2(aj) > q hold),
a contradiction in either case. Since Wi and Wj are two consecutive maximal wedges, there is no vertex p ∈ L′ such that
Forw2(p) < Forw2(bi) or Backw2(p) > Backw2(aj). So L′ is weakly link-2-visible from R′, too. Furthermore, since Wi and
Wj are consecutive maximal wedges, there are no link-2-wedges in P ′. Hence, P ′ is straight walkable from F(bi)Forw2(bi) to
B(aj)Backw2(aj). Since the algorithm straight-walk can be applied to the case where one of u and v or both of them are the
polygon edges, it also gives a straight walk schedule for P ′.
The situation whereWi andWj are on different chains can be dealt with analogously [8]. 
Consider now the walk for a maximal link-2-wedgeW = 〈B(a), F(b), Backw2(a), Forw2(b)〉 on L. (The walk for a link-
2-wedge on R can be given analogously.) Let L′ denote the subchain of L from B(a) to F(b), and R′ the subchain of R from
Forw2(b) to Backw2(a). As in [7], we define a dominance relation on link-2-ray shots inside a wedge. For a vertex p2 ∈ L′,
the shot Backw2(p2) ∈ R′ (resp. Forw2(p2) ∈ R′) is c-dominated if there exists a vertex p1 ∈ L′>p2 (resp. p1 ∈ L′<p2 ) such that
Backw2(p1) > Backw2(p2) (resp. Forw2(p1) < Forw2(p2)) holds. See Fig. 7(a) (resp. Fig. 7(b)). (The c-dominated shots are
originally considered for counter-straight walks for two guards in [7].)
A link-2-ray shot is said to be non-c-dominated if it is not c-dominated by any other shots. Then, either family of non-c-
dominated link-2-ray shots has the crossing property. Take the family of non-c-dominated backward link-2-ray shots as an
example. If the non-c-dominated shots Backw2(pk), . . ., Backw2(p1) are ordered on R′ from Forw2(b) to Backw2(a), then the
points B(p1), . . ., B(pk) are ordered on L′ from B(a) to F(b).
Two shots on a chain are said to cross if the order of them on the chain differs from the order of their defining vertices
(or the order of their ‘‘B’’ or ‘‘F’’ points) on the opposite chain. Consider a forward link-2-ray shot and a backward link-2-ray
shot, which are from L′ but do not cross on R′. The situation shown in Fig. 8(a) may occur, but the one in Fig. 8(b) is forbidden
(as themaximal link-2-wedge on L′ should end at or before F(p1)Forw2(p1), because of Forw2(p1) < Backw2(p2)). Note that
the situations shown in Figs. 7 and 8(a) enumerate all possible configurations between non-crossing shots from L′.
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Fig. 8. A possible situation (a); A forbidden situation (b).
Fig. 9. Illustration for the proof of Lemma 2.
Lemma 8. A maximal link-2-wedge on L can be walked by three guards such that g1 and g3 move clockwise on L and R,
respectively.
Proof. Let W = 〈B(a), F(b), Backw2(a), Forw2(b)〉 denote a maximal link-2-wedge on L. Let F and B denote the lists
(or families) of non-c-dominated forward and backward shots whose defining vertices belong to the part of L within W ,
respectively. Then, wemerge F and B into a list FB in the decreasing order of link-2-ray shots on the chain R. Since Backw2(a)
crosses all backward shots inW and Forw2(b) crosses all forward shots inW , we also consider Backw2(a) and Forw2(b) as
the first and last shots of FB, respectively.
Beginning with Backw2(a), we repeatedly take the shot from FB until all shots of FB have been processed. If the current
shot does not cross the previous shot (e.g., Forw2(p2) and Backw2(p1) in Fig. 8(a)), it is ignored. In the case that the current
shot crosses the previous one, we claim that both intervals of L′ and R′, determined by two shots and their ‘‘B’’ or ‘‘F’’
points, are link-2-visible from the crossing point x of the link-2-ray shots. Otherwise, assume there is a reflex vertex q ∈ R′
that blocks a part of R′ from being link-2-visible from x. In this case, two vertices q and a or b give a link-2-deadlock, a
contradiction. See Fig. 9(a)–(b) for some examples, where p and p′ (which may be b) represent the defining vertices of the
previous and current shots, respectively, and b and q give a link-2-deadlock. Assume now there is a reflex vertex p ∈ L′ that
blocks a part of L′ from being link-2-visible from x. If the shot from p crosses two considered shots, it is non-c-dominated, a
contradiction. See Fig. 9(c) for an example, where p and b represent the defining vertices of the previous and current shots,
respectively. Otherwise, one of the considered shots (e.g., Forw2(b) in Fig. 9(d)) is c-dominated, or the situation shown in
Fig. 8(b) (where the blocking vertex is p2 and two considered shots are Forw2(p1) and Forw2(b)) occurs, a contradiction in
either case. Thus, our claim is proved.
Suppose that the current and previous shots cross. We show below that three guards can be moved from the segment
connecting the previous shot with its ‘‘B’’ or ‘‘F’’ point to the corresponding segment for the current shot. Assume that the
guards g1 ∈ L and g3 ∈ R are located at the segment connecting the previous link-2-ray shot with its ‘‘B’’ or ‘‘F’’ point, and the
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guard g2 is located at the previous shot. First, move g2 to the crossing point x between two considered shots. Next, rotate the
line segment connecting g1 and g3 around the point x, using walk instructions (ii). Whenever the rotation cannot be done,
say, g1 proceeds to a reflex vertex r and is going out of the vision of g2, then g2 moves to the vertex r . (Again, the vertex r
can be found in constant time, after the parts of L′ and R′, which are visible from x, is computed.) Let r ′ denote the point of
L′, which is first touched by extending of the segment rx within P . The subchain of L′ from r to r ′ is weakly visible from the
segment rr ′; otherwise, the chain L′ is not link-2-visible from x, a contradiction. Then, wemonotonically move g1 to r ′ along
L′ and move g2 to r ′ along the segment rr ′ (see also the proof of Theorem 5 of [10]). Finally, move g2 back to the point x. In
this way, three guards can be moved to the segment connecting the current shot with its ‘‘B’’ or ‘‘F’’ point. It completes the
proof. 
By now, we have the following result.
Theorem 5. A polygon is walkable by three guards if and only if two chains L and R are mutually weakly link-2-visible and no
link-2-deadlocks occur.
6.2. Algorithm
As in Section 5.2, we first test forweak link-2-visibility between L and R, compute four families of pseudo-non-dominated
shots and determine whether there exists a link-2-deadlock in P . If the chains L and R are mutually weakly link-2-visible
and no link-2-deadlocks occur in P , we further compute the sequence of maximal link-2-wedges using the pseudo-non-
dominated shots and the algorithm turnpoint of [8]. Since thewalk schedule for the regionbetween two consecutivemaximal
link-2-wedges has been given, the remaining work is to construct a walk for a link-2-wedge.
It follows from the proof of Lemma 8 that after all non-c-dominated within a link-2-wedge are computed, the walk
schedule can simply be given. Since either family of non-c-dominated shots for the wedge has the crossing property, it can
be computed as follows. Take the link-2-wedgeWL on L as an example. Traverse on the part of L insideWL, in the (reverse)
order from v to u, andmaintain the non-c-dominated backward shots founded by now. It follows from the crossing property
that a backward link-2-ray shot is c-dominated if it is c-dominated by the current non-c-dominated backward shot. Thus,
all non-c-dominated backward shots can be computed in O(n) time. The family of non-c-dominated forward shots is found
analogously.
Our algorithm for general walks can be summarized as follows.
Algorithm: General-walk
(1) Check the weak link-2-visibility between L and R using the algorithm given in Section 3. If they are not mutually weakly
link-2-visible, report ‘‘no walks exist for P ’’ and terminate the algorithm.
(2) Compute all link-2-ray shots for the sets SL and SR, as described in Section 4.
(3) Compute four families of pseudo-non-dominated shots, as described in Section 5.1.
(4) Determine whether there exists a link-2-deadlock in P . If yes, report ‘‘no walks exist for P ’’ and terminate the algorithm.
(5) Compute the sequence of maximal link-2-wedges using the pseudo-non-dominated shots and the algorithm turnpoint
of [8].
(6) Report a walk schedule as follows:
(a) For the region between two consecutive wedges, including the region between u (resp. v) and the first (resp. last)
wedge, report the straight walk as described in Section 5.
(b) For a maximal link-2-wedge, compute the non-c-dominated shots within it, and then report the walk schedule as
described in Section 6.1.
Theorem 6. It takes O(n log n) time to test the walkability of a polygon, and O(n log n + m) time to generate a walk schedule,
where m denotes the size of the optimal walk.1
Proof. In Step 5 of general-walk, we compute the sequence ofmaximal link-2-wedges in P using the algorithm turnpoint [8].
As in [8], one can show that thesewedges give the necessary and sufficient turning points for g1 and g3. All non-c-dominated
shots within a link-2-wedge can be computed in linear time in the size of two boundary chains formed by the wedge, and so
does thewalk schedule for it (the proof of Lemma 8). Since thewalk between two consecutivewedges can also be performed
in linear time in the size of the region between twowedges, the total size of our walk is O(m). Since other steps are the same
as those of straight-walk, the theorem follows. 
Lemma 9. The number m of walk instructions for the three guards isΘ(n2).
Proof. Fig. 13 of [4] shows a case in whichm = Ω(n2). On the other hand, since there are O(n)maximal link-2-wedges, the
total number of the walks for them and the straight walks between them is O(n). Since each of these walks takes O(n) time,
the number of walk instructions required is O(n2). 
1 If one can show that the movement of g2 is optimal, then the size of our walk schedule is exactly equal tom. We leave it to the reader.
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7. Concluding remarks
In this paper, we have introduced the concept of link-2-ray shots and shown a one-to-one correspondence between the
structure of the restrictions placed on themotion of two guards and the one placed on themotion of three guards. This leads
to a simple, efficient solution to the three-guard problem. We can decide whether there exists a walk schedule for three
guards in O(n log n) time, and if so generate a walk schedule in O(n log n+m) time, wherem (≤n2) is the size of the optimal
walk. This improves upon the previous time bounds O(n2) and O(n2 log n), respectively [4]. Moreover, our results can be
used to solve the room search and polygon search problems, which ask for a search schedule for catching a moving target in
a polygonal region by a mobile searcher [10,11,14].
It is an interesting work to find an O(n) time algorithm for determining whether a polygon is walkable by three guards.
The answer to this question depends on whether all link-2-ray shots can be computed in linear time.
Finally, it is worth pointing out that the paradigm for generalizing the results for the two-guard problem to those for
the three-guard problem can be used to solve the general k-guard problem in which k guards always form a polygonal
chain within the given polygon such that consecutive guards along the chain are mutually visible. What we need to do is
to deal with the weak visibility, ray shots, deadlocks and wedges under the notion of link-k − 1. Such a result may have
an application in the problem of catching a moving target using k guards inside a simple polygon, without specifying any
starting or ending point [5,13].
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Appendix
In [4], Crass et al. considered the problem of searching for a mobile intruder in a corridor, which is a polygonal region
P with an entrance u and an exit v, by a mobile searcher. The goal of the searcher, starting at u, is to force the intruder
out of P through v. The intruder can move arbitrarily faster than the searcher. A searcher is called the k-searcher if he
holds k flashlights and can see only along the rays of the flashlights emanating from his position. They gave the necessary
and sufficient conditions for a corridor to be searchable by the 2-searcher and showed that the 2-searcher has the same
capability as any k-searcher, k > 2. An O(n2) time algorithm for determining whether the given corridor is searchable by
the 2-searcher and an O(n2 log n) time algorithm for generating a search schedule are also presented [4]. Although there is
a slight difference between the capability of the 2-searcher and the capability of three guards, the corridor search problem
for 2-searchers is essentially the same as the three-guard problem.
Consider the elementary actions performed by a 2-searcher. In addition to the walk instructions performed by three
guards, the endpoint of a flashlight may jump from one point to the other on the polygon boundary [4,10]. However, this
jump action does not help any in the corridor search problem. It follows from the definition of 2-searchers that any corridor
that is walkable by three guards is also 2-searchable. On the other hand, Crass et al. have shown that a corridor P is 2-
searchable if and only if L and R are mutually weakly link-2-visible and both u and v are conflict-free. A pair of points x,
y ∈ P is said to be in conflict with respect to the third point z ∈ P if (1) no point of the shortest path between z and x in
P is link-2-visible from y, and (2) no point of the shortest path between z and y in P is link-2-visible from x. The vertex u
(resp. v) is said to be conflict-free if there do not exist such pairs of vertices which are in conflict with respect to u (resp. v).
It is not difficult to see that both u and v are conflict-free if and only if there are no link-2-deadlocks in P , provided that L
and R are mutually weakly link-2-visible. (In [4], u and v are given as two edges of P . It is a simpler case to consider them
as two vertices of P .) Any 2-searchable corridor is then walkable by three guards. Hence, the solution of the corridor search
problem for 2-searchers [4] can be applied to the three-guard problem.
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