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Abstract
Designing dynamic graph algorithms against an adaptive adversary is a major goal in the
field of dynamic graph algorithms. While a few such algorithms are known for spanning trees,
matchings, and single-source shortest paths, very little was known for an important primitive
like graph sparsifiers. The challenge is how to approximately preserve so much information about
the graph (e.g., all-pairs distances and all cuts) without revealing the algorithms’ underlying
randomness to the adaptive adversary.
In this paper we present the first non-trivial efficient adaptive algorithms for maintaining
spanners and cut sparisifers. These algorithms in turn imply improvements over existing algo-
rithms for other problems. Our first algorithm maintains a polylog(n)-spanner of size O˜(n) in
polylog(n) amortized update time. The second algorithm maintains an O(k)-approximate cut
sparsifier of size O˜(n) in O˜(n1/k) amortized update time, for any k ≥ 1, which is polylog(n) time
when k = log(n). The third algorithm maintains a polylog(n)-approximate spectral sparsifier
in polylog(n) amortized update time. The amortized update time of both algorithms can be
made worst-case by paying some sub-polynomial factors. Prior to our result, there were near-
optimal algorithms against oblivious adversaries (e.g. Baswana et al. [TALG’12] and Abraham
et al. [FOCS’16]), but the only non-trivial adaptive dynamic algorithm requires O(n) amor-
tized update time to maintain 3- and 5-spanner of size O(n1+1/2) and O(n1+1/3), respectively
[Ausiello et al. ESA’05].
Our results are based on two novel techniques. The first technique, is a generic black-box
reduction that allows us to assume that the graph undergoes only edge deletions and, more
importantly, remains an expander with almost-uniform degree. The second technique we call
proactive resampling: here we constantly re-sample parts of the input graph so that, independent
of an adversary’s computational power, a desired structure of the underlying graph can be always
maintained. Despite its simplicity, the analysis of this sampling scheme is far from trivial. We
believe these two techniques could be useful for developing other adaptive algorithms.
Our results have significant applications to other problems. For example, our spanner algo-
rithm implies a decremental (1 + ǫ)-approximate single-source shortest path (SSSP) algorithm
with O˜(n2) total update time in dense graphs and mn0.5+o(1) in sparse graphs, which overcomes
limitations in the adaptive algorithms of [Chuzhoy and Khanna STOC’19] and [Gutenberg and
Wulff-Nilsen SODA’20], and resolves an open question posed by these papers. These dynamic
SSSP results also lead to some improved static flow algorithms. Our black-box reduction also
gives us the first algorithm for maintaining a (1 + ǫ)-approximate spectral sparsifier against
oblivious adversaries of size n1+o(1) in no(1) worst-case update time. This de-amortizes the re-
sult of [Abraham et al. FOCS’16] that maintains a (1+ ǫ)-approximate spectral sparsifier of size
n · polylog(n) in polylog(n) amortized update time.
∗Work partially done while at KTH
Contents
I Background 1
1 Introduction 1
1.1 Our Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Overview 6
2.1 Reduction to Expanders: Amortized Update Time . . . . . . . . . . . . . . . . . . . 6
2.2 Adaptive Algorithms on Expanders . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Reduction to Expanders: Worst-Case Update Time . . . . . . . . . . . . . . . . . . . 11
3 Preliminaries 13
II Reduction to Expanders 15
4 Warm-up: Amortized Reduction to Arbitrary Expanders 16
4.1 Dynamic Expander Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Reduction via Dynamic Expander Decomposition . . . . . . . . . . . . . . . . . . . . 19
5 Amortized Reduction to Almost Uniform Degree Expanders 20
5.1 Static Expander Decomposition with Uniform Degree Constraint . . . . . . . . . . . 21
5.2 Expander Pruning with Uniform Degree Constraint . . . . . . . . . . . . . . . . . . . 24
5.3 Dynamic Expander Decomposition with Uniform Degree Constraint . . . . . . . . . 24
5.4 Reduction via Dynamic Expander Decomposition with Uniform Degree Constraint . 26
6 Expander Pruning with Worst-case Update Time 28
7 Extension of Eppstein et al. Sparsification 31
8 Worst-Case Reduction to Almost Uniform Degree Expanders 33
III Dynamic Sparsifiers 38
9 Cut Sparsifiers Against an Adaptive Adversary 38
9.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
9.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
9.3 Applying the Black Box Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
10 Spanners and Spectral Sparsifiers Against an Adaptive Adversary 57
10.1 Adaptive Spanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
10.2 Adaptive Spectral Sparsifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
11 Spectral Sparsifiers Against an Oblivious Adversary 61
11.1 Simple Random Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
11.2 Worst-Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
IV Applications 64
12 Applications to Decremental Shortest Paths 64
13 Dynamic Effective Resistances with Worst-case Update Time 66
14 Congestion Minimization and Multi-commodity Flow 67
V Appendices 68
A Verifying Sparsifier Properties 68
A.1 Spanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.2 Spectral Sparsifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
A.3 Cut Sparsifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B Implications of Problem Properties 70
C Omitted Proofs about Expanders 71
C.1 Proof of Lemma 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
C.2 Proof of Lemma 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
D Amortized Spectral Sparsifier against Adaptive Adversaries 74
E Proofs of Theorem 14.1 and Corollary 14.2 75
E.1 Fleischer’s algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
E.2 Simulating Fleischer’s algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
E.3 Proof of Corollary 14.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
F Tables 82
Part I
Background
1 Introduction
Dynamic graph algorithms maintain information in an input graph undergoing edge updates,
which typically take the form of edge insertions and deletions. Many efficient algorithms have
been developed in this setting, such as those for maintaining a minimum spanning tree, maxi-
mum matching, shortest distances, and sparsifiers. However, many of these algorithms are ran-
domized and, more importantly, make the so-called oblivious adversary assumption, which as-
sumes that each update given to the algorithm cannot depend on earlier query-answers of the
algorithms. In other words, the whole update sequence is fixed by some adversary in advance,
and then each update is given to the algorithm one by one. This assumption is crucial for
many recent advances in the design of efficient randomized algorithms for dynamic problems (e.g.
[KKM13, HKN18, Che18, BPW19, BKS12, ADK+16, Sol16, BGS18, BCHN18]).
But the oblivious-adversary assumption significantly limits the use of these algorithms in cer-
tain interactive environments and in particular, the setting where these dynamic algorithms are
employed as subroutines for other algorithms. For example, [CGP+18] pointed out that their goal
of computing a (static) short cycle decomposition could have been achieved easily using existing dy-
namic spanner algorithms, if such algorithms worked without the oblivious-adversary assumption.
In addition, if the partially-dynamic single-source shortest paths algorithm of [HKN18] worked
without this assumption, we would have a near-optimal combinatorial approximate max-flow algo-
rithm in the static setting (see, e.g., [BC16, Ber17, GWN20a, GWN20b], for recent developments
in this direction). Because of this, designing dynamic algorithms without the oblivious adversary
assumption has become a major goal in the field of dynamic graph algorithms in recent years. We
call such algorithms adaptive and say that they work against an adaptive adversary.
Thanks to the recent efforts in developing adaptive algorithms, such algorithms now exist for
maintaining a number of graph primitives, such as minimum spanning trees with bounded worst-
case update time [CGL+19, NSW17, NS17, Wul17], partially-dynamic single-source shortest paths
[ES81, CK19, BC16, BC17, Ber17, GWN20b, GWN20a, GWW20], and fully-dynamic matching
[BHI15, BHN16, BHN17, BK19, Waj20]. This line of research on dynamic graph algorithms has
also brought new insights on algorithm design in both the static setting [Mad10, CK19, vdBLN+20]
and the distributed one [DHNS19, CS19].
Graph sparsifiers. Despite the fast recent progress, very little was known for certain impor-
tant primitives, like maintaining graph sparsifiers, against an adaptive adversary. To formalize
our discussion, we say that a sparsifier of a graph G = (V,E) is a sparse graph H = (V,E′) that
approximately preserves properties of G, such as all cuts (cut sparsifiers), all-pairs distances (span-
ners), and spectral properties (spectral sparsifiers). For any integer α ≥ 1, an α-spanner of graph
G = (V,E) is a subgraph H such that for any pair of nodes (u, v), the distance between u and v
in H is at most α times their distance in G. An α-cut sparsifier of G is a sparse graph H that
preserves all cut sizes up to an α factor: that is, δH(S) ∈ [δG(S), αδG(S)] for every S ⊆ V , where
δG(S) (respectively δH(S)) is the total weight of edges between S and V \ S in G (respectively H)
for any S ⊂ V . An α-spectral sparsifier is a stronger object than an α-cut sparsifier, but we defer
the formal definition to Section 3.
A dynamic algorithm for maintaining a spanner or a cut sparsifier is given a weighted undirected
n-node graph G to preprocess, and returns a spanner or cut-sparsifier H of G. After this, it must
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process a sequence of updates, each of which is an edge insertion or deletion of G. After each update,
the algorithm outputs edges to be inserted and deleted to H so that the updated H remains an
α-spanner of the updated G. The algorithm’s performance is measured by the preprocessing time
(the time to preprocess G initially); the update time (the time to process each update); the stretch
(the value of α); and the size of the spanner (the number of edges). The update time is typically
categorized into two types: amortized case update time and worst case update time. The more
desirable one is the worst-case update time which holds for every single update. This is in contrast
to an amortized update time which holds “on average”; i.e., for any t, an algorithm is said to have
an amortized update time of t if, for any k, the total time it spends to process the first k updates
is at most kt.
Spanners and cut sparsifers are fundamental objects that have been studied extensively in
various settings (e.g., [ADD+93, RZ11, BS07, RTZ05, DMZ10, GP17, GK18, BK15a, FHHP11,
AGM12, AGM13]). In the dynamic setting, they have been actively studied since 2005 (e.g. [AFI06,
FKM+05, Bas08, Elk11, BR11, BKS12, BK16, BFH19]). A fairly tight algorithm with amortized
update time for maintaining dynamic spanners was known in 2008 due to Baswana et al. [BKS12].
For any k ≥ 1, their algorithm maintains, with high probability, a (2k − 1)-spanner of size
O˜(kn1+1/k) in O(k2 log2 n) amortized update time1. The stretch and size tradeoff is almost tight as-
suming Erdős’ girth conjecture, which implies that a (2k−1)-spanner must contain Ω(n1+1/k) edges.
Recently, Bernstein et al. [BFH19] showed how to “de-amortize” the result of Baswana et al. [BKS12],
giving an algorithm that in O(1)k log3(n) worst-case update time maintains, w.h.p., a (2k − 1)-
spanner of size O˜(n1+1/k). We refer the reader to Table 1 for other related results and clear com-
parison. For dynamic cut sparsifiers, the only result we are aware of is [ADK+16], which maintains
a (1 + ǫ)-cut sparsifier in polylogarithmic worst-case update time. [ADK+16] can also maintain a
(1+ǫ)-spectral sparsifier within the same update time, but this holds only for the amortized update
time.
Similar to other dynamic algorithms, most existing dynamic spanner and cut sparsifier al-
gorithms are not adaptive. The exceptions are the algorithms of [AFI06], which can maintain a
3-spanner (respectively a 5-spanner) of size O(n1+1/2) (respectively O(n1+1/3)) in O(∆) time, where
∆ is the maximum degree. These algorithms are deterministic, and thus work against an adaptive
adversary. Since ∆ can be as large as Ω(n), their update time is rather inefficient as typically
poly log(n) or no(1) update time are desired. Designing dynamic algorithms for this low update
time is one of the major objectives of our paper.
Challenges. Because graph sparsifiers typically contain more information about a graph com-
pared with other primitives, there are many challenges for computing graph sparsifiers. The main
challenge for us is that computing sparsifiers inherently relies on the use of randomness. In fact,
even in the static setting existing fast algorithms for constructing cut and spectral sparsifiers are
all randomized, and known deterministic algorithms require Ω(n4) time [BSS14, SHS16]. Thus, in
contrast to other primitives, such as the minimum spanning tree for which efficient deterministic
algorithms exist in the static setting, there is little chance to dynamically maintain sparsifiers de-
terministically. (Deterministic dynamic algorithms always work against adaptive adversaries.) The
situation only becomes worse in the dynamic setting, since the large amount of information carried
in the sparsifiers makes it easy for an adaptive adversary to learn about the inherent randomness of
the algorithm in order to make the algorithm work incorrectly. Hence, developing efficient adaptive
algorithms for maintaining graph sparsifiers poses a great challenge in the general research program
towards adaptive dynamic algorithms.
1Throughout, O˜ hides O(polylog(n)). With high probability (w.h.p.) means with probability at least 1− 1/nc for
any constant c > 1.
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1.1 Our Results
We show how to dynamically maintain both spanners, cut sparsifiers, and spectral sparsifiers against
an adaptive adversary in poly-logarithmic update time. We summarize these results as follows:
Theorem 1.1 (Adaptive Spanner). There is a randomized adaptive algorithm that, given an n-
vertex graph undergoing edge insertions and deletions, with high probability, explicitly maintains a
polylog(n)-spanner of size O˜(n) using polylog(n) amortized update time.
Theorem 1.2 (Adaptive Cut Sparsifier). There is a randomized adaptive algorithm that, given
an n-vertex graph undergoing edge insertions and deletions and a parameter k ≥ 1, with high
probability, maintains an O(k)-cut sparsifier of size O˜(n) using O˜(n1/k) amortized update time,
which is polylog(n) time when k = log n.
Theorem 1.3 (Adaptive Spectral Sparsifier). There is a randomized adaptive algorithm that,
given an n-vertex graph undergoing edge insertions and deletions, with high probability, maintains
an polylog(n)-spectral sparsifier of size O˜(n) using polylog(n) amortized update time.
Theorem 1.1 is the first algorithm with o(n) update time against an adaptive adversary and
answers the open problem in [ABS+19]. The only previous adaptive algorithm is by [AFI06] which
can take O(n) update time. No non-trivial dynamic adaptive algorithm for cut sparsifiers and
spectral sparsifiers is known before Theorems 1.2 and 1.3.
All results above can be deamortized. For example, a 2O(
√
logn log log(n))-spanner of size O˜(n) can
be maintained in 2O(
√
logn log log(n)) worst-case update time. Also, for any k, a 2O(k polylog(k))-cut
sparsifier of size O˜(n) can be maintained in O˜(n1/k) worst-case time. In particular, we can maintain
an O(log∗ n)-cut sparsifier and an O(1)-cut sparsifier in no(1) and nǫ for any constant ǫ, respectively.
Our deamortization technique also implies, as a side result, the first non-trivial algorithm with
worst-case update time against an oblivious adversary for maintaining spectral sparsifiers.
Theorem 1.4 (Oblivious Spectral Sparsifier). There is a randomized algorithm against an obliv-
ious adversary that, given an n-vertex graph undergoing edge insertions and deletions and ǫ ≥
1/polylog(n), with high probability, maintains a (1+ ǫ)-spectral sparsifier of size n ·2O(
√
logn) using
2O(log
3/4 n) worst-case update time.
The previous algorithm by Abraham et al. [ADK+16] maintains a (1 + ǫ)-spectral sparsifier of size
O˜(n) using polylog(n) amortize update time. It was asked in the same paper if the update time
can be made worst-case. Theorem 1.4 almost answers this open question modulo no(1) factors.
1.2 Applications
Our results imply several interesting applications. Our first set of applications are for the decremen-
tal (1+ ǫ)-approximate single-source shortest paths (SSSP) problem. There has been a line of work
[BC16, Ber17, BC17, GWN20b] on fast adaptive algorithms for solving this problem. Although all
these algorithms are adaptive, they share a drawback that they cannot return the shortest path
itself; they can only maintain distance estimates. Very recently, Chuzhoy and Khanna [CK19]
showed a partial fix to this issue for some algorithms [BC16, Ber17] and consequently obtained
impressive applications to static flow algorithms. Unfortunately, this fix only applies in a more
restricted setting, and moreover it is not clear how the technique from [CK19] can be used to fix
the same issue in other algorithms (e.g. [BC17, GWN20b]).
We show that our main result from Theorem 1.1 can be employed in a uniform and simpler way,
such that the path-reporting issue in all previous algorithms in [BC16, Ber17, BC17, GWN20b] can
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be fixed. This resolves an open question posed in multiple papers [Ber17, GWN20b, CK19]. We
summarize these applications below:
Corollary 1.5 (Fixing the path-reporting issue of [BC17, GWN20b]). For any decremental un-
weighted graph G = (V,E), fixed source s, and constant ǫ > 0, there is an adaptive algorithm B
that maintains the (1 + ǫ)-approximate distances from vertex s to every vertex v ∈ V and supports
corresponding shortest path queries. The algorithm B has expected total update time mn0.5+o(1),
worst-case distance estimate query time O(1) and worst-case shortest path query time O˜(n).
This gives the first adaptive algorithm without the path-reporting issue that can take o(n2)
update time. The next algorithm works on weighted graphs and is near-optimal on dense graphs:
Corollary 1.6 (Fixing the path-reporting issue of [BC16, Ber17]). For any decremental weighted
graph G = (V,E,w) with W being the ratio between maximum and minimum edge weight, fixed
source s, and ǫ > 0, there is an adaptive algorithm A that maintains the (1 + ǫ)-approximate
distances from vertex s to every vertex v ∈ V and supports corresponding shortest path queries.
The algorithm A has expected total update time O˜(n2 logW ), worst-case distance estimate query
time O(1) and worst-case shortest path query time O˜(n logW ).
This result improves the previous algorithm by [CK19] that can return shortest paths. Their
algorithm requires O(n2+o(1) logW ) total update time, and assumes that the graph undergoes
only vertex deletions, whereas our result handles the more general case of edge deletions. By
plugging Corollary 1.6 into their reduction, we improve their O(n2+o(1)) time bound for computing
approximate vertex capacitated maximum flow to O˜(n2) time:
Corollary 1.7. There exists a (1+ ǫ)-approximate algorithm for maximum s-t flow and minimum
s-t cut problems in undirected graphs for vertex-capacitated graphs in expected running time O˜(n2).
One second set of applications is faster algorithms for variants of multi-commodity flow problems
using Theorem 1.1. For example, we achieve a static O˜((n + k)n)-time polylog(n)-approximation
algorithm for the congestion minimization problem with k demand pairs on unweighted vertex-
capacitated graphs. This improves the O˜((m + k)n)-time O(log(n)/ log log(n))-approximation al-
gorithms implied by Karakostas [Kar08] in terms of the running time at the cost of a worse ap-
proximation ratio. See Section 14 and appendix E for more detail.
Finally, we apply Theorem 1.4 to the problem of maintaining effective resistance. Durfee et
al. [DGGP19, DGGP18] presented a dynamic algorithm with O˜(n6/7) amortized update time for
(1 + ǫ)-approximately maintaining the effective resistance between a fixed pair of nodes. Plugging
our result in the algorithm of Durfee et al. leads to an n6/7+o(1) worst-case update time. (Both of
these results assume an oblivious adversary.)
1.3 Techniques
To prove the above results, the first key tool is the black-box reduction below that allows us to
focus on almost-uniform-degree expanders2.
Theorem 1.8 (Informal Blackbox Reduction, see Definition 5.1 and Theorem 5.2 for the formal
statements). Assume that there is an algorithm A that can maintain an α-approximate sparsifier
on an n-vertex graph G with the following promises:
• G undergoes edge deletions only,
2Expanders are graphs with high conductance (see Section 2). Intuitively, they are “robustly connected” graphs.
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• G is unweighted,
• at any time, G is an expander graph, and
• at any time, G has almost uniform degree, i.e. the maximum degree ∆max and the minimum
degree ∆min are within a polylog(n) factor.
Then, there is another algorithm B with essentially the same amortized update time for maintaining
an α-approximate sparsifier of essentially the same size on a general weighted graph undergoing
both edge insertions and deletions. If A is adaptive or deterministic, then so is B.
Theorem 1.8 works for a large class of problems satisfying natural properties (defined in Sec-
tion 2) which includes spanners, cut sparsifiers, and spectral sparsifiers. As it is well-known that
many problems become much easier on expanders (e.g., [Tre05, ST04, She13, JS18, CS19, LSZ19]),
we believe that this reduction will be useful for future developments of dynamic algorithms. For
example, if one can come up with an adaptive algorithm for maintaining (1 + ǫ)-cut sparsifiers on
expanders, then one can immediately obtain the same result on general graphs.
Our second technique is a new sampling scheme called proactive resampling: here we constantly
re-sample parts of the input graph so that, independent of an adversary’s computational power, a
desired structure of the underlying graph can be always maintained; see Section 2 for a high-level
discussion of this technique. Since there are still few known tools for designing algorithms that
work against an adaptive adversary, we expect that our technique will prove useful for the design
of other adaptive algorithms in the future.
We further extend the black-box reduction from Theorem 1.8 to algorithms with worst-case
update time, which allows us to deamortize both Theorem 1.1 and Theorem 1.2 with slightly worse
guarantees. It also easily implies Theorem 1.4.
Very recently, Goranci et al. [GRST20] show how to maintain a vertex sparsifier of a graph
that sparsifies both vertices and edges of a graph while no(1)-approximately preserving the cut/flow
structure using no(1) update time against an adaptive adversary. Their result is based on a stronger
notion of expander decomposition and dynamic algorithms related to it. However, as our main goal
of this paper is to sparsify only edges, we do not benefit from this stronger notion of expander
decomposition. This simpler situation allows us to obtain algorithms with polylog(n) amortized
update time instead of no(1).
1.4 Organization
We give a high-level overview of our approach in Section 2, and list the preliminaries in Section 3.
The goal of Part II is to prove the blackbox reduction summarised in Theorem 1.8. As warm-up
we start in Section 4 with a simpler variant that does not provide the uniform degree guarantee.
We then extend the result in Section 5 to also provide the uniform degree guarantee. Both of
these results yield dynamic algorithms with amortized update time. In order to obtain worst-case
update time, we must create further tools. The first tool is presented in Section 6, where we discuss
the expander pruning algorithm with worst-case update time, which generalizes and improves the
one in [NS17] for maintaining an expander under updates. In Section 7 we study the extension of
Eppstein et al. sparsification technique which is crucial for us to study the worst-case update time.
Finally, we combine these tools and prove the blackbox reduction to expander graphs for worst-case
update time in Section 8.
The goal of Part III is to develop fast dynamic algorithms on expanders which are, thanks to the
blackbox reduction, sufficient for us to obtain dynamic algorithms for general graphs. Specifically,
in Section 9 we develop the proactive resampling technique and present an adaptive algorithm for
cut-sparsifiers in Theorem 1.2. As a cut sparsifier of an expander is also a spanner and a spectral
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sparsifier, we can immediately prove Theorems 1.1 and 1.3 in Section 10. Section 11 proves a
side-result on constructing spectral sparsifiers against an oblivious adversary, which corresponds to
Theorem 1.4.
Finally, in Part IV we show applications to decremental shortest paths in Section 12, dynamic
effective resistance in Section 13, and variants of multi-commodity flow problems in Section 14.
2 Overview
All our algorithms use a common framework based on expanders, which results in a reduction
from fully dynamic algorithms on general graphs to the special case of decremental algorithms
on expander graphs. The reduction holds for a general class of graph problems that satisfy some
criteria. These criteria are satisfied for spectral-sparsifiers, cut-sparsifiers and spanners. In this
section, we define the abstract criteria needed for our reduction (See Conditions 1-5 below), so that
we only need to prove our algorithm once and can then apply it to all these types of sparsifiers.
The overview is split into three parts. In Section 2.1 we show the reduction for amortized
update time. In Section 2.2 we show how to take advantage of the reduction by designing efficient
algorithms on algorithms. Finally, in Section 2.3 we finish the overview with a sketch of how to
extend the reduction to worst-case update-time algorithms.
2.1 Reduction to Expanders: Amortized Update Time
We now outline our black-box reduction, which can preserve several nice properties of the algo-
rithms. That is, given an algorithm with property x running on expander, we obtain another
algorithm with property x with essentially the same running time and approximation guarantee,
where the property x can be “deterministic”, “randomized against an adaptive adversary”, or
“worst-case update time”. In this subsection, we focus on amortized update time: see Section 2.3
for an overview of how to extend the reduction to apply to worst-case algorithms.
The reduction holds for any graph problem that satisfies a small number of conditions. We
formalize a graph problem as a function H that maps (G, ǫ) for a graph G and parameter ǫ > 0 to
a set of graphs. We say a dynamic algorithm A solves H(ǫ) if for every input graph G, algorithm
A maintains/computes a graph H ∈ H(G, ǫ). For example we could define H(G, ǫ) to be the set of
all (1 + ǫ)-cut sparsifiers. So then saying “data structure A solves H(ǫ)” means that A maintains
for any input graph an (1 + ǫ)-cut sparsifier.
Pertubation Property The first property required by our reduction allows us to slightly perturb
the edges, i.e. scale each edge {u, v} by some small factor fu,v bounded by 1 ≤ fu,v ≤ eǫ. Define
ζ ·G to be the graph G with all edge-weights multiplied by ζ.
Let G′ be G with edges scaled by up to eǫ, then G′ ∈ H(G, ǫ) and eǫ ·G ∈ H(G′, ǫ). (1)
Property (1) implies that G ∈ H(G, ǫ) for all ǫ > 0. For example any graph is a (potentially dense)
spectral approximation or spanner of itself.
The property is also useful when we want to discretize the edge weights. A common technique
is to round edge weights to the nearest power of eǫ in order to discretize the set of possible edge
weights without changing graph properties such as the spectrum or distances too much. Combined
with the following union property, this also allows us to generalize algorithm for unweighted graphs
to support weighted graphs.
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Union Property Say that G =
⋃k
i=1Gi for some k and that s1, ..., sk ∈ R. Then the union
property is defined as follows:
If Hi ∈ H(Gi, ǫ) and 0 ≤ si, then
⋃
i
si ·Hi ∈ H
(⋃
i
si ·Gi, ǫ
)
. (2)
Combining this property with the previous pertubation property (1) gives us the following reduction.
Given a graph G with real edge weights from [1,W ], one can decompose G into graphs G1, ..., Gk ,
such that each Gi contains edges with weights in [e
(i−1)ǫ, eiǫ). One can then use any algorithm that
solves H on unweighted graphs to obtain Hi ∈ H(G′i, ǫ) for all i = 1, ..., k, where G′i is the graph
Gi when ignoring the edge weights. Then
⋃
i e
iǫ · Hi ∈ H(⋃i eiǫ · Gi, ǫ) ⊂ H(G, ǫ) by combining
property (2) and (1). Thus one obtains an algorithm that solves H on weighted graphs.
Reduction for Amortized Update Time (Section 4.2) Loosely speaking, our black-box
states the following. Say that we have a data structure AX on a graph X that at all times
maintains a sparisifer in H(X, ǫ) with amortized update time T (AX), but assumes the following
restricted setting: 1) Every update to X is an edge deletion (no insertion), and 2) X is always an
expander. We claim that AX can be converted into a fully dynamic algorithm A that works on
any graph G, and has amortized update time T (A) = O˜(T (AX)).
We first outline this black-box under the assumption that we have a dynamic algorithm that
maintains a decomposition of G =
⋃
iGi into edge disjoint expander graphs G1, G2, .... This dy-
namic algorithm will have the property that whenever the main graph G is updated by an adver-
sarial edge insertion/deletion, each expander Gi receives only edge deletions, though occasionally
a new expander Gj is added to the decomposition. Thus one can simply initialize AX on the ex-
pander Gj to obtain some Hj ∈ H(G, ǫ), when Gj is added to the decomposition. Then whenever
an edge deletion is performed to Gj , we simply update the algorithm AX to update the graph Hj.
By the union property (2) we then have that
H :=
⋃
i
Hi ∈ H
(⋃
i
Gi, ǫ
)
= H(G, ǫ).
So we obtain an algorithm A that is able to maintain a sparsifier H of G. We are left with proving
how to obtain this dynamic algorithm for maintaining the expander decomposition of G.
Dynamic Expander Decomposition (Section 4.1) The idea is based on the expander de-
composition and expander pruning of [SW19]. Their expander decomposition splits V into disjoint
node sets V1, V2, ..., such that the induced subgraphs G[Vi] on each Vi are expanders, and there are
only o(m) edges between these expanders. In Section 4.1 we show that by recursively applying this
decomposition on the subgraph induced by the inter-expander edges, we obtain a partition of the
edges of G into a union of expanders. This means, we can decompose G into subgraphs G1, G2, ...,
where each Gi is an expander and
⋃
iGi = G. We show in Section 4.1 that the time complexity of
this decomposition algorithm is O˜(m).
We now outline how we make this decomposition dynamic in Section 4.1. Assume for now, that
we have a decomposition of G into G =
⋃
iG
(i), where for all i the graph G(i) has at most 2i edges,
but each G(i) is not necessarily an expander. Further, each G(i) is decomposed into expanders
G(i) =
⋃
j G
(i)
j . To make this decomposition dynamic, we will first consider edge insertions. Every
adversarial edge insertion is fed into the graph G(1). Now, when inserting some edges into some
G(i), there are two cases: (i) the number of edges in G(i) remains at most 2i. In that case recompute
the expander decomposition G(i) =
⋃
j G
(i)
j of G
(i). Alternatively we have case (ii) where G(i) has
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more than 2i edges. In that case we set G(i) to be an empty graph and insert all the edges that
previous belonged to G(i) into G(i+1). Note that on average it takes 2i−1 adversarial insertions until
G(i) is updated, and we might have to pay O˜(2i) to recompute its decomposition, so the amortized
update time for insertions is simply O˜(1).
For edge deletions we use the expander pruning technique based on [SW19] (refining from
[NSW17, NS17, Wul17]). An over-simplified description of this technique is that, for each update
to the graph, we can repeatedly prune (i.e. remove) some O˜(1) edges from the graph, such that the
remaining part is an expander. So whenever an edge is deleted from G, we remove the edge from
its corresponding G
(i)
j , and remove/prune some O˜(1) many extra edges from G
(i)
j , so that it stays
an expander graph. These pruned edges are immediately re-inserted into G(1) to guarantee that we
still have a valid decomposition G =
⋃
iG
(i). In summary, we are able to dynamically maintain a
decomposition G =
⋃
i,j G
(i)
j of G into expander graphs. Further, the decomposition changes only
by creating new expanders and removing edges from existing expanders (via pruning), so we can
run the decremental expander algorithm AX on each G(i)j .
Contraction Property and Reduction to Uniform Degree Expanders (Section 5) Many
problems are easier to solve on graphs with (near) uniform degree. Thus, we strengthen our
reduction to work even if the decremental algorithm AX assumes that graph X has near-uniform
degree. On its own, the expander decomposition described above is only able to guarantee that
for each expander the minimum degree is close to the average degree; the maximum degree could
still be quite large. In order to create a (near) uniform degree expander, we split these high degree
nodes into many smaller nodes of smaller degree. In order to perform this operation, we need the
condition that whichever graph problemH we are trying to solve must be able to handle the reverse
operation, i.e. when we contract many small degree nodes into a single large degree node.
When contracting W ⊂ V in both G and H ∈ H(G, ǫ),
let G′ and H ′ be the resulting graphs, then H ′ ∈ H(G′, ǫ). (3)
All in all, our black-box reduction shows that in order to solve a sparsification problem H in
the fully dynamic model on general graphs, we need to 1) show that H satisfies the perturbation,
union, and contraction properties above (Properties 1-3) AND 2) Design an algorithm AX for H in
the simpler setting where the dynamic updates are purely decremental (only edge deletions), and
where the dynamic graph G is always guaranteed to be a near-uniform degree expander.
We now present the second main contribution of our paper, which is a new adaptive algorithm
AX on expanders. We conclude the overview with a discussion of the worst-case reduction (Section
2.3), for which we will need two additional properties of the problem H.
2.2 Adaptive Algorithms on Expanders
We showed above that maintaining a sparsifier in general graphs can be reduced to the same problem
in a near-uniform-degree expander. Thus, for the rest of this section we assume that G = (V,E) is
at all times a φ-expander with max degree ∆max and min-degree ∆min, and that G is only subject
to edge deletions. Let n = |V |,m = |E|. In this overview, we assume that φ and ∆max/∆min are
O(polylog n), and we assume ∆min ≫ 1/φ. Define IncG(v) to the edges incident to v in G.
We now show how to maintain a O(log(n))-approximate cut-sparisifier H in G against an
adaptive adversary (see Theorem 9.1 and Theorem 9.2); it is not hard to check that H is also a
spanner of stretch O˜(1/φ), because a cut-sparisifer of a φ-expander is itself a Ω˜(φ)-expander, and
hence has diameter O˜(1/φ). See Section 9 for details.
8
Static Expander Construction We first show a very simple static construction of H ⊆ G.
Define ρ = Θ˜
(
∆max
∆2minφ
2
)
= Θ˜
(
1
∆min
)
, with a sufficiently large polylog factor. Now, every edge is
independently sampled into H with probability ρ, and if sampled, is given weight 1/ρ. To see that
H is a cut spatsifier, consider any cut X, X¯ , with |X| ≤ n/2. We clearly have E[|EH(X, X¯)|] =
ρ|EG(X, X¯)|, so since every edge in H has weight 1/ρ, we have the same weight in expectation. For
a high probability bound, want to show that Pr[|EH(X, X¯)| ∼ ρ|EG(X, X¯)|] ≥ 1− n−2|X|; we can
then take a union bound over the O(n|X|) cuts of size |X|.
Since the graph is an expander, we know that |EG(X, X¯)| ≥ volG(X) · φ ≥ |X| · ∆min · φ =
Ω˜(|X|∆min). Thus, by our setting of ρ = Θ˜(∆min), we have E[|EH(X, X¯)|] ≥ |X| log2(n). Since
each edge is sampled independently, a chernoff bound yields the desired concentration bound for
|EH(X, X¯)|.
Naive Dynamic Algorithms The most naive dynamic algorithm is: whenever the adversary
deletes edge (u, v), resample all edges in IncG(u) and IncG(v): that is, include each such edge in
H with probability ρ. Efficiency aside, the main issue with this protocol is that the adversary can
cause some target vertex x to become isolated in H, which clearly renders H not a cut sparisifer.
To see this, let y1, . . . , yk be the neighbors of x. The adversary then continually deletes arbtirary
edges (y1, z) 6= (y1, x), which has the effect of resampling edge (x, y1) each time. With very
high probability, the adversary can ensure within log(n) such deletions (y1, z) that (x, y1) is NOT
included in H; the adversary then does the same for y2, then y3, and so on.
Slightly Less Naive Algorithm To fix the above issue, we effectively allow vertices u and v
to have separate copies of edge (u, v), where u’s copy can only be deleted if u itself is resampled.
Formally, every vertex v will have a corresponding set of edges Sv and we will always have H =⋃
v∈V Sv, where all edges in H have weight 1/ρ. We define an operation SampleVertex(v) that
independently samples each edge in IncG(v) into Sv with probability ρ. The naive implementation
of SampleVertex(v) takes time O(degG(v)) = O(∆max) time, but an existing technique used in
[Knu97, Dev06, BP12] allows us to implement SampleVertex(v) in time O(ρ∆max log(n)) = O˜(1).
(The basic idea is that the sampling can be done in time proportional to the number of edges
successfully chosen, rather than the number examined.)
The dynamic algorithm is as follows. At initialization, construct each Sv by calling SampleVertex(v),
and then set H =
⋃
v∈V Sv. Whenever the adversary deletes edge (u, v), replace Su and Sv with
new sets SampleVertex(u) and SampleVertex(v), and modify H =
⋃
v∈V Sv accordingly. By
the above discussion, the update time is clearly O˜(1). We now show that this algorithm effec-
tively guarantees a good lower bound on the weight of each cut in H, but might still lead to an
overly high weight. Consider any cut (X, X¯). By the expansion of G, the average vertex x ∈ X
has IncG(x) ∩ EG(X, X¯) ≥ φ∆min. For simplicity, let us assume that every vertex x ∈ X has
IncG(x) ∩ EG(X, X¯) = Ω˜(φ∆min) = Ω˜(∆min), as we can effectively ignore the small fraction of
vertices for which this is false. Now, say that an operation SampleVertex(x) succeeds if it results
in |Sx ∩ EG(X, X¯)| ∼ ρ|IncG(x) ∩ EG(X, X¯)|. Because of our setting for ρ and our assumption
that IncG(x) ∩ EG(X, X¯) = Ω˜(∆min), a Chernoff bound guarantees that each SampleVertex(x)
succeeds with probability 1 − n−10. Now, since the adversary makes at most m updates before
the graph is empty, each SampleVertex(x) is called at most n2 times, so there is a 1 − n−8
probability that every call SampleVertex(x) is successful; we call such vertices always-successful.
A simple probability calculation shows that Pr[at least |X|/2 vertices in X are always-successful]
≥ 1 − n−2|X|, which allows us to union bound over all cuts of size X. Thus, at all times, half the
vertices in X have |Sx ∩ EG(X, X¯)| ∼ ρ|IncG(x) ∩ EG(X, X¯)|; assuming for simplicity that this is
an “average" half of vertices, i.e. that these vertices have around half of the edges crossing the cut,
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we have |EH(X, X¯)| ≥ |⋃x∈X Sx ∩ EG(X, X¯)| & ρ|EG(X, X¯)|/2.
The above idea already implies that we can maintain a sparse graph H where each cut is
expanding, i.e. a sparse expander, against an adaptive adversary. As an expander has low diameter,
H is a spanner. Therefore, we are done if our goal is a dynamic spanner algorithm.
Unfortunately, this algorithm is not strong enough for maintaining cut sparsifiers, as the algo-
rithm may result in |EH(X, X¯)| ≫ ρ|EG(X, X¯)|. Let ∆max ∼
√
n, and consider the following graph
G. There is a set X of size
√
n such that G[X] is a clique and G[X¯ ] is
√
n-degree-expander. There
is also a
√
n-to-1 matching from X to X¯: so every vertex in y ∈ X¯ has exactly one edge ey crossing
the cut. It is easy to check that G is an expander. The adversary then does the following. For each
y ∈ X¯, it keeps deleting edges in E(y, X¯) until ey is sampled into Sy; with high probability, this
occurs within O(log(n)/ρ) deletions for each vertex y. Thus, at the end, H ⊇ ⋃y∈X¯ Sy contains all
of EG(X, X¯).
Better Algorithm via Proactive Sampling We now show how to modify the above algorithm
to ensure that with high probablity, |EH(X, X¯)| = O˜(ρ|EG(X, X¯)|); we later improve this to
|EH(X, X¯)| = O(ρ log(n)|EG(X, X¯)|). We let time t refer to the tth adversarial update. As before,
we always have H =
⋃
v∈V Sv, and if the adversary deletes edge (u, v) at time t, the algorithm
immediately calls SampleVertex(u) and SampleVertex(v). The change is that the algorithm
also calls SampleVertex(u) and SampleVertex(v) at times t + 1, t + 2, t + 4, t + 8, t + 16, . . .;
we call this proactive sampling. The proof that |EH(X, X¯)| & ρ|EG(X, X¯)|/2 remains basically the
same as before. We now upper bound |EH(X, X¯)|.
The formal analysis is somewhat technical, but the crux if the following key claim: for any
(u, v) ∈ G, we have that after t adversarial updates, Pr[(u, v) ∈ H at time t] ≤ 2ρ log(t) ≤
2ρ log(m). We then use the key claim as follows: consider any cut (X, X¯). If every edge in
EG(X, X¯) was independently sampled into H with probability at most 2ρ log(m), then a Chernoff
bound would show that |EH(X, X¯)| ≤ 4ρ log(m)|EG(X, X¯)| with probability at least 1 − n−2|X|,
as desired. Unfortunately, even though every individual edge-sampling occurs with probability ρ,
independent of everything that happened before, it is NOT the case that event e ∈ H is indepen-
dent from event e′ ∈ H: the adversary is adaptive, so its sampling strategy for e′ can depend on
whether or not e was successfully sampled into H at an earlier time. Nonetheless, we show in the
full proof that these dependencies can be disentangled.
Let us now sketch the proof for the key claim. The edge (u, v) can appear in H because it is in
Su or Sv at the time t. Let us bound the probability that u ∈ Su at time t. Let Tschedule(u) be all
times before t for which SampleVertex(u) has been scheduled by proactive sampling: so whenever
the adversary updates an edge (u, v) at time t′, times t′, t′ + 1, t′ + 2, t′ + 4, t′ + 8, . . . are added to
Tschedule(u). Let T
t′
schedule(u) ⊂ [t′, t] be the state of Tschedule(u) at time t′. Now, we say that a call
to SampleVertex(u) at time t′ is relevant if T t
′+1
schedule(u) = ∅. Observe that for (u, v) to be in Su
at time t, it must have been added during some relevant call SampleVertex(u), because every
non-relevant call is followed by another call before time t which invokes again SampleVertex(u)
and thereby deletes the previously sampled set Su and replaces it by a new one. We complete the
proof by claiming that there are at most log(t) relevant calls SampleVertex(u). This is because
if a relevant call occurs at t′, then proactive sampling adds some time t∗ to Tschedule(u) such that
(t′ + t)/2 ≤ t∗ ≤ t; thus, there can be no relevant calls in time interval [t′, (t′ + t)/2]. So each
relevant call halves the possible time interval for other relevant calls, so there are at most log(t)
relevant calls.
We now briefly point out why this modified algorithm achieves |EH(X, X¯)| = O˜(ρ|EG(X, X¯)|),
rather than the desired |EH(X, X¯)| = O(ρ log(n)|EG(X, X¯)|). Consider again the graph G consist-
ing of a vertex set X of size
√
n such that G[X] is a complete graph, and let X be a
√
n-degree
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expander in G[X ]. Additonally, we have a
√
n-to-one matching, i.e. every vertex in X is matched
to
√
n vertices in X. The graph is still an expander as argued before.
Now observe that ∆max = 2
√
n and we obtain a first sparsifier H at time 0 of G where we
have weight on the cut, i.e. |EH(X, X¯)|/ρ, of size ∼ n (which is the number of edges crossing).
In particular, the weight on edges in |EH(X, X¯) ∩ ⋃x∈X Sx|/ρ ∼ n, i.e. the vertices in X carry
half the weight of the cut in the sparsifier. But over the course of the algorithm, the adversary
can delete edges in the cut (X,X) that are in G \H. Observe that the resampling events do not
affect edges in EH(X, X¯) ∩
⋃
x∈X Sx since none of the deleted edges is incident to any such edge
(recall the
√
n-to-one matching). The adversary can continue until the cut only has weight in G
of |X|∆minφ without violating the expander and min-degree guarantees. But then the weight in H
on the cut is still ∼ n while the weight in G is only ∼ n(∆max/∆min)φ. Thus, we only obtain a
∼ (∆max/∆min)φ-approximation (plus a logn-factor from proactive sampling might appear).
Final Algorithm To resolve the issue above, we would like to ensure that the edges in EH(X, X¯)
are resampled when |EG(X, X¯)| changes by a large amount. We achieve this with one last mod-
ification to the algorithm: for every v ∈ V , whenever degG(v) decreases by ζ = φ∆min, we run
SampleVertex(w) for every edge (v,w) ∈ G. It is not hard to check that each vertex will only
resampled a total of O(∆2max/ζ) = O˜(∆max) additional times as a result of this change which
is subsumed by O˜(m) when summing over the vertices. (A naive implementation of the above
modification only leads to small amortized update time, but this can easily be worst-case by stag-
gering the work over several updates using round-robin scheduling.) We leave the analysis of the
approximation ratio for Section 9.
By using the convenient lemma which says that any cut sparsifier on an expander is also a
spectral spectral (see Corollary 10.10), we also obtain an adaptive algorithm for spectral sparsifier.
2.3 Reduction to Expanders: Worst-Case Update Time
We now outline how to extend our black-box reduction to work with worst-case update time.
We again assume there exists some algorithm AX that maintains for any graph G a sparsifier
H ∈ H(G, ǫ), provided that G stays a uniform degree expander throughout all updates, all of which
are only edge deletions.
The condition thatG always remains an expander is too strong, but we can use expander pruning
to maintain the property from the perspective of AX . Consider some deletion in G: although G
may not be an expander, we can us pruning to find a subset of edges P ⊂ E(G), such that G \ P
is an expander. We then input all edges in P as deletions to AX , so the graph G \P in question is
still an expander: AX thus returns H ∈ H(G \ P, ǫ). Then based on property (1) and (2) it can be
shown that H ∪ P ∈ H(G, ǫ). So by taking all the pruned edges together with the sparsifier H of
G \ P we obtain a sparsifier of G, even when G itself is no longer an expander.
Unfortunately this dynamic sparsifier algorithm has two downsides: (i) The maintained spar-
sifier is only sparse for a short sequence of updates, as otherwise the set of pruned edges becomes
too large and thus the output H ∪ P becomes too dense. (ii) The algorithm only works on graphs
that are initially an expander.
Extending the algorithm to general graphs To extend the previous algorithm to work on
general graphs, we run the static expansion decomposition algorithm (Section 5.1). As outlined
before, we can decompose G into subgraphsG1, G2, ..., where each Gi is an expander and
⋃
iGi = G.
We can then run the algorithm, outlined in the previous paragraph, on each of these expanders
and the union of all the obtained sparsifiers will be a sparsifier of the original input G.
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Similar as before, one downside of this technique is that the size of the sparsifier will increase
with each update, because more and more edges will be pruned. Thus, the resulting dynamic
algorithm can only maintain a sparsifier for some limited number of updates.
Extending the number of updates A common technique for dynamic algorithms, which only
work for some limited number of updates (say k updates), is to reset the algorithm after k updates.
If the algorithm has preprocessing time p and update time u, then one can obtain an algorithm
with amortized update time O(p/k + u). However, the worst-case complexity would be quite bad,
because once the reset is performed, the old sparsifier (from before the reset) must be replaced by
the new one. Listing all edges of the new sparsifier within a single update would be too slow. There
is a standard technique for converting such an amortized bound to an equivalent worst-case bound.
The idea is to slowly translate from the old sparsifier to the new one, by only listing few edges in
each update. For this we require another property for H that guarantees that the sparsifier stays
valid, even when removing a few of its edges.
Transition Property Consider some H1,H2 ∈ H(G, ǫ), and we now want to have a slow transi-
tion from H1 to H2, by slowly removing edges from H1 from the output (and slowly inserting edges
of H2). The exact property we require is as follows:
Let H1,H2 ∈ H(G, ǫ) and H ⊂ H1, then (eδ − 1)H ∪H2 ∈ H(G, ǫ+ δ). (4)
Here H ⊂ H1 represents the remaining to be removed edges (or alternatively H1 \ H are the
remaining to be inserted edges). Exploiting this property we are able to obtain a O(p/k + u)
worst-case update time.
As the output grows with each update, we must perform the reset after k = O(n) updates,
otherwise the output becomes too dense. This is unfortunate as the preprocessing time is p = Ω(m),
because one must read the entire input, which is too slow to obtain a subpolynomial update time.
This issue can be fixed via a sparsification technique based on [EGIN97], presented in Section 7.
By using this technique, we can make sure that m = O(n1+o(1)) and thus the preprocessing time
will be fast enough to allow for O(no(1)) update time.
For this sparsification technique we require the following transitivity property.
Transitivity Property
If H ∈ H(G, ǫ), then H (H, δ) ⊂ H (G, δ + ǫ) . (5)
Intuitively this means that an approximation H of G and an approximation H ′ of H, then H ′ is
also a (slightly worse) approximation of G.
Properties 1-5 above are precisely the properties required of a graph prolem by our black-box
reduction for worst-case update time. We show in Lemmas 9.37, 10.7, and 11.2 that the sparsifiers
discussed in this paper (spectral sparsifier, cut sparsifier, spanner) satisfy all these properties.
Sparsification Technique (Section 7) We now outline the sparsification technique, whose
formal proof is presented in Section 7. Let G be an arbitrary graph. We partition the edges of G
into equally sized subgraphs G1, G2, ..., Gd for some d > 1. Note that, if we have ε-approximate
sparsifiers H1, ...,Hd of G1, ..., Gd, then
⋃
iHi is a ε-approximate sparsifier of G by property (2). In
addition, if we have a ε-approximate sparsifier H of
⋃
iHi, then H is a (2ε)-approximate sparsifier
of G by property (5). This allows us to obtain a faster algorithm as follows: If G has m edges, then
each Gi has onlym/d edges, so the dynamic algorithm runs faster on these sparse Gi. Further, since
the Hi are sparse (let’s say O(n) edges), the graph
⋃
iHi has only O(dn) edges and maintaining H
is also faster than maintaining a sparsifier of G directly, if dn = o(m). The next idea is to repeat
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this trick recursively: We repeatedly split each Gi into d = n
o(1) graphs, until the graphs have only
O(n1+o(1)) edges. This means we obtain some tree-like structure rooted at G, where each tree-node
G′ represents a subgraph of G and its tree-children are the d subgraphs G′1, ..., G′d of G
′. For the
graphs that form leaves of this tree, we run our dynamic sparsifier algorithm. We also obtain a
sparsifier H ′ of any non-leaf tree-node G′, by running our dynamic algorithm on
⋃d
i=1H
′
i, where the
H ′i are sparsifiers of the child-tree-nodes G′i of the tree-node G′. Thus all instances of our dynamic
algorithm always run on sparse input graphs. However, there is one downside: When some sparsifier
H ′i changes, the sparsifier H ′ must also change. Let’s say some edge is deleted from G, then the
edge is deleted from one leaf-node of the tree-structure, and this update will propagate from the
leaf-node all the way to the root of the tree. This can be problematic because when the dynamic
algorithm changes some c > 1 many edges of the sparsifier for each edge update, then the number
of updates grows exponentially with the depth of the tree-like structure. In [EGIN97] Eppstein et
al. circumvented this issue by assuming an extra property which they call stability property, which
essentially says that this exponential growth does not occur. Our modified sparsification technique
no longer requires this assumption, instead we balance the parameter d carefully to make sure the
blow-up of the propagation is only some sub-polynomial factor.
3 Preliminaries
Graphs and Edge sets. Given a graph G, we will often identify G with the edge set. For
example we write (u, v) ∈ G to express that the edge (u, v) exists in G. Sometimes we will also use
set operations, for example let G,H be two graphs and W be a set of edges. Then G ∪H refers
to the graph (V (G) ∪ V (H), E(G) ∪E(H)), and G∪W refers to the graph induced by E(G) ∪W .
For simplicity we also write G ∪ e for a single edge e instead of G ∪ {e}.
We have G−W = (V (G), E(G)\W ), and G\W is the graph induced by E(G)\W , i.e. the graph
G −W but without the isolated vertices. Likewise, G \H is the graph induced by E(G) \ E(H).
We write H ⊂ G for a subgraph H of G. We denote by IncG(v) the set of incident edges to vertex
v ∈ V in G. For a scalar s ∈ R>0 we define s ·G as the graph G where all edge weights were scaled
by s.
Spanners. Given a graphG, we call a subgraph S ⊂ G an s-stretch spanner, if for every two nodes
u, v ∈ V we have distS(u, v) ≤ s ·distG(u, v), so the distance between every pair in S is increased by
a factor of at most s compared to G. The inequality in the other direction distG(u, v) ≤ distS(u, v)
holds automatically, since S is a subgraph of G and we do not allow negative edge weights.
Spectral sparsifier. Given a graph G = (V,E) with edge weights w ∈ R|E|, the Laplacian matrix
LG of G is an n× n matrix, where (LG)u,u is the degree of node u, (LG)u,v = −w(u, v) if u and v
are connected by an edge, and (LG)u,v = 0 otherwise. Then, an e
ǫ-spectral sparsifier H ⊂ G is a
re-weighted subgraph that satisfies for all vectors ~x ∈ Rn that ~x⊤LG~x ≤ ~x⊤LH~x ≤ eǫ~x⊤LG~x.3
Weights, volume, and degree. We write wG(u, v) for the weight of edge (u, v) in graph G and
volG(U) =
∑
u∈U,v∈V,(u,v)∈E wG(u, v) is the volume of U in G. The degree of node v in G is denoted
by degG(v).
3Typically one analyzes (1 + ǫ)-spectral sparsifiers. For small ǫ ≥ 0 we have 1 + ǫ ≈ eǫ so we will use the latter
term instead. This has the benefit that eǫ · eǫ = e2ǫ, i.e. the eǫ-approximation of an eǫ-approximation is a e2ǫ-
approximation. In comparison, (1 + ǫ)2 = 1 + 2ǫ + ǫ2 so it is harder to analyze what happens if we have repeated
approximations of approximations.
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Subgraphs. Let G[S] be the subgraph of G, when restricting the node set to S ⊂ V . We denote
G[A,B] by the graph on nodes A∪B and only including the edges of G that have one endpoint in
A and one endpoint in B. We use G{S} to denote the subgraph of G, when restricting the node
set to S ⊂ V , but additionally we add self loops to every node, such that degG{S}(v) = degG(v).
Cuts and conductance. We write δ(S) for the number of edges crossing S to V \ S, so δ(S)
is the total weight of the cut (S, V \ S) that we also sometime denote by (S, S). We define the
conductance of a set S by
φG(S) =
δ(S)
min{volG(S), volG(V \ S)} .
We write ΦG for the conductance of G, where ΦG = min∅6=S⊂V φG(S). We call a graph G with
conductance φ a φ-expander.
Further, for any two (not necessarily disjoint) sets X,Y ⊆ V , we denote by EG(X,Y ) the set
of edges in E with one endpoint in X and another endpoint in Y , and by E(X) the set of edges
incident to a vertex in X, i.e. E(X) =
⋃
v∈X IncG(v).
Recourse. Given a dynamic algorithm that maintains some sparsifier H of an input graph G,
the recourse is the number of edges that the algorithm changes in H per changed edge in G.
Preliminaries about Expanders
Our framework is heavily based on expanders and decomposition of graphs, so we first list some
helpful lemmas. The first one is a decomposition of any graph G into expanders, with few edges
between the expanders.
Theorem 3.1 ([SW19]). There is a randomized algorithm that with high probability given a graph
G = (V,E) with m edges and a parameter φ, partitions V into V1, ..., Vk in time O(m log
4m/φ) such
that min1≤i≤k ΦG[Vi] ≥ φ and
∑k
i=1 δ(Vi) = O(φm log
3m). In fact, the algorithm has a stronger
guarantee that miniΦG{Vi} ≥ φ.
The following lemma shows that it is easy to construct an expander with high conductance and
almost uniform degree, and the proof of the lemma can be found in Appendix C.
Lemma 3.2 (Fast explicit construction of expanders). Given numbers n ≥ 10 and d ≥ 9, there is
an algorithm with running time O(nd) that constructs a graph Hn,d with n vertices such that each
vertex has degree between d− 8 and 2d, and conductance ΦHn,d = Ω(1).
As outlined in Section 2.2, we require our expanders to be of almost uniform degree in order to
efficiently maintain our sparsifiers. The following algorithm allows us to transform a graph to be
of almost uniform degree. The exact properties of this algorithm are stated in Lemma 3.4.
Definition 3.3 (∆-reduction). Let G = (V,E) be a graph, and let ∆ ≥ 9 be a parameter. The
∆-reduction graph G′ of G is obtained from G by the following operations:
• For each node u ∈ V with deg(u) ≥ 10∆, we replace u by the expander Xu = H⌈deg(u)/∆⌉,∆
defined in Lemma 3.2 with ⌈deg(u)/∆⌉ nodes and Θ(∆) degree. We call Xu a super-node in
G′.
• Let Eu be set of edges in G incident to u. Let E(1)u , . . . , E(⌈deg(u)/∆⌉)u be a partition of Eu into
groups of size at most ∆.
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• For each (u, v) ∈ E(i)u ∩ E(j)v , we add an edge between the i-th of node Xu and the j-th node
of Xv.
Lemma 3.4. For any graph G = (V,E), the ∆-reduction graph G′ = (V ′, E′) of G has the following
properties:
1. G′ can be obtained from G in O(|E|) time;
2. Each node u in G′ is such that degG′(u) = Θ(degXu(u)) = Θ(∆);
3. Each super-node Xu in G
′ has volume vol(Xu) = Θ(degG(u));
4. |V | ≤ |V ′| ≤ 2|V |+ |E|/∆, and
5. ΦG′ = Θ(ΦG).
The proof of the lemma above can be found in Appendix C.
Part II
Reduction to Expanders
In this part, we show how to reduce a large class of dynamic sparsifier problems to the same problem
on expanders with several additional nice properties.
As a warm-up, in Section 4, we show the simplest reduction to expanders that works for an
algorithm with amortized update time. This reduction is not strong enough for our main result.
In Section 5, we strengthen the previous reduction so that we can assume that the expander has
almost uniform degree at all time. This amortized reduction is strong enough and will be needed
to prove Theorems 1.1 to 1.3 in Part III.
Then, our next goal is to extend the reduction further to work with algorithms with worst-case
update time. We need several tools for doing this. Section 6 discusses the expander pruning algo-
rithm with worst-case update time, which generalizes and improves the one in [NSW17]. Section 7
discusses the extention of the sparsification technique by Eppstein et al. [EGIN97] which allows the
algorithm to assume that the input expander is already quite sparse and the algorithm’s task is just
to sparsify it even further. This is crucial for the worst-case time reduction. Lastly, in Section 8,
we complete the reduction for algorithms with worst-case update time. This blackbox allows us
to obtain the deamortized versions of Theorems 1.1 to 1.3 and also easily obtain Theorem 1.4 in
Part III.
The reduction holds for any graph problem that satisfies a small number of conditions. For ease
of discussion, let us recall the properties defined earlier: for any graph G and accuracy parameter
ǫ, we view a graph problem as a function H that maps (G, ǫ) to a set of graphs. We say a dynamic
algorithm A solves H(ǫ), if for every input graph G algorithm A maintains/computes a graph
H ∈ H(G, ǫ). For example, we could define H(G, ǫ) to be the set of all ǫ-approximate spectral
sparsifiers of G. Then, we say A solves H(ǫ) if, for any input graph G, A returns an ǫ-approximate
spectral sparsifier of G. For parameters 0 ≤ ǫ, δ, we will study problems satisfying the following
properties:
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Let G′ be G with edges scaled by up to eǫ, then G′ ∈ H(G, ǫ) and eǫ ·G ∈ H(G′, ǫ). (1)
If Hi ∈ H(Gi, ǫ) and 0 ≤ si, then
⋃
i
si ·Hi ∈ H
(⋃
i
si ·Gi, ǫ
)
. (2)
When contracting W ⊂ V in both G and H ∈ H(G, ǫ),
let G′ and H ′ be the resulting graphs, then H ′ ∈ H(G′, ǫ). (3)
Let H1,H2 ∈ H(G, ǫ) and H ⊂ H1, then (eδ − 1)H ∪H2 ∈ H(G, ǫ+ δ). (4)
If H ∈ H(G, ǫ), then H (H, δ) ⊂ H (G, δ + ǫ) . (5)
The warm-up amortized reduction from Section 4 only needs Property (1) and (2). To be able
to assume almost uniform degree, the reduction in Section 5 additionally need Property (3). Then,
our reduction in Section 8 for worst-case algorithms needs all five properties.
4 Warm-up: Amortized Reduction to Arbitrary Expanders
Let H be some graph problem that satisfies the perturbation property (1) and union property (2).
In this section we present a reduction that reduces the fully dynamic problem H on general graphs
to the decremental variant of H (i.e. only edge deletions) when the input graph is an expander.
Note that this reduction is not strong enough for our main result, but it gives a key idea. Formally
we define such a decremental algorithm as follows:
Definition 4.1. Let H be a graph problem. We call an algorithm A a “decremental algorithm on
φ-expanders for H(ǫ)”, if for any unweighted n-node graph G
• A maintains H ∈ H(G, ǫ) under edge deletions to G. In each update the algorithm is given a
set D ⊂ E(G) of edges that are to be removed from G.
• The algorithm is allowed to assume that before and after every update the graph G is a φ-
expander.
We show that any decremental algorithm on φ-expanders for H(ǫ) results in a fully dynamic
algorithm for general graphs.
Theorem 4.2 (Amortized Blackbox Reduction (without Uniform Degree Promise)). Assume H
satisfies (1) and (2), and there exists a decremental algorithm A for H(ǫ) on φ-expanders for any
φ = O(1/ log4 n). Then, there exists a fully dynamic algorithm B for H(ǫ) on general weighted
graphs whose ratio between the largest and the smallest edge weight is bounded by W .
For the time complexity, let P (m) ≥ m be the pre-processing time of A, S(n) ≥ n an upper
bound on the size of the output graph throughout all updates, and T (n) the amortized update time
of A per deleted edge. Then, the pre-processing time of B is O(P (m)), with amortized update time
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
.
The size of the output graph is bounded by O(S(n log3 n)(1 + ǫ−1) logW ).
In rest of this section is for proving Theorem 4.2. The key tool for proving this is the dynamic
expander decomposition from Theorem 4.3. Then, we use Theorem 4.3 to prove Theorem 4.2 in
Section 4.2.
16
4.1 Dynamic Expander Decomposition
It is known that, given any graph, we can partition the edge set of the graph into parts such
that each part induces an expander. The theorem below shows that we can quickly maintain this
partitioning of edges in a dynamic graph:
Theorem 4.3 (Dynamic Expander Decomposition). For any φ = O(1/ log4m) there exists a
dynamic algorithm against an adaptive adversary, that preprocesses an unweighted graph G in
O(φ−1m log5 n) time. The algorithm can then maintain a decomposition of G into φ-expanders
G1, ...Gt, supporting both edge deletions and insertions in O(φ
−2 log6 n) amortized time. The graphs
(Gi)1≤i≤t are edge disjoint and we have
∑t
i=1 |V (Gi)| = O(n log2 n).
After each update, the output consists of a list of changes to the decomposition. The changes
consist of (i) edge deletions to some graphs Gi, (ii) removing some graphs Gi from the decomposi-
tion, and (iii) new graphs Gi are added to the decomposition.
We first formally show how to obtain the static version of the algorithm in Theorem 4.3. This
is obtained by simply repeatedly applying the algorithm from Theorem 3.1 by [SW19]:
Lemma 4.4. There is a randomised algorithm that, given a graph G = (V,E) with n vertices, m
edges and parameter φ = o
(
1/(logm)3
)
, the algorithm finishes in O
(
(1/φ) ·m log5 n
)
time and
constructs a sequence of graphs G1, . . . , Gt such that the following holds:
• ∑ti=1 |Vi| = O(n logm);
• ⋃ti=1E[Gi] = E[G];
• E[Gi] ∩ E[Gj ] = ∅ for all i, j;
• each Gi is a φ-expander.
Proof. Let G(1) =
(
V (1), E(1)
)
be the initial input graph G with m edges, and we construct the
graph sequence G(2), . . . , G(s) inductively as follows: Given any G(ℓ) for ℓ ≥ 1, we apply Theorem 3.1
to decompose G(ℓ) into Vℓ,1, . . . , Vℓ,kℓ , which satisfies
kℓ∑
j=1
δ (Vℓ,j) = O
(
φ · |E(G(ℓ))| · log3 |E(G(ℓ))|
)
,
i.e., the total weight of the edges that do not belong to G[Vℓ,1], . . . , G[Vℓ,kℓ ] is O
(
φm log3m
)
.
Let E(ℓ+1) be the set of such edges, and G(ℓ+1) be the graph induced by the edge set E(ℓ+1).
To bound the total number of iterations s needed for this process, notice that, as long as φ =
o
(
1/(log |E(G(ℓ))|)3
)
, the total weight of the edges inside each G(ℓ) satisfies
k∑
j=1
δG(ℓ)(Vℓ,j) = O
(
φ · |E(G(ℓ))| log3 |E(G(ℓ))|
)
= o
(
|E(G(ℓ))|
)
,
i.e., comparing with |E(G(ℓ))| the total weight of the edges in G(ℓ+1) decreases by at least a constant
factor, which implies that after s = O(logm) iterations the resulting graph will be an empty one.
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Now let the set of subgraphs G[Vℓ,jℓ ] for 1 ≤ ℓ ≤ s, 1 ≤ jℓ ≤ kℓ be the final output graphs of
the algorithms, and let t be the number of such subgraphs. Since the total number of vertices of
the subgraphs in each iteration is O(n) and there are at most O(logm) iterations, we have that
t∑
i=1
|Vi| = O(n logm),
and the runtime of the algorithm is at most O
(
(1/φ) ·m log5 n
)
. The remaining statements of the
lemma follow by Theorem 3.1.
We want to turn this static algorithm into a dynamic one. For that we require the expander
pruning technique from [SW19], which can be interpreted as a decremental expander algorithm,
i.e. it maintains an expander when the graph receives edge deletions.
Theorem 4.5 (Amortized Expander Pruning, [SW19]). There is a deterministic algorithm, that,
given an access to the adjacency list of a connected multi-graph G = (V,E) with m edges, a sequence
of σ = (e1, . . . , ek) of k ≤ φm/10 online edge deletions and a parameter φ > 0, maintains a vertex
set P ⊆ V with the following properties. Let Gi be the graph G after the edges e1, . . . , ei have been
deleted from it; let P0 = ∅ be the set P at the beginning of the algorithm, and for all 0 < i ≤ k, let
Pi be the set P after the deletion of e1, . . . , ei. Then, the following statements hold for all 1 ≤ i ≤ k:
• Pi−1 ⊆ Pi,
• vol(Pi) ≤ 8i/φ,
• |E(Pi, V \ Pi)| ≤ 4i, and
• If G is a φ-expander, then Gi[V − Pi] a φ/6-expander.
The total running time for the algorithm is O((k logm)/φ2).
By combining Lemma 4.4 and Theorem 4.5 we obtain the following fully dynamic expander
decomposition algorithm. That is, a dynamic algorithm that maintains an edge disjoint decompo-
sition
⋃
iGi = G, where each Gi as an expander.
Proof of Theorem 4.3.
We start by describing the algorithm, then we analyze complexity and correctness.
Algorithm Assume graph G is decomposed into G1, G2, ..., where each Gi contains at most 2
i
edges. During the preprocessing this is obtained by just setting Gi := G for i = logm and setting
all other Gj to be empty graphs.
The idea is to maintain for each Gi an expander decomposition
⋃
j Gi,j = Gi, where each Gj is
a φ-expander. Then
⋃
i,j Gi,j = G is an expander decomposition of G. So for now fix some Gi and
we describe how to maintain the decomposition of Gi.
If some set of edges I is to be inserted into Gi, then we consider two cases: (i) If |E(Gi)∪I| > 2i,
then we set Gi to be an empty graph and insert E(Gi) ∪ I into Gi+1. (ii) If on the other hand
|E(Gi) ∪ I| ≤ 2i, then we perform the expander decomposition of Lemma 4.4 on Gi to obtain a
decomposition of Gi into φ-expanders, so
⋃
j Gi,j = Gi where Gi,j is a φ-expander for all j. We also
initialize the expander pruning algorithm of Theorem 4.5 on Gi,j for all j.
If some edge is to be deleted from Gi, then the pruning algorithm of Theorem 4.5 is notified.
We then prune (i.e. delete) some nodes from Gi according to the dynamic pruning algorithm. All
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edges that are removed from Gi because of these node deletions are reinserted into G1 and handled
like edge insertions (described in the previous paragraph).
Finally, consider edge deletions and insertions to G. When an edge is inserted into G, then we
insert the edge into G1. If an edge is deleted from G, then it is removed from the Gi that contained
the edge.
Complexity We first analyze edge insertions. When inserting some set of edges I into some Gi,
and |E(Gi) ∪ I| ≤ 2i, then the cost is
O(φ−12i log5 n︸ ︷︷ ︸
Lemma 4.4
+ 2i︸︷︷︸
Theorem 4.5
).
Note that when inserting an edge into G (or G1), then it takes 2
i−1 edge insertions until an edge
is inserted into Gi. Thus the amortized cost per edge insertion is O(φ
−2 log6 n).
When deleting an edge from some Gi, the amortized cost is O(φ
−1 log n) by the pruning algo-
rithm Theorem 4.5. On average we remove O(φ−1) edges from Gi because of pruned nodes. These
nodes are inserted into G1 again, and by the previous complexity bound for edge insertions, an
edge deletion thus has amortized cost O(φ−2 log6 n).
Correctness Each Gi,j is a φ-expander by the guarantee of the expander decomposition (Lemma 4.4)
and the expander pruning (Theorem 4.5). As all pruned edges are reinserted into G1, no edge gets
lost and we always have
⋃
i,j Gi,j = G. Further note that for every i we have
∑
j |V (Gi,j)| =
O(|V (Gi)| log2 n) by Lemma 4.4. Thus we have ∑i,j |V (Gi,j)| = O(|V (G)| log3 n).
4.2 Reduction via Dynamic Expander Decomposition
To prove Theorem 4.2, we first prove the version of the theorem in which the input graph is
unweighted. Such a result can be proven by a direct application of the dynamic expander decom-
position Theorem 4.3. Remember that in that setting it suffices to study the case in which the
algorithm only receives edge deletions.
Lemma 4.6. Assume H satisfies (2), and there exists a decremental algorithm A for H(ǫ) on
φ-expanders for any φ = O(1/ log4 n). Then, there exists a fully dynamic algorithm B for H(ǫ) on
general unweighted graphs.
For the time complexity, let P (m) ≥ m be the pre-processing time of A, S(n) ≥ n an upper
bound on the size of the output graph throughout all updates, and T (n) the amortized update time
of A. Then, the pre-processing time of B is O(P (m)), with amortized update time
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
.
The size of the output graph is bounded by O(S(n log3 n)).
If A is a query-algorithm, then so is B.
Proof. We start by describing the algorithm, then analyze the complexity and prove the correctness.
Algorithm We run the dynamic expander decomposition of Theorem 4.3. The output is a
decomposition G =
⋃
iGi where each Gi is a φ-expander. Next, we run algorithm A on Gi to
obtain Hi ∈ H(Gi, ǫ) and we maintain H := ⋃iHi. This graph H is the maintained output of our
dynamic algorithm.
All these graphs are maintained dynamically, so when an edge is deleted from G, we pass that
edge deletion to the dynamic expander decomposition algorithm Theorem 4.3. The decomposition
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might change in the following way: (i) Some Gi is removed from the decomposition. In that case
also remove Hi from H. (ii) Some new Gi is added to the decomposition. Initialize A on Gi to
construct new Hi, and add Hi to the output graph H. (iii) Some edge is removed from Gi. We
pass the edge deletion to algorithm A to update Hi. The graph H is updated accordingly to the
changes performed to Hi.
Complexity The preprocessing costs
∑
i P (|E(G′i)|) ≤ P (
∑
i |E(G′i)|) ≤ P (O(m)), where we
used P (K) ≥ K to move the sum inside and ∑i |E(G′i)| = O(m) as guaranteed by Theorem 4.3.
During each update, at most O(φ−2 log6 n) edges change in the decomposition per update
(amortized). So updating the instances of A costs O((φ−1 log6 n)·T (n)) amortized time per update,
where we used the fact that each Gi has at most n nodes. The amortized cost of initializing A on
some new Gi is bounded by
O
(
P (|E(G′i)|)
|E(G′i)|φ2 log−6 n
)
≤ O
(
P (m)
mφ2
log6 n
)
,
where we used the fact that a Gi with k edges is created after at least φ
2 log−6 k updates, and that
P (k) ≥ k. The total amortized update time is thus
O
(
φ−2 log6 n · T (n) + P (m)
mφ2
log6 n
)
.
The size of the output graph is bounded by∑
i
S(|V (G′i)|) ≤ S(
∑
i
|V (G′i)|) ≤ O(S(n log2 n)),
because
∑
i |V (G′i)| =
∑
iO(|V (Gi)|) = O(n log2 n) by Theorem 4.3.
Correctness Each Gi is always a φ-expander by Theorem 4.3, and therefore we have Hi ∈
H(Gi, ǫ) by guarantee of A. The algorithm always maintains H = ⋃iHi where each Hi ∈ H(Gi, ǫ),
so H ∈ H(G, ǫ) by ⋃iGi = G and property (2).
The extension to weighted graphs now follows directly from splitting the edges based on their
edge weights into powers of eǫ.
Proof of Theorem 4.2. Split the edges into groups [ek·ǫ/2, e(k+1)ǫ/2) to obtain subgraphsG0, G1, ...Gt
with t = O((1 + ǫ−1) logW ). Then run Lemma 4.6 on each subgraph to maintain Hi ∈ H(Gi, ǫ/2)
and the union of these graphs then satisfies H :=
⋃t
i=0 e
(i+1)ǫ/2 ·Hi ∈ H(G, ǫ) by property (1) and
(2).
5 Amortized Reduction to Almost Uniform Degree Expanders
In this section, we strengthen the reduction from Section 4 so that we can assume that the expander
has almost unifrom degree. This is already strong enough to give our main results with amortized
update time. Specifically, it will be used to prove Theorems 1.1 to 1.3 in Part III.
Let H be some graph problem that satisfies the perturbation property (1), union property (2),
and contraction property (3). Formally we define such a decremental algorithm as follows:
Definition 5.1. Let H be a graph problem. We call an algorithm A a “decremental algorithm on
almost-uniform-degree φ-expanders for H(ǫ)”, if for any unweighted n-node graph G
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• A maintains H ∈ H(G, ǫ) under edge deletions to G. In each update the algorithm is given a
set D ⊂ E(G) of edges that are to be removed from G.
• The algorithm is allowed to assume that before and after every update the graph G every node
has degree between Ω(φ∆) and O(φ−1∆), where ∆ is the minimum degree of G during the
initialization.
• The algorithm is allowed to assume that before and after every update the graph G is a φ-
expander.
When algorithm A does not directly maintain H, but it instead has a Query-operation which
returns the graph H, then we call A a query-algorithm.
The main result of this section is as follows:
Theorem 5.2 (Amortized Blackbox Reduction with Uniform Degree Promise). Assume H satisfies
(1), (2) and (3), and there exists a decremental algorithm A for H(ǫ) on almost-uniform-degree
φ-expanders for any φ = O(1/ log4 n). Then, there exists a fully dynamic algorithm B for H(ǫ) on
general weighted graphs whose ratio between the largest and the smallest edge weight is bounded by
W .
For the time complexity, let P (m) ≥ m be the pre-processing time of A, S(n) ≥ n an upper
bound on the size of the output graph throughout all updates, and T (n) the amortized update time
of A per deleted edge. Then, the pre-processing time of B is O(P (m)), with amortized update time
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
.
The size of the output graph is bounded by O(S(n log3 n)(1 + ǫ−1) logW ).
If A is a query-algorithm with query complexity Q(n), then so is B with query time O(Q(n log3 n) logW ).
The outline for how to prove Theorem 5.2 is similar to how we prove Theorem 4.2 in Section 4.
That is, we need a dynamic expander decomposition similar to Theorem 4.3, but now with an
additional guarantee that each expander should have almost uniform degree. With this additional
constraint, we cannot immediately apply the known tools as in the proof of Theorem 4.3 anymore.
We proceed as follows. First, in Section 5.1 we show a static algorithm for partitioning edges of
a graph into expanders with the uniform degree constraint. Second, in Section 5.2 we extend the
expander pruning algorithm [SW19] to incorporate the uniform degree constraint as well. Then, we
combine both tools and obtain the dynamic expander decomposition with uniform degree constraint
in Section 5.3. Given this, it is straightforward to prove Theorem 5.2 in the same way that we did
before for Theorem 4.2.
5.1 Static Expander Decomposition with Uniform Degree Constraint
In this section, we prove the following:
Theorem 5.3 (Static Uniform Degree Expander Decomposition). For any φ = O(1/ log4m) we
can construct for any graph G, in O(φ−1m log6m) time a decomposition
⋃
iGi = G, where each
Gi is a φ-expander and
∑
i |V (Gi)| ≤ O(n log2m). We further obtain a second set of φ-expanders
G′1, ..., G′t, and sets Xv,i ⊂ V (Gi) for v ∈ V (Gi) with the following properties:
• For all i, we obtain Gi from G′i when contracting each Xv,i for v ∈ V (Gi).
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• For all i and u ∈ V (G′i) we have degG′i(u) = Θ(degXv (u)).
• |V (G′i)| = O(|V (Gi)|), vol(Xv,i) = Θ(degGi(v)) and
∑
i |V (Gi)| = O(n log2m).
• max deg(Gi) = O(φ−1min deg(Gi))
To prove Theorem 5.3, we proceed as follows. First, let us prove a more involved variant
of Lemma 4.4. Specifically, Algorithm 5.4 and Lemma 5.5 show that an input graph G can be
decomposed into expanders G1, . . . , Gt, each of which has its average degree close to the minimum
degree. Based on this, we can split these high degree nodes into many smaller degree ones, such that
the minimum and maximum degrees are close to each other. This will finally lead to Theorem 5.3.
Algorithm 5.4 Let G = (V,E) be an n-node graph and φ = o(1/ log3 n) be some parameter.
Further define ∆ to be the maximum degree of G, k = 0 and G0 := G.
We perform the following procedure:
1. Terminate if Gk is an empty graph. Otherwise set s← 0 and let Gk+1 be an empty graph on
the node set V .
2. Repeatedly pick a node v with degGk(v) < ∆/2
k and remove it with its adjacent edges from
the graph Gk. The removed edges are added to Gk+1.
3. The graph Gk now has only nodes of degree at least ∆/2k left. (Or Gk is an empty graph, in
which case we set k ← k + 1 and go back to step 1.)
4. We apply the expander decomposition of Theorem 3.1 to Gks := G
k and obtain a partition of
V into V1, ..., Vt for some t ≥ 1. Let Gks,i := Gks [Vi] for i = 1, ..., t, set s ← s + 1, and remove
the edges of Gks [V1], ..., G
k
s [Vt] from G
k.
5. Go back to step 2 without increasing k.
Lemma 5.5. Let (Gks,i)0≤k,s,i be the subgraphs constructed in step 4 of Algorithm 5.4. Then⋃˙
k,s,iE[G
k
s,i] = E[G], so (G
k
s,i)0≤k,s,i is a decomposition of G. Moreover, Algorithm 5.4 termi-
nates after O(mφ−1 log6m) time and the largest value for s is O(logm). In addition, each Gks,i has
the following properties:
• Gks,i is a φ-expander.
• |E[Gks,i]| ≤ 2∆/2k−1|V [Gks,i]|
• min degGks,i ≥ φ∆/2k
• ∑k,s,i |V (Gks,i)| ≤ O(n log2m).
Proof. Every edge we remove from Gk in step 2 is added to Gk+1, and every edge we remove from
Gk in step 4 is part of some Gks,i. For k > log∆ no more edges are removed from G
k in step 2,
hence every edge must be included in some Gks,i, so
⋃˙
k,s,iE[G
k
s,i] = E[G].
We first analyse the runtime of the algorithm. We will prove that the time until incrementing
k is bounded by O(mφ−1 log5m). The variable k will be incremented up to O(log∆) = O(logm)
times, until no more nodes can be removed in step 2. Thus the total time is O(mφ−1 log6m).
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Removing the nodes in step 2 and moving the edges to Gk+1 takes at most O(m) time. The
decomposition of Theorem 3.1 requires O(mφ−1 log4m) time. Note that only O(φm log3m) edges
are not deleted from Gk, so for φ = o(1/ log3m), we jump at most O(logm) times back to step 2,
until all edges in Gk are removed. This has two implications: (i) we spend a total of O(mφ−1 log5m)
time between two increments of k. (ii) Step 4 is executed at most O(logm) times, so the largest
value for s is bounded by O(logm).
It remains to prove the three statements of the lemma. Our first statement follows directly from
Theorem 3.1. To prove the second statement, we consider the graph Gk before we delete any of its
edges in step 2. All edges of this graph were added in step 2, when the value of the variable k was
k − 1. Because of this, every edge in Gk can be assigned to a node, such that every node has at
most ∆/2k−1 assigned edges: When some node v is removed from Gk−1 and its adjacent edges are
added to Gk in step 2, then we assign these edges to node v. Thus every node has at most ∆/2k−1
assigned edges and thus each Gks,i can have at most ∆/2
k−1|V (Gks,i)| many edges.
For the third statement, let V ks,i := V [G
k
s,i] and u ∈ V ks,i for any s, i, then δGks{V ks,i}({v}) =
degGks,i
(v), becauseGks,i is obtained by decomposingG
k
s via Theorem 3.1. Further, volGks{V ks,i}({v}) =
degGks (v). Since G
k
s,i is a φ expander we have φ ≤ δGks{V ks,i}({v})/volGks{V ks,i}({v}), and thus
degGks,i
(v) ≥ φdegGks (v) ≥ φ∆/2k.
Finally, for the last statement observe that for fixed k, s the graphs Gks,1, G
k
s,2, ... are vertex
disjoint, so
∑
i |V (Gks,i)| ≤ n. As both k and s are bounded by O(logm), we have
∑
k,s,i |V (Gks,i)| =
O(n log2m).
Corollary 5.6. For any φ = O(1/ log4m) we can construct for any graph G in O(φ−1m log6m)
time a decomposition
⋃
iGi = G, where each Gi is a φ-expander, min deg(Gi) ≥ φ|E(Gi)|/(4|V (Gi)|),
and
∑
i |V (Gi)| = O(n log2m).
Proof. Direct implication of Lemma 5.5 when re-indexing the sequence (Gks,i)k,s,i,≥0 to (Gj)j≥0.
Proof of Theorem 5.3.
We start by describing the algorithm and then analyze complexity and correctness.
Algorithm Let G be the input graph. We run the expander decomposition of Corollary 5.6 to
obtain the decomposition
⋃
iGi = G.
Next we want to create a graph G′i for each Gi, so fix some i. Then we run Lemma 3.4 for
∆ = φ−1min deg(Gi) to obtain G′i and the node sets Xv,i.
Complexity Constructing the Gi takes O(φ
−1m log6m) time by Corollary 5.6. Constructing one
G′i takes O(|E(Gi)|) time by Lemma 3.4, so constructing all G′i takes O(m) total time.
Correctness By Corollary 5.6 each Gi is a φ-expander,
⋃
iGi = G, and
∑
i V (Gi) ≤ O(|V (G)| log2m).
By Lemma 3.4 the G′i are Θ(φ)-expanders. We can make sure that all G′i are φ-expanders, by sim-
ply choosing decreasing φ by a constant factor when running the algorithm of Corollary 5.6 and
Lemma 3.4.
We have V (G′i) ≤ 2|V (Gi)|+|E(Gi)|/(φ−1min deg(Gi)) ≤ O(|V (Gi)|) by Lemma 3.4 and Corol-
lary 5.6, and further E(G′i) =
1
2
∑
v∈V (Gi) volG′i(Xv,i) = O(
∑
v∈V (Gi) degGi(v)) = O(|E(Gi)|) and
each node in G′i has degree O(∆) = O(φ−1min deg(Gi)), so max deg(G′i) ≤ O(φ−1min deg(G′i)).
The same claims are true for G′i = Gi where Gi has less than 9 nodes, as the number of nodes
and edges is bounded by O(1).
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5.2 Expander Pruning with Uniform Degree Constraint
Here, we show how to extend Theorem 4.5, so it also guarantees that the minimum degree of the
expander does not decrease too much. The idea is to first prune out low degree nodes and then
perform the expander pruning to maintain an expander. By expansion property we are able to
show that the second pruning does not decrease the degree too much.
Lemma 5.7 (Uniform Degree Expander Pruning). Let G = (V,E) be a φ-expander with m edges
and minimum degree ∆. There is a deterministic algorithm with access to adjacency lists of G,
such that given an online sequence of edge deletions in G, can maintain a pruned set P ⊂ V such
that the following property holds. Let Gi, Pi be the graph and set P after i edge deletions and ∆ be
the minimum degree of G0, i.e. the initial graph before any deletions. We have for all i
1. P0 = ∅, Pi ⊂ Pi+1
2. vol(Pi) ≤ 30i/φ
3. Gi[V \ Pi] is a φ/6 expander or an empty graph.
4. min degGi ≥ φ∆/18.
The total time for updating P0, ..., Pk is O(kφ
−2 logm).
Proof. The algorithm works as follows. Let Gi be the graph G after the ith edge deletion. After
each such edge deletion, we also repeatedly remove all nodes with degree less than ∆/3 until all
nodes have degree at least ∆/3. Let G′i be the resulting graph. We then inform the pruning
algorithm Theorem 4.5 of all the deleted edges and obtain a set of pruned nodes Pi. Instead of
Pi, the actual output of our algorithm will be Qi, which is the union of Pi and all nodes that we
removed because of too small degrees.
For any node v consider the cut when cutting v, then by expansion guarantee
degG′i[V \Pi](v)
min{volG′i{V \Pi}(v), volG′i{V \Pi}(V \ v)}
≥ φ/6.
Here G′i{V \ Pi} is the graph G′i[V \ Pi], except that we add self-loops to each node such that
degG′i(v) = degG
′
i{V \Pi}(v). Thus we have degG′i[V \Pi](v) ≥ ∆φ/18.
Note that a node is only removed after at least 23∆ edge deletions occured. And the removal of
a node is equivalent to ∆/3 edge deletions. Thus we can bound
vol(Qi) ≤ 10i/φ + 10i/φ
∑
k≥0
(
∆/3
2
3∆
)k
= 10i/φ + 10i/φ
∑
k≥0
(
1
2
)k
= 10i/φ + 20i/φ = 30i/φ
Finally, consider the complexity of the algorithm. Per real edge deletion to G, we have on
average 2 further edge deletions because of pruning low degree nodes. Hence the complexity of the
pruning algorithm increases only by a constant factor, which is hidden in the O(·) notation.
5.3 Dynamic Expander Decomposition with Uniform Degree Constraint
By combining the expander decomposition in Theorem 5.3 and the expander pruning algorithm
in Lemma 5.7 with the uniform degree constraint, we prove the variant of the dynamic expander
decomposition (Theorem 4.3), where we obtain expanders of near uniform degree.
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Theorem 5.8 (Dynamic Uniform Degree Expander Decomposition). For any φ = o(1/ log3m)
there exists a dynamic algorithm against an adaptive adversary, that preprocesses an unweighted
graph G in O(φ−1m log5 n) time. The algorithm maintains graphs G1, ..., Gt, G′1, ..., G′t, and sets
Xv,i ⊂ V (G) for all i ∈ [t], v ∈ V (G) with the following properties:
• ⋃iGi = G is a decomposition of G.
• Gi is obtained from graph G′i, when contracting each Xv,i for v ∈ V (Gi).
• Each Gi and G′i is a φ-expander.
• We have min deg(G′i) ≤ max deg(G′i) ≤ O(φ−2)min deg(G′i), and throughout all updates the
minimum degree of each Gi can decrease by at most a factor of O(φ).
• |V (G′i)| ≤ O(V (G′i)) and
∑
i |V (Gi)| = O(n log3m).
• ∑i |E(G′i)| = O(m).
The algorithm supports both edge deletions and insertions in O(φ−3 log7 n) amortized time.
After each update, the output consists of a list of changes to the decomposition. The changes
consist of (i) edge deletions to some Gi and G
′
i, (ii) removing some graphs Gi and G
′
i from the
decomposition, and (iii) new Gi, G
′
i are added to the decomposition.
Proof. The algorithm is similar to Theorem 4.3. The main difference is that we run the uniform
degree expander decomposition of Theorem 5.3 instead of Lemma 4.4.
Algorithm Assume graph G is decomposed into G1, G2, ..., where each Gi contains at most 2
i
edges. During the preprocessing this is obtained by just setting Gi := G for i = logm and setting
all other Gj to be empty graphs.
The idea is to maintain for each Gi the uniform degree expander decomposition
⋃
j Gi,j = Gi
and the graphs G′i,j . So for now fix some Gi and we describe how to maintain the decomposition
of Gi.
If some set of edges I is to be inserted into Gi, then we consider two cases: (i) If |E(Gi)∪I| > 2i,
then we set Gi and G
′
i to be empty graphs and we set Xv,i = ∅ for all v ∈ V . Then we insert
E(Gi) ∪ I into Gi+1. (ii) If on the other hand |E(Gi) ∪ I| ≤ 2i, then we perform the expander
decomposition of Theorem 5.3 on Gi ∪ I to obtain a decomposition Gi =
⋃
j Gi,j , φ-expanders G
′
i,j
and the node sets Xv,i,j for v ∈ V (Gi,j). We also initialize the expander pruning algorithm of
Lemma 5.7 on G′i,j for all j.
If some edge {u, v} is to be deleted from Gi, then that edge also exists in some Gi,j and there
is an edge {u′, v′} in G′i,j with u′ ∈ Xu,i and v′ ∈ Xv,i. We remove these edges from Gi, Gi,j and
G′i,j and the pruning algorithm of Lemma 5.7 is notified of the edge deletion performed to G′i,j .
We then prune (i.e. delete) some nodes from G′i,j according to the dynamic pruning algorithm. All
edges that are removed from G′i,j because of these node deletions might correspond to some edges
from the contracted graph Gi,j . Remove these edges from Gi,j as well and reinsert them into G1
where they are handled like edge insertions (described in the previous paragraph).
If the number of edges if some Gi,j decreased by φK, where K is the number of edges in Gi,j
when it was created, then we remove Gi,j from the decomposition of Gi. And reinsert the edges of
Gi,j into G1.
Finally, consider edge deletions and insertions to G. When an edge is inserted into G, then we
insert the edge into G1. If an edge is deleted from G, then it is removed from the Gi that contained
the edge.
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Complexity The complexity can be analyzed as in Theorem 4.3. The first difference is an extra
logm factor, because Theorem 5.3 is slower than Lemma 4.4 by a logm factor. The second difference
is that we remove and reinsert any Gi,j once φK edges were removed, where K is the number of
edges in Gi,j when it was created. As per edge deletion to G, at most O(φ
−1) edges are removed
from Gi,j via pruning, we know it takes at least Ω(Kφ
2) updates until we remove and reinsert Gi,j .
As the complexity of inserting an edge is O(φ−1 log7 n), and we must insert O(K) edges, we obtain
a total update complexity of at most O(φ−3 log7 n).
Correctness Each G′i,j is a φ-expander by guarantee of the expander decomposition Theorem 5.3
and the expander pruning Lemma 5.7. (Technically they are φ/6-expanders, but we can just choose
a smaller φ.) As Gi,j is obtained from contracting G
′
i,j, the graph Gi,j is also a φ-expander.
As all pruned edges are reinserted into G1, no edge gets lost and we always have
⋃
i,j Gi,j = G.
By Theorem 5.3 and Lemma 5.7 we always have max degG′i,j ≤ O(φ−2min degG′i,j) and the
minimum degree can drop by at most a factor of O(φ) throughout all updates.
After initializing Theorem 5.3 on some Gi, we have |V (G′i,j)| = O(|V (Gi)|) and E(G′i,j) =
O(E(Gi,j)) for all j by Theorem 5.3. Also since at most φ|E(Gi,j)| edges are removed from Gi,j ,
we have E(G′i,j) = O(E(Gi,j)) for all i, j throughout all updates.
Further note that the minimum degree of Gi,j is initially at least φ|E(Gi,j)|/(4|V (Gi,j)|) by
Corollary 5.6. Then during the updates, at most φ|E(Gi,j)| edges are removed from Gi,j , so
we know the number of nodes in Gi,j can only decrease by a constant factor. Thus we have
|V (G′i,j)| = O(|V (Gi)|) for all i, j throughout all updates.
5.4 Reduction via Dynamic Expander Decomposition with Uniform Degree
Constraint
To prove Theorem 5.2, we show the case in which the input graph is unweighted. Such a result
can be proven by a direct application of the dynamic expander decomposition from Section 5.3.
Remember that in that setting it suffices to study the case in which the algorithm only receives
edge deletions.
Lemma 5.9. Assume H satisfies (2) and (3), and there exists a decremental algorithm A for H(ǫ)
on almost-uniform-degree φ-expanders for any φ = O(1/ log4 n). Then, there exists a fully dynamic
algorithm B for H(ǫ) on general unweighted graphs.
For the time complexity, let P (m) ≥ m be the pre-processing time of A, S(n) ≥ n an upper
bound on the size of the output graph throughout all updates, and T (n) the amortized update time
of A. Then, the pre-processing time of B is O(P (m)), with amortized update time
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
.
The size of the output graph is bounded by O(S(n log3 n)).
If A is a query-algorithm, then so is B.
Proof. We start by describing the algorithm, then analyze the complexity and prove the correctness.
Algorithm We run the dynamic expander decomposition of Theorem 5.8. The output is a
decomposition G =
⋃
iGi and graphs G
′
i where each G
′
i is a φ-expander. We further obtain
decompositions
⋃
v∈V (Gi)Xv,i = V (G
′
i) for all i. For any i, the sets Xv,i have the property that
contracting each Xv,i in G
′
i results in graph Gi (i.e. Xv,i represents node v in Gi). Next, we run
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algorithm A on G′i to obtain H ′i ∈ H(G′i, ǫ). Contracting the Xv in H ′i for v ∈ V (Gi) results in
some graph Hi. We maintain H :=
⋃
iHi.
All these graphs are maintained dynamically, so when an edge is deleted from G, we pass that
edge deletion to the dynamic expander decomposition algorithm Theorem 5.8. The decomposition
might change in the following way: (i) Some Gi is removed from the decomposition. In that case
also remove Hi from H. (ii) Some new Gi is added to the decomposition. Initialize A on G′i to
construct new H ′i and Hi and add Hi to the output graph H. (iii) Some edge is removed from
G′i. We pass the edge deletion to algorithm A to update H ′i. The graph Hi and H is updated
accordingly to the changes performed to Hi.
Complexity The preprocessing costs
∑
i P (|E(G′i)|) ≤ P (
∑
i |E(G′i)|) ≤ P (O(m)), where we
used P (K) ≥ K to move the sum inside and ∑i |E(G′i)| = O(m) as guaranteed by Theorem 5.8.
During each update, at most O(φ−3 log7 n) edges change in the decomposition per update
(amortized). So updating the instances of A costs O((φ−3 log7 n)·T (n)) amortized time per update,
where we used the fact that each G′i has at most O(n) nodes. The amortized cost of initializing A
on some new Gi is bounded by
O
(
P (|E(G′i)|)
|E(G′i)|φ3 log−7 n
)
≤ O
(
P (m)
mφ3
log7 n
)
,
where we used the fact that a G′i with k edges is created after at least φ3 log
−7 k updates, and that
P (k) ≥ k. The total amortized update time is thus
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
.
The size of the output graph is bounded by∑
i
S(|V (G′i)|) ≤ S(
∑
i
|V (G′i)|) ≤ O(S(n log3 n)),
because
∑
i |V (G′i)| =
∑
iO(|V (Gi)|) = O(n log3 n) by Theorem 5.8.
Correctness Each G′i is always a φ-expander by Theorem 5.8, and therefore we have H ′i ∈
H(G′i, ǫ) by guarantee of A, and alsoHi ∈ H(Gi, ǫ) by property (3). The algorithm always maintains
H =
⋃
iHi where each Hi ∈ H(Gi, ǫ), so H ∈ H(G, ǫ) by property (2).
Query-Case When A is a query-algorithm, then the graphs H ′i and Hi are not maintained
explicitly. Instead, whenever a query is performed for algorithm B, we perform the query operation
of A for each G′i to obtain a H ′i ∈ H(G′i, ǫ). Then the sets Xv,i are contracted in H ′i to obtain
Hi ∈ H(Gi, ǫ). At last, we return H := ⋃iHi ⊂ H(G, ǫ).
The pre-processing and update time complexity is the same as before. The query complexity is
bounded by
O
(∑
i
Q(|V (G′i)|)
)
≤ O
(∑
i
Q(|V (Gi)|)
)
≤ O
(
Q(
∑
i
|V (Gi)|)
)
≤ O(Q(n log3 n)).
The extension to weighted graphs now follows directly from splitting the edges based on their
edge weights into powers of eǫ.
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Proof of Theorem 5.2. Split the edges into groups [ek·ǫ/2, e(k+1)ǫ/2) to obtain subgraphsG0, G1, ...Gt
with t = O((1 + ǫ−1) logW ). Then run Lemma 5.9 on each subgraph to maintain Hi ∈ H(Gi, ǫ/2)
and the union of these graphs then satisfies H :=
⋃t
i=0 e
(i+1)ǫ/2 ·Hi ∈ H(G, ǫ) by property (1) and
(2).
6 Expander Pruning with Worst-case Update Time
In this section, we present an expander pruning algorithm with worst-case update time for, roughly
speaking, maintaining an expander under edge deletions. This is the crucial primitive for the
blackbox reduction in Section 8 for algorithms with worst-case update time.
Our main result is summarised in Theorem 6.1 below, which is an improvement of [NSW17,
Theorem 5.1] that gives an algorithm for the same purpose. The improvement is twofold: first
of all, our algorithm works in arbitrary graphs and not just on constant degree graphs; secondly,
quantitatively our algorithm dominates [NSW17, Theorem 5.1] in both running time and all quality
guarantees.
Theorem 6.1 (Worst-Case Expander Pruning). There exists a parameter γ = 2O(
√
logm) and a
deterministic algorithm that can preprocess a connected multi-graph G = (V,E) with m edges in
O(m) time so that, given a sequence of σ = (e1, . . . , ek) of k online edge deletions and a parameter
φ ≥ 1/γ, the algorithm maintains an edge set P ⊆ E with the following properties. Let Gi be the
graph G after the edges e1, . . . , ei have been deleted from it; let P0 = ∅ be the set P at the beginning
of the algorithm, and for all 0 < i ≤ k, let Pi be the set P after the deletion of e1, . . . , ei. Then,
the following statements hold for all 1 ≤ i ≤ k:
• Pi−1 ⊆ Pi,
• |Pi| ≤ iγ, |Pi \ Pi−1| ≤ γ,
• Pi = E when i ≥ m/γ.
• If G0 was a φ-expander, then there is a set Wi ⊆ Pi such that Gi−Wi has only one connected
component C which is not an isolated vertex, and C is a (1/γ)-expander.
The worst-case time for updating Pi−1 to Pi is O(γ) for each i.
We will prove a variant of the theorem when we only maintain a set of nodes instead of edges,
which is summarised in Lemma 6.2. But, let’s first show how Lemma 6.2 could be applied to prove
the main result of the section (Theorem 6.1).
Lemma 6.2. There exists a parameter γ = 2O(
√
logm) and a deterministic algorithm such that,
given the adjacency list of a connected multi-graph G = (V,E) with m nodes, a sequence of σ =
(e1, . . . , ek) of k online edge deletions, and a parameter φ ≥ 1/γ as input, the algorithm maintains
a vertex set P ⊆ V with the following properties. Let Gi be the graph G after the edges e1, . . . , ei
have been deleted from it; let P0 = ∅ be the set P at the beginning of the algorithm, and for all
0 < i ≤ k, let Pi be the set P after the deletion of e1, . . . , ei. Then, the following holds for all
1 ≤ i ≤ k:
• Pi−1 ⊆ Pi;
• vol(Pi) ≤ iγ;
• Pi = V when i ≥ m/γ;
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• If G is a φ-expander, then there is a set Q ⊆ P such that Gi[V \Q] is a (1/γ)-expander.
The worst-case time for updating Pi−1 to Pi is O(γ) for each i.
Proof of Theorem 6.1. Given Lemma 6.2, we can prove Theorem 6.1 as follows. Given a graph
G = (V,E) with m edges, we construct in time O(m) a ∆-reduction graph G′ = (V ′, E′) of G where
∆ = 9. So G′ is a constant degree graph and |V ′| = Θ(m). Note that each edge e = (u, v) ∈ E has
a corresponding edge e′ ∈ E′ connecting super-nodes Xu and Xv of G′. We make a pointer between
e and e′ for each e ∈ E. Then, we apply Lemma 6.2 on G′ and maintain a set P ′ ⊆ V ′ of nodes
in G′. Let γ′ = 2O(
√
logm) be the parameter γ in Lemma 6.2 when the input is G′. To maintain a
set P ⊆ E of edges in G, we just let P contain all edges e ∈ E such that the corresponding edge
e′ ∈ E′ is incident to P ′. Now, we prove the correctness.
Let Pi and P
′
i be the sets P and P
′ after the i-th edge deletion. First, P0 = P ′0 = ∅. Next, we
have Pi−1 ⊆ Pi because P ′i−1 ⊆ P ′i . Next, we have |Pi| ≤ vol(P ′i ) ≤ iγ′. Also, when i ≥ m/Θ(γ′),
Pi = E as P
′
i = V . On each step, the algorithm from Lemma 6.2 takes O(γ
′) time. Additionally,
the time for updating Pi from Pi−1 is at most O(1) · |P ′i \ P ′i−1| = O(γ′). This is where we exploit
the fact that G′ has constant degree.
It remains to prove the statement about the expansion guarantee. Suppose G is a φ-expander
where φ ≥ 1/γ, then we know that G′ is also an Ω(φ)-expander by Lemma 3.4. By Lemma 6.2, we
have that there is a set Q′ ⊆ P ′ of nodes in G′ such that G′i[V ′ −Q′] is a (1/γ′)-expander.
We let Q contain all edges e ∈ E such that the corresponding edge e′ ∈ E′ is incident to Q′. Note
that Q ⊆ P . Moreover, Gi[V \ Q] has only one connected component C which is not an isolated
vertex. Observe that this connected component C can be obtained from G′i[V ′ \Q′] by contracting
all nodes in the same super-node. As contraction never decreases conductance and G′i[V ′ \Q′] is a
(1/γ′)-expander, we have that C must be a (1/γ′)-expander. By setting the parameter γ = Θ(γ′)
appropriately, we obtain Theorem 6.1.
Hence, the remaining part of the section is to prove Lemma 6.2. The main idea is to apply
Theorem 4.5 repeatedly as already done in Section 5.2 of [NSW17]. However, our analysis is
arguably cleaner.
Setting up. Before describing the algorithm, we start with some notations. When Theorem 4.5
is given G = (V,E), σ, and φ as the input, we let (X,P ) = Pruneφ(G,σ) denote the output where
X = G[V \ P ] is an φ/6-expander if G initially is a φ-expander.
Let G be an input graph of Lemma 6.2 with m nodes. Let φ ≥ 1/2O(
√
logm) be the conductance
parameter from Lemma 6.2. Throughout the sequence σ = (e1, . . . , ek) of edge deletions, let Gτ
denote the graph after the τ -th deletion and σ[τ,τ ′] = (eτ , . . . , eτ ′). Let G0 be the graph G before
any deletion. Let T = φm/10, ℓ =
⌈√
logm
⌉
and ∆ = T 1/ℓ. For convenience, assume that T is
such that ∆ is a integer. We claim that we can assume the number of edge deletions is at most T ,
i.e., k ≤ T . We will prove this claim at the end.
In our algorithms, there will be ℓ + 1 levels. For each 1 ≤ i ≤ ℓ + 1, let φi = φ/6i. We
maintain a level-i graph Xi and a level-i pruning set P i. Let Xiτ and P
i
τ denote X
i and P i
after the τ -th deletion. We define Xi0 = G0 and X
0
τ = Gτ . For any time step τ < T , we let
Roundi(τ) =
⌊
τ
T/∆i
⌋
· T/∆i be the biggest multiple of T/∆i which is at most τ . Notice that
Roundℓ(τ) = τ , and Round0(τ) = 0 as τ < T .
The algorithm. For each level i ∈ {1, . . . , ℓ}, if τ ≤ T/∆i or τ 6= Roundi(τ), we just define
(Xiτ+1, P
i
τ+1) = (X
i
τ , P
i
τ ). Otherwise, when τ = Roundi(τ) and τ > T/∆
i, we ensure that we have
finished executing
(Xiτ , P
i
τ ) = Pruneφi−1
(
Xi−1τ , σ[max{0,Roundi−1(Roundi−1(τ)−1)}+1,Roundi(τ−1)]
)
.
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For i = ℓ+ 1, for every τ , we execute
(Xℓ+1τ , P
ℓ+1
τ ) = Pruneφℓ
(
Xℓτ , σ[τ,τ ]
)
.
Let P denote our output pruning set and Pτ be the set P after time step τ . P is simply the union
of all P iτ for all i and τ that have been computed. We ensure that when we finished computing P
i
τ ,
we already include P iτ into Pτ . This completes the description of the algorithm. Now, we analyze
the algorithm.
Analysis. For any φ and τ , we say that X is an induced φ-expander of time τ if ΦX ≥ φ and
X = Gτ [U ] for some U ⊆ V . From this definition and by Theorem 4.5, we have the following fact:
Fact 6.3. For any φ, τ, τ ′ where τ ≤ τ ′, suppose that X is an induced φ-expander of time τ and
(X ′, P ′) = Pruneφ(X,σ[τ+1,τ ′]). Then X ′ is an induced φ/6-expander of time τ ′.
Lemma 6.4. Suppose G0 is a φ-expander. Then, for any 1 ≤ τ < T , we have
• for i ∈ {1, . . . , ℓ}, Xiτ is an induced φi-expander of time max{0, Roundi(Roundi(τ)− 1)}.
• for i = ℓ+ 1, Xiτ is an induced φi-expander of time τ . That is, ΦGτ [V (Xℓ+1τ )] ≥ φℓ+1.
Proof. We prove by induction on τ and i. For each i ∈ {1, . . . , ℓ}, if τ ≤ T/∆i, then Xiτ = G0
which is an induced φ-expander of time 0. Now, assume τ > T/∆i, and so Roundi(Roundi(τ) −
1) ≥ 0. When τ 6= Roundi(τ), we have Xiτ = XiRoundi(τ) which is an induced φi-expander of time
Roundi(Roundi(τ)− 1) by induction. When τ = Roundi(τ), we have
(Xiτ , P
i
τ ) = Pruneφi−1
(
Xi−1τ , σ[max{0,Roundi−1(Roundi−1(τ)−1)}+1,Roundi(τ−1)]
)
.
By induction hypothesis, Xi−1τ is an induced φi−1-expander of time max{0, Roundi−1(Roundi−1(τ)−
1)}. By Fact 6.3, Xiτ is then an induced φi-expander of time Roundi(τ−1) = Roundi(Roundi(τ)−1) as
τ = Roundi(τ). When i = ℓ+1, as X
ℓ
τ is an induced φℓ-expander of time max{0, Roundi(Roundi(τ)−
1)} = τ − 1 and (Xℓ+1τ , P ℓ+1τ ) = Pruneφℓ(Xℓτ , σ[τ,τ ]), so we have Xℓ+1τ is an induced φℓ+1-expander
of time τ .
Lemma 6.5. Suppose G0 is a φ-expander. For any τ , there is Qτ ⊆ Pτ where Gτ [V \ Qτ ] is a
2−O(
√
logm)-expander.
Proof. Observe that V − V (Xℓ+1τ ) ⊆ Pτ and ΦGτ [V (Xℓ+1τ )] ≥ φℓ+1 = φ/6ℓ+1. By setting Qτ =
V \ V (Xℓ+1τ ) for each τ , we are done.
Lemma 6.6. The worst-case update time is O((∆ logm)/φ2ℓ ) = O((T
1/ℓ logm)62ℓ/φ2) = 2O(
√
logm).
Proof. For i ≤ ℓ, by Theorem 4.5, the time for executing
(Xiτ , P
i
τ ) = Pruneφi−1
(
Xi−1τ , σ[max{0,Roundi−1(Roundi−1(τ)−1)}+1,Roundi(τ−1)]
)
is at most O
(
T logm
∆i−1φ2i−1
)
and vol(P iτ ) = O
(
T
∆i−1φ2i−1
)
. Additionally, the time for including the
output P iτ into P is O(|P iτ |), and the time for constructing Xiτ = Xi−1τ −P iτ is O(vol(P iτ )). In total,
this takes O
(
T logm
∆i−1φ2i−1
)
.
We will distribute the work above evenly into each time step between time Roundi(τ − 1) + 1
and Roundi(τ). As Roundi(τ) = τ and so Roundi(τ − 1) ≤ τ − T/∆i, the work on each step
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is at most O
(
T logm
∆i−1φ2i−1
)
/(T/∆i) = O(∆ logm/φ2i−1) in worst-case. For i = ℓ + 1, executing
Pruneφℓ(X
ℓ
τ , σ[τ,τ ]), including P
ℓ+1
τ into P , and constructing X
ℓ+1
τ take O
(
logm/φ2ℓ
)
per step.
Hence, the worst-case update time for each time step is
∑ℓ
i=1O(∆ logm/φ
2
i−1) + O(logm/φ2ℓ ) =
O(∆ logm/φ2ℓ) because
∑
i≤ℓ 1/φ2i = O(1/φ2ℓ ).
Lemma 6.7. For any time τ , Pτ−1 ⊆ Pτ and vol(Pτ ) ≤ τ2O(
√
logm).
Proof. It is obvious that Pτ−1 ⊆ Pτ because we never remove any vertex out of P . Next, we bound
vol(Pτ ). Fix i. Let τa = Roundi−1(Roundi−1(τ)− 1). We bound vol(
⋃τa
τ ′=1 P
i
τ ′) and vol(
⋃τ
τ ′=τa P
i
τ ′).
To bound vol(
⋃τa
τ ′=1 P
i
τ ′), observe that if τa > 0, then τa ≥ T/∆i−1. So we assume τa ≥ T/∆i−1.
Between τ ′ ∈ [1, τa], the number of times we compute a new P iτ ′ is O( τaT/∆i ). Each such P iτ has
volume vol(P iτ ) = O((
T
∆i−1
logm)/φ2i−1). So vol(
⋃τa
τ ′=1 P
i
τ ′) = O((τa∆ logm)/φ
2
i−1) = τ2O(
√
logm)
as τa ≤ τ . To bound vol(
⋃τ
τ ′=τa P
i
τ ′), the number of time steps τ
′ ∈ [τa, τ ] we compute a new P iτ ′
is |{τ ′ | τ ′ = Roundi(τ ′)}| = O(∆). Each such P iτ has volume vol(P iτ ) = O((τ logm)/φ2i−1). So
vol(
⋃τ
τ ′=τa P
i
τ ′) = O((τa∆ logm)/φ
2
i−1) = τ2O(
√
logm). Summing up over all i, we are done.
It remains to prove that the assumption that k ≤ T is without loss of generality.
Proposition 6.8. We can assume the number of edge deletions is at most T , i.e., k ≤ T . Also
Pτ = V when τ ≥ m/2O(
√
logm).
Proof. We partition V into sets V1, . . . , VT where |Vi| = γ = 2O(
√
logm). After each step τ , we
artificially add Vτ into P . This does not affect the correctness of any claim above, but additionally,
we have that once τ ≥ m/γ, then Pτ = V . In particular, when τ ≥ T ≥ m/γ, we can just stop our
algorithm as there is nothing to be done further.
7 Extension of Eppstein et al. Sparsification
In this section, we give another crucial primitive for obtaining the blackbox reduction in Section 8
for algorithms with worst-case update time.
Sometimes it is easier to design a dynamic algorithm that is fast on sparse input graphs. In
this section we will show that, as long as the maintained graph satisfies the properties (2) and (5),
the existence of a dynamic algorithm on sparse graphs is sufficient for us to design the one for
dense graphs. Our high-level idea behind this reduction is to sparsify the dense input graph via
a modification of the sparsification technique of [EGIN97]. Remember that any graph problem H
that satisfies (2) and (5) has the following property: Let
⋃d
i=1Gi = G be a decomposition of some
graph G into d subgraphs. Assume we maintain a sparsifier Hi ∈ H(Gi, ǫ) for each i = 1, ..., d,
and additionally a sparsifier H ∈ H(⋃di=1Hi, ǫ). Then, it holds that H ∈ H(G, 2ǫ), because⋃d
i=1Hi ∈ H(G, ǫ) by (2) and H(
⋃d
i=1Hi, ǫ) ⊂ H(G, 2ǫ) by (5). Hence, it is sufficient for us to
assume that the input graph is sparser than the initial input graph G, since every subgraph Gi of
G is clearly sparser than G and the union of every Gi’s sparsifier Hi, i.e.,
⋃d
i=1Hi, is sparser than
G. Applying this reduction technique recursively gives us the following result:
Theorem 7.1. Let N ≥ 1, d ≥ 2 be some fixed parameters and L := ⌈log(N)/ log d⌉. Assume that
H satisfies (2) and (5), and the following holds:
• There exists an algorithm A for H(ǫ) with the property that the ratio between the largest and
the smallest edge weight in the output graph, compared to the one of the input graph, increases
by at most w ≥ 1.
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• The input graph G for algorithm A has n nodes, m edges, and the ratio between the largest
and smallest edge weights is bounded by wWL for some W ≥ 1.
We define T (n,m), R(n), S(n), P (m) as follows:
• P (m) ≥ m is the preprocessing time.
• S(n) ≥ n is an upper bound on the number of edges in the output graph.
• T (n,m) is the update time of A.
• R(n,m) is the recourse.
Then there exists an algorithm B for problem H(ǫ · L) on up to N node graphs4 with ratio between
the largest and the smallest edge weight bounded by W . The output graph size is S with weight ratio
WwL. Algorithm B has update time O(L·R(n, dS(n))L ·T (n, dS(n))) and recourse O(R(n, dS(n))L).
The preprocessing time is bounded by O(LNdP (dS(n))), though if H(ǫ,G) is a set of subgraphs of
G, then the preprocessing decreases to O(LP (m)).
Proof. We will first describe the high level idea: We split the graph G into d equally sized parts
G1, ..., Gd and use the given dynamic algorithm to maintain H1, ...,Hd where Hi ∈ H(Gi, p). Note
that one update to G leads to a single update in only one of the Gi at cost T (n,m/d) and recourse
R(n,m/d). We also maintain H ∈ H(⋃di=1Hi, p) in R(n,m/d) · T (n, dS(n)) time, because ⋃di=1Hi
has dS(n) edges and one update to some Gi leads to R(n,m/d) changes in Hi. This means we now
obtained a new algorithm, which for some G maintains H ∈ H(G, 2p) in R(n,m/d) · T (n, dS(n))
update time. To prove the lemma, the trick is to repeat this recursively by splitting each Gi into
another d smaller graphs.
Constructing smaller graphs. LetG(0,1) := G be the original graph andG(ℓ+1,d(i−1)+1), . . . , G(ℓ+1,di)
the d graphs obtained by splitting G(ℓ,i) into d equal sized graphs. So G(ℓ,i) refers to the ith graph
in level ℓ, i.e., the number of recursions.
Maintaining the graph property. Let L = ⌈log(N)/ log d⌉ be the bottom level, then each G(L,i)
has at mostm/N ≤ n ≤ S(n) edges. We use the given algorithm A to maintain H(L,i) ∈ H(G(L,i), p)
for every 1 ≤ i ≤ dL, and use the same algorithm to maintain H(ℓ,i) ∈ H
(⋃d
k=1H
(ℓ+1,di+k), p
)
for
every 0 ≤ ℓ ≤ L− 1 and 1 ≤ i ≤ dℓ − 1. By induction, we have that
H(ℓ,i) ∈ H
 dL−ℓ·i⋃
j=dL−ℓ·(i−1)
G(L,j), p(L− ℓ)

and thus H(0,1) ∈ H(G, pL), so we are maintaining the property H of G. Note that, as long as the
ratio of the edge weights of G is by W , the ratio of the edge weights of H(ℓ,i) must be bounded by
WwL, as the ratio increases by a factor of w in each level. Moreover, the size of each input graph
given to A is bounded by dS(n), thus every instance of A has update and recourse complexity
T (n, dS(n)), R(n, dS(n)).
4This means the number of nodes must be bounded by N throughout all updates.
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Update Propagation and Complexity. When there is an edge deletion to G, we only have
to traverse the decomposition of G to find the graph G(L,i) that contains the edge that needs
to be deleted, and update that graph accordingly. Likewise, if an edge is added to G, simply
add the edge to some G(L,i) with less than S(n) edges (we can maintain a list of such G(L,i)).
These updates can result in R(n, dS(n)) changes to H(L,i) which means we must now perform
R(n, dS(n)) updates to the algorithm that maintains H(L−1,j) ∈ H(⋃dk=1H(L,dj+k), p) where j
is such that i ∈ [dj + 1, dj + d]. This is repeated recursively, i.e. for every changed edge in
some H(ℓ,i) for some ℓ, i, we perform up to R(n, dS(n)) updates to the algorithm that maintains
H(ℓ−1,j) ∈ H(⋃dk=1H(ℓ,dj+k), p), where j is such that i ∈ [dj + 1, dj + d]. This implies that,
when updating one edge in G, we need to perform up to R(n, dS(n))L updates to the algorithm
maintaining H(0,1), because the number of updates increases by a factor of R(n, dS(n)) for every
level. The update time is thus O(L ·R(n, dS(n))L · T (n, dS(n))).
Pre-processing Complexity. We are left with analysing the pre-processing time. For any ℓ, i
the graph H(ℓ,i) has at most dS(n) edges, so the preprocessing of that graph requires O(P (dS(n)))
time. The total complexity of initialization is thus bounded by
O
(∑
ℓ
∑
i
P (dS(n))
)
= O(LdLP (dS(n))) = O(LNdP (dS(n))).
However, if H(G, ǫ) is a set of subgraphs, then for any fixed ℓ the total number of edges of all
H(ℓ,i), i = 1, ..., dℓ, together is bounded by m, because they are edge disjoint and subgraphs of
G. Let mℓi :=
∑d
j=1 |E[H(ℓ−1,id+j)]| be the size of the graph that is sparsified to H(ℓ,i), then the
pre-processing time of layer ℓ can be bounded by
∑
i≥0
P (mℓi) ≤ P
∑
i≥0
mℓi
 ≤ O(P (m))
since P (m) ≥ m. Hence, the total pre-processing time is O(LP (m)).
8 Worst-Case Reduction to Almost Uniform Degree Expanders
In this section, we finally show how to obtain the black box reduction for dynamic algorithms
with worst-case time. This reduction will allow us to deamortize our main results in Theorems 1.1
and 1.2 formally proved in Part III. Moreover, it is crucial for Theorem 1.4 which shows the first
non-trivial dynamic algorithm for maintaining spectral sparsifiers with worst-case update time.
To show this reduction, we combine are three important tools that we have developed from
previous sections (Sections 5 to 7): (1) the dynamic uniform degree expander decomposition of
Theorem 5.8, (2) the improved expander pruning algorithm with worst-case update time from
Theorem 6.1, and (3) the extension of the sparsification technique from Theorem 7.1.
The reduction for worst-case update time is a bit more complicated than the reductions proven
in Section 4 and Section 5, because we can neither guarantee uniform degrees nor that the graph
stays an expander. We can only guarantee that the degree is initially near uniform, and that the
graphs contains an expander that is not much smaller. This is formalized as follows:
Definition 8.1. Let H be a graph problem. We call an algorithm A a “decremental algorithm on
pruned φ-sub-expanders for H(ǫ)”, if the following holds for any unweighted n-node graph G:
• A maintains H ∈ H(G, ǫ) under edge deletions to G.
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• During the preprocessing/initialization, the algorithm is allowed to assume that the initial
graph G is a φ-expander and for minimum degree ∆ we have max degG(v) ≤ O(1/φ)∆.
• The algorithm is allowed to assume that the ith update (i.e ith edge deletion) also receives as
input a set Pi ⊂ E with |Pi| ≤ 2O(
√
logn). Let P =
⋃
Pi, then there exists a 2
O(
√
logn)-expander
W ⊂ G with G \ P ⊂ W . Further degW (v) ≥ ∆/2 for all v ∈ V (G \ P ), where ∆ is the
minimum degree of G during initialization. (Note that degW (v) may be smaller for nodes
that were completely removed by the pruning.)
The main result is summarized as follows:
Theorem 8.2 (Worst-Case Blackbox Reduction). Assume H satisfies (1), (2), (3), (4), and (5).
We fix some N ≥ 1 and d ≥ 2 such that L := ⌈log(N)/ log d⌉, and assume that there exists
a decremental algorithm A for H(ǫ) on pruned φ-sub-expanders for any φ = O(1/ log4 n). Then,
there exists a fully dynamic algorithm B for H(ǫ ·L) on general weighted on (up to) N node graphs5
whose ratio of largest to smallest weight is W .
For the time complexity, let P (m) be the pre-processing time of A on an input unweighted graph
G with n nodes and m edges, S(n) the size of the output graph after the preprocessing, and T (n)
and R(n) be the worst-case update time and recourse of A and let w ≥W be the ratio between the
largest and the smallest edge weight of the maintained output graph. Then, algorithm B maintains
an output graph of size O˜(S(n)L log(wW )) with weight ratio W (w/ǫ)L. The update time is
(
R(n)O(L) + (R(n)/ǫ)O(L)
)
·
(
T (n) +
P (dS(n) log(wW ))
S(n)
)
,
and the preprocessing time is O˜(NdP
(
dS(n)(1 + ǫ−2) log(wW )
)
). However, if H(G, ǫ) is a set of
subgraphs of G, then the preprocessing decreases to O˜(P (m)(1 + ǫ−2) log(wW )).
In order to prove Theorem 8.2 we start by extending the decremental algorithm on sub-
expanders to a fully dynamic algorithm on general unweighted graphs. The resulting algorithm
has the property that the output graph grows more and more dense with each update, so the
algorithm is only useful for short sequences of updates.
All lemmas throughout this subsection always assume that H satisfies (1), (2), (3), (4), and
(5), and there exists a decremental algorithm A for H(ǫ) on pruned φ-sub-expanders for any φ =
O(1/ log4 n). For this algorithm A the preprcoessing time can be bounded by P (m) ≥ m, the size of
the output graph after the pre-processing is bounded by S(n) ≥ n log n, and T (n), R(n) ≥ 2O(
√
logn)
are bounds for the worst-case update time and recourse of A.
Lemma 8.3. Then, there exists a fully dynamic algorithm B for H(ǫ) on general unweighted graphs.
The pre-processing time of B is O(P (m)), with worst-case update time O(T (n)) and recourse
O(R(n)). After t updates the size of the output graph is bounded by O˜(S(n) + t · R(n)).
Proof. We first describe the algorithm, then we prove the complexity and correctness.
Algorithm During the preprocessing we run Theorem 5.3 to obtain the decomposition
⋃
iGi = G.
We further obtain for each Gi a graph G
′
i of near uniform degree and node sets Xv,i ⊂ V (G′i). Next,
we initialize the pruning algorithm of Theorem 6.1 the assumed algorithm A on each G′i. This way
we obtain graphs H ′i for each G
′
i. When contracting the sets Xv,i in Hi we obtain a graph Hi. At
last, we define H :=
⋃
iHi.
5This means that throughout all updates, the number of nodes is not allowed to be larger than N .
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When performing an edge insertion to G, we add the edge directly to H. If that edge is later
deleted again, we simply remove it from H again.
When deleting an edge {u, v} that was already part of G during the initializaton, then that edge
is contained in some Gi. Then there also exists u
′, v′ ∈ V (G′i) with {u′, v′} ∈ E(G′i). Delete this
edge from G′i and inform the pruning algorithm. The pruning algorithm will prune out another set
of edges from G′i. In addition to that, for every edge {u, v} that is pruned by the pruning algorithm,
we also prune the two additional edges incident to u and and two additional edges incident to v.
Next, we inform the algorithm A of the edge deletion and the pruned edges. Now algorithm A
changes the graph H ′i in some way and we perform the corresponding changes to the graph Hi and
H, so Hi it is still a valid contraction of H
′
i and H =
⋃
iHi.
Correctness By Theorem 5.3 we have that each G′i is a φ-expander of almost uniform degree
during the preprocessing. So A returns H ′i ∈ H(G′i, ǫ). As Gi is obtained from G′i via contracting
the Xv,i for each v ∈ V (Gi), we have that Hi ∈ H(Gi, ǫ) by property (3). Next, we have H =⋃
iHi ∈ H(G, ǫ) by property (2) and
⋃
iGi = G. This property is still true when performing edge
insertions by Lemma B.1. When performing edge deletions, the expander pruning makes sure that
each Gi is still contained in a 2
O(
√
logn)-expander. More accurately, let Pi be the so far pruned
edges by Theorem 6.1, and let P ′i be the edges we pruned so far in addition to that from nodes
incident to Pi. As we prune an extra edge from u and v for every {u, v} ∈ Pi, we have that
Gi \ (Pi ∪ P ′i ) ⊂ Gi \ Pi. As Gi \ Pi is contained in some expander Wi with Gi \ Pi ⊂ W ⊂ Gi
by Theorem 6.1, Gi \ (Pi ∪ P ′i ) must be contained in the same expander W as well. Further, we
have degWi(v) ≥ degGi\Pi(v) ≥ ∆i/2 for all v ∈ V (Gi \ (Pi ∪P ′i )), where ∆i is the minimum degree
of Gi during the preprocessing, because we always prune one additional edge, so the degree in
Gi \ (Pi ∪ P ′i ) decreases twice as fast as in Gi \ Pi.
Complexity Computing the expander decomposition takes O(φ−1m log6m) time. Initializing
algorithm A on each G′i takes
∑
i
P (|E(G′i)|) ≤ P
(∑
i
|E(G′i)|
)
≤ O(P (m))
time. Edge insertions take only O(1) time and edge deletions require
O(T (n)) + 2O(
√
logn) = O(T (n))
time, because each G′i has at most O(|V (Gi)|)) = O(n) nodes by Theorem 5.3. The size of the
graph after the initialization is bounded by
∑
i
S(|V (G′i)|) ≤ S
(∑
i
|V (G′i)|
)
≤ O(S(n log2 n)) = O˜(S(n)),
where we used S(k) ≥ k and ∑i |V (G′i)| = O(n log2 n) by Theorem 5.3. Further, after t updates at
most O(R(n)) edges are added to the graph, so after t updates the size is bounded by O˜(S(n) + t ·
R(n)).
The previous result from Lemma 8.3 showed how to obtain a fully dynamic algorithm whose
output graph becomes denser with each update. We now show that by performing periodic resets,
the size of the output graph can be bounded. However, the resulting update time becomes much
slower on dense input graphs, because one has to pay Ω(m) whenever the graph resets.
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Lemma 8.4. There exists a fully dynamic algorithm B for H(p) on general graphs.
The preprocessing time of B is O(P (m)/ǫ), with worst-case update time
O˜
((
T (n) +
R(n)P (m)
S(n)
)
(1 + 1/ǫ)
)
and recourse O˜(R(n)(1 + 1/ǫ)). The output graph is bounded by O˜(S(n)(1 + 1/ǫ)).
Proof. The high level idea of our algorithm is to run C := 4 + (eǫ/2 − 1)−1 ≈ 4 + 2/ǫ copies
of the algorithm from Lemma 8.3 in parallel. Assuming that Hi ∈ H(Gi, ǫ/2) is maintained for
Gi = G by the ith copy of Lemma 8.3, our algorithm scales every edge of Hi by a factor of
∆ = (3 + (eǫ/2 − 1)−1)−1 and sets H := ⋃Ci=1∆ ·Hi.
When the output Hi of one of the copies grows too large, we will slowly (i.e., a few edges per
update) remove its edges from H. After all edges of Hi are removed from H, then the ith copy
of Lemma 8.3 will be re-initialized by performing the preprocessing on the current input graph G,
and we slowly add the edges of the new Hi to H again. By carefully synchronizing the copies,
the algorithm ensures that only one Hi is removed from H at a time, so H stays in H(G, ǫ) by
Lemma B.2.
The repeated resets ensure that the output never grows too large, and in the mean time the
slow addition/removal of edges from Hi to H ensures that the worst-case update time stays low.
We remark that this strategy above is to avoid adding all the edges of some Hi to H at once, as
this would lead to Ω(S(n)) update time due to the large output size when listing all the edges.
To describe our approach in detail, we call k consecutive steps (edge updates) a cycle, and
we discuss the implementation of the algorithm within one such cycle. As mentioned before, let
Gi = G be the ith copy of G, and Hi ∈ H(Gi, ǫ/2). These C many Hi are updated as in the
following manner, depending on the specific time step within each cycle:
1. For the first (1 −∆) · k steps, G and Gi are updated in the usual way. That is, every edge
insertion and deletion is updated in both Hi and H.
2. For the next k∆/4 edge updates, G and Gi receive the same updates. The algorithm performs
the corresponding edge removals from Hi and H, but anything added to Hi is not added to
H. In addition, the algorithm removes O˜ (S(n)/(kǫ) +R(n)/ǫ) edges of Hi from H. Since the
total number of edges inHi is O˜ (S(n) + k · R(n)) by Lemma 8.3, at the end of (1−∆)·k+k∆/4
steps Hi will be completely removed from H.
3. We know that at the end of (1 − ∆) · k + k∆/4 steps all edges of Hi are removed from H.
At this point, the algorithm applies Lemma 8.3 to recompute a new Hi of Gi in O(P (m))
time, but the overall re-computation spreads out over the next k∆/4 steps. That is, in each
of the k∆/4 steps the algorithm spends O(P (m)(1 + 1/ǫ)/k) time for recomputing Hi. We
remark that Gi will not be updated during this process, and instead the algorithm queues
the performed changes to G.
4. At the end of k(1−∆)+ k∆/4 + k∆/4 = k− k∆/2 steps, the reconstruction of Hi described
above is finished. However, this Hi is in H(Gi, ǫ/2) where Gi is what graph G looked like
k∆/4 steps ago. To catch up to the current input graph G, the algorithm starts to always
perform two queued updates whenever G is updated. At the same time all new updates to G
are also added to the queue. This means after k∆/4 rounds, the graph Gi will be identical
to G again and Hi will again satisfy Hi ∈ H(G, ε/2).
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5. At the end of k−k∆/4 steps, Hi is now a valid element of H(G, ǫ/2). For the next k∆/4 steps
all updates to G are also performed on Gi, and the algorithm adds an edge to H whenever
it adds the edge to Hi. Similarly, for every edge in H, the algorithm removes it from Hi
and H when the deletion of this edge is requested. In addition, for each step the algorithm
adds O˜ (S(n)(1 + 1/ǫ)k +R(n)(1 + 1/ǫ)) edges of Hi to H. Therefore, at the end of k∆/4
additional steps, all edges of Hi are added to H.
6. Combining the items above, we know that at the end of a cycle all of Hi is added to H. The
algorithm goes back to item 1 and starts a new cycle.
We remark that the algorithm runs C copies of Lemma 8.3. To make sure that H ∈ H(G, ǫ), the
algorithm requires each copy to be slightly phase shifted, so that only one of the copies is somewhere
in phase 2 to 5. This can be obtained during the initial preprocessing by having copy i jump to
phase 2 preemptively after ik∆ steps.
It remains to analyze the time complexity of the algorithm. Consider the cost of one cycle
for the ith copy. We know that the update time and recourse for every Hi is O(T (n)) and R(n)
respectively when the ith copy is in phase 1. By observing that we run O(1 + 1/ǫ) many copies
in parallel for phase 1, these term increase by an O(1 + 1/ǫ) factor. At any point in time, there
is also a single copy somewhere in phase 2 to phase 5, for which the worst case update time is
O˜ ((S(n)/k +R(n) + P (m)/k)(1 + 1/ǫ) + T (n)) and the recourse is O˜((R(n) + S(n)/k)(1 + 1/ǫ)).
The size of the output graph is bonded by O˜((S(n) + kR(n))(1 + 1/ǫ)) as the size of each Hi
is bounded by O(S(n) + kR(n)). The statement of Lemma 8.4 is then obtained by using k =
S(n)/R(n) and R(n) ≤ T (n).
Via the classic decomposition of the input graph based on its edge weights, we can extend the
previous result to weighted input graphs.
Lemma 8.5. There exists a fully dynamic algorithm B for H(p) on general weighted graphs whose
ratio between the largest and the smallest weight is W .
The pre-processing time of B is O(P (m)(1+ǫ−2) logW ), with worst-case update time O˜((T (n)+
R(n)P (m)/S(n))(1+1/ǫ)) and recourse O˜(R(n)(1+1/ǫ)). The output graph is bounded by O˜(S(n)(1+
ǫ−2) logW ).
Proof. Split the edges into groups [ek·ǫ/2, e(k+1)ǫ/2) to obtain subgraphs G0, G1, ...Gt with t =
O((1+ ǫ−1) logW ). Then we run Lemma 8.4 on each graph to obtain results Hi ∈ H(Gi, ǫ/2). The
union of the Hi results in H :=
⋃
iHi ∈ H(G, ǫ). The pre-processing time and output size increase
by an O((1+ ǫ−1) logW ) factor, as we have that many different Gi. The update time and recourse
does not change because with each update we modify only a single Gi.
As Lemma 8.5 is only fast on sparse input graphs, we now apply the sparsification technique of
Section 7 to speed-up the result to dense input graphs.
Proof of Theorem 8.2. By Lemma 8.5 there exists an Algorithm C for H(ǫ) on general weighted
graphs whose ratio between the largest and the smallest weight is (wWL). The preprocessing time of
C is O(P (m)(1+ǫ−2)L log(wW )), with worst-case update time O˜((T (n)+R(n)P (m)/S(n))(1+ǫ−1))
and recourse O˜(R(n)(1 + ǫ−1)). The output graph is bounded by O˜(S(n)(1 + ǫ−2)L log(wW )).
We now apply Theorem 7.1 to this algorithm C to obtain B. The preprocessing time of B is
either bounded by
O(LNdP
(
dS(n)(1 + ǫ−2)L log(wW )
)
) ≤ O˜(NdP
(
dS(n)(1 + ǫ−2) log(wW )
)
),
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as L = O˜(1) and P (m) can be assumed to be polynomial time. Alternative, if the sparsifier is a
subgraph, then we can bound the preprocessing time by
O((m+ O˜
(
P (m)(1 + ǫ−2)L log(wW )
)
︸ ︷︷ ︸
Preprocessing of C
)L)
≤ O˜(P (m)(1 + ǫ−2) log(wW )).
The update time is
O˜(L · O˜(R(n)(1 + 1/ǫ))︸ ︷︷ ︸
Recourse of C
L · O˜
((
T (n) +
R(n)P (dS(n))(1 + ǫ−2)L log(wW )
S(n)
)
(1 + 1/ǫ)
)
︸ ︷︷ ︸
Update time of C
)
≤ (R(n)O(L) + (R(n)/ǫ)O(L)) ·
(
T (n) +
P (dS(n)) log(wW ))
S(n)
)
where we use that R(n) ≥ O˜(1) and L ≥ 1.
Part III
Dynamic Sparsifiers
9 Cut Sparsifiers Against an Adaptive Adversary
In this section, we show an adaptive algorithm for maintaining cut sparsifiers with amortized and
worst-case update time:
Theorem 9.1. For any 1 ≤ k ≤ log n, there exists an algorithm that maintains an O(k)-approximate
cut-sparsifier G˜ on any dynamic graph G. The algorithm works against an adaptive adversary
with high probability, has O(m) initialization time, O˜(n1/k) amortized update time and contains
O˜(n logW ) edges.
Note that the amortized update time is polylog(n) when k = log n.
Theorem 9.2. For any 1 < k ≤ √log n/ log log n, there exists an algorithm that maintains an
kO(k)-approximate cut-sparsifier G˜ on any dynamic graph G, that works against an adaptive adver-
sary with high probability, has O˜(m logW ) initialization time, nO(1/k) worst-case update time and
contains O˜(n logW ) edges.
Setting k = log log n/(log log log n)c for some constant c, we obtain the following corollary.
Setting k = 1/0.001, we obtain second corollary.
Corollary 9.3. There exists an algorithm with worst-case update time no(1) logW that maintains
an O(log n)-approximate cut-sparsifier of size n1+o(1) logW against an adaptive adversary.
Corollary 9.4. There exists an algorithm with worst-case update time O(n0.001 logW ) that main-
tains an O(1)-approximate cut-sparsifier of size O˜(n1+0.001 logW ) against an adaptive adversary.
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To prove the above theorems, we apply the reductions from Sections 5 and 8 and work on
decremental unweighted graphs H that have near-uniform degrees and remain φ-expanders. The
main technical result of the section is Theorem 9.5 below which is achieved using a new proactive
sampling approach. Note that, instead of requiring that the input graph H always has the desired
properties, we allow the theorem to work on any H, but only guarantee that the output H˜ is a
cut sparsifier when H is a near-uniform degree expander. After this, we can combine Theorem 9.5
with our black box reduction to get similar results for the more general fully dynamic setting, with
no requirements on H.
Theorem 9.5. Let H be a decremental unweighted graph that satisfies ∆max ≥ ∆min ≥ 80 lognφ for
some fixed 1/φ ∈ (1, n), where ∆max is the maximum degree of the initial graph H. Then, there
exists an algorithm that maintains H˜ ⊆ H along with a weight function w˜ such that
• At any stage, where H has ∆min ≤ min deg(H) and Φ(H) ≥ φ, we have that H˜ weighted by
w˜ is an O(log n)-approximate cut sparsifier of H, and
• the graph H˜ has at most O˜
(
|V (H)|
(
∆max
φ∆min
)2)
edges.
The algorithm can be initialized in O(m) time and has worst-case update time O˜
((
∆max
∆minφ
)3)
. The
algorithm runs correctly with high probability.
The section is organized as follows: Section 9.1 presents the algorithm that achieves bounds of
Theorem 9.5 but with only the amortized update time. Our presented algorithm will be further
analyzed in Section 9.2 with the focus on analyzing the upper bound of the weight of every cut;
within the same subsection we also show how to modify our algorithm to obtain the worst-case
update time. Finally, we combine Theorem 9.5 with our black-box reduction to obtain several the
main results of this section in Section 9.3.
9.1 Algorithm
In this section, we give the description of the initialization and update procedure of our algorithm
with amortized update time. For the ease of presentation, we express an edge sampling probability
as
ρ =
216(α+ 1) log n∆max
∆2minφ
2
,
where α is the constant that controls the exponent in our high probability bound. This probability
ρ is also called compression probability in [BK15b]. We also use a vertex-degree threshold defined
by ζ = φ∆min.
Overview. The algorithm maintains for every vertex v ∈ V (H) a set Sv, which is a subset of
selected incident edges IncH(v) of v, and maintains the cut sparsifier H˜ to be the union of these
selected edges, i.e., H˜ =
⋃
v Sv. The algorithm further gives every sampled edge in H˜ the weight
1/ρ, and these new weights defines the weight function w˜. For convenience, we assume that the
assigned weight for edges not in H˜ is 0.
Initialization. We initialize each set Sv, using the procedure SampleVertex(v,H, ρ) described
in Algorithm 1. This procedure is given a vertex v ∈ V (H) and first empties the set Sv and
then samples every edge in IncH(v) independently and uniformly at random into a collection Sv.
Whilst we use in the analysis that every edge is evaluated one after another, we use for efficiency,
the following efficient subset sampling result, which allows us to sample a subset of edges in time
proportional to the number of edges sampled.
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Algorithm 1: Vertex Sampling.
1 Procedure SampleVertex(v, H, ρ)
2 Sv ← ∅
/* (Implement the loop below using Theorem 9.6). */
3 foreach (u, v) ∈ IncH(v) do
4 Sample Sv by adding each edge independently with probability ρ
Theorem 9.6 (Efficient Subset Sampling, see [Knu97, Dev06, BP12]). Given a universe U of size
n and a sampling probability p. Then, we can compute a set S ⊆ U in worst-case time O(pn log n)
where each element of U is in S with probability p independently. The algorithm succeeds with high
probability.
Edge Deletions and the Sampling Schedule. The algorithm maintains a sampling schedule
Tschedule(u) ⊆ N for each vertex u ∈ V that records at which stages vertex u should be sam-
pled, i.e., at which stage we invoke SampleVertex(u,H, ρ) to replace the current set Su in
the cut sparsifier H˜. We initialize each schedule Tschedule(u) to {0} since we run the procedure
SampleVertex(u,H, ρ) for every u ∈ V to initialize the algorithm.
To process an adversarial deletion of edge (u, v) from H at stage t, we invoke procedure
EdgeDeletion((u, v), t) given in Algorithm 2 which adapts the schedule and executes the sched-
uled sampling procedures. More precisely, the algorithm first adds t, t + 20, t + 21, t + 22, . . . to
both Tschedule(u) and Tschedule(v). Moreover, if the degree of one of them is divisible by ζ (i.e.
every ζ times that an incident edge is deleted to a vertex z), we schedule a vertex resampling for
all of its neighbors at stages t, t + 20, t + 21, t + 22, . . . . While for the current cut-sparsifier only
the updates scheduled for stage t affect H˜ directly, the subsequent updates manifest a proactive
sampling strategy that makes it harder for the adversary to change H˜ to deviate from the promised
approximation bound on all cuts. We further point out that once a degree drop was realized at a
vertex c, we also add the current stage to a set TDegreeUpdate(c). This set serves no direct purpose
in our algorithm but is a bookkeeping device that is of crucial importance to our analysis. Once
the schedule has been updated, all vertex samplings scheduled for the current stage are executed.
Algorithm 2: Handling an Edge Deletion.
1 Procedure EdgeDeletion((u, v), t)
2 foreach z ∈ {u, v} do
3 Add t, t+ 20, t+ 21, t+ 22, t+ 23, . . . to Tschedule(z)
4 if degH(z) is divisible by ζ then
5 Add t to TDegreeUpdate(z) /* used only for analysis */
6 foreach y ∈ N (z) do
7 Add t, t+ 20, t+ 21, t+ 22, t+ 23, . . . to Tschedule(y)
8 foreach v ∈ V where t ∈ Tschedule(v) do
9 Sv ← SampleVertex(v, H, ρ)
10 Adjust H˜ =
⋃
u∈V Su accordingly.
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9.2 Analysis
We analyze the above algorithm in three parts:
1. In Section 9.2.1, we prove a lower bound on the weight of cuts in H˜, i.e., we show that for
every X ⊆ V (H), with high probability we have
|EH(X,X)|/2 ≤ wH˜(EH(X,X)).
2. We provide an upper bound on cuts in H˜, i.e., we show that for every X ⊆ V (H), with high
probability we have
wH˜(EH(X,X)) ≤ O(log n)|EH(X,X)|.
Since it is rather involved to derive the upper bound directly, we first give a simple upper
bound in Section 9.2.2 that provides some intuition about the algorithm and our proactive
sampling approach and provides a first approximation ratio of O˜(∆max/(∆minφ)). We then
improve the upper bound to a logarithmic approximation ratio by refining the analysis in
Section 9.2.3.
3. Finally we show how to tweak the algorithm slightly, and show that the algorithm can obtain
the claimed worst-case update time, the space bound and the guarantees from the bounds 1
and 2 which culminates in a proof of Theorem 9.5.
We point out that the two guarantees on the weight of the cuts in H˜ (weighted by w˜) are only
guaranteed at stages where min deg(H) ≥ ∆min and Φ(H) ≥ φ. We implicitly assume that the
above guarantees are given in our proofs.
Throughout the proofs, we use a superscript to indicate the version of a variable or function,
for example Ht refers to the graph H at the end of stage t. Finally, the following folklore result
will be used in various parts of the proof.
Theorem 9.7 (Folklore Result). It holds for any positive integer n and k that
(n
k
) ≤ ( e·nk )k.
9.2.1 Lower Bound
In this section we establish a lower bound on the weight of any cut in the cut-sparsifier H˜. The
main result is summarized in the following lemma.
Lemma 9.8. Throughout the entire algorithm, we have that for any cut (X,X) at any stage t, we
have
|EHt(X,X)|/2 ≤ w˜t(X,X) (6)
with probability 1− n−α for α > 1.
Proof. The first crucial observation for the proof is that each edge (u, v) has two chances to appear
in the sparsifier H˜: it can be in Su or it can be in Sv. In particular, if (u, v) ∈ Su, then calling
VertexSample(v,H, ρ) cannot remove (u, v) from H˜; the only way it can be removed is via a call
to VertexSample(u,H, ρ)
To prove the lemma, let us first consider a specific cut (X,X), where k = |X| ≤ |X |. The main
focus of our proof is on establishing that constraint (6) is violated for a specific cut (X,X) at a
specific stage t with probability at most n−10αk (this is the result of the final claim in this lemma,
Claim 9.14).
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We can then obtain Lemma 9.8 which stipulates that there exists no cut that violates constraint
(6) by taking the union over the violating events for all cuts and obtain that there indeed does not
exist such a violating cut with probability at most
P
 ⋂
X⊆V
{|EHt(X,X)|/2 ≤ w˜t(EH˜t(X,X))}

≥ 1− P
 ⋃
X⊆V
{|EHt(X,X)|/2 > w˜t(EH˜t(X,X))}

≥ 1− 2 ·
n/2∑
k=1
(
n
k
)
n−10αk ≥ 1− n−α
by using DeMorgan and a simple union bound.
To show that the probability that cut (X,X) violates Constraint (6) at any stage t is at most
n−10αk, we proceed to prove through the following three steps:
1. There is a subset C≥ǫ of the vertices in X that carries at least an (1−ǫ)-fraction of the weight
of the edges in the cut (X,X) in H, for every 0 ≤ ǫ ≤ 1, and
2. if Constraint (6) is violated, then a large number of the vertices in C≥ǫ/4 have sampled an
extremely small fraction of the edges in the cut that they are incident to, and
3. this latter event occurs with extremely small probability.
To make Item 1 more formal, let us define the set C≥ǫ to be the collection of vertices c ∈ X,
such that |EHt({c},X)| ≥ φ∆minǫ. We can then prove that most edges in EHt(X,X) are incident
to a vertex in C≥ǫ.
Claim 9.9. Let ǫ be defined as before, Then, it holds for every stage t that
(1− ǫ)|EHt(X,X)| ≤ |EHt(C≥ǫ,X)|. (7)
Proof. Since k = |X| and every vertex in X has degree at least ∆min(Ht) ≥ ∆min, it holds that the
total volume of X is volHt(X) ≥ k ·∆min. By the definition of conductance, we therefore have that
|EHt(X,X)| ≥ volHt(X) · φ ≥ kφ∆min. (8)
Next, observe that every vertex that is not in C≥ǫ contributes less than φ∆minǫ edges to EHt(X\
C≥ǫ,X). However, since there are at most k vertices in X \ C≥ǫ, we have that
|EHt(X \ C≥ǫ,X)| < kφ∆minǫ. (9)
Combining (8) and (9), we have that at least a (1 − ǫ)-fraction of all edges in the cut has to be
incident to a vertex in C≥ǫ.
Next, let us define the notion of underestimating.
Definition 9.10. For each vertex c ∈ C≥ǫ, stage t and a real number β, we say that c is β-
underestimating at stage t if
w˜t({c},X) ≤ β · |EHt({c},X)|.
We say that c is β-underestimating if there exists a stage t where it is β-underestimating at stage
t.
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We point out that w˜t({c},X) in H˜t is lower bounded by the number of edges in Sc at stage
t time 1/ρ, since an edge (x, y) is in H˜ with weight 1/ρ if it is sampled into either the set Sx or
Sy. For the remaining part of the proof, for each edge (x, y) in the cut with x ∈ X and y ∈ X we
only focus on whether (x, y) is present in Sx, as this is sufficient to establish the lower bound. The
following claim will be used in our analysis.
Claim 9.11. If |EHt(X,X)|/2 > w˜t(X,X), then there are at least η = φk∆min/(8∆max) vertices
C in C≥1/20 that are 3/4-underestimating.
Proof. Assume for contradiction that C, the set of 3/4-underestimating vertices is of size less than
η. Observe that every vertex c in C≥1/20 \ C satisfies at any stage t that
w˜t({c},X) > 3/4 · |EHt({c},X)|
Now, if C was empty, then we could lower bound the number of edges in |EHt(C≥1/20,X)| by
(19/20)kφ∆min using Claim 9.9. To account for the fact that C might not be empty, and at most
η vertices in C could potentially have no incident edges in H˜t. But since the maximum degree is
bounded by ∆max, we have
w˜t(X,X) ≥ (19/20)w˜t(C≥1/20,X) > (19/20)(3/4) · |EHt(C≥1/20,X)| − η ·∆max
> (7/10) · |EHt(C≥1/20,X)| − φk∆min/8
> (1/2) · |EHt(C≥1/20,X)|
≥ |EHt(X,X)|/2,
which leads to a contradiction. Hence, the statement follows.
Let us now prove the final crucial claim where we use the following version of a classic Chernoff
bound.
Theorem 9.12 (Scaled Chernoff Bound). Let Y =
∑
i Yi, where each random variable Yi ∈ [0,W ]
for some W > 0, and {Yi}i are independently distributed. Then, it holds for any 0 < δ < 1 that
P[Y < (1− δ)E[Y ]] ≤ e− δE[Y ]2W .
Claim 9.13. For any subset C ⊆ C≥1/20 of size ℓ, the probability that all vertices in C are 3/4-
underestimated at some stage t is at most n
− 26(α+1)∆max
∆minφ
ℓ
.
Proof. The algorithm proceeds by repeatedly calling SampleVertex(v,H, ρ) for various vertices
v ∈ V . Let c1 be the first vertex in C for which SampleVertex is called, let c2 be the second, and
so on. Note that we could have ci = cj , if a SampleVertex is called twice for some vertex in C.
Let Yi be the boolean random variable that is true if (1) at the time that SampleVertex(v,H, ρ) is
called we have ci ∈ C≥1/20 and (2) after the new Sci is sampled we have that ci is α-underestimating.
We now observe that if ci ∈ C≥1/20 we have
P[Yi | Y0, Y1, Y2, . . . , Yi−1, ci ∈ C≥1/20]
= P
[
w˜t({c},X) < 3/4 · |EHt({c},X)|
]
≤ e−
|E
Ht
({c},X)|ρ
16
≤ e−
φ∆minρ
29
< n
− 27(α+1)∆max
∆minφ ,
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where we use that the sampling of edges incident to c is independent of previous events in the
first step, and therefore the probability is exactly the probability that c is 3/4-underestimating
at the particular stage t. But this in turn is based on |EHt({c},X)| independent edge sampling
experiments that have value 0 or 1/ρ. The first inequality comes from the scaled Chernoff bound
in Theorem 9.12 and finally we use the definition of C≥1/20 which implies that there are at least
φ∆min/20 edges in the set and plug in ρ =
216(α+1) logn∆max
∆2minφ
2 explicitly.
We further note that if ci /∈ C≥1/20, then the probability of Yi is 0 by definition.
Now, note that are clearly at most mn vertices ci, and hence at most mn variables Yi: the
adversary can perform at most m deletions, and, as a very rough upper bound, each deletion can
at most lead to a resampling of each of the ℓ ≤ n vertices in C. We further note that we have
P[at least ℓ of the Yi are true]
≤ P[at least ℓ vertices in C≥1/20 are 3/4-underestimating at time t].
This is straight-forward to see from the fact that if at least ℓ vertices in C≥1/20 are underestimating
at some stage, then for each of them there is a distinct variable Yi that evaluates to true. We thus
have that
P
 ⋃
0≤t≤m
⋂
c∈C≥1/20
{
w˜t({c},X) ≤ 3/4 · |EHt({c},X)|
} ≤ P
 ⋃
I⊆[mn],|I|≥ℓ
⋂
i∈I
Yi

Finally, we can use a union bound and, since we can find a strict time-wise ordering of the
indices in any set I, we can apply the chain rule to obtain
P
 ⋃
I⊆[mn],|I|≥ℓ
⋂
i∈I
Yi
 ≤ ∑
I⊆[mn],|I|≥ℓ
P
[⋂
i∈I
Yi
]
=
∑
i1<i2<···<ik⊆[mn],k≥ℓ
k∏
j=1
P
[
Yij |Yi1 , Yi2 , . . . , Yij−1
]
and since each term P
[
Yij |Yi1 , Yi2 , . . . , Yij−1
]
is upper bounded by n
− 27(α+1)∆max
∆minφ as shown before
(here we can use the law of total probability to condition on a subset of the variables Y1, Y2, . . . , Yi−1),
we can finally obtain
∑
i1<i2<···<ik⊆[mn],k≥ℓ
k∏
j=1
P
[
Yij |Yi1 , Yi2 , . . . , Yij−1
]
≤
(
mn
ℓ
)
ℓ∏
j=1
n
− 27(α+1)∆max
∆minφ .
The last term can be upper bounded by
(
emn
ℓ
)ℓ
n
− 27(α+1)∆max
∆minφ
ℓ
. To see that this is at most
n
− 26(α+1)∆max
∆minφ
ℓ
, note that
( emn
ℓ
)ℓ ≤ n5ℓ by Theorem 9.7 while 27(α+1)∆max∆minφ ℓ > 10ℓ.
It remains to combine the last two claims to finish the proof of the lemma.
Claim 9.14. The probability that at any stage t,
|EHt(X,X)|/2 > w˜t(EHt(X,X))
is at most n−10αk.
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Proof. We have by Claim 9.11 that
P
[
m⋃
t=0
{|EHt(X,X)|/2 > w˜t(X,X)}
]
≤ P
 ⋃
C⊆C≥1/20,|C|≥η
{∃ a stage t where every vertex in C is 3/4-underestimated}

≤
∑
C⊆C≥1/20,|C|≥η
P [∃ a stage t where every vertex in C is 3/4-underestimated]
≤
∑
C⊆C≥1/20,|C|≥η
n
− 26(α+1)∆max
∆minφ
η ≤
(
n
η
)
n
− 26(α+1)∆max
∆minφ
η ≤
(
en
η
)η
· n−
26(α+1)∆max
∆minφ
η
< n−10αk
where the second inequality stems from a union bound, we then use Claim 9.13 to derive the next
inequality, and finally we use Theorem 9.7 and plug in the value of η = φk∆min/(8∆max).
This completes the proof of the lemma.
9.2.2 A Simple Upper Bound on the Approximation
In this section, we give an upper bound on how much H˜ overestimates H. The central to our proof
is the following lemma.
Lemma 9.15. It holds for any stage t, any set of edges E′ ⊆ E(H0), and any ℓ ∈ R+ that
P
[
w˜t(E′) ≥ ℓ
]
≤
(
2e2 lg t · |E′|
ℓ
)ℓρ
where w˜t is the weight function of H˜t that assigns edges in H˜t weight 1/ρ and edges not in H˜t
weight 0.
To explain why the lemma above is the key to our O(log n)-approximation result shown in the
next section, we apply the lemma in a straight forward manner to obtain the following upper bound
result.
Theorem 9.16. At all stages t, we have that H˜ forms an O˜
(
∆max
φ∆min
)
-approximate cut-sparsifier of
H with probability at least 1− n−α for any constant α > 0.
Proof. For any cut (X,X), where k = |X| ≤ |X |, we use Lemma 9.15 on the edges EH0(X,X),
where we set ℓ = 4e2 · lg n · |EH0(X,X)| and obtain that
P
[
w˜t(EH0(X,X)) ≥ 4e2 · lg n · |EH0(X,X)|
]
≤ 2−4e2·lgn·|EH0(X,X)|ρ (10)
Further, we have that X has volume at least k ·∆min and since it forms the smaller side of the cut,
we have by expansion of H that |EH(X,X)| ≥ φ · k ·∆min at any stage under consideration. Thus,
2−4e
2·lgn·|EH0(X,X)|ρ ≤ 2−4e2·lg(n)φ·k·∆minρ ≤ n−(α+2)k (11)
because ρ = 2
16(α+1) logn∆max
∆2minφ
2 . Further, we have
|EH0(X,X)|
|EtH(X,X)|
≤ ∆maxk
φ∆mink
=
∆max
φ∆min
.
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because the k vertices in X have maximum degree ∆max which upper bounds the size of the cut
and the minimum degree of each vertex is ∆min and a φ-fraction of these incident edges is in the
cut by the definition of conductance.
Thus, combining with (10) and (11) it holds with probability at least n−(α+2)k that
w˜t(EHt(X,X)) ≤
∆max
φ∆min
· w˜t(EH0(X,X)) ≤
4e2 · lg n∆max
φ∆min
· |EH0(X,X)|.
It follows that if we use the analysis above for any cut and then use a union bound over all cuts
and stages, we obtain
P
[
At some stage, H˜ is not a
(
4e2∆max
φ∆min
lg n
)
cut-sparsifier of H
]
= P
[
∃t,∃(X,X), w˜t(EH0(X,X)| ≥ 4e2 · lg n · |EH0(X,X)|
]
≤
⋃
0≤t≤m,
1≤k≤n/2,
X⊆V,k=|X|
P
[
w˜t(EH0(X,X)) ≥ 4e2 · lg n · |EH0(X,X)|
]
≤ n−α.
Now we are ready to prove Lemma 9.15.
Proof of Lemma 9.15. Let us begin the proof by formalizing the random process that leads to the
sparsifier H˜t. The algorithm can be viewed as repeatedly performing edge-experiments, each of
which takes some edge (u, v) and adds it to Su with probability ρ. Let Z0 correspond to the first
experiment performed by the algorithm, Z1 correspond to the second one, and etc. We set Zi = 1
if the corresponding edge (u, v) was indeed sampled into Su. Notice that, regardless of the values of
Z0, . . . Zi−1, we have that the probability of Zi to evaluate to true is ρ. Recall that time t′ refers to
the state of the algorithm after t′ adversarial updates, and before t′ + 1 adversarial updates. Each
experiment Zi is concerned with sampling some particular edge (u, v) into a set Sz for z ∈ {u, v}
and occurs at some particular time t′.
For convenience, we introduce the boolean random variables Zt
′
z,(u,v) where z ∈ {u, v} such that
Zt
′
z,(u,v) is true if and only if
• there exists an experiment Zi that is conducted at stage t′ and concerned with sampling the
edge (u, v) into the set Sz, and
• that experiment Zi is successful.
With this set-up in place let us describe how to express the event that an edge (u, v) is in H˜t using
the notation defined so far: if the edge (u, v) is in H˜t then we have that the edge (u, v) is in the
set Su or in the set Sv at stage t, i.e. (u, v) ∈ Stz for some z ∈ {u, v}. Further, in order to be in
such a set Stz there must have been some experiment Z
t′
z,(u,v) that was successful and the set Sz
was not resampled thereafter, i.e. at no stage t′′ after stage t′ and before (or including) stage t was
scheduled in Tschedule(z).
Let us summarize our discussion formally as follows:
{(u, v) ∈ H˜t} = {(u, v) ∈ Stu}
⋃
{(u, v) ∈ Stv}
=

t⋃
t′=0,z∈{u,v}
(
Zt
′
z,(u,v) ∧ 6 ∃t′′ ∈ Tschedule(z), t′ < t′′ ≤ t
) .
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Here, we point out that the set Tschedule(z) is a random set depending on the entire update sequence.
However, as the key to our analysis is to order events time-wise, we henceforth argue about the
event where T t′schedule(z) is in place of Tschedule(z), that is instead of considering the final update
schedule Tschedule(z) for vertex z, we consider only the schedule T t′schedule(z) that the algorithm learnt
during stage t′. It is not hard to observe that
t⋃
t′=0,z∈{u,v}
(
Zt
′
z,(u,v) ∧ 6 ∃t′′ ∈ Tschedule(z), t′ < t′′ ≤ t
) (12)
⊆

t⋃
t′=0,z∈{u,v}
(
Zt
′
z,(u,v) ∧ 6 ∃t′′ ∈ T t
′
schedule(z), t
′ < t′′ ≤ t
) (13)
since the set T t′schedule(z) ⊆ Tschedule(z) and therefore a stage t′ might now be considered even if at
a later stage t′′ (still before or at t) new stages are added to Tschedule(z).
Let us now focus on the second part of the event. To ease the discussion, let us introduce the
concept of u and (u, v)-relevance.
Definition 9.17 (u-relevant). For any vertex u ∈ V , and stage t′, we say that stage t′ is u-relevant
if there exists no index t′′ ∈ T t′schedule(u) with t′ < t′′ ≤ t.
Definition 9.18 ((u, v)-relevant). For any edge (u, v) and stage t′, we say that an experiment Zi
that is evaluated at stage t′′ and concerned with edge (x, y) is (u, v)-relevant if (x, y) = (u, v), t′ = t′′
and t′′ is u-relevant or v-relevant.
The concept of relevance is crucial to our analysis, because an edge (u, v) can only end up in
H˜t as a result of some (u, v)-relevant experiment Zi at time t
′ ≤ t; any experiment that is not
(u, v)-relevant, either does not concern edge (u, v), or it occurs at a non-relevant time t′, in which
case both Su and Sv will be resampled in the time interval (t
′, t], so experiment Zi cannot be the
one responsible for adding edge (u, v) to up in H˜t.
In the next claim, we argue that there is only a small number of u-relevant stages, and therefore
only a small number of (u, v)-relevant experiments for each edge (u, v).
Claim 9.19. For every vertex u, there are at most lg t stages that are u-relevant. Moreover, for
every edge (u, v), there are at most 2 lg t experiments that are (u, v)-relevant.
Proof. We have that for each relevant stage t′ that there is no index t′′ ∈ T t′schedule(u) with t′ < t′′ ≤ t.
Thus, in order to create a relevant stage s′ ≤ t after t′, there has to be an adversarial update that
touches u (either directly by deleting an edge incident to u or indirectly by decreasing the degree
of a neighbor of u), at some stage s, where t′ < s ≤ s′ ≤ t such that s′ is added to Tschedule(u).
But observe that then, Algorithm 2 also adds stages s, s + 20, s + 21, s + 22, . . . to Tschedule(u)
during the same update procedure. This implies that
s′ ≥ s+ 2⌈lg(t−s)⌉−1
since we have that the stage s+ 2⌈lg(t−s)⌉−1 ≤ s + 2lg(t−s) ≤ s+ t− s = t occurs before or at t, so
each stage before s+ 2⌈lg(t−s)⌉−1 cannot satisfy the condition.
But this implies that s′ − t′ ≥ s+ 2⌈lg t−s⌉−1 − t′ ≥ s+ (t− s)/2− t′ ≥ (t− t′)/2 which in turn
implies that between any two relevant stages, the distance between the stage and t halves. But
this upper bounds the number of relevant stages by lg t. The second statement of the claim follows
immediately from the first.
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Equipped with the developed notation and Claim 9.19, we can now lay out the strategy to finish
our proof: we next prove that for every set F ⊆ E′ of edges, the probability that all edges F are in
H˜t is small. Once this proof is established, we can prove our lemma by taking a union bound over
all large sets of edges, and show that no large subset of E′ is contained in H˜t with high probability.
We start this proof by defining the concept of F -relevance which is a straight-forward extension
of (u, v)-relevance.
Definition 9.20 (F -relevant). For any set F ⊆ E′, we say that an experiment Zi is F -relevant if
Zi is relevant for some edge (u, v) ∈ F .
We make two crucial observations. The first observation is that the F -relevance of an experiment
Zi depends only on events that occurred before the experiment Zi was carried out. This follows
since we update the schedule Tschedule(u) for every u before we carry out new experiments at each
stage. Thus, when the experiment is conducted, we can already check whether it is F -relevant.
Observation 9.21. Whether Zi is F -relevant depends on the variables Z0, Z1, . . . , Zi−1 and the
updates issued by the adversary up to stage t′.
But since F -relevance only depends on information that was accessible before the experiment Zi
was evaluated, it is straight-forward to conclude that conditioning on F -relevance does not change
the probability of Zi which is set to true with probability ρ independent of past events.
Observation 9.22. For every experiment Zi,
P[Zi | Zi is F -relevant] = ρ
Then for any fixed set F ⊆ E′, we define a new stochastic process X1,X2, . . . where Xi is the
random indicator variable for the event that
• the adversary performs at least i F -relevant experiments, and
• the i-th F -relevant experiment succeeds.
We now introduce another key observation, which follows from the two above observations.
Here, we use the fact if we reach the i-th F -relevant experiment Zj for some j, then the variables
X1,X2, . . . ,Xi−1 have already been determined, and since each experiment uses fresh randomness,
Zj will be true with probability ρ regardless of the outcomes of X1,X2, . . . ,Xi−1.
Observation 9.23. We have for any i that P[Xi = 1|X1,X2, . . . ,Xi−1] ≤ ρ.
We note a subtlety in the observation above. The outcomes X1, . . . Xi−1 can influence Xi,
because it is possible that the adversary’s strategy is such that if X1, . . . Xi−1 are all true, then
there simply will not be an i-th F -relevant experiment, so Xi will necessarily be 0. That is why we
could not have strict equality in the observation above. But what we do know is that, even if the
i-th F -relevant experiment does occur, its probability of success is at most ρ.
Now we can prove the following claim.
Claim 9.24. For any set F ⊆ E′, the probability that every edge in F is contained in H˜t is at
most (2e lg t · ρ)|F |.
Proof. Letting X1,X2, . . . refer to stochastic process as before, we observe that
{F ⊆ H˜t} ⊆
{∑
i
Xi ≥ |F |
}
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because in order to have |F | edges sampled there have to be at least |F | successful F -relevant
experiments.
Now we observe that, since each experiment that is F -relevant has to be (u, v)-relevant for
(u, v) ∈ F and there are at most 2|F | lg t such experiments by Claim 9.19, it holds that Xi = 0 for
i > 2|F | lg t.
To calculate the probability of the event {∑iXi ≥ |F |} which gives and upper bound on the
desired probability, we can consider all configurations of indices, i.e. all sets of at least |F | indices
that are distinct and in the range [1, 2|F | lg t] and calculate the probability that all variables Xi
with the chosen indices realize to 1. Formally,
P
[∑
i
Xi ≥ |F |
]
= P
 ⋃
k1<k2<···<k|F |
⊆[1,2|F | lg t]
|F |⋂
ℓ=1
Xkℓ = 1
 .
By a union bound, it is straight-forward to obtain that
P
 ⋃
k1<k2<···<k|F |
⊆[1,2|F | lg t]
|F |⋂
ℓ=1
Xkℓ = 1
 ≤ ∑
k1<k2<···<k|F |
⊆[1,2|F | lg t]
P
 |F |⋂
ℓ=1
Xkℓ = 1
 .
Finally, using the chain rule to expand the right-hand terms and using Observation 9.23 to the
product terms (combined with a straight-forward application of the law of total probability), we
obtain the final bound
∑
k1<k2<···<k|F |
⊆[1,2|F | lg t]
P
 |F |⋂
ℓ=1
Xkℓ = 1
 = ∑
k1<k2<···<k|F |
⊆[1,2|F | lg t]
|F |∏
ℓ=1
P
[
Xkℓ = 1 | Xk1 ,Xk2 , . . . ,Xkℓ−1
]
≤
∑
k1<k2<···<k|F |
⊆[1,2|F | lg t]
|F |∏
ℓ=1
ρ =
(
2|F | lg t
|F |
)
· ρ|F |
The bound in our lemma is then obtained by using the Folklore Theorem 9.7.
We can thus finally bound the probability that we were originally interested in by taking a
union bound over all sets F ⊆ E′ of size ℓρ (since each edge is assigned weight 1/ρ in H˜) and
obtain
P[|w˜t(E′) ≥ ℓ] ≤ P
 ⋃
F⊆E′,|F |≥ℓρ
F ⊆ H˜t
 ≤ (2e|E′|
ℓρ
)ℓρ
(e lg t · ρ)ℓρ =
(
2e2 lg t · |E′|
ℓ
)ℓρ
using a union bound, Claim 9.24 and again the folklore result
(n
k
) ≤ ( e·nk )k.
9.2.3 An Improved Upper Bound on the Approximation
Finally, we discuss how to refine our analysis to achieve an O(log n)-approximation. We note that
in the previous upper bound proof, we have at no point exploited that we resample neighbors once
a vertex has lost ζ of its incident edges, as described in Line 4 in Algorithm 2. This is our main tool
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to improve the approximation ratio, since it gives us a way to “restart” a part of the cut sparsifier
where the initial sample is no longer representative of the underlying edge set. The main result of
this section is summarised as follows:
Theorem 9.25. At all stages t, we have that H˜ is an O(log n)-approximate cut sparsifier of H
with high probability, i.e. with probability 1− n−α.
We can derive the above theorem by refining the proof of Lemma 9.15 to obtain the following
result and then by taking a union bound over all stages and cuts, similarly to the way we derived
Theorem 9.16.
Lemma 9.26. For any cut (X,X), k = |X| ≤ |X |, at any stage t, we have that
P
[
w˜t(EHt(X,X)) ≥ 8e lg n|EHt(X,X)|
]
≤ n−8k(α+1). (14)
Proof. Now, in the analysis, we shift our perspective from analyzing events on edges toward an-
alyzing events related to vertices in X. To formalize these events, for any vertex c ∈ X, we use
the set TDegreeUpdate(c) that accounts for how often the degree of c is decreased by a significant
fraction, throughout the course of the algorithm.
More precisely, whenever the degree of c has its degree drop by ζ edges, we enter the if-
statement in Line 4 of Algorithm 2, add the current stage t′ to TDegreeUpdate(c) in Line 5 and
schedule a resampling event for every vertex y in NH(c) for t′, t′ +20, t′ +21, . . . . Let us denote by
T t
′
DegreeUpdate(c) the set TDegreeUpdate(c) at the end of stage t
′. We define the notion of phases.
Definition 9.27. We say that a vertex c ∈ V is in phase j at stage t′′, if |T t′′DegreeUpdate(c)| = j.
Informally, c is in phase j at stage t′′ if up to the end of stage t′′, there were exactly j stages where
a distinct index was added to TDegreeUpdate(c).
Using this new concept, let us introduce new notions of relevance for an experiment that incor-
porates the perspective on vertices and the observation that the edge was sampled within the last
phase of the vertex. We therefore introduce a new notion on relevance that focuses on a vertex c
and a phase j that the vertex is in. We say an experiment is (c, j)-relevant, if it is concerned with
an edge that is incident to c and in the cut (X,X) while the vertex c is in the jth phase.
Definition 9.28 ((c, j)-relevant). For any vertex c ∈ X, and integer j, we say that an experiment
Zi conducted at stage t
′ concerned with edge (u, v) is (c, j)-relevant if
• (u, v) ∈ EHt′ ({c},X), and
• Zt′(u,v) is relevant for (u, v), and
• |T t′DegreeUpdate(c)| = j.
We also generalize this notion to any subset C of X where we use function ι to encode the phase
of concern for each vertex c ∈ C.
Definition 9.29 ((C, ι)-relevant). For any set C ⊆ X, and function ι : C 7→ N that maps any
vertex c ∈ C to an integer ι(c), we say that an experiment Zi is (C, ι)-relevant if there is a vertex
c ∈ C such that Zi is (c, ι(c))-relevant.
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As before in Section 9.2.2, we also make some observations regarding each variable Zi in regard
to the new notions of relevance. We first observe that for an experiment Zi, we can test (c, j)-
relevance using the information from experiments Z0, Z1, . . . , Zi−1 and the adversarial updates up
to the stage during which Zi is executed. To see this observe that from the adversarial updates up
to the current stage, we can construct all schedules TSchedule(u) for any u ∈ V and therefore check
which edge (x, y) the experiment Zi is concerned with before the experiment is conducted. Thus,
we can also check whether the edge is in EHt′ ({c},X) straight-forwardly. By Observation 9.21, we
also have that (u, v)-relevance can be determined from this information. Finally, we point out that,
since the experiment is conducted at the stage t′ after the schedule for stage t′ was constructed in
Algorithm 2, we can certainly determine whether |T t′DegreeUpdate(c)| = j. We summarize our result
as follows.
Observation 9.30. Whether Zi conducted at stage t
′ is (c, j)-relevant depends only on the variables
Z0, Z1, . . . , Zi−1 and the updates issued by the adversary up to stage t′.
Further, similarly to Observation 9.22, we can establish that an experiment conditioned on the
fact that it is (c, j)-relevant has success probability ρ. This follows since the outcome, which is de-
termined by fresh random bits, evaluates to be true with probability exactly ρ, and the information
encoded by the conditioning statement, which concerns past events, cannot encode the outcome of
the sampling step.
Observation 9.31. We have for every experiment Zi that
P[Zi | Zi is (c, j)-relevant] = ρ
Next, let us consider any fixed function ι that maps every vertex in X to some arbitrary integer
in [0,m]. We then define a new stochastic process Y ι1 , Y
ι
2 , . . . where Y
ι
i is the random indicator
variable for the event that
• the adversary performs at least i (X, ι)-relevant experiments, and
• the i-th (X, ι)-relevant experiment succeeds.
By the previous two observations, we immediately derive the following insight.
Observation 9.32. We have for any i that P[Yi = 1|Y1, Y2, . . . , Yi−1] ≤ ρ.
Using this set-up, let us define some events of particular interest. Let ι be an arbitrary function
as defined above and ℓ an integer, then we denote by E ιℓ the event that
• ∑i |Y ιi | ≥ ℓ, and
• for every vertex c ∈ X, we have that c is in phase ι(c) at stage t.
Further, define Eℓ =
⋃
ι E ιℓ , i.e. the event that there exists a function ι such that E ιℓ occurs.
Claim 9.33. For any ℓ ≥ 0, the event {|EH˜t(X,X)| ≥ ℓ} is a subset of the event Eℓ.
Proof. Observe first that at time t there exists a unique function ι that satisfies the second require-
ment of event E ιℓ , namely, that for every vertex c ∈ X, we have that c is in phase ι(c) at stage t.
Further, we observe that when a vertex c enters the last phase ι(c), then every edge in EH˜t({c},X)
is resampled as can be verified from inspecting Algorithm 2. Thus, the experiment that sampled
an edge (u, v) ∈ EH˜t({c},X) into the cut-sparsifier is (c, ι(c))-relevant. Thus, every edge sampled
into the sparsifier in the cut (X,X) is (X, ι)-relevant. It is clear that in order to have at least ℓ
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edges in the cut (X,X) sampled into the sparsifier H˜t, we must have at least the same number of
successful (X, ι)-relevant experiments, and therefore at least that many indicator variables Y ιi that
evaluate to 1.
Next let us prove the following claim.
Claim 9.34. It holds for any function ι and integer η that
P[E ιℓ ∩ {|EHt(X,X)| = η}] ≤
(
4e|EHt(X,X)| lg t
ℓ
)ℓ
ρℓ.
Proof. We claim that if there are more than η′ = 4η · lg t experiments that are (X, ι)-relevant, then
we cannot have that every vertex c is in phase ι(c) at stage t and that |EHt(X,X)| = η. Thus, in
this case, the probability of the event is 0.
To see this, we first observe that at any stage, the number of edges in the cut (X,X) is at least
φ∆mink since the volume of X is at least ∆mink. Now, let us consider for every vertex c ∈ X,
the edges in EH({c},X) at the stage where the vertex enters phase ι(c). We observe that only
edges that are present at that stage can be sampled in an experiment that is (c, ι(c))-relevant, by
definition. Since we are still in phase ι(c) at stage t and the number of vertices in X is at most k,
we conclude that the number of such edges is at most |EHt(X,X)|+ kζ.
By our previous observation and the fact that ζ = φ∆min, we thus have that at most 2|EHt(C≥ǫ,X)|
such edges exists. By Claim 9.19, we further have that there can be at most 2 lg t experiments for
every such an edge (u, v) that are (X, ι)-relevant, since every experiment that is (X, ι) relevant is
(u, v)-relevant. Thus, the total number of (X, ι)-relevant experiments can be at most η′ = 4η · lg t,
since otherwise the event certainly does not occur in which case the upper bound is trivially given.
Otherwise, we have that
P[E ιℓ ∩ {|EHt(X,X)| = η}] ≤ P[
η′∑
i=1
|Y ιi | ≥ ℓ].
Following the analysis in Claim 9.24, we obtain
P[
η′∑
i=1
|Y ιi | ≥ ℓ] = P
 ⋃
k1<k2<···<kℓ
⊆[1,η′]
ℓ⋂
ℓ=1
Y ιkℓ = 1

≤
∑
k1<k2<···<kℓ
⊆[1,η′]
ℓ∏
ℓ=1
P[Y ιkℓ = 1 |Y ιk1 , Y ιk2 , . . . , Y ιkℓ−1 ]
≤
(
eη′
ℓ
)ℓ
ρℓ
where we use the chain rule, a union bound and Observation 9.32 in the first inequality and
Theorem 9.7 in the second. We derive the final bound by plugging in the value of η′.
This claim enables us to finish the proof of the lemma. We set ℓ′ = 16e lg n|EHt(X,X)| and
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observe that
P
[
w˜t(EHt(X,X)) ≥ ℓ′
]
= P
[
|EH˜t(X,X)| ≥ ℓ′ρ
]
≤ P
 ⋃
η∈[φk∆min,k∆max]
Eℓ′ρ ∩ {|EHt(X,X)| = η}

= P
 ⋃
η∈[φk∆min,k∆max]
(∪ιE ιℓ′ρ) ∩ {|EHt(X,X)| = η}

= P
 ⋃
η∈[φk∆min,k∆max]
any choice of ι
E ιℓ′ρ ∩ {|EHt(X,X)| = η}

where we first use that the edge weight in the cut sparsifier is 1/ρ and derive the inequality by
Claim 9.33 and the insight that |EHt(X,X)| has to be of size η ∈ [φk∆min, k∆max] for some η
since each of the k vertices in X has maximum degree ∆max and minimum degree ∆min where
a φ-fraction of the total edges is in the cut (X,X) since we have conductance at least φ and by
Claim 9.9. This last insight allows us to invoke the law of total probability to derive that summing
over the values of η we include every possible event. Finally, we expand along the definition of Eℓ.
We then apply a union bound and use Claim 9.34 to derive
P
 ⋃
η∈[φk∆min,k∆max]
any choice of ι
E ιℓ′ρ ∩ {|EHt(X,X)| = η}

≤
∑
η∈[φk∆min,k∆max]
any choice of ι
P
[
E ιℓ′ρ ∩ {|EHt(X,X)| = η}
]
≤
∑
η∈[φk∆min,k∆max]
any choice of ι
(
4e|EHt(X,X)| lg t
ℓ′ρ
)ℓ′ρ
ρℓ
′ρ
≤ mk+1
(
4e|EHt(X,X)| lg t
ℓ′ρ
)ℓ′ρ
ρℓ
′ρ ≤ mk+1
(
4e|EHt(X,X)| lg t
ℓ′
)ℓ′ρ
where we use in the second last step that there are at most m stages, and therefore every vertex in
X can be in at most m phases. There are at most k vertices in X, so there are at most mk maps
ι. Further there are at most m choices of η.
We remind the reader that ℓ′ = 16e lg n|EHt(X,X)| and ρ = 2
16(α+1) logn∆max
∆2minφ
2 . Thus, we finally
obtain
mk+1
(
4e|EHt(X,X)| lg t
ℓ′
)ℓ′ρ
≤ mk+1
(
8e|EHt(X,X)| lg n
16e lg n|EHt(X,X)|
)ℓ′ρ
≤ mk+12−ℓ′ρ ≤ mk+12−16ek lgn(α+2)
≤ mk+1n−8ek(α+2) ≤ n−16k(α+2).
and we finally use that |EHt(X,X)| ≥ k∆minφ, and since ρ ≥ 1/∆min we have ℓ′ρ ≥ k · 8e lg t. This
implies the desired result.
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9.2.4 Putting it all together
An Algorithm for Worst-Case Update Time. Let us first consider to use Algorithm 3 in
place of Algorithm 2. The difference between the two algorithms is constituted in the change that
before, a vertex z ∈ {u, v} would enter the for-each loop every ζ times an incident edge was deleted
and schedule a vertex update for each of its neighbors (for the stages t, t+20, t+21, t+22, t+23, . . . ).
In the new algorithm, after every edge deletion we reschedule a few neighbors of z only (again
for the stages t, t+ 20, t+ 21, t+ 22, t+ 23, . . . ). Thus, instead of spending all time for resampling
at once, we spread updates in round-robin scheduling fashion. After ζ edges incident to a vertex
are removed, it is clear that all its neighbors have been rescheduled. Thus, since the last point in
which all neighbors were resampled, at most ζ edges have been deleted incident to z. Carefully
studying the proof of Claim 9.34, the upper bound still applies to this algorithm and the same is
true for the lower bound.
Algorithm 3: Handling an Edge Deletion.
1 Procedure EdgeDeletion((u, v), t)
2 foreach z ∈ {u, v} do
3 Add t, t+ 20, t+ 21, t+ 22, t+ 23, . . . to Tschedule(z)
4 i← degH(z) mod ζ.
5 foreach j ∈ [0, ⌈∆max/ζ⌉] do
6 Let y be the (i · ⌊∆max/ζ⌋+ j)th vertex in N (z)
7 Add t, t+ 20, t+ 21, t+ 22, t+ 23, . . . to Tschedule(y)
8 foreach v ∈ V where t ∈ Tschedule(v) do
9 Sv ← SampleVertex(v, H, ρ)
Analyzing Running Time and Size. Further, we now have that at each stage there are at most
O(∆max lognζ ) = O(
∆max logn
∆minφ
) vertices scheduled for resampling, since at each stage t, the algorithm
schedules at most O( ∆max∆minφ) for any given stage t, t+ 2
0, t+ 21, t+ 22, . . . , one for each iteration of
the foreach-loop in Line 5. But since all updates scheduled at a stage t′ were issued during stages
t′, t′ − 20, t′ − 21, t′ − 22, . . . the upper bound applies. Finally, we observe that each invocation of
SampleVertex(v,H, ρ) can be implemented in worst-case time O(ρ∆max log n) by Theorem 9.6
where ρ = 2
16(α+1) logn∆max
∆2minφ
2 . Thus, the total worst-case update time is
O
(
∆max log n
∆minφ
)
·O(ρ∆max log n) = O
((
∆max log n
∆minφ
)3)
.
We also point out that it is straight-forward by a simple Chernoff bound to derive that for every
vertex u ∈ V (H), every set Su at any stage is of size O(ρ∆max log n) w.h.p. But since there are
|V (H)| vertices in H, the total size of the cut-sparsifier is bounded by O
(
n
(
∆max logn
∆minφ
)2)
with
high probability.
Approximation Ratio and Success Probability. Since further upper and lower bounds from
Lemma 9.8 and Theorem 9.25 still hold, we can multiply the weights of H˜ and derive Theorem 9.5.
We observe that the probability of correctness of at least 1−n−α can be derived by replacing α by
2α in the value of ρ which does not affect the asymptotic udpate time.
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An Extension to Low Approximation Ratios. Finally, we also point out that by resampling
a vertex u after an edge (u, v) was deleted at stage t, at stages t and t+ (1 + ǫ)i for every i, where
we can choose ǫ very small, we can improve the approximation ratio of the cut sparsifier since we
can prove that there are O(1ǫ lg t) many u-relevant stages by following the proof of claim. This
in turn gives an O(log1/ǫ t)-approximation ratio for our cut-sparsifier by following the remaining
proofs. The worst-case update time of this modified algorithm is O
((
∆max lg t
∆minφǫ
)3)
. We thus derive
the following theorem by setting ǫ = n−3/k which generalizes Theorem 9.5.
Theorem 9.35. Given a decremental unweighted graph H, and fixed values 1φ ∈ (1, n),∆max ≥
∆min ≥ 80 lognφ , 1 < k < log n, such that the initial graph H has maximum degree ∆max. Then,
there exists an algorithm that maintains H˜ ⊆ H along with a weight function w˜ such that
• At any stage, where H has ∆min ≤ min deg(H) and Φ(H) ≥ φ, we have that H˜ weighted by
w˜ is a O(k)-approximate cut sparsifier of H, and
• the graph H˜ has at most O˜
(
|V (H)|
(
∆max logn
φ∆min
)2)
edges.
The algorithm can be initialized in O(m) time and has worst-case update time O˜
((
∆max logn
∆minφ
)3
n1/k
)
.
The algorithm runs correctly with high probability, i.e. with probability 1−n−α for any fixed constant
α > 0.
9.2.5 Extending the Algorithm for “pruned φ-sub-expanders"
So far, we have established Theorem 9.5, i.e. we have given a decremental algorithm A which
can maintain a cut-sparsifier on a almost-uniform-degree φ-expander. Thus, algorithm A satisfies
Definition 5.1, and it is therefore straight-forward to extend it to an amortized algorithm for general
graphs which is part of the next section.
However, this will not be sufficient to obtain an algorithm for general graphs with low worst-case
update time. In order to use the reduction from Theorem 8.2, the algorithm A has to work on
pruned φ-sub-expanders as described in Definition 8.1. In this section, we show that our algorithm
A already satisfies Definition 8.1 if it just deletes the edge set Pt at stage t from G and adds it to
H˜ which only incurs a subpolynomial increase in the running time and a small additive term in the
size of the sparsifier. We prove the following lemma.
Lemma 9.36. Given a decremental unweighted graph H and an increasing edge set P (where
P is initially empty and grows at stage t by Pt of size at most 2
O(
√
logn)), and fixed values 1φ ∈
(1, n),∆max ≥ ∆min ≥ 80 lognφ , 1 < k < log n, such that the initial graph H has maximum degree
∆max. Then, there exists an algorithm that maintains H˜ ⊆ H along with a weight function w˜ such
that
• At any stage, where H has ∆min ≤ min deg(H) and Φ(H) ≥ φ, we have that H˜ weighted by
w˜ is a O(k)-approximate cut sparsifier of H, and
• the graph H˜ has at most O˜
(
|V (H)|
(
∆max logn
φ∆min
)2
+ |P |
)
edges.
The algorithm can be initialized in O(m) time and has worst-case update time
2O(
√
logn) · O˜
((
∆max log n
∆minφ
)3
n1/k
)
.
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The algorithm runs correctly with high probability, i.e. with probability 1−n−α for any fixed constant
α > 0.
Proof. Let us consider that the algorithm from Theorem 9.5 is run with the above parameters and
processes at each stage t the adversarial edge deletion to H and the deletion of the edges in Pt and
thereafter adds all edges in Pt to H˜ for the rest of the algorithm. It is straight-forward to obtain
the size bound and running time stated by the proof in Section 9.2.4.
However, lower and upper bound proofs are clearly affected by the fact that the algorithm runs
on the graph H \ P . This is since H \ P might not be an expander or satisfy the min-degree
lower bound of ∆min at some times. However, the graph H still satisfies these guarantees and this
will in fact give even stronger lower and upper bounds. To see this, fix a specific cut (X,X) and
observe that lower and upper bound essentially use the concentration achieved by the edge sampling
experiments of edges in the cut (X,X). But in our new algorithm, we can now include the edges in
P that are in the cut (X,X) as experiments with unit weight into H˜ that succeed with probability
1. Since the amount of overestimation/underestimation is the same, but each of these edges in P
does not contribute to the error we must thus have that the remaining edges deviate even more from
the average. More precisely, for the lower bound proven in Section 9.2.1, the only claim affected is
Claim 9.13 where we took a Chernoff bound to upper bound the probability that a specific vertex
c ∈ C≥1/20 at some stage t is 3/4-underestimating with probability at most n−
26(α+1)∆max
∆minφ
ℓ
.
To derive this bound we used the scaled Chernoff bound from Theorem 9.12 and the definition
of C≥1/20 which implies that there are at least φ∆min/20 edges in the set EHt({c},X). But we
notice that, if we let each edge in EHt({c},X) ∩ P be sampled in an experiment with probability
1 (which also means these experiments are independent of the sampling step at the vertex), we
obtain the exact same upper bound. The rest of the proof is a straight-forward extension.
For the upper bound, considering the stochastic process Z0, Z1, . . . , we observe that there could
only be less (u, v)-relevant experiments since edges in P are now removed from the graph H \P that
the algorithm operates on while the guarantees on H remain unchanged. Thus, in the final proof of
Claim 9.34 the probability upper bound still applies and everything goes through, giving the same
upper bound on H˜ \ P for H. But the edges in P are added with unit weight and can therefore at
most add for each cut, the weight of the cut. Thus, we obtain again an O(k) approximation.
9.3 Applying the Black Box Reduction
In this section, we first state that the graph problems of maintaining a cut-sparsifier fits the frame-
work of a graph problem defined in Part II. The proof can be found in Appendix A
Lemma 9.37. Let H(ǫ,G) be the set of all valid eǫ-approximate cut-sparsifiers of G. Then H
satisfies (1), (2), (3), (4), and (5) from Part II.
Using this lemma, we can now derive our first main result from Theorem 9.1: an amortized
adaptive algorithm that maintains an O(k)-approximate cut-sparsifier.
Proof of Theorem 9.1
Proof. We invoke Theorem 5.2 with φ = 1/ log4 n and have by Lemma 9.37 that the required
graph properties are given, and by Theorem 9.35 there is an algorithm A that maintains an O(k)-
approximate cut-sparsifier on decremental (1/ log4 n)-expanders with preprocessing time O(m), size
bounded by O˜(n) and worst-case by O˜(n1/k) (here we use that by Definition 5.1 the degrees in the
graph that the algorithm A is run upon are at all times in [c1 ·∆φ, c2 ·∆/φ] for some constants c1, c2
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and ∆). Thus, the preprocessing time of the final algorithm is O(m), and the worst-case update
time O˜(n1/k) and the size of the output graph is O˜(n logW ).
Next, we show that our algorithm from Section 9.2.4 can be extended to an algorithm for
cut-sparsifiers with bounded worst-case update time for general weighted graphs which proves
Theorem 9.2
Proof of Theorem 9.2
Proof. We can now simply use the algorithm from Lemma 9.36 with approximation k2 = e2 log k in
the black box reduction (c.f. Theorem 8.2) where we set N = n, d = n1/k, and L = ⌈k⌉ and choose
φ = 1/ log4 n.
Thus, we obtain an algorithm to maintain cut-sparsifiers for general weighted graphs on n
nodes, and aspect ratio W , with approximation ratio eO(log k)·L = kO(k) with preprocessing time
O˜(m logW ) and size O˜(n logW ), and worst-case update time(
nO(1/
√
logn) · O˜
((
∆max log n
∆minφ
)3
n1/k
2
))O(L)
· (1 + O˜(n1/k logW ))
= (log n)O(k) · nO(1/
√
logn · n1/k · nO(1/k) logW
= nO(1/k) logW
where we bound the recourse by our worst-case update time (each edge is update explicitly in H˜ so
the bound on the running time must subsume the number of edge updates) and the upper bound
on k to conclude that (log n)O(k) = nO(1/k) for all valid choices of k.
10 Spanners and Spectral Sparsifiers Against an Adaptive Adver-
sary
In this section, we show that adaptive algorithm for both spanners and spectral sparsifiers follows
easily from our adaptive algorithms for cut sparsifiers. The results are formally summarized as
follows:
Theorem 10.1. There exists an algorithm that maintains an polylog(n)-approximate spanner G˜
on any dynamic graph G. The algorithm works against an adaptive adversary with high probability,
has O(m) initialization time, O(polylog n) amortized update time and contains O˜(n logW ) edges.
Theorem 10.2. For any 1 ≤ k = O(√log n), there exists an algorithm that maintains an logO(k) n-
approximate spanner G˜ on any dynamic graph G. The algorithm works against an adaptive adver-
sary with high probability, has O˜(m logW ) initialization time, O˜(n1/k) worst-case update time and
contains O˜(n logW ) edges.
Theorem 10.3. There exists an algorithm that maintains an O(polylog n)-approximate spectral
sparsifier G˜ on any dynamic graph G. The algorithm works against an adaptive adversary with
high probability, has O(m) initialization time, O(polylog n) amortized update time and contains
O˜(n logW ) edges.
Theorem 10.4. There exists an algorithm that maintains, for any given parameter k ≥ 1, an
logO(k) n-approximate spanner G˜ on any dynamic graph G. The algorithm works against an adaptive
adversary with high probability, has O(m) initialization time, O˜(n1/k) worst-case update time and
contains O˜(n logW ) edges.
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The main idea of all the above results follows from the observation that any cut sparsifier of an
expander is both a spanner and a spectral sparsifier of that expander.
As the approximation ratio of Theorems 10.3 and 10.4 is quite high, in Appendix D, we also
provide an additional result for spectral sparsifier with good approximation ratio. The data struc-
ture in Appendix D maintains a dynamic data structure with polylogarithmic amortized update
which allows us to query for a (1+ ǫ)-approximate spectral sparsifier using O˜(n/ǫ3) query time and
this algorithm works against an adaptive adversary:
Theorem 10.5. There exists a fully dynamic algorithm that maintains for any weighted graph an
eǫ-approximate spectral sparsifier against an adaptive adversary. The algorithm’s pre-processing
time is bounded by O(m), amortized update time is O
(
log19 n
)
, and query time is O(n log25(n)ǫ−3 logW ),
where W is the ratio between the largest and the smallest edge weight. The query operation returns
an eǫ-approximate spectral sparsifier of G.
10.1 Adaptive Spanners
Let us begin by proving that a cut-sparsifier on a φ-expander is a spanner.
Lemma 10.6. Let G = (V,E) be an unweighted φ-expander with m edges. Let H is an α-
approximate cut-sparsifer of G which is also a subgraph of G. Then, any two vertices u and v,
there is a path in H containing at most L = O(α logαmφ ) edges connecting u and v. In particular,
let H ′ be the unweighted graph with the same edge set as H. Then, H ′ is an L-spanner of G.
Proof. First, observe that H a (φ/α)-expander. Next, suppose for contradiction that there are two
vertices u and v with unweighted distance in H greater than L = 100α logmφ . For each 0 ≤ i ≤ L/2,
let Bi contain all vertices reachable from u using at most i edges. That is, Bi is a ball around u of
unweighted radius i. Similarly, let B′i be a ball around v of unweighted radius i. Note that BL/2
and B′L/2 must be vertex disjoint. So we assume w.l.o.g. that volH(BL/2) ≤ volH(B′L/2). Now, we
claim that there is i ≤ L/2 such that Bi is a φ/α-sparse cut in H. Otherwise, we have that
volH(BL/2) ≥ (1 + φ/α)L/2 · volH(B0) ≥ e10 logαm · 1/α ≥ (αm)5
This is a contradiction because H is a α-approximate cut-sparsifer of G, and so volH(V ) <
αvolG(V ) ≤ 2αm.
The above argument shows that H ′ has diameter at most L. As H ′ is a subgraph of G, H ′ must
be an L-spanner of G.
Again, we also need in this section hat the problem of maintaining a spanner fits the framework
from Part II. This is proven in Appendix A.
Lemma 10.7. Let H(G, ǫ) be the set of all valid eǫ-approximate spanners of G. So H ∈ H(G, ǫ),
when distG(u, v) ≤ distH(u, v) ≤ eǫ distG(u, v). Then H satisfies properties (1), (2), (3), (4), and
(5) from Part II.
Using these two lemmas, it is now straight-forward to obtain an algorithm that maintains a
spanner on general graphs.
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Proof of Theorem 10.1
Proof. We can use the algorithm A from Theorem 9.35 for any approximation parameter k ≥ 1,
which gives an algorithm that maintains an O(k · log5 n)-spanner on a (1/ log4 n)-expander with
amortized update time O˜(n1/k) of size O˜(n) by Lemma 10.6, where we assume that ∆min =
Θ˜(∆max).
Since, by Lemma 10.7, α-spanner fits the framework in the black box reduction (Theorem 5.2),
we can apply the algorithm A which is then run on a graph where vertex degrees are at all times
where a cut-sparsifier is requested is in [c1 ·∆φ, c2 ·∆/φ] for some constants c1, c2 and ∆). Thus,
the preprocessing time of the final algorithm is O(m), and the amortized update time O˜(n1/k) and
the size of the output graph is O˜(n logW ) while the approximation becomes k · logO(1) n. Setting
k = log n, we obtain our final result.
Proof of Theorem 10.2
Proof. Given approximation parameter 1 ≤ k ≤ √log n in the theorem. Then, we first use the
algorithm from Lemma 9.36 with approximation logn, which gives an algorithm that maintains a
(polylog n)-spanner on an (1/ log4 n)-expander with worst-case update time 2O(
√
logn) of size O˜(n)
by Lemma 10.6.
Since α-spanner fits the framework of the black box reduction (c.f., Theorem 8.2) by Lemma 10.7,
we can apply the algorithm above and set the parameters in the black box to ǫ = k,N = n, d = n1/k
which implies L = ⌈k⌉ and choose again φ = 1/ log4 n. Hence, we obtain an algorithm to
maintain a (polylog n)O(L) = (log n)O(k)-spanner for general weighted graphs on n nodes, and
aspect ratio W , with preprocessing time O˜(m logW ), size O˜(n logW ), and worst-case update time
O˜(2O(
√
logn) · n1/k) = O˜(nO(1/k)). Choosing k by a constant factor larger then the input parameter
k, we can decrease the running time to O˜(n1/k) at the cost of a slightly increased approximation
ratio.
10.2 Adaptive Spectral Sparsifiers
In this section, we show that our result on adaptive algorithms for cut sparsifiers immediately an
adaptive algorithm for spectral sparsifier:
First, we need the following well-known lemma (see e.g. Lemma 6.7 of [CGL+19]) which says
that any two expanders with the same degree profile are approximate spectral sparsifiers of each
other. We only give the proof here for completeness (our proof is almost identical to the one in
[CGL+19] except that we rename some notations).
Below, the degree of a vertex v is the total weight of edges incident to v (i.e. the weighted
degree where we count the self loops as well).
Lemma 10.8. Let G and G˜ be two graph such that with the same set of vertices such that degG(v) =
degG˜(v) for all vertices v. If both G and G˜ are φ-expanders. Then, for any ~x ∈ Rn, we have
φ2
4 ~xLG~x ≤ ~xLG˜~x ≤ 4φ2~xLG~x.
Proof. Let (deg) denote the degree vector where (deg)v = degG(v) = degG˜(v) andD be the diagonal
matrix where (D)vv = degv. For any graph H, the normalized Laplacian L̂H of a weighted graph
H is defined as D−1/2LHD−1/2, where LH is the Laplacian of H.
Let L̂G and L̂G˜ be normalized Laplacians of G and G˜, respectively. It is well-known that
eigenvalues of normalized Laplacians are between 0 and 2. Also, observe that, for any graph H,
LH~1 = 0. Therefore, L̂G(deg)
1/2 = L̂G˜(deg)
1/2 = 0. That is, (deg)1/2 is in the kernel of both L̂G
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and L̂G˜. Let λ be the second smallest eigenvalue of L̂G. Then for any vector ~x
′ ⊥ (degG)
1
2 , we
have:
λ
2
~x′⊤L̂G˜~x
′ ≤ λ‖~x′‖2 ≤ ~x′⊤L̂G~x′,
since the largest eigenvalue of L̂G˜ is at most 2. This implies that, for every vector ~x ∈ Rn,
~x⊤L̂G~x ≥ λ2~x⊤L̂G˜~x holds. Indeed, we can write
~x = ~x′ + c (deg)
1
2
where ~x′ ⊥ (degG)
1
2 and c is a scalar. This gives:
~x⊤L̂G~x =
(
~x′ + c (deg)
1
2
)⊤
L̂G
(
~x′ + c (deg)
1
2
)
= ~x′⊤L̂G~x′
≥ λ
2
· ~x′⊤L̂G˜~x′
=
λ
2
·
(
~x′ + c (deg)
1
2
)⊤
L̂D
(
~x′ + c (deg)
1
2
)
=
λ
2
· ~x⊤L̂G˜~x.
By Cheeger’s inequality, we have λ ≥ Φ(G)2/2 ≥ φ2/2. Therefore, for any vector ~x ∈ Rn:
~x⊤L̂G~x ≥ φ
2
4
~x⊤L̂G˜~x (15)
We can now conclude that, for any vector ~x ∈ Rn:
~x⊤LG~x = ~x⊤D1/2L̂GD1/2~x
≥ φ
2
4
~x⊤D1/2L̂G˜D
1/2~x
=
φ2
4
~x⊤D1/2D−1/2LG˜D
−1/2D1/2~x
=
φ2
4
~x⊤LG˜~x
where the inequality follows by applying Equation (15) to vector D1/2~x. The proof that ~x⊤LG˜~x ≥
φ2
4 ~x
⊤LG~x is symmetric.
Next, we relax the condition in the above lemma and show that it holds even when the degree
profiles of both graphs are approximately the same:
Lemma 10.9. Let α > 1 be an approximation parameter. Let G and G˜ be two graphs with the
same set of vertices such that 1α degG(v) ≤ degG˜(v) ≤ α degG(v) for all vertices v. Suppose that
both G and G˜ are φ-expanders. Then, G˜ is a poly(α/φ)-approximate spectral sparsifier of G.
Proof. Let deg′(v) = max{degG(v),degG˜(v)} for all v. Let G′ and G˜′ be obtained from G and G˜
by adding self-loops so that the degree of each vertex v is deg′(v) in both G and G˜. Observe that
(1) both G and G˜ are still (φ/α)-expanders because the degree of each vertex is increased by at
most α factor, and (2) LG = LG′ and LG˜ = LG˜′ because self-loops do not contribute to any entry
in the Laplacian matrices. By applying Lemma 10.8 to G′ and G˜′, we are done.
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Corollary 10.10. Let G be a φ-expander. If G˜ is γ-approximate cut sparsifier of G, then G˜ is a
poly(γ/φ)-approximate spectral sparsifier of G.
Proof. Observe that G˜ must be a (φ/γ)-expander. So both G and G˜ are (φ/γ)-expanders and
each vertex v is such that 1γ degG(v) ≤ degG˜(v) ≤ γ degG(v). The claim follows from applying
Lemma 10.9.
Proof of Theorems 10.3 and 10.4. Spectral sparsifiers satisfy all the required properties to be main-
tained by our reduction to expanders, as proven in Lemma 11.2. By Corollary 10.10 the algorithms
of Theorem 9.35 also maintains a O(k/φ)-approximate spectral sparsifier. So the same proof of
Theorem 9.1 (see Section 9.3) also yields a polylog(n)-approximate spectral sparsifier by choosing
k = log n, φ = 1/ log4 n. Thus we obtain Theorem 10.3.
Likewise, Lemma 9.36 also maintains a O(k/φ)-approximate spectral sparsifier, so the proof of
Theorem 9.2 (see Section 9.3) also yields Theorem 10.3. The only difference is the approximation
guarantee. The approximation of the spectral sparsifier is
O(k2/φ)O(L) ≤ logO(k) n,
where O(k2/φ) comes from running a k2-approximate cut sparsifier, and O(L) comes from Theo-
rem 8.2. The upper bound uses k ≤ √log n/ log log n and L = ⌈k⌉.
11 Spectral Sparsifiers Against an Oblivious Adversary
In this section, we prove Theorem 1.4. That is, we give the first dynamic algorithm with worst-case
update time for maintaining a spectral sparsifier. The precise statement is summarized as follows:
Theorem 11.1. Fix some n ≥ 1. There exists a fully dynamic algorithm that maintains eδ-spectral
sparsifiers of weighted (up to) n node graphs whose ratio of largest to smallest weight is W against
an oblivious adversary.
The algorithm maintains a sparsifier of size 2O(
√
logn) · O(nδ−2 logW ). The worst-case update
time is
2O(log
0.75 n) + δ−O(log
0.25 n) ·O(logW ).
(So for any constant δ or δ = 1/polylog n, the update time is bounded by 2O(log
0.75 n)) ·O(logW ).)
The preprocessing time is O˜(mδ−2 log(W )).
To prove this result, in Section 11.1 we explain how to obtain spectral sparsifiers via randomly
sampling edges. Then, in Section 11.2 we use these results to create a decremental algorithm on
pruned φ-expanders. Applying the expander reduction then results in Theorem 11.1.
We first note that spectral sparsifiers indeed satisfy all the required properties listed in Part II
in order to apply the expander reduction (see Appendix A for the proof).
Lemma 11.2. Let H(ǫ,G) be the set of all valid eǫ-approximate spectral sparsifiers of G. Then H
satisfies (1), (2), (3), (4), and (5) from Part II.
11.1 Simple Random Sampling
Now we study how random sampling results in spectral sparsifiers. Our algorithm are based on the
following result:
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Lemma 11.3 ([ST11], Theorem 6.1). Let ε ∈ (0, 1/2), and G = (V,E) be an unweighted graph
whose smallest non-zero normalised Laplacian eigenvalue is at least λ. By sampling every edge
{u, v} with probability
pu,v ≥ min
{
1,
(
12 log n
ελ
)2 1
min{deg(u),deg(v)}
}
and setting the weights of a sampled edge as 1/pu,v, then with probability at least 1 − 1/n3 the
resulting graph G˜ is a (1 + ε)-spectral sparsifier of G.
By combining the lemma above and the Cheeger inequality (λ ≥ Φ2G/2), we have the following
corollary:
Corollary 11.4. Let ε ∈ (0, 1/2), and G = (V,E) be an unweighted graph with conductance ΦG.
By sampling every edge {u, v} with probability
pu,v ≥ min
1,
(
24 log n
εΦ2G
)2
· 1
min{deg(u),deg(v)}
 (16)
and setting the weights of a sampled edge as 1/pu,v, then with probability at least 1 − 1/n3 the
resulting graph G˜ is a (1 + ε)-spectral sparsifier of G.
Intuitively, Corollary 11.4 says that we obtain a spectral sparsifier by simply sampling every
edge proportional to the degrees of the endpoints. Definition 8.1 guarantees us that the graph is
of near uniform degree and that the degrees of our graphs stay roughly the same throughout all
updates. Thus we obtain an algorithm by simply sampling the graph once during initialization.
Unfortunately, the graph does not stay an expander throughout all updates (see Definition 8.1).
Instead we are only given a graph G and set P ⊂ E(G) for which there exists some 2−O(
√
logn)-
expander W with the property G \ P ⊂ W ⊂ G. We first show that it is sufficient to obtain a
spectral sparsifier, by only sampling the edges in G \ P .
Lemma 11.5. Let G = (V,E) be an unweighted graph and let P ⊂ E with the property that there is
a φ-expander W with G \P ⊂W ⊂ G and the guarantee that degW (v) ≥ ∆/2 for all v ∈ V (G \P )
and some parameter ∆ ≥ 1. Assume that we sample every edge {u, v} ∈ E \ P with probability
pu,v = min
1,
(
24 log n
εΦ2G
)2
· 2
∆
 (17)
and let H˜ be the resulting graph. Then, with high probability the graph G′ = H˜∪P is a (1+ε)-spectral
sparsifier of G.
Proof. Consider the case where we sample every edge {u, v} ∈ E(W ) \ P with probability as in
(17) and let H be the resulting graph. Then H ∪ (E(W ) ∩ P ) is a spectral sparsifier of W by
Corollary 11.4, because every edge in E(W ) is either sampled with probability
pu,v = min
1,
(
24 log n
εΦ2G
)2
· 2
∆
 ≥ min
1,
(
24 log n
εΦ2G
)2
· 1
min{degW (u),degW (v)}

if {u,w} /∈ P or with probability 1 if {u, v} ∈ P .
Next, note that E(W ) \ P = E(G) \ P , because of G \ P ⊂ W , so the graph H is exactly
the graph H˜. This implies that G′ := H ∪ P = H ∪ (E(W ) ∩ P ) ∪ (P \ E(W )) is a sparsifier of
W ∪ (P \ E(W )) = G.
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11.2 Worst-Case
Lemma 11.5 directly implies the following decremental algorithm. During each update the set P
grows a bit (and thus G\P shrinks) which means for maintaining H˜ ∪P we simply need to remove
edges from H˜ and insert them into P .
Lemma 11.6. For every φ there exists a decremental algorithm on φ-sub-expanders (see Defini-
tion 8.1) that maintains a eǫ-approximate spectral sparsifier against oblivious adversaries.
The pre-processing time is bounded by O(m), and the output size of the sparsifier returned after
the pre-processing is bounded by O(n2O(
√
logn)/ǫ2). An edge deletion takes 2O(
√
logn) worst-case
time, and the recourse is bounded by 2O(
√
logn) as well. The ratio between the largest and the
smallest edge weight in the maintained sparsifier is bounded by O(n).
Proof. During initialization we compute the minimum degree ∆ of G and sample every edge in G
by probability as in (17) for φ = 2−O(
√
logn). Let H be the resulting graph, when scaling every
edge by the inverse of the sampling probability. Let P be the empty set initially, then the output
of the algorithm is H ∪ P . With every update, we remove the deleted and pruned edges from H,
and insert the pruned edges into P .
Correctness The graph H ∪ P is a spectral sparsifier by Lemma 11.5, because we are promised
that there is a 2−O(
√
logn)-expander W with G\P ⊂W ⊂ G and degW (v) ≥ ∆/2 for v ∈ V (G\P ).
Complexity The pre-processing time is O(m) as we simply iterate over all edges. The size of
H ∪ P after the pre-processing is bounded by O(n2O(
√
logn)/ǫ2) with high probability, because the
graph G is of near uniform degree up to a factor of O(1/φ). The update time and recourse is
2O(
√
logn), because we remove at most that many edges from H and insert them into P .
By applying the expander reduction of Theorem 8.2 we now obtain the following fully dynamic
spectral sparsifier algorithm with worst-case update time.
Theorem 11.1. Fix some n ≥ 1. There exists a fully dynamic algorithm that maintains eδ-spectral
sparsifiers of weighted (up to) n node graphs whose ratio of largest to smallest weight is W against
an oblivious adversary.
The algorithm maintains a sparsifier of size 2O(
√
logn) · O(nδ−2 logW ). The worst-case update
time is
2O(log
0.75 n) + δ−O(log
0.25 n) ·O(logW ).
(So for any constant δ or δ = 1/polylog n, the update time is bounded by 2O(log
0.75 n)) ·O(logW ).)
The preprocessing time is O˜(mδ−2 log(W )).
Proof. The algorithm follows from Lemma 11.6 and the reduction of Theorem 8.2. We pick N = n
and d = ⌈2log0.75 n⌉ such that log d ≥ log0.75N , so then
L := ⌈log(N)/ log d⌉ ≤ ⌈log0.25N⌉ = O(log0.25N).
This results in worst-case update time
(R(n)/ǫ)O(L) ·
(
T (n) +
P (dS(n) log(wW ))
S(n)
)
= 2O(
√
logn)·O(log0.25 n)ǫ−O(log
0.25 n)
(
2O(
√
logn) + 2O(log
0.75n) log(wW )
)
= 2O(log
0.75 n)ǫ−O(log
0.25 n)O(log(W )),
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where we used T (n) = 2O(
√
logn), T (m) = O(m) and w = O(n). In order to get eδ-sparsifier, we
pick ǫ = δ/L = O(δ/ log0.25 n), so then the update time becomes
2O(log
0.75 n)δO(log
0.25 n)O(log(W ))
So for δ ≥ 2−O(log0.5 n), the algorithm runs in 2O(log0.75 n) ·O(logW ) worst-case update time.
The preprocessing time is bounded by
O˜((P (m) +m)ǫ−2L2 log(wW )) = O˜(mǫ−2 logW ) = O˜(mδ−2 logW ),
because our spectral sparsifiers are subgraphs. The size of the sparsifier is bounded by
O˜(S(n)L log(wW )) = O˜(n2O(
√
logn)ǫ−2 logW ) = 2O(
√
logn) ·O(nδ−2 logW ).
Part IV
Applications
12 Applications to Decremental Shortest Paths
In this section, we show how to extend the currently fastest algorithms to maintain the (1 + ǫ)-
approximate distances from a fixed source s ∈ V , in the decremental graph G to report shortest
paths in time O(n). We therefore turn to the algorithms in [Ber17] for weighted dense graphs
and the algorithm [GWN20b] for sparse graphs. Both algorithms are built around the framework
introduced in [BC16] that essentially partitions the graph G into a light graph Glight and a heavy
graph Gheavy (here we mean that the edge sets of the graphs Glight, Gheavy partition the edge set
of G). Both algorithms try to keep Glight sparse and at the same time, they ensure that connected
components of Gheavy have small diameter. Thereby both algorithm satisfy the conditions stated
below.
Definition 12.1 (Heavy-light Algorithm). We say an algorithm runs within the heavy-light frame-
work if given a decremental graph G, a fixed source s ∈ V , and an integer i ≤ lg n and some real
ǫ, δ > 0, it maintains the decremental graphs Gheavyi and G
light
i such that at any stage
1. Gheavyi and G
light
i partition the edge set of graph G while having the same vertex set, and
2. Gheavyi is a decremental algorithm, and
3. given the connected components C = C1, C2, . . . , Ck in graph Gheavyi , distances in the graph
G/C ,i.e. the graph G after contracting each connected component Ci for i ∈ [1, k], are only
distorted by an additive error of δ2i compared to G, and
4. for any v ∈ V , such that distG(s, v) ∈ [2i, 2i+1), the algorithm can be queries for an (1±ǫ/2)-
approximate shortest paths πs,v in the graph G
light
i /C.
We state the results obtained by the two algorithms below. While these theorems are not
explicitly stated in their papers, it is not hard to verify that the theorems are straight-forward to
obtain by closely inspecting the main result of both articles.
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Theorem 12.2 (see [BC16, Ber17]). For any decremental weighted graph G = (V,E,w), fixed
source s, any integer i ≤ log n, and reals ǫ, δ > 0, there is an algorithm Ai that runs within the
heavy-light framework and can return (1±ǫ/2)-approximate shortest-paths in Glighti /C in time linear
in the number of edges. Algorithm Ai is deterministic and runs in total update time O˜(n2/(ǫ+ δ)).
Theorem 12.3 (see [GWN20b]). For any decremental unweighted graph G = (V,E), fixed source
s, any integer i ≤ log n, constant ǫ > 0 and real δ > 0, there is an algorithm Bi that runs within
the heavy-light framework and can return (1± ǫ/2)-approximate shortest-paths in Glighti /C in time
linear in the number of edges. Algorithm Bi is deterministic and runs in total update time total
update time O˜
(
mn0.5+o(1)
δ
)
.
Now, for each i ≤ log nW (where W is 1 for unweighted graphs), we maintain a data structure
Ai (or Bi) with δ = ǫ/2α such that α is the approximation factor in the algorithm to maintain an
α-spanner G˜i as described in Theorem 10.1 on the graph G
heavy
i , i.e. α = O(polylog n). Then, for
a path query from s to any vertex v ∈ V where distG(s, v) ∈ [2i, 2i+1), we first query for a path
πs,v in the graph G
light
i /C.
Then for every vertex w on πs,v that corresponds to a connected component Ci ∈ C in Gheavyi ,
we identify the two vertices x and y in Ci such that the edges on πs,v ending in w in G
light
i /C have
endpoints in G in x and y. (We let x be set to s if s ∈ Ci, and y be set to v if v ∈ Ci.)
Then, we run Dijkstra’s algorithm on the α-spanner G˜i from x to the shortest-path in the
spanner from x to y. We do so for every connected component Ci that is as vertex w on the path
and replace the vertex w then with the path from x to y found in G˜i. Thus, the final path π
′
s,v
that we obtain is a path in G.
To see that π′s,v is a (1 + ǫ)-approximate shortest-path, we observe that there are no edges
between distinct connected components in the graph Gheavyi by the definition of connected compo-
nents, and since a spanner is a subgraph of Gheavyi we have the same set of connected components
in G˜i. Now, since contracting the connected components C in Gheavyi only distorts distances by δ2i
by Definition 12.1 and distances in Gheavyi are preserved up to an α-factor in G˜i, we have that the
final shortest path has weight at most (1 + ǫ/2) distG(s, t) + αδ2
i = (1 + ǫ/2) distG(s, t) +
αǫ
2α · 2i =
(1+ ǫ) distG(s, t), as required. We observe that since a path between two vertices in G can only be
longer than their shortest path, we have that all paths are overestimates and at least one level i,
we obtain a (1 + ǫ)-approximate shortest path.
To bound the running time, we observe that for every vertex w on the shortest path πs,v that
corresponds to a connected component Ci, we run at most one Dijkstra computation on the graph
G˜i which also only explores the edge set in G˜i[Ci] by the very definition of a connected component.
Thus, every edge in G˜i is explored during a shortest path query at most once. Thus, by the classic
bound on Dijkstra’s algorithm, and the upper bound on the size of G˜i, we can upper bound the
query time for a single level i by O˜(n logW ). We observe that using the distance estimate we can
determine directly a constant number of levels at which we can run shortest path queries and can
be certain to find a (1 + ǫ)-approximate shortest path. Thus, the total query time is O˜(n logW ).
The time to maintain the spanners G˜i is subsumed in the total update time of both data structures.
Finally, since all data structures used are either deterministic or work against an adaptive adversary,
the resulting algorithm also works against an adaptive adversary. The following theorems follow.
Corollary 1.6 (Fixing the path-reporting issue of [BC16, Ber17]). For any decremental weighted
graph G = (V,E,w) with W being the ratio between maximum and minimum edge weight, fixed
source s, and ǫ > 0, there is an adaptive algorithm A that maintains the (1 + ǫ)-approximate
distances from vertex s to every vertex v ∈ V and supports corresponding shortest path queries.
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The algorithm A has expected total update time O˜(n2 logW ), worst-case distance estimate query
time O(1) and worst-case shortest path query time O˜(n logW ).
Corollary 1.5 (Fixing the path-reporting issue of [BC17, GWN20b]). For any decremental un-
weighted graph G = (V,E), fixed source s, and constant ǫ > 0, there is an adaptive algorithm B
that maintains the (1 + ǫ)-approximate distances from vertex s to every vertex v ∈ V and supports
corresponding shortest path queries. The algorithm B has expected total update time mn0.5+o(1),
worst-case distance estimate query time O(1) and worst-case shortest path query time O˜(n).
13 Dynamic Effective Resistances with Worst-case Update Time
Using the results of [DGGP18], we can use our dynamic sparsifier to obtain a dynamic st-effective
resistance algorithm. The idea is to first run a vertex-sparsifier (Schur complement), then run
our edge-sparsifier (spectral sparsifier) on top of it. At the end we run a Laplacian solver on the
sparsified graph to compute the resistance.
SC(G,T ) is the Schur-Complement of G with terminals T . If M = SC(G,T ), then for any
u, v ∈ T the effective resistance between u and v in M and in G is identical.
Lemma 13.1 ([DGGP18, Lemma 6.4]). Given an undirected multi-graph G = (V,E) a subset
of vertices T and a trade-off parameter β such that βn = Ω(log n), we can maintain with high
probability a (1 + ε)-sparsifier of SC(G,T ′ ∪ T ) where |T ∪ T ′| = Θ(nβ) and T ′ is a random subset
of V . The algorithm supports the following updates:
• Initialize(G,T, β) in O(mβ−3 log5 nε−2) expected time.
• Insert(u, v) in O(β−6 log9 nε−2) expected time.
• Delete(u, v) in O(β−6 log9 nε−2) expected time.
Furthermore, each of these operations leads to a number of changes in H bounded by the corre-
sponding costs.
Theorem 13.2. Given an undirected graph G and two fixed nodes s and t, we can with high-
probability maintain the approximate effective resistance between s and t supporting edge updates in
O(n6/7+o(1)) expected worst-case time, if ε = Ω(1/polylog n). The pre-processing time is O˜(mn3/7+
n6/7).
Proof. We start with the high-level idea: Given a graph G and nodes s, t, we set T = {s, t} and
maintain a (1+ε)-sparsifierH of the approximate Schur-complement SC(G,T ′∪T ) via Lemma 13.1.
In general, this graph H is not very sparse, so we sparsify H with our dynamic sparsifier Theo-
rem 11.1 to obtain a sparser graph H˜. We can now maintain the effective resistance between s and
t via a fast approximate Laplacian solver.
Pre-processing Initialize Lemma 13.1 on the graph G for T = {s, t}, so we obtain a (1 + ε)-
sparsifier H of SC(G,T ′ ∪ T ). We then also initialize our dynamic sparsifier Theorem 11.1 on top
of H to obtain a sparser H˜.
Update Let β be the trade-off parameter of Lemma 13.1. When G receives an edge update, we
compute the change in H in O˜(β−6) time. The graph H may change by upto O˜(β−6) edges, so
we have to perform this many edge updates to Theorem 11.1 in order to maintain H˜. Note that
H has Θ(nβ) nodes, so each update of Theorem 11.1 requires only O((βn)o(1)) time for a total of
O(βo(1)−6no(1)) time.
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Next, we must compute the effective resistance. The st-effective resistance is given by (~es −
~et)
⊤L†H(~es − ~et), where LG is the Laplacian matrix of the graph H, † denotes the Moore-Penrose
pseudo inverse and ~ei is the ith standard unit-vector. Computing this resistance is done by com-
puting L†H(~es − ~et) via a Laplacian solver in O˜((βn)1+o(1)) time [ST04], as H has O((nβ)1+o(1))
many edges.
Balancing the cost We choose β = n−1/7 in which case β−6 = βn = n6/7, so the update time
requires O(n6/7+o(1)) time. The preprocessing requires O˜(mβ−3+(βn)2) time, where the first term
is the preprocessing of Lemma 13.1 and the second term is the preprocessing of Theorem 11.1 on
the O˜((βn)2) sized graph. For β = n−1/7 this is O˜(mn3/7 + n6/7).
14 Congestion Minimization and Multi-commodity Flow
In this section, we show new algorithms for computing multi-commodity flows. To avoid confusion,
we call the maximum multi-commodity flow problem as maximum throughput flow problem.
Theorem 14.1. In undirected vertex-capacitated graphs with n vertices and m edges, there are
1. a polylog(n)-approximate algorithm for maximum throughput flow with k commodities in
O˜(n2) time, and
2. a polylog(n)-approximate algorithm for maximum concurrent flow with k commodities in
O˜((n+k)n logC) time where C is the ratio of largest finite capacity to smallest finite capacity.
In fact, the algorithm above for maximum concurrent flow with k commodities gives us an
explicit flow-path decomposition of the multi-commodity flow. Therefore, we obtain the following
using standard randomized rounding technique (proven in Appendix E).
Corollary 14.2. In undirected vertex-capacitated graphs with n vertices and m edges, there is
a polylog(n)-approximate algorithm for congestion minimization with k demand pairs in O˜((n +
k)n logC) time where C is the ratio of largest finite capacity to smallest finite capacity.
At the high-level, our algorithms are based on multiplicative weight update framework for
computing flow problems as used previously in [GK07, Fle00, Kar08, Mad10]. Our approach is es-
sentially the same as the approximate max flow algorithm in vertex-capacitated graphs by Chuzhoy
and Khanna [CK19]. We give the proof of Theorem 14.1 in Appendix E as we just follow the known
technique in literature.
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Part V
Appendices
A Verifying Sparsifier Properties
Here we verify that the sparsifiers considered in this paper satisfy the conditions (1), (2), (3), (4),
and (5) defined in Part II.
A.1 Spanners
We start by verifying spanners, as distances are a very intuitive graph property, so that verification
of the properties should be the easiest to understand.
Lemma 10.7. Let H(G, ǫ) be the set of all valid eǫ-approximate spanners of G. So H ∈ H(G, ǫ),
when distG(u, v) ≤ distH(u, v) ≤ eǫ distG(u, v). Then H satisfies properties (1), (2), (3), (4), and
(5) from Part II.
Proof. We prove properties (1), (2), (3), (4), and (5) in sequence.
Perturbation Property Let G be a graph and G′ be the same graph where each edge e has
its cost multiplied by some factor 1 ≤ fe ≤ eǫ. Because of fe ≥ 1 the distances in G′ can not be
shorter than the distances in G. Further, the distances in G′ can at most be larger by a factor of
eǫ than the distances in G. Thus we have G′ ∈ H(G, ǫ) and eǫ · G ∈ H(G′, ǫ), so property (1) is
satisfied.
Union Property Let G1, ..., Gk be some graphs, s1, ..., sk ∈ R≥ \ {0}, and G =
⋃k
i=1 si ·Gi. Let
Hi ∈ H(Gi, ǫ) for all i = 1, ..., k. For any s, t ∈ V and a shortest path in G connecting them, we
can decompose the path into segments p1, p2, . . ., where each pi is contained in some sGji ·Gji . Let
vi, vi+1 be the first and last node of pi, then
distG(s, t) =
∑
i
sji distGij (vi, vi+1) ≤
∑
i
sji distHij (vi, vi+1) ≤
∑
i
sjie
ǫ distGij (vi, vi+1) = e
ǫ distG(s, t),
so we have
⋃
i siHi ∈ H(
⋃
i siGi, ǫ) and property (2) is satisfied.
Transition Property Let H1,H2 ∈ H(G, ǫ) and H ⊂ H1, then H ∪ H2 ∈ H(G, ǫ), because
distH∪H2(s, t) ≤ distH2(s, t) ≤ eǫ distG(s, t) and further distG(s, t) ≤ distH1∪H2(s, t) ≤ distH∪H2(s, t),
where we use the previous property (2) and the fact that distances can only increase when removing
edges. So property (4) is satisfied.
Transitivity Property Let H ∈ H(G, ǫ) and H ′ ∈ H(H, δ), then for any pairs s, t we have
distG(s, t) ≤ distH(s, t) ≤ distH′(s, t) ≤ eδ distH(s, t) ≤ eδ+ǫ distG(s, t).
thus property (5) is satisfied.
Contraction Property At last, consider property (3). Let H ∈ H(G, ǫ) and W ⊂ V . Let G′ be
the graph G after contracting the set W , and likewise let H ′ be the graph H after contracting the
same set of nodes. For any s, t ∈ V and some shortest path in G connecting them, let u ∈ W be
the first node in W that is visited and v be the last visited node in W . Then
distG′(s, t) = distG(s, u) + distG(v, t) ≤ distH(s, u) + distH(v, t) = distH′(s, t)
= distH(s, u) + distH(v, t) ≤ eǫ(distG(s, u) + distG(v, t)) = eǫ distG′(s, t),
so H ′ ∈ H(G′, ǫ) which means property (3) is satisfied.
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A.2 Spectral Sparsifiers
Next, we verify that spectral sparsifiers satisfy the properties (1), (2), (3), (4), and (5). Unlike the
previous lemma, this proof is based on linear algebra.
Lemma 11.2. Let H(ǫ,G) be the set of all valid eǫ-approximate spectral sparsifiers of G. Then H
satisfies (1), (2), (3), (4), and (5) from Part II.
Proof. For any vertex u, let ~eu be the u-th standard unit vector, i.e., ~eu(v) = 1 if v = u, and
~eu(v) = 0 otherwise. Then, the Laplacian matrix LG of graph G = (V,E) can be written as
LG =
∑
{u,v}∈E
wG(u, v)(~eu − ~ev)(~eu − ~ev)⊤,
where wG(u, v) is the weight of edge {u, v}. A spectral sparsifier of G, is a subgraph H with edge
weights wH such that for all vectors ~f ∈ R|V | we have
e−ǫ(~f)⊤LG ~f ≤ (~f)⊤LH ~f ≤ eǫ(~f)⊤LG ~f.
Pertubation Property Property (1) is satisfied, because for any G′ with the same edges as G,
but scaled by up to e±ǫ satisfies
~f⊤LG ~f =
∑
{u,v}∈E
wG(u, v)(~fu − ~fv)2 ≤ eǫ
∑
{u,v}∈E
wG′(u, v)(~fu − ~fv)2 = eǫ ~f⊤LG′ ~f,
~f⊤LG′ ~f =
∑
{u,v}∈E
wG′(u, v)(~fu − ~fv)2 ≤ eǫ
∑
{u,v}∈E
wG(u, v)(~fu − ~fv)2 = eǫ ~f⊤LG ~f.
Transitivity Property For H ∈ H(G, ǫ) and H ′ ∈ H(H, δ), it holds that H ′ ∈ H(G, ǫ+δ), since
~f⊤LH′ ~f ≤ eδ ~f⊤LH ~f = eǫeδ ~f⊤LG ~f,
and similarly it holds that ~f⊤LH′ ~f ≥ e−(ǫ+δ) ~f⊤LG ~f . This implies that Property (5) is satisfied.
Union Property To study Property (2), notice that, for graphs G1, ..., Gd and scalars s1, ..., sd ∈
R, we could define G :=
⋃
iGi and have that LG =
∑
i siLG′ . Therefore Property (2) is satisfied.
Transition Property For H1,H2 ∈ H(G, ǫ) and H ⊂ H1 we have
x⊤L((eδ − 1)H ∪H2)x = (eδ − 1)x⊤LHx+ x⊤LH2x ≤ (eδ − 1)x⊤LH1x+ x⊤LH2x
≤ eǫ((eδ − 1)x⊤LGx+ x⊤LGx) = eǫ+δx⊤LGx
where we used that graph Laplacians are PSD, so x⊤LHx ≤ x⊤LHx + x⊤LH1\Hx = x⊤LH1x.
Conversely, we have
x⊤L((eδ − 1)H ∪H2)x = (eδ − 1)x⊤LHx+ x⊤LH2x ≥ x⊤LH2x ≥ x⊤LGx.
In summary, we obtain that (eδ − 1)H ∪H2 ∈ H(G, ǫ+ δ), so property (4) is true.
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Contraction Property And lastly for (3) consider the following. Let G = (V,E) be a graph
and H ∈ H(G, ǫ). Let G′ = (V ′, E′) be a graph obtained from G by contracting some set of nodes
X ⊂ V (so V ′ = (V \X) ∪ {X}), and let H ′ be the graph obtained from H when contracting the
same set of nodes. For any f ′ ∈ RV ′ let f ∈ RV by setting fv = f ′v for v ∈ V \X and fv = f ′X for
v ∈ X. Further let wG(u, v) = 0 if edge {u, v} does not exist. Then
f ′⊤LG′f ′
=
∑
u′,v′∈V ′
wG′(u
′, v′)(~f ′u′ − ~f ′v′)2
=
∑
u′,v′∈V \X
wG′(u
′, v′)(~f ′u′ − ~f ′v′)2 +
∑
v′∈V \X
wG′(X, v
′)(~f ′X − ~f ′v′)2 + wG′(X,X)(~f ′X − ~f ′X)2
=
∑
u,v∈V \X
wG(u, v)(~fu − ~fv)2 +
∑
u∈X,v∈V \X
wG(u, v)(~fu − ~fv)2 +
∑
u,v∈X
wG(u, v)(~fu − ~fv)2
=
∑
u,v∈V
wG(u, v)(~fu − ~fv)2
= f⊤LGf
Hence we have
f ′⊤LG′f ′ = f⊤LGf ≤ eǫf⊤LHf = f ′⊤LH′f ′
and likewise f ′⊤LG′f ′ ≥ e−ǫf ′⊤LH′f ′, so H ′ ∈ H(G′, ǫ). Thus (3) is satisfied.
A.3 Cut Sparsifiers
The last remaining sparsifier, that is considered in this paper, are cut-sparsifiers. The proof for
cut-sparsifiers is based on the previous proof of spectral-sparsifiers.
Lemma 9.37. Let H(ǫ,G) be the set of all valid eǫ-approximate cut-sparsifiers of G. Then H
satisfies (1), (2), (3), (4), and (5) from Part II.
Proof. A cut sparsifier H of G is a graph with the property that for any subset W ⊂ V we have
δG(W ) ≤ δH(W ) ≤ eǫδH(W ).
If we define for a set W ⊂ V a vector fv = 1 for v ∈ W and fv = 0 otherwise, then f⊤LGf is
exactly the size of the cut in G, when LG is the Laplacian of G. Hence we can restate the cut
sparsifier property as
f⊤LHf ≤ f⊤LGf ≤ eǫf⊤LHf
for all vector f ∈ {0, 1}V .
The proof of Lemma 9.37 is now identical to the proof of Lemma 11.2, except that we restrict
the vector to come from {0, 1}V .
B Implications of Problem Properties
Here we prove some facts by applying certain combinations of the properties above. Our first
observation shows that edge insertions are easy to handle. Specifically, assume that we have a
sparsifier H of some graph G and some edge e is inserted into G, then H ∪ {e} is a valid sparsifier
of G ∪ {e}.
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Lemma B.1 (Insertion Lemma). If H satisfies (1) and (2), then for any H ∈ H(G, ǫ) and G′ we
have H ∪G′ ∈ H(G ∪G′, ǫ). In particular, it holds for any edge e that H ∪ e ∈ H(H ∪ e, ǫ).
Proof. By (1) we have G′ ∈ H(G′, ǫ), so by (2) H ∪G′ ∈ H(G ∪ G′, ǫ). The second claim follows
by interpreting edge e as a graph on two nodes.
The next observation states that, given a union of k ≈ 1/ǫ many ǫ-accurate sparsifiersH1, ...,Hk
of some graph G, one can replace H1 with any subgraph, and then the union of all Hi is still a
valid sparsifier of G. This observation allows us to interpolate between different sparsifiers of G,
by slowly removing or inserting edges of of some sparsifier.
Lemma B.2 (Interpolation Lemma). Assume H satisfies (1), (2), (4), and (5). For 3+(eǫ/2−1)−1
many Hi ∈ H(G, ǫ) and some H ⊂ H ′ ∈ H(G, ǫ), we have that
1
3 + (eǫ/2 − 1)−1 ·
(
H ∪
c⋃
i=1
Hi
)
∈ H(G, ǫ).
Proof. Define c = 3 + (eǫ/2 − 1)−1, ∆ = 1/c, and let δ be the parameter such that eδ − 1 = ∆.
Then we have
∆ ·
c⋃
i=1
Hi ∈ H(c ·∆ ·G, ǫ) = H(G, ǫ/2)
by property (2). This then also implies
∆ ·
(
H ∪
c⋃
i=1
Hi
)
∈ H(G, ǫ/2 + δ)
by property (4) and the definition of δ. As ∆ < eǫ/2−1 we also know that δ ≤ ǫ/2, soH(G, ǫ/2+δ) ⊂
H(G, ǫ) by (5). In summary, we obtain
1
3 + (eǫ/2 − 1)−1 ·
(
H ∪
c⋃
i=1
Hi
)
∈ H(G, ǫ).
C Omitted Proofs about Expanders
C.1 Proof of Lemma 3.2
Proof. The expander construction by Margulis, Gabber and Galil is as follows. For any number k,
the graph H ′k2 has the vertex set Zk × Zk where Zk = Z/kZ. For each vertex (x, y) ∈ Zk × Zk, its
eight adjacent vertices are (x± 2y, y), (x ± (2y + 1), y), (x, y ± 2x), (x, y ± (2x+ 1)). In [GG81], it
is shown that ΦH′
k2
= Ω(1).
Let k be such that (k − 1)2 < n ≤ k2. Note that n ≥ 10, so k ≥ 4, and so (k − 1)2 ≥ k2/2. So
we can contract disjoint pairs of vertices in H ′k2 and obtain a graph H
′′
n with n vertices where each
vertex has degree between 8 and 16. Note that ΦH′′n = Ω
(
ΦH′
k2
)
. Let t = ⌊d/8⌋ then Hn,d is just
a union of t many copies of H ′′n. So each node in Hn,d has degree at least 8t ≥ d − 8 and at most
16t ≤ 2d. Note that ΦHn,d = Ω
(
ΦH′′n
)
. It is clear that the construction takes O(nd) total time.
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C.2 Proof of Lemma 3.4
Proof. All properties except the last one are clear. It remains to prove the last property about
the conductance of a graph. We first show that ΦG′ = O(ΦG). Let (S, V \ S) be a minimum
conductance cut in G with ΦG(S) = ΦG. Let S
′ =
⋃
u∈S Xu. We have that δG(S) = δG′(S′). Also,
volG(S) = Θ(volG′(S
′)) and volG(V \ S) = Θ(volG′(V ′ \ S′)). So
ΦG′ ≤ ΦG′(S′) = Θ(ΦG(S)) = Θ(ΦG).
Next, consider any cut (S′, V ′ \ S′) in G′. We will show that either ΦG′(S′) = Ω(ΦG) or there is a
cut (T, V \ T ) in G such that ΦG′(S′) = Ω(ΦG(T )). This will prove that ΦG′ = Ω(ΦG) which will
conclude the proof. Below we treat Xu as an expander itself and sometimes as a set of nodes in G
′.
Assume without loss of generality that volG′(S
′) ≤ volG′(V ′\S′). Let A = {u | 0 < volG′(S′∩Xu) ≤
2volG′(Xu−S′)} be the set of nodes u in G where S′ intersects with Xu but the overlap is at most
2/3 with respect to the volume in G′.
Below, we let a . b to denote a = O(b). There are two cases. Let ǫ be a small constant to be
chosen later.
In the first case, suppose
∑
u∈A volXu(S′ ∩Xu) ≥ ǫΦGvolG′(S′). Observe that δXu(S′ ∩Xu) =
Ω(volXu(S
′ ∩Xu)) because
volXu(S
′ ∩Xu) ≤ volG′(S′ ∩Xu) ≤
u∈A
2volG′(Xu \ S′) = O(volXu(Xu \ S′))
and ΦXu = Ω(1) by Lemma 3.2. Therefore, ΦG′(S
′) = Ω(ǫΦG) as
δG′(S
′) ≥
∑
u∈A
δXu(S
′ ∩Xu) ≥
∑
u∈A
Ω(volXu(S
′ ∩Xu)) = Ω(ǫΦGvolG′(S′)).
For the second case, suppose
∑
u∈A volXu(S′ ∩ Xu) ≤ ǫΦGvolG′(S′). Let T = {u | volG′(S′ ∩
Xu) > 2volG′(Xu − S′)}, T ′ =
⋃
u∈T Xu, T ′ = V ′ \ T ′ and S′ = V ′ \ S′. We will show that
(1) δG′(T
′) = O(δG′(S′) + ǫΦGvolG′(S′)), (2) volG′(S′) = O(volG′(T ′)), and (3) volG′(S′) =
O(volG′(T ′)). This is enough because
ΦG′(T
′) =
δG′(T
′)
min{volG′(T ′), volG′(V ′ \ T ′)
.
δG′(S
′) + ǫΦGvolG′(S′)
min{volG′(S′), volG′(V ′ \ S′)}
=
δG′(S
′) + ǫΦGvolG′(S′)
volG′(S′)
= ΦG′(S) + ǫΦG.
As ΦG(T ) = Θ(ΦG′(T
′)), there is some constant C such that ΦG(T ) ≤ C(ΦG′(S′) + ǫΦG(T )). By
choosing ǫ = 1/2C, we have that ΦG(T ) ≤ 2C · ΦG′(S′) and so ΦG′(S′) = Ω(ΦG). In both cases,
we have that ΦG′(S
′) = Ω(ΦG). Now, it remains to prove the three claims above.
Claim C.1. We have the following:
• δG′(T ′) = O(δG′(S′) + ǫΦGvolG′(S′)),
• volG′(S′) = O(volG′(T ′)), and
• volG′(S′) = O(volG′(T ′)).
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Proof. It is convenient to bound volG′(T
′ \ S′) and volG′(S′ \ T ′) first. We have
volG′(T
′ \ S′) =
∑
u∈T
volG′(Xu \ S′)
.
∑
u∈T
volXu(Xu \ S′)
.
∑
u∈T
δXu(Xu \ S′)
≤ δG′(S′) = δG′(S′).
We also have
volG′(T
′ \ S′) =
∑
u∈T
volG′(Xu \ S′)
<
∑
u∈T
volG′(Xu ∩ S′)/2
= volG′(T
′ ∩ S′)/2.
Next,
volG′(S
′ \ T ′) =
∑
u∈A
volG′(S
′ ∩Xu)
.
∑
u∈A
volXu(S
′ ∩Xu)
≤ ǫΦGvolG′(S′).
So we have
δG′(T
′) ≤ δG′(S′) + volG′(T ′ \ S′) + volG′(S′ \ T ′)
= O
(
δG′(S
′) + ǫΦGvolG′(S′)
)
.
Next, we have,
volG′(S
′) ≤ volG′(T ′) + volG′(S′ \ T ′)
≤ volG′(T ′) +O(ǫΦGvolG′(S′))
≤ volG′(T ′) + volG′(S′)/2,
and so volG′(S
′) = O(volG′(T ′)). Lastly, we have
volG′(S′) ≤ volG′(T ′) + volG′(T ′ \ S′)
< volG′(T ′) + volG′(T ′ ∩ S′)/2
≤ volG′(T ′) + volG′(S′)/2
≤ volG′(T ′) + volG′(S′)/2,
and so volG′(S′) = O(volG′(T ′)).
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D Amortized Spectral Sparsifier against Adaptive Adversaries
Here we prove our dynamic spectral sparsifier result against adaptive adversaries.
Theorem 10.5. There exists a fully dynamic algorithm that maintains for any weighted graph an
eǫ-approximate spectral sparsifier against an adaptive adversary. The algorithm’s pre-processing
time is bounded by O(m), amortized update time is O
(
log19 n
)
, and query time is O(n log25(n)ǫ−3 logW ),
where W is the ratio between the largest and the smallest edge weight. The query operation returns
an eǫ-approximate spectral sparsifier of G.
While the query time is slow, note that this data structure has some interesting applications.
For example one can create a dynamic Laplacian system solver against adaptive adversaries, by
running a Laplacian solver on top of the sparsifier. Then any update to the Laplacian system takes
O˜(1) amortized update time, and one can then solve the system for any vector b ∈ Rn in O˜(n)
time. As this dynamic algorithm holds against adaptive adversaries, it can be used inside iterative
algorithms such as [CMSV17].
Proof of Theorem 10.5 Recall that Corollary 11.4 says that we obtain a spectral sparsifier by
simply sampling every edge proportional to the degrees of the endpoints. Definition 5.1 guarantees
us that the graph is of near uniform degree and that the degrees of our graphs stay roughly the
same throughout all updates. Thus we obtain a queray-algorithm by simply sampling the graph
whenever a query is performed.
Lemma D.1. For every φ there exists a decremental query-algorithm on almost-uniform-degree φ-
expanders (see Definition 5.1) that maintains a eǫ-approximate spectral sparsifier against adaptive
adversaries. The algorithm’s pre-processing time is bounded by O(m), every edge deletion takes
O(1) time, and it takes the algorithm O(nǫ−2φ−5 log2 n) time to output a spectral sparsifier.
Proof. The algorithm is very simple. During the preprocessing we check for the minimum degree
of the given graph G. Let ∆ be the degree.
When a query is performed we sample each edge ofG by some probability p = Θ(ǫ−2φ−5∆−1 log2 n)
and when an edge is included, it is scaled by 1/p. Let H be the resulting graph, then we return H
as the spectral sparsifier.
Correctness Based on Definition 5.1 we are guaranteed that G is always a φ-expander and that
the minimum degree is always bounded by O(φ∆). By Corollary 11.4, with high probability the
graph H is an eǫ-accurate spectral sparsifier. Note that by independently resampling the edges with
each query, the sample graph is independent of the updates, so the algorithm only holds against
an adaptive adversary.
Complexity By Markov’s inequality, the size of the resulting sparsifier is bounded byO(nǫ−2φ−5 log2 n),
which also bounds the complexity for sampling the graph H. The pre-processing takes only O(m)
time and an edge deletion takes only O(1) time.
Using the reduction from Section 5, we then obtain our dynamic spectral sparsifier with amor-
tized update time.
Theorem 10.5. There exists a fully dynamic algorithm that maintains for any weighted graph an
eǫ-approximate spectral sparsifier against an adaptive adversary. The algorithm’s pre-processing
time is bounded by O(m), amortized update time is O
(
log19 n
)
, and query time is O(n log25(n)ǫ−3 logW ),
where W is the ratio between the largest and the smallest edge weight. The query operation returns
an eǫ-approximate spectral sparsifier of G.
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Proof. The result follows directly from Theorem 5.2 and Lemma D.1. We choose φ = log4 n so
then the preprocessing time is bounded by O(P (m)) = O(m), and the update time is bounded by
O
(
φ−3 log7 n · T (n) + P (m)
mφ3
log7 n
)
= O
(
log19 n
)
.
The time per query is bounded by
O(Q(n log3 n)ǫ−1 logW ) = O((n log3(n)ǫ−2φ−5 log2(n)) · (ǫ−1 logW )) = O(n log25(n)ǫ−3 logW ).
E Proofs of Theorem 14.1 and Corollary 14.2
Below, we define some notations and then discuss the previous works on these problems.
Flow. We first define some basic notions. Although our algorithms are for undirected vertex-
capacitated graphs, we will define the problems also on directed graphs and also edge capacitated
graphs. Let G = (V,E) be a directed graph, and s, t ∈ V . An s-t flow f ∈ RE≥0 is such that, for any
v ∈ V \ {s, t}, the amount of flow into v equals the amount of flow out of v, i.e., ∑(u,v)∈E f(u, v) =∑
(v,u)∈E f(v, u). Let f(v) =
∑
(u,v)∈E f(u, v) be the amount of flow at v. The value |f | of f is∑
(s,v)∈E f(s, v) −
∑
(v,s)∈E f(v, s). Let c ∈ (R>0 ∪ {∞})E denote edge capacities. A flow f is
edge-capacity-feasible if f(e) ≤ c(e) for all e ∈ E. We can define capacities of vertices as well. Let
c ∈ (R>0 ∪ {∞})V be vertex capacities. We say that f is vertex-capacity-feasible if f(v) ≤ c(v)
for all v ∈ V . If G is undirected, one way to define an s-t flow is by treating G as a directed
graph where there are two directed edge (u, v) and (v, u) for each undirected edge {u, v}. We will
assume that a flow only goes through an edge in one direction, i.e., for each edge {u, v} ∈ E, either
f(u, v) = 0 or f(v, u) = 0.
For 1 ≤ i ≤ k, let fi be an si-ti flow. We call F = {f1, . . . , fk} a multi-commodity flow
or k-commodity flow. We call the k pairs of vertices (s1, t1), . . . , (sk, tk) the demand pairs of F
and {s1, t1, . . . , sk, tk} a set of terminal vertices of F . We say that F is edge-capacity-feasible if∑
i fi(e) ≤ c(e) for each e ∈ E, and is vertex-capacity-feasible if
∑
i fi(v) ≤ c(v) for all v ∈ V .
Flow problems. In the maximum concurrent flow problem with vertex capacities, we are given
a graph G with capacities on vertices, and for 1 ≤ j ≤ k, a demand pair (sj, tj) and a target
demand di. We need to find F = {f1, . . . , fk} w.r.t. the demand pairs (s1, t1), . . . , (sk, tk) such
that F is vertex-capacity-feasible and the value |fj| = λdj for each j. The goal is to maximize
λ. The congestion minimization problem is closely related to this problem. In the congestion
minimization problem with vertex capacities, we are given a graph G with capacities on vertices,
and for 1 ≤ j ≤ k, a demand pair (sj , tj). We need to find a collection of paths P = {P1, . . . , Pk}
where Pi is an si-ti path. The goal is to minimize maxv
|{i|v∈Pi}|
c(v) , i.e. the maximum congestion over
all vertices v.
In the maximum throughput flow problem with vertex capacities, we are given a graph G
with capacities on vertices, and a demand pair (sj, tj) for 1 ≤ j ≤ k. We need to find, for all
j ∈ {1, . . . , k}, an sj-tj flow fj such that F = {f1, . . . , fk} is vertex-capacity-feasible. The goal is
to maximize the total value
∑
j |fj| of F .
For convenience, we will assume that each terminal vertex has capacity ∞. (In fact, this is
a standard definition of the (single-commodity) max flow problem.) If we want to also enforce
capacity bounds at terminal vertices, we can just add dummy terminal vertices {s′1, t′1, . . . , s′k, t′k},
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add edges between (s′i, si) and (ti, t
′
i) for each i. The capacity at dummy terminal vertices are ∞,
but we can now enforce capacity bounds at terminal vertices.
The problems with edge capacities are defined analogously.
Previous works. To see the context of the results, we need to discuss the result in edge-
capacitated graphs as well. Below, n is the number of vertices, m is the number of edges, and
k is the number of demand pairs. We hide poly log(nC) factors where C is the ratio between
largest and smallest capacity.
In directed edge-capacitated graphs, Garg and Könemann [GK07] present (1+ǫ)-approximation
algorithms based on the multiplicative weight update framework for maximum throughput and
concurrent flow, and many other problems. Then, Fleischer [Fle00] gives an improved maximum
throughput flow algorithms with running time O˜(m2/ǫ2). She also improved maximum concurrent
flow algorithms of [GK07], but this is further improved by Karakostas [Kar08] to running time
O˜(m2 + kn)/ǫ2) and only O˜(m2/ǫ2) if only the value of optimal solution is needed. All these
algorithm are deterministic. Madry [Mad10] observes that this framework can be sped up nicely
using dynamic algorithms. In [Mad10], he exploits a variant of dynamic all-pairs shortest paths
algorithms, and shows that a factorm in previous running time can be replaced by n. More precisely,
he shows an O˜(mn/ǫ2)-time maximum throughput flow algorithm, and an O˜((m + k)n/ǫ2)-time
maximum concurrent algorithm. His algorithms are randomized. When k is small, there are faster
algorithms on undirected graphs: an O˜(mk/ǫ)-time max-concurrent flow algorithm by Sherman
[She17], and an O˜(m4/3 poly(k/ǫ))-time max-throughput flow algorithm by Kelner, Miller, and
Peng [KMP12]. Also in undirected graphs, by paying a large O(log4 n)-approximation factor, we
can reduce both problems to the same problems on trees by using the Räcke tree which is from the
context of oblivious routing scheme. This reduction can be done in O˜(m) [RST14, Pen16]. If the
graph is a tree, it is not hard to see that both problems can be solved in O˜(m + k) time using,
for example, the link-cut tree [ST83]. Therefore, we obtain O(log4 n)-approximation algorithms in
O˜(m+ k) time which is optimal up to poly-logarithmic factors.
Now, we turn to vertex-capacitated graphs. It turns out that the algorithms by [GK07, Fle00,
Kar08] can be sped up easily. From the framework, the number of saturated augmentations which
is O˜(m/ǫ2) in edge-capacitated graphs can be reduced to O˜(n/ǫ2) in vertex-capacitated graphs.
Because of this, we can obtain a maximum throughput flow algorithm with running time O˜(mn/ǫ2)
from Fleischer’s [Fle00] and a maximum concurrent flow algorithm with running time O˜((m +
k)n/ǫ2). These are deterministic, work in directed graphs, and, at the same time, match the
running time of algorithms by Madry [Mad10]. The recent algorithm [CK19] for computing (1+ ǫ)-
approximate (single-commodity) max flow in vertex capacitated graph in O(n2+o(1)/ǫO(1)) expected
time also exploits this.
In our algorithms, we reduce another m factor to O˜(n) by working on dynamic spanners of size
O˜(n) instead. Hence, the time bound we obtain is O˜(n2/ǫ2) and O˜(n(n+k)/ǫ2) for max-throughput
and max-concurrent flow respectively.
It is not clear how to obtain an o(n2)-bound, even when the graph is sparse, k = 1, and we allow
large approximation factor, say, no(1). For example, algorithms by Sherman [She17] and Kelner,
Miller, and Peng [KMP12] are quite specific to edge-capacitated graphs. Also, there is provably
no good quality oblivious routing in vertex capacitated graphs [HKRL07] like the Räcke tree in
edge-capacitated case.
Overview of the Approach. To avoid reproving the properties about algorithms based on
multiplicative weight update framework, we try to use the algorithms of Fleischer [Fle00] as a
black-box as much as possible. However, her algorithms are stated for directed edge-capacitated
graphs. So, our algorithms have three main steps as follows.
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1. We first show how to reduce the problem in undirected vertex-capacitated graphsG to directed
edge-capacitated graphs G′′. The reduction is a very standard one.
2. Fleischer’s algorithms mainly involve computing approximate shortest paths in G′′ where G′′
undergoes edge weight updates. We show how assign the weight to edges of G so that an
approximate shortest path inG corresponds to an approximate shortest path inG′′. Moreover,
whenever when G′′ is updated, the weight G can be updated accordingly.
3. We will maintain a data structure from Theorem 10.1 on G that allows us to query a spanner
H of G using our dynamic algorithm. To find an approximate shortest path in G, we just
first query for a spanner H and then run Dijkstra’s in H, which is sparse.
E.1 Fleischer’s algorithms
We need some notations for describing Fleischer’s algorithms. Let G = (V,E) be a directed graph
with edge capacities c ∈ (R>0 ∪ {∞})E . For any s, t ∈ V , let Pj be a set of all s-t paths. For
any flow f and path P , let f(P ) denote the amount of flow in f through path P . By writing
f(P ) ← f(P ) + c, this means f(e) ← f(e) + c ∀e ∈ P . The algorithms maintain lengths ℓ ∈ RE≥0
on edges. For any path P , let ℓ(P ) =
∑
e∈P ℓ(e) be the length of P . A ℓ-shortest s-t path is a path
P ∗ = (s, . . . , t) which minimize ℓ(P ) over all Ps,t. An α-approximate ℓ-shortest path P˜ is such that
ℓ(P˜ ) ≤ α · ℓ(P ∗).
E.1.1 Maximum throughput flow
See Algorithm E.1 for Fleischer’s multi-commodity max-throughput flow algorithm. We note that
it is important to set ℓ(e) = 0 when c(e) = ∞. This is not stated in [Fle00] because they did not
consider infinite capacity.
Now, we state some properties of Algorithm E.1. Observe the following:
Lemma E.2. For every edge e where ℓ(e) 6= 0, ℓ(e) only increases, and δ ≤ ℓ(e) ≤ (1 + ǫ).
Lemma E.3 (Lemma 2.2 of [Fle00]). The returned F is edge-capacity-feasible.
In [Fle00], α = (1 + ǫ). We observe the analysis of Theorem 2.4 in [Fle00] shows that the
following holds for general α:
Lemma E.4. The returned F is an (α(1 +O(ǫ))-approximate solution.
Lemma E.5. Suppose G has at most τ edges with finite capacity. Before returning F , then are at
most O˜((τ +min{k, n})ǫ−2) approximate single-source shortest path computations.
Proof sketch. A straight-forward extension of Lemma 2.1 of [Fle00] shows that the total number of
times that we iterate in the while loop is at most O˜(τ/ǫ2), each iteration we compute one single-
source shortest path. In [Fle00], it is also shown that the number of time we compute single-source
shortest paths outside the while loop is at most O˜(|S|/ǫ2) = O(min{k, n})ǫ−2).
E.1.2 Maximum concurrent flow
See Algorithm E.6 for Fleischer’s maximum concurrent flow algorithm.
Next, we state some properties of Algorithm E.1. Observe the following:
Lemma E.7. For every edge e where ℓ(e) 6= 0, ℓ(e) only increases, and δc(e) ≤ ℓ(e) ≤ 1+ǫc(e) .
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Algorithm E.1 Fleischer’s algorithm [Fle00] for computing multi-commodoity max-throughput
flow in directed edge-capacitated graphs.
Input: A directed graph G = (V,E) with edge capacities c ∈ (R>0 ∪ {∞})E , the demand pair
(s1, t1), . . . , (sk, tk) and an accuracy parameter 0 < ǫ < 1.
Output: A multi-commodity flow F for (s1, t1), . . . , (sk, tk) where F is edge-capacity-feasible.
Let S = {s1, . . . , sk} be the set of sources.
1. Set δ = (1+ǫ)
((1+ǫ)n)1/ǫ
.
2. Set ℓ(e) = δ if c(e) is finite; otherwise ℓ(e) = 0. Set f ≡ 0.
3. for r = 1 to
⌊
log1+ǫ
1+ǫ
δ
⌋
do
(a) for each s ∈ S do
i. T ←α-approximate s-source ℓ-shortest paths tree. Let t be such that the distance
from s to t in T is minimized among all demand pair where s is a source.
ii. P ←the path from s to t in T .
iii. while ℓ(P ) < min{1, δ(1 + ǫ)r}
A. c← mine∈P c(e)
B. fj(P )← fj(P ) + c where (sj , tj) = (s, t)
C. ℓ(e)← ℓ(e)(1 + ǫcc(e)) ∀e ∈ P
D. T ←α-approximate s-source ℓ-shortest paths tree. Let t be such that (s, t) is a
demand pair and the length from s to t in T is minimized.
E. P ←the path from s to t in T .
4. return F = {fj/ log1+ǫ 1+ǫδ }kj=1.
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Algorithm E.6 Fleischer’s algorithm [Fle00] for computing a maximum concurrent flow in directed
edge-capacitated graphs.
Input: A directed graph G = (V,E) with edge capacities c ∈ (R>0 ∪ {∞})E , demand pairs
(s1, t1), . . . , (sk, tk), target demands d1, . . . , dk and an accuracy parameter 0 < ǫ < 1.
Output: A multi-commodity flow F = {f1, . . . , fk} where fi is an si-ti flow and F is edge-capacity-
feasible.
Assumption: The optimal value of the solution β satisfies that β ≥ 1.
1. Set δ = (2m)−1/ǫ
2. Set ℓ(e) = δ/c(e) ∀c ∈ E. Set f ≡ 0.
3. while
∑
e∈E c(e)ℓ(e) < 1 do
(a) for j = 1 to k do
i. d′j ← dj
ii. while
∑
e∈E c(e)ℓ(e) < 1 and d′j > 0 do
A. P ← α-approximate ℓ-shortest sj-tj path
B. c← min{mine∈P c(e), d′j}
C. d′j ← d′j − c
D. fj(P )← fj(P ) + c
E. ℓ(e)← ℓ(e)(1 + ǫcc(e)) ∀e ∈ P
4. return F = {fj/ log1+ǫ 1δ}kj=1.
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Let β be the value of optimal solution (i.e. the maximum λ). Algorithm E.6 assumes that β ≥ 1.
This can be done easily if we know the approximation of β. For example, a ∆-approximation β˜ of
β where β/∆ ≤ β˜ ≤ β is given. Then, the problem where the target demands are d1/∆, . . . , dk/∆
must have the optimal value at least 1.
Lemma E.8 (Lemma 3.2 of [Fle00]). The returned F is edge-capacity-feasible.
The analysis about approximation ratio in [Fle00] is referred to the analysis by Garg and
Könemann [GK07]. In [GK07], α = 1. We observe for general α, the analysis in Sections 5.1 and
5.2 [GK07] can be extended straightforwardly as follows:
Lemma E.9. Suppose β ≥ 1. F is an (α(1 +O(ǫ))-approximate solution.
Lemma E.10 (Lemma 5.2 of [GK07]). Suppose that 1 ≤ β ≤ 2. Suppose that G has at most τ edges
with finite capacity. Then there are at most O˜((τ + k)/ǫ2) approximate shortest path computations
in Algorithm E.1.
In particular, if we have computed O˜((τ + k)/ǫ2) many shortest paths and Algorithm E.1 does
not stop, then β ≥ 2. In this case, we can scale the target demands up by a factor of 2 so that β
is reduced by a factor of 2. Since we need to repeat this only log∆ times, we can ∆-approximate
β. That is, we have the following:
Lemma E.11. Given a ∆-approximation β˜ of β, we can compute an (α(1 + O(ǫ))-approximate
solution using at most O˜((τ + k)ǫ−2 log∆) approximate shortest path computations.
E.2 Simulating Fleischer’s algorithms
Let G = (V,E) be an undirected n-vertex m-edge graph with vertex capacities c ∈ (R>0 ∪ {∞})V .
Let (s1, t1), . . . , (sk, tk) be the demand pairs. Recall that we assume c(v) = ∞ for all v ∈
{s1, t1, . . . , sk, tk}. Next, we create a directed graph G′′ = (V ′′, E′′) with edge capacities c′′ as
follows. For each node v ∈ V , we create vin, vout ∈ V ′′ and a directed edge (vin, vout) with capacity
c′′(vin, vout) = c(v). For each undirected edge (u, v) ∈ E, we create (vout, uin), (uout, vin) ∈ E′′
with capacity ∞. This is a standard reduction from flow problems with vertex capacities to flow
problems with edge capacities on directed graphs. Given a multi-commodity flow F = {f1, . . . , fk}
with demand pairs (s1, t1), . . . , (sk, tk), there is a corresponding F ′′ = {f ′′1 , . . . , f ′′k } with demand
pairs (sout1 , t
in
1 ), . . . , (s
out
k , t
in
k ) such that, for each j, |fj | = |f ′′j | and fj capacity-feasible iff f ′′j is
capacity-feasible.
Now, we can run Algorithm E.1 and Algorithm E.6 on G′′. Both algorithms maintain lengths
ℓ′′ ∈ RE′′≥0 of edges. Observe that ℓ′′(e′′) = 0 unless e′′ = (vin, vout) and v /∈ {s1, t1, . . . , sk, tk}.
To be able to compute approximate shortest paths in G′′ quickly, we assign the weights w′ ∈ RV≥0
to vertices in G as follows. For each v, w′(v) = ℓ′′(vin, vout). Observe that, for every demand
pair (sj, tj), there is a correspondence between sj-tj paths P in G and s
out
j -t
in
j paths P
′′ in G′′
where w′(P ) = ℓ′′(P ′′). Note that this is true because w′(v) = 0 for v ∈ {s1, t1, . . . , sk, tk}.
However, the weights of G are now in vertices. To assign the weight w ∈ RE≥0 on edges, we set
w(u, v) = (w′(u) + w′(v))/2. As w′(v) = 0 for v ∈ {s1, t1, . . . , sk, tk}, we have that w(P ) = w′(P )
for any sj-tj path P in G.
Now, we are ready to show how to exploit dynamic spanner algorithms for fast flow computa-
tions.
Theorem E.12. Suppose there is a decremental spanner against an adaptive adversary that can
maintain t-spanner of size s using u amortized update time and q query time. Then, in undirected
vertex-capacitated graphs with n vertices and m edges, we have
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1. a (t · (1 + ǫ))-approximate algorithm for maximum throughput flow with k commodities in
O˜((mu+ n(s+ q))ǫ−2) time, and
2. a (t · (1 + ǫ))-approximate algorithm for maximum concurrent flow with k commodities in
O˜((mu + (n + k)(s + q))ǫ−2 logC) time where C is the ratio of largest finite capacity to
smallest finite capacity.
Proof. (1): By Lemma E.2, as the lengths only increase, we can use decremental spanner algorithms
on G for maintaining a t-spanner H. We will update the weight w(e) of each edge only when it
has been increased by more than a factor of 2. Again, by Lemma E.2, we only need to update
each edge at most log 1+ǫδ = O(ǫ
−2 logm) times. Therefore the total update time to maintain H is
O(muǫ−2 logm). Next, by Lemma E.5, we need to compute single-source shortest path O˜(n/ǫ−2)
times. Each time, we first query for H in q time, and then compute the shortest path on H to
get a t-approximate single source shortest path in O˜(s) time. Therefore the total running time is
O˜((mu + n(s + q))/ǫ2). By Lemma E.3 and Lemma E.4, we obtain a (t · (1 + ǫ))-approximation
from Algorithm E.1.
(2): We will first show how to get an O(kn)-approximation β˜ of the optimal value β in time
O((m + k) logC). Let ζj denote the maximum sj-tj flow value in G. Let ζ = minj ζj/dj . As
argued in [GK07, Fle00], ζ is a k approximation of β. So now it suffices to O(n)-approximate ζj
for each j. As any sj-tj flow in vertex-capacitated graphs can be decomposed into n paths, we
have that ζˆj = maxP∈Psj ,tj minu∈P c(u), i.e. the amount of flow that we can send along maximum
min-capacity path, is an n-approximation of ζj. In [Fle00], it is shown how to compute all ζˆj in
O(min{k, n}m logm) total time which is too slow for us. Here, we will show how to 2-approximate
all ζˆj in O((m+ k) logC) time.
Let cmax = maxv{c(v) | c(v) 6= ∞}, cmin = minv c(v), and C = cmax/cmin. Let Vi = {v |
2icmin ≤ c(v) < 2i+1cmin}. Let V∞ = {v | c(v) =∞}. Let Gi = G[⋃j≥i Vj ]. If (sj , tj) is connected
in Gi but not in Gi+1, then we know 2
icmin ≤ ζˆj < 2i+1cmin. For each i, we compute connected
component of Gi in O(m) time. Then we can check quickly, for all j, if sj and tj are connected
in Gi in O(k). Summing over all i, the total time is O((m + k) logC). Therefore, we obtain
O(kn)-approximation β˜ of β.
Now, the proof is very similar to (1). By Lemma E.7, as the lengths only increase, we use a
decremental spanner algorithms on G for maintaining a t-spanner H, and we will update the weight
w(e) of each edge only when it has been increased by more than a factor of 2. By Lemma E.7, we
only need to update each edge at most log 1+ǫδ = O(ǫ
−2 logm) times. Therefore the total update
time to maintain H is O(muǫ−2 logm). Next, by Lemma E.11, we need to compute single-source
shortest paths O˜((n + k)ǫ−2 log(nk)) times. Each time, we first query for H in q time, and then
compute the shortest path on H to get a t-approximate single source shortest path in O˜(s) time.
Therefore the total running time is O˜((mu+ (n+ k)(s+ q))/ǫ2). By Lemma E.8 and Lemma E.9,
we obtain a (t · (1 + ǫ))-approximate from Algorithm E.6.
To prove Theorem 14.1, we set ǫ = Ω(1). Then we use the dynamic data structure for spanners
from Theorem 10.1 with parameters t = polylog(n), s = O˜(n), u = O˜(1), q = O˜(n). This concludes
Theorem 14.1.
E.3 Proof of Corollary 14.2
Proof. Given an instance of the congestion minimization problem with k demand pairs {(sj , tj)}kj=1.
Let OPT be the minimum congestion over all solutions. We solve the same instance of maximum
concurrent flow when dj = 1 for all j. Let λ be the value of our maximum concurrent flow
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solution F = {f1, . . . , fk} from Theorem 14.1. Let F ′ = {f ′1, . . . , f ′k} be such that f ′i = fi/λ.
Note that f ′i is a si-ti flow of value 1. Let the congestion of F ′ denote maxv
∑
i
f ′i(v)
c(v) . Note that
maxv
∑
i
f ′i(v)
c(v) ≤ polylog(n)OPT.
The standard rounding technique by Raghavan and Thompson [RT87] works as follows. For
each i, recall that Theorem 14.1 gives flow-path decomposition of fi as well, and hence of f
′
i . Let
P 1i , . . . , P
zi
i be the paths in the given flow-path decomposition of f
′
i . Let f
′
i(P ) be the amount of
flow f ′i on P . Note that
∑
j f
′
i(P
j
i ) = 1 and f
′
i(P
j
i ) ≥ 0. We choose P ji with probability f ′i(P ji )
into the solution for congestion minimization. Let P be the collection of such paths. By Chernoff’s
bound, we have the congestion of P is at most
O
(
log n
log log n
)
·max
v
∑
i f
′
i(v)
c(v)
= polylog(n)OPT.
F Tables
Reference Year Stretch Size Time Adaptive?
Incremental
[FKM+05] 2005 2k − 1 O(kn1+1/(k−1)) O˜(kn1/(k−1))
[Bas08] 2008 2k − 1 O(kn1+1/k) O(1)
[Elk11] 2007 2k − 1 O(kn1+1/k) O(1)
Fully dynamic (amortized)
[AFI06] 2005
3 O(n1+1/2) O(∆) adaptive
5 O(n1+1/3) O(∆) adaptive
[BKS12] 2008
2k − 1 O˜(k9n1+1/k) O(7k)
2k − 1 O˜(kn1+1/k) O(k2 log2 n)
[FG19] 2019
2k − 1 O˜(n1+1/k) O(k log2 n)
2 logn− 1 O˜(n) O˜(1)
This paper O˜(1) O˜(n logW ) O˜(1) adaptive
Fully dynamic (worst-case)
[Elk11] 2007 2k − 1 O(n1+1/k) O˜(mn−1/k)
[BK16] 2016
3 O˜(n1+1/2) O˜(n3/4)
5 O˜(n1+1/3) O˜(n5/9)
5 O˜(n1+1/2) O˜(n1/2)
[BFH19] 2019
2k − 1 O˜(n1+1/k) O(1)k log3 n
2
√
logn− 1 n2O(
√
log n) 2O(
√
log n)
This paper no(1) O˜(n logW ) no(1) adaptive
Table 1: A list of dynamic spanner algorithms. Above, n is a number of vertices, m is the number
of initial edges, ∆ is the maximum degree, and k is any positive integer. In the “Year” column,
the year is according to the conference version of the paper. If an algorithm assumes an oblivious
adversary, then we leave blank in the column “Adaptive?”. All previous algorithms that can handle
adaptive updates are deterministic algorithms, while our algorithms are randomized Monte Carlo.
All incremental algorithms have worst-case update time except [Bas08]. We highlight (in bold)
the results with spanner size at most n1+o(1) in no(1) time.
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