Generalized Coherent States and Holonomic Phases by Matsumoto, Masao & Kuratsuji, Hiroshi
TitleGeneralized Coherent States and Holonomic Phases
Author(s)Matsumoto, Masao; Kuratsuji, Hiroshi




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Generalized Coherent States and Holonomic Phases
Kuzuha-Asahi 1-12-32, Hirakata City and
Department of Physics, Ritsumeikan University
ta $T\Re 4$ (Masao Matsumoto)
Department of Physics, Ritsumeikan University
$\ovalbox{\tt\small REJECT}^{\backslash }dlkg_{l}\pm b^{\backslash }\backslash$ (Hiroshi Kuratsuji)
1. Introduction
The main feature of quantum mechanics is the existence of the probability amplitude
which underlies all the atomic processes.[1] In particular, the phase of the probability
amplitude (or wave function) is crucial, since it govems the “interference “phenomena,
while the square of the absolute value of the amplitude gives the probability itself. The
exisitence of the phase represents the fundamental departure from the usual classical prob-
ability theory.
Recently, the role of the phase in quantum mechanics has renewed interest from various
motivations. Especially, if one is concemed with the cyclic change in quantum state, then
one gets the so-called geometric phase or topological phases.[2] The monumental work of
the geometric phase has been done by Dirac, in which the non-integrable (path dependent)
phase factor has been firstly recongnized. [3] The historical development of geometric phases
has been made in two distinct aspects. The first aspect has been known in early sixties
in molecular physics in connection with the consideration of adiabatic processes[4] which
finally leads to the so called Berry’s phas$e^{}$ The other aspect, which seems to be
less noticed than the formar, has a long history. It stems from the path integral in the
representation of “generalized coherent states”, in which integration paths are defined on
the phase space in a generalized sence.[5,6] This approach has many physical applications,
for example, of collective motions of fermion systems[7]
In this note, we shall study the latter aspect mentioned above; namely, we scrutinize
the feature of the geometric phase that is inspired from the generalized coherent state.
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We bear the name;”canonical phase” to this specific phase. Why do we need to under-
stand the canonical phase in the framework of path integrals? This comes from the fact
that the geometric phase reflects the global structure of the quantum system. On the
other hand, the global aspect of quantum mechanics is naturally described by path inte-
gral formulation. [8] Now, the coherent state path integrals invoke the generalized coherent
states(CS) $|Z\rangle$ , which are parametrized by a point $Z$ on some manifolds (in many cases
complex manifolds) whose coordinates are related to some extemal or macroscopic pa-
rameters of the systems. The manifolds just turn out to be the generalized phase spaces
mentioned above, over which the integral is carried out. By considering the propagator
for a roundtrip of a point on the generalized phase space, the canonical phase is obtained
naturally as the contour integral of the “ connection” between two coherent states which lie
infinitesimally each other.[9] The procedure looks like that used in the dynamical theory
of the adiabatic phase,[10] where the the adiabaticity controls the manner of change of
phase factor appearing in the quantum system which suffers from the external field that is
changing adiabatically. In contrast to this, in the case of canonical phase, we have no con-
cept of adiabaticity; instead of this, we have a substitute; that is, the dynamical principle
controlling the motion of $Z$ ; namely, a cyclic path on the manifold of CS is determined by
quantum action principle, which yields a dymamical equation on the parameter space.
In this paper we shall give some concrete examples of canonical phases; these are
constructed from several CS whose generalized phase spaces are non-compact as well as
compact. We take up the examples from the spin CS, boson CS, and Lorentz or SU(1,1)CS.
The physical sytems under cosideration are weU-known ones in magnetic resonance and
quantum optics. The contents of sections 2 to 7 are as follows. In section 2 we review
the general theory of the canonical phase. The canonical phase with use of spin(SU(2))CS
is dicussed in section 3, which follows the recent work by us[11] These two sections are
the preparation to the subsequent sections 4 and 5, where we investigate the geometric
character of the canonical phases for non-compact CS; the case of the boson CS (section 4)
and the case of Lorentz CS (section 5). We also study the relation between the canonical
phase and the semiclassical quantization scheme in section 6. Section 7 gives a summary.
The details of the present study will be given elsewhere.[12]
47
2. General theory
First we give a concise review of the general theory of the canonical phase.[7] Using
CS, the propagator starting from and ending at the state $|Z_{0}\}$ (in time T) can be written
as
$\{Z_{0}|Pe^{-\frac{i}{\hslash}\int\hat{H}(t)dt}|Z_{0}\rangle=\oint e^{\frac{i}{\hslash}S(C)}D\mu(Z)$ (2.1)
where $P$ means time ordered products and the integral are performed over all cyclic paths.
Here $D \mu(Z)\equiv\prod_{t=0}^{T}d\mu(Z(t))$ , where $d\mu(Z)$ denotes the invariant measure on the gener-




$= \int_{0}^{T}((Z|i\hslash\frac{\partial}{\partial t}|Z\}-H(Z, Z^{*}))dt\equiv\int_{0}^{T}Ldt$ ,
where $H(Z, Z^{*})\equiv\{Z|\hat{H}|Z\rangle\equiv H(t)$ is the expectation value of the Hamiltonian.
By using the overlap of the unnormalized CS $|\tilde{Z}\}:F(Z, Z^{*})=\{\tilde{Z}|\tilde{Z}\}$ , the Lagrangian
can be cast into the form
$L= \sum_{k=1}^{n}\frac{i\hslash}{2}(\frac{\partial\log F}{\partial zk}\dot{z}k-\frac{\partial\log F}{\partial zk^{*}}zk^{*})-H(Z, Z^{*})$ . (2.3)
$\ulcorner\Gamma 0$ get (2.1), we used the property of “the resolution of unity “ : $\int|Z)d\mu(Z)\{Z|=1$ . Now
we select one cyclic path $C(Z(t))$ in the geneialized phase space and caluclate
$\Gamma(C)=\oint_{c}(Z|i\hslash\frac{\partial}{\partial t}|Z\}dt$ (2.4)
which we shall call “canonical phase “. It is a topological phase obtained in the light of
the CS path integral formulation. Here we choose this path $C$ by taking the semiclassical
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limit of (2.1), which amounts to
$\delta\int\{Z|i\hslash\frac{\partial}{\partial t}-\hat{H}(t)|Z\}dt=0$
which yields the equations of $Z$






which is the metric of the generalized phase space.
Some explanation is in order regarding the meaning of the choice of circuit. Taking
the semiclassical limit is the condition of choosing the specific path among all the possible
paths. Here the parameter controlling the limit is the Planck constant. This feature
corresponds to the situation of taking the adiabatic limit for the quantum transition for
which the transition takes place between the states labelled by the discrete eigenstates
each of which has the same quantum number. [10] Consider a special case of the vanishing
Hamiltonian; for which the solution of the equation of motion (2.5)becomes trivial. In this
case, the transition amplitude is simply given as
$\prod_{k=1}^{\infty}\{Z_{k+1}|Z_{k}\}=\exp[i\Gamma(C)]$
and the topological feature becomes manifest yielding the topological invariants defined
over the compact phase space that are represented by the first Chern class. In the case
of the non-vanishing Hainiltonian, one should evaluate the phase $\Gamma$ as a function of the
loop (the solution of (2.5) independent of the Hamiltonian. The problem here is that: in
general it is not easy to obtain a cyclic motion that makes difficult to calculate $\Gamma(C)$ . In
the following sections we shall take up simple models to allow simple specific solutions for
the equation of motion.
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Next we will give the principle of an experimental detection method of the canonical
phase. After a cyclic motion the state vector totally aquires a phase $\Phi=\frac{1}{\hslash}S(C)$ ( eq(2.2))
which, by eq. (2.2), consists of two parts: $\Phi=\frac{1}{\hslash}(\Gamma-\Delta)$ . Here $\Gamma$ is the canonical phase
and
$\triangle(C)=\oint_{C}H(Z, Z^{*})dt$ (2.6)
is the time integral of the expectation value of the Hamiltonian which may be called the
“dynamical phase “. How can we extract the effect of $\Gamma$? The answer can be given as
follows. Consider two particle beams, each of which has the same $\triangle$ and in one of which
$\Gamma$ vanishes. Interferencing these two beams reveals the canonical phase itself.
3. The topological phase associated with the SU(2) CS
In this chapter general we shall apply the general theory to the case of the SU(2)CS.
Consider a particle with spin $J$ possessing the magnetic moment $\mu$ in a magnetic field B.
Here we take $B(t)=(B_{0}\cos\omega t, B_{0}\sin\omega t, B)$ that is a static field along the z-axis plus
an additive field rotating perpendicular to it with the frequency $\omega$ , which is familiar in
magnetic resonance. The system may be described by the spin (angular momentum) or
SU(2) CS $|z)-a$ typical CS for a compact group –defined as:
$|z\}=(1+|z|^{2})^{-J_{e^{z}}j_{+}}|0\rangle$ , (3.1)
where $|0\}=|J,$ $-J\}$ satisfying $\hat{J}_{z}|0)=-J|0)$ and $\hat{J}\pm$are usual spin operators and $z$ takes
any complex values. The Hamiltonian of the system is
$\hat{H}(t)=-\mu B(t)\cdot J$ , (3.2)
where $J\equiv(\hat{J}_{1},\hat{J}_{2},\hat{J}_{3})$ is a matrix vector satisfying $J\cross J=iJ$ . By using the polar
coordinate $z= \tan\frac{\theta}{2}e^{-i\phi}(0\leq\theta\leq\pi, 0\leq\phi\leq 2\pi)$ (which shows that in the case of the spin
CS the generalized phase space is isomorphic to $S^{2}$),$(3.1),(3.2)$ and ref[5], $H(t)\equiv H(z, z^{*})$
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is expressed as
$H(z, z^{*})=H(\theta, \phi)=-\mu J[B_{0}\sin\theta\cos(\phi-\omega t)-B\cos\theta]$ . (3.3)
The variation equation is
$\dot{\theta}=-\frac{\mu B_{0}}{\hslash}\sin(\phi-\omega t),\dot{\phi}=-\frac{\mu}{\hslash}[B_{0}\cot\theta\cos(\phi-\omega t)+B]$ , (3.4)
which allows a special solution
$\phi=\omega t,$ $\theta=\theta_{0}$ ( $=$ const), (3.5)
where the following relation should be hold among the parameters $\theta_{0},$ $B,$ $B_{0}$ :
$\cot\theta_{0}=-(\frac{B}{B_{0}}+\frac{\hslash\omega}{\mu B_{0}})$ . (3.6)
The solution of the form (3.5) shall be called the “resonance “ solution. In fact, that corre-
sponds to the resonance solution for the case of the forced oscillation. The set of parameters
$(B, B_{0},\omega)$ satisfying (3.6) that gives the same $\theta_{0}$ yields the same “resonance solution “.
The set forms a surface in the paramter space $(B, B_{0},\omega)$ , which we call “invariant surface
“hereafter. Note that the quantities in the right hand side of (3.6)are all given in terms of
natural constants that allow to be compared with the experimental situation. From (3.6)
we can imagine that this solution forms the surface in the 3-dimensional parameter space
$(B, B_{0}, \theta_{0})$ which determines the resonance condition.
Next we turn to the evaluation of the canonical phase fitting to this special solution.
That leads us to
$\Gamma(C)=2\pi J\hslash(1-\cos\theta_{0})=-J\hslash\Omega(C)$ (3.7)
where $\Omega(C)$ is the solid angle that the curve $C$ subtends at the origin of the phase space.
On the other hand, the dynamical phase (2.6)is given by
$\triangle(C)=\frac{2\pi\mu J}{\omega}(B_{0}\sin\theta_{0}-B\cos\theta_{0})$ . (3.8)
The important point is that the canonial phase depends only on $\theta_{0}$ . Therefore any point
on the $\zeta invariant$ surface “gives the same canonical phase. But the dynamical phase is not
determined only by $\theta$ .
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We can make use of the above charactor of the canonical phase to detect its effects in
experiments. Consider a beam splitted into two paxts, each of which suffers the magnetic
field whose parameters $(B, B0,\omega)$ are on the invariant suiface. Recombining these two
gives the effect of the dynamical phase. Or we can set two parts, each of which has
the parameters giving the same $\triangle(C)$ . One of the simplest case comes true when $\triangle(C)$
vanishes. For brevety, we put the frequency fixed. Then (3.5) means $\cot\theta_{0}=\# B$ , which
together with (3.6) results in $\omega=-\frac{\mu(B_{0}^{2}+B^{2})}{\hslash B}$ . In this case the beam is prepared in such a
way that one of which suffers the field satisfying the above condition and does another no
fields. Recombinig these two reviels only the effect of the canonical phase. The interference
pattern goes as $I \propto\cos^{2}(\frac{\Gamma(C)}{2\hslash})$ .
One can easily find that the resonance solution meat linear stability conditin locally,
which is necessary to experimental detections. Similarly we can find that the solutions
obtained in the next chapter also meet the condition. So we will not repeat to discuss it
there.
4. Non-compact Coherent State I: Boson CS
Consider a harmonic oscillator driven by an external force. The hamiltonian is:
$\hat{H}=\frac{1}{2}(\hat{p}^{2}+\omega_{0^{2}}\hat{q}^{2})+F(t)\hat{q}$ , (4.1)
which can be written by boson creation and anhialation operators as
$\hat{H}=\hslash\omega_{0}\hat{a}^{\uparrow}\hat{a}+\beta(t)\hat{a}^{\uparrow}+\beta^{*}(t)\hat{a}$ . (4.2)
This type of Hamiltonians appears in the problems of detecting gravitational radiation[14]
and of quantum optics.[15] [16] In this section we shall take up the second one for example
and discuss the possibility of finding the effect of the holonomic phase.
Consider a single mode electric field inside a cavity driven externally by a coherent
driving field. If we neglect the cavity damping, we have the Hamiltonian:
$\hat{H}=\hslash\omega_{0}\hat{a}^{\uparrow}\hat{a}+i\hslash(\hat{a}^{\uparrow}E(t)e^{-i\omega t}-\hat{a}E^{*}(t)e^{i\omega t})$ , (4.3)
which belongs to the type of (4.2). The first term denotes the cavity mode Hamiltonian
where $\omega_{0}$ means the fundamental cavity resonance and does the second one Hamiltonian
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for the coherent driving field respectivly. Here $E(t)$ is the driving field amplitude, while $\omega$
the driving frequency. If the cavity contains the medium with unharmonicity Hamiltonian
contains the term having $\hat{a}^{\uparrow 2}\hat{a}^{2.[16]}$ Here we will consider the case when the unharmonicity
of the medium can be neglected. We also assume, for brevety, $E(t)=-\tilde{E}i$ (pure imaginary
$cnst.)$ .
The description of the system may fall in the field ofthe boson CS: $|z\}=e^{-\frac{1}{2}|z|^{2}}e^{z\hat{a}^{\dagger}}|0)$
Here $z$ satisfies $\hat{a}|z)=z|z)$ and propotional to complex amplitude of the classical elec-
tromagnetic field obtained as the solution of Maxewell eqation.[15] In terms of the polar




The resonance solution: $r=r_{0},$ $\theta=-\omega t$ .
For the solution, the relation that specifies
the “invariant surface “ : $r0=| \frac{E}{\omega+\omega 0}|$
The canonical phase: $\Gamma(C)=2\pi\hslash r_{0}^{2}$
The dynamical phase: $\triangle(C)=\frac{2\pi}{\omega}[\hslash(\omega_{0}^{2}r_{0}^{2}-2\tilde{E}r_{0})]$ .
Now one of the sufficient conditions for $\triangle(C)$ to vanish is that the integrand its-self van-
ishes, which results in $\omega=-\frac{1}{2}\omega_{0}$ .
Then the canonical phase is $\Gamma(C)=\frac{8\pi\hslash}{\omega_{0}^{2}}|E|^{2}$ . The experimental detection method is as
the same as that in \S 3, due to one mentioned at the end of \S 2.: The physical quantity that
we observe in the experiment is the phase of the electromagnic or photon field.
5. The non-compact CS II: The Lorentz coherent state
In this section we shall deal with the holonomic phase that is connected with another
class of non-compact coherent state; the SU(1,1) coherent state (See Appendix A.); alter-
natively we call the Lorentz coherent state, since SU(1,1) is locally isomorphic to Lorentz
group of 2 $+$ 1 dimension.
Now for our purpose it needs to take account of the linear operator that is just the
generators of the Lorentz CS. One of the realization of this algebra is given by a set of
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bilnear forms of boson creation and anihilation operators for a single mode electromagnetic
field :
$\hat{K}_{+}=\frac{1}{2}(\hat{a}^{\uparrow})^{2},\hat{K}_{-}=\frac{1}{2}\hat{a}^{2},\hat{K}_{0}=\frac{1}{4}(\hat{a}\hat{a}^{\uparrow}+\hat{a}^{\uparrow}\hat{a})$. (5.1)
In this case $k= \frac{1}{4}$ or $k= \frac{3}{4}$ . Appendix A and (5.1)show that, for $k= \frac{1}{4},$ $|0\rangle$ coincides
the photon vacuum and does the state of photon number being one for $k= \frac{3}{4}$ . In this
realization, the operator $S(\zeta)=e^{\zeta\hat{K}_{+}-(\hat{K}_{-}}*=e^{\frac{1}{2}(\zeta(\hat{a}^{\dagger})^{2}-\zeta^{*}\hat{a}^{2})}$ is nothing but a “squeeze
operator “with a squeeze parameter $\tanh|\zeta|$ and a rotating angle $\phi/2^{[17]}$
The physical system we take up here is the composed system of cavity mode and the
squeezed state generating interaction.[16] The hamiltonian for the system is
$\hat{H}=\hslash\omega_{0}(\hat{a}^{\uparrow}\hat{a}+\frac{1}{2})+\hslash[V^{*}(\hat{a}^{\uparrow})^{2}+V\hat{a}^{2}]$ , (5.2)
where V is the interaction parameter including the effect of pumping light. Here we take
$V=\kappa e^{i\omega t}$ : an oscillating pumping light. Using the parametrization $z= \tanh(\frac{\tau}{2})e^{-i\omega t}$ ,
$H(t)\equiv\{z|\hat{H}|z\rangle$ can be expressed as
$H(t)=H(\tau, \theta)=2\hslash k[\omega_{0}\cosh\tau+2\kappa\sinh\tau\cos(\phi-\omega t)]$ . (5.3)
A series of results for this case are the following.
$\dot{\phi}=2[\omega 0+\kappa\coth\tau\cos(\phi-\omega t)]$ ,
The variation equation:
$\dot{\tau}=4\kappa\sin(\phi-\omega t)$ .
The “resonance solution “ : $\phi=\omega t,$ $\tau=\tau_{0}(=const)$ .
The invariant surface, that is the sheet in the parameter space $(\omega,\omega 0,$ $\kappa)$ on which $\tau 0$ is
constant, is determined by: $\coth\tau_{0}=\frac{\omega-2\omega_{0}}{4\kappa}$ .
For the path $C$ described by this solution,
the canonical phase: $\Gamma(C)=2\pi\hslash k(\cosh\tau 0-1)$ .
The dynamical phase : $\triangle(C)=\frac{4\pi\hslash k}{\omega}(\omega 0\cosh\tau_{0}+\kappa\sinh\tau_{0})$ .
We see a close analogy to the case of spin CS and boson CS that the canonical phase
depends only on the “invariant surface “and the dynamical phase does not. The situation
enables us to follow the previous method for experiments. Here we state the last one in
section 3. Let us set a light beam splitting into two parts, each of which has the same
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$\triangle(C)$ but non-vanishig $\Gamma(C)$ only for one. That occurs when $\omega=\frac{2}{\omega_{0}}[(\omega_{0}^{2}-2\kappa^{2})+\frac{2\kappa\alpha}{\sinh\tau_{0}}]$ ,
where $\sinh\tau_{0}=\frac{1}{\kappa^{2}-\omega_{0}^{2}}[\alpha\kappa\pm\omega_{0}(\kappa^{2}+\alpha^{2}-\omega_{0}^{2})^{1/2}]$ . Here $\alpha$ is a positive constant. We set two
parts of the beam, for one of which $\omega$ satisfies the above condition and for another one
$\omega=0$ . Then recombining them leads to the interference pattem shows solely the effect of
$\Gamma(C)$ .
Next let us give to some comments on related points. First the meaning of the “reso-
nance solution “ can be understood in a manner analogous to the the SU(2) case by means
of Bloch like vector.[12] [18] Second in order to obtain the result for the adiabatic limit, we
only have to let $\omegaarrow 0$ in the above argument.[12]
6. The Relation to Semiclassical Quantization Scheme
The models used in the preceding sections allow us to calculate the canonical phases in
a non-trivial way. The basic point is that the Hamiltonians are time- dependent through
the time-dependence of the external field. The cyclic change of the external field results in
the phase holonomy. This fact implies that the non-trivial canonical phase arises only for
the case that the time-dependent Hamiltonian. Note that in the case of time-dependent
Hamiltonian the concept of energy spectrum has no meaning. Now, what is expected for
the case of time-independent Hamiltonian?
In what follows, the relation between the time independent hamiltonian and the semi-
classical quantization scheme is considered. Imagine an isolated system: a system that
has no interaction with extemal ones. Then the Hamltonian involves no time dependence
and the motion of the parameter $Z$ that determines the canonical phase lies on the surface
of the constant energy: $H(Z, Z^{*})=E$ . After a cyclic change the wave function acquire
the phase $\Phi=\frac{1}{\hslash}(\Gamma(C)-ET)$ . Note that $\Gamma(C)$ depends only on $Z$ , whereas does ET on
$t$ . For an isolated system the wave function must be single valued with respect to $Z$ ; the
phase change associated with the cyclic change is given as before and the single valuedness
requires it to be unity; namely,
$\exp[i\Gamma(C)]=1$
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and hence we have
$\Gamma(C)=\oint_{c}\{Z|i\hslash\frac{\partial}{\partial t}|Z\rangle dt=2\pi\hslash m$( $m$ : integer). (6.1)
That means that the canonical phase factor becomes trivial for the case of an isolated
system that is described by a time-independent Hamiltonian. The condition $(6.1)is$ crucial
in the sense that it can be used as the device for determining the energy spectra of the
system; so-called the semiclassical quantization conditon.[19] $\Phi$ is the phase change for the
classical wave function The integral contour is determined by the action principle.
In this way, we have inevitably “non-holonomy” for the case of an isolated system.
The single valuedness, which manifests the non-holonomical nature, determines the energy
eigenvalues, while for the system set in the time varying external field the energy eigenvalue
becomes nonsense. As a result of this, the non-trivial holonomic phase appears!
7. Surnary
We have shown the following results for the canonical phase, which is considered to be
a kind of the holonomic phases defined in terms of the coherent state path integral:
(1) :In the case of a simple non-compact CS as well as a compact one, there exists a
simple path on the generalized phase space of CS (“resonance solution “) when the
external parameters satisfy a specific condition(invariant surface “).
(2) :The holonomic phase depends only on the “invariant surface “.
(3) :The charactor of (2) enables us to constmct experiments in which the effect of the
holonomic phase or dynamical phase are extracted from each other.
(4) : We have “non-holonomy” when we are concemed with an isolated system; non-
holonomic condition is equivalent to the single valuedness which results in the semi-
classical quantization rule leading to the energy spectra.
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Finally, a few prospective points are in order concerning the relation between the
canonical phase and quantum optics. The one is the problem of generating the light
corresponding to CS, which provides wide possibilities to make the light which has no
classical counterpart such as so-called squeezed states. The other is, by making use of the
frequent appearence of CS in various branches of physics, we may simulate the problems
of other branches (i.e. field theory and condensed matter physics) by using optical devices.
Thirdly, a different kind of understanding to topological phases that is more general than
given here can be found in ref. $[$20$]^{}$
ACKNOWLEDGEMENTS
It is a great pleasure for one of the authors (M.M.) to express his sincere thanks to the
members at Ritsumeikan University for their warm hospitality during this work, especially
to Dr. S. Kakigi for preparing the manuscript. Thanks are also to Dr. M. Kitano for
sending the reprint of ref. [18].
APPENDIX A
Let us review the SU(1,1)CS concisel$y^{}$ The discrete series generators $K_{i}(i=1,2,3)$
of SU(1,1) algebra satisfy the followig commutation relations :
$[\hat{K}_{0},\hat{K}\pm]=\pm\hat{K}\pm,$ $[\hat{K}_{-},\hat{K}_{+}]=2\hat{K}_{0}$ , (Al)
where $\hat{K}\pm=\pm i(\hat{K}_{1}\pm i\hat{K}_{2})$ are rasing and lowering operators of a SU(1,1) state. The eigen
vectors of $K_{0}$ are specified by (k,m): $\hat{K}_{0}|k,$ $k+m\}=(k+m)|k,$ $m\rangle$ ,
where $k$ is a real number determined by the representation of SU(1,1) algebra and $m$ is a





1. P. A. M. Dirac, Fields and Quanta 3(1972)139.
2. A. Shapere and F. Wilzcek eds. “ Geometric Phases in Physics “, World Scientific
(1989).
3. P. A. M. Dirac, Proc. Roy. Soc.A133(1931)60.
4. G. Hertzberg and H. C. Longuet-Higgins Dics. Farad. Soc. 35 (1963) 77; A. J. Stone,
Proc. Roy. Soc.(1976).
5. “Path Integrals and Coherent States of SU(2) and SU(1,1)”; A.Inomata, H.Kuratsuji
md C.Gerry, World Scientific, 1992.
6. A. M. Perelomov,“ Generalized Coherent State “ (Springer Verlag,
Berlin,1985)
7. H. Kuratsuji and T. Suzuki, Prog. Theor. Phys.74 and 75(1983)209 and references
cited therein.
8. R. P. Feynman and A. R. Hibbs,“Quantum Mecanics and Path Integrals “ (McGraw-
Hill,New York,1965)
9. H.Kuratsuji and T.Hatsuda, in Proc. of the 13-th Int. Colloq. on Group Theo-
retical Method in Physics, Univ. of Maryland W.W.Zachary ed. p.238 (World
Scientific,1984)
10. H. Kuratsuji and S. Iida, Prog. Theor. Phys.74(1985)439.
11. H. Kuratsuji and M. Matsumoto, Phys. Lett. 155A (1991) 99.
12. M. Matsumoto and H. Kuratsuji, to appear.
13. H. Kuratsuji and M. Matsumoto, preprint (unpublished),
September, (1990).
14. J. N. Hollenhorst, Phys. Rev. D 19(1979)1669.
15. R. Loudon, “Quantum Theory of Light “ (Pergamon, 1973)
16. P. D. Drummond and D. F. Walls, J. Phys. A 13(1980),725.
17. See e.g. C. M. Caves, Phys. Rev. D23 (1981)1693.
58
18. For the use of SU(1,1) Bloch equation see e.g.
M. Kitano and T. Yabuzaki, Phys. Lett. $142A(1989)$ 321.
19. H. Kuratsuji, Phys.Lett. 108B (1982) 367.
20. H. Kuratsuji, Mod. Phys. Lett. A6(1991)1847.
59
