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ANALYSIS AND DYNAMICS ON THE BERKOVICH
PROJECTIVE LINE
ROBERT RUMELY AND MATTHEW BAKER
Abstract.
This is a set of expanded lecture notes from the Berkovich Space
seminar held at the University of Georgia during Spring, 2004. The pur-
pose of the notes is to provide a non-technical introduction to Berkovich
spaces, and to develop the foundations for analysis on the Berkovich
projective line, with a view toward applications in dynamics. After de-
scribing the underlying topological space and the sheaf of functions on
the Berkovich line, we introduce the Hsia kernel, the fundamental kernel
for potential theory. We develop a theory of capacities, define a Lapla-
cian operator, and construct a theory of harmonic functions. We then
develop the theory of subharmonic functions and give applications to
dynamics, including a construction of the Lyubich measure attached to
a rational function.
These notes are still in a preliminary form; we plan in the future to
revise and expand them into a research monograph. We are making them
accessible now because they provide proofs of some results needed in [3].
The paper [3] establishes an adelic equidistribution theorem for points of
small dynamical height; the nonarchimedean part of this theorem uses
in an essential way the theory developed in these notes.
We have been informed by A. Chambert-Loir that his student A. Thuil-
lier has independently proved a number of results concerning potential
theory on Berkovich curves, including the construction of a Laplacian
operator and a theory of harmonic functions. Chambert-Loir and Thuil-
lier, and independently C. Favre and J. Rivera-Letelier, have also re-
cently given constructions of a measure on P1
Berk
attached to a rational
function which presumably coincides with our Lyubich measure.
Date: July 19, 2004.
Work supported in part by NSF grant DMS-0300784. We thank Robert Varley for
several useful suggestions. The idea for using the Hsia kernel as the fundamental kernel
for potential theory on the Berkovich line was inspired by a manuscript of L. C. Hsia
([15]).
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1. Topological description of the Berkovich Unit Disc.
Let K be a global field and let v be a nonarchimedean place of K. Let
Cv be the completion of the algebraic closure of K. In this section we recall
Berkovich’s theorem that the unit Berkovich Disc over Cv can be identified
with the collection of all equivalence classes of sequences of nested discs
{B(ai, ri)}i=1,2,... contained in B(0, 1). Here B(a, r) = {z ∈ Cv : |z − a|v ≤
r}. This leads to an explicit description of the Berkovich Disc in terms of
an infinitely-branched metrized tree.
Let A = Cv{{T}} be the ring of all formal power series with coefficients
in Cv, converging on the unit B(0, 1). That is, A is the ring of of all power
series f(T ) =
∑∞
i=0 aiT
i ∈ Cv[[T ]] such that limi→∞ |ai|v = 0. Equip A with
the Gauss norm
‖f‖v = max
i
(|ai|v) .
With this norm, it is a Banach algebra over Cv.
A multiplicative seminorm on A is a function [·]x : A → R≥0 such that
[0]x = 0, [1]x = 1, [f ·g]x = [f ]x · [g]x and [f−g]x ≤ [f ]x+[g]x for all f, g ∈ A.
It is called bounded if there is a constant Cx such that [f ]x ≤ Cx‖f‖ for all
f ∈ A. Boundedness is equivalent to continuity.
It can be deduced from these properties that a bounded multiplicative
seminorm [·]x on A behaves like a nonarchimedean absolute value, except
that its kernel may be nontrivial. The multiplicativity implies that Cx
can be taken to be 1, that is, [f ]x ≤ ‖f‖ for all f . Indeed for each n,
([f ]x)
n = [fn]x ≤ Cx‖f
n‖ = Cx‖f‖
n, so [f ]x ≤ C
1/n
x ‖f‖. For a constant
c ∈ Cv, necessarily [c]x = |c|v. For this, note that by the definition of
the Gauss norm, ‖c‖ = |c|v. If c = 0 then trivially [c]x = 0; otherwise,
[c]x ≤ ‖c‖ = |c|v and [c
−1|v ≤ ‖c
−1‖ = |c−1|v, while multiplicativity gives
[c]x · [c
−1]x = [c · c
−1]x = 1. Combining these gives [c]x = |c|v. The usual
proof of the ultrametric inequality now carries over to show that [f + g]x ≤
max([f ]x, [g]x) for all f, g ∈ A, with equality if [f ]x 6= [g]x. Indeed, the
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binomial theorem shows that for each n
([f + g]x)
n = [(f + g)n]x = [
n∑
k=0
(
n
k
)
fkgn−k]x
≤
n∑
k=0
|
(
n
k
)
|v · [f ]
k
x[g]
n−k
x ≤
n∑
k=0
[f ]kx[g]
n−k
x
≤ (n+ 1) ·max([f ]x, [g]x)
n .
Taking nth roots and passing to a limit gives the inequality. If in addi-
tion [f ]x < [g]x then [g]x ≤ max([f + g]x, [−f ]x) implies that [f + g]x =
max([f ]x, [g]x).
By definition, the Berkovich Disc B(0, 1) is the functional-analytic spec-
trum of A, the set of all bounded multiplicative seminorms [·]x on A.
By abuse of notation, we will sometimes write x for [·]x ∈ B(0, 1). The
Berkovich Disc is equipped with the Gel’fond topology, the weakest topol-
ogy such that for all f ∈ A and all α ∈ R, the sets
U(f, α) = {x ∈ B(0, 1) : [f ]x < α} ,
V (f, α) = {x ∈ B(0, 1) : [f ]x > α}
are open. This makes it a nonempty, compact Haudorff space ([5], Theorem
1.2.1, p.13). It is also connected, even path-connected ([5], Corollary 3.2.3,
p.52).
Before proceeding further, we should note some elements of B(0, 1). For
each a ∈ B(0, 1) we have the evaluation seminorm,
[f ]a = |f(a)|v .
The boundedness of [f ]a follows from the maximum modulus principle in
nonarchimedean analysis, which says that supz∈B(0,1) |f(z)|v = ‖f‖. Also,
for each subdisc B(a, r) ⊂ B(0, 1), we have the sup norm
[f ]B(a,r) = sup
z∈B(a,r)
(|f(z)|v) .
Note that by the maximum modulus principle, the sup norm over the unit
disc coincides with the Gauss norm:
[f ]B(0,1) = ‖f‖ .
For any decreasing sequence of discs x = {B(ai, ri)}i≥1 we have the limit
seminorm
[f ]x = lim
i→∞
[f ]B(ai,ri) .
Berkovich showed that in fact each x ∈ B(0, 1) is of this type.
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Fix x ∈ B(0, 1). By the Weierstrass Preparation Theorem, each f ∈ A
can be uniquely written as
f = c ·
m∏
j=1
(T − aj) · u(T )
where c ∈ Cv, aj ∈ B(0, 1) for each j, and u(T ) is a unit power series, that
is u(T ) = 1+
∑∞
i=1 aiT
i ∈ A where |ai|v < 1 for all i and limi→∞ |ai|v = 0. It
is easy to see that [u]x = 1. Indeed, u(T ) has a multiplicative inverse u
−1(T )
of the same form, and by the definition of the Gauss norm ‖u‖ = ‖u−1‖ = 1.
Since [u]x ≤ ‖u‖ = 1, [u
−1]x ≤ ‖u
−1‖ ≤ 1, and [u]x · [u
−1]x = [u · u
−1]x = 1,
necessarily [u]x = 1.
It follows that
[f ]x = |c|v ·
m∏
j=1
[T − aj ]x .
Thus, each x ∈ B(0, 1) is determined by its values on the linear polynomials
T − a, a ∈ B(0, 1).
Proposition 1.1. (Berkovich [5], p.18) Each x ∈ B(0, 1) can be realized in
the form
[f ]x = lim
i→∞
[f ]B(ai,ri) (1.1)
for some sequence of nested discs B(a1, r1) ⊇ B(a2, r2) ⊇ · · · . If this se-
quence has a nonempty intersection, then either
1) the intersection is a single point a, in which case [f ]x = |f(a)|v, or
2) it is a disc B(a, r) (where r may or may not belong to the value group
of Cv), in which case [f ]x = [f ]B(a,r).
Proof: Fix x ∈ B(0, 1), and consider the family of discs
F = {B(a, [T − a]x) : a ∈ B(0, 1)} .
If a, b ∈ B(0, 1) and [T − a]x ≥ [T − b]x, then
|a− b|v = [a− b]x = [(T − b)− (T − a)]x
≤ max([T − a]x, [T − b]x) = [T − a]x , (1.2)
with equality if [T − a]x > [T − b]x. In particular b ∈ B(a, [T − a]x), and
B(a, [T − a]x) ⊇ B(b, [T − b]x) .
This means that the family F is totally ordered by containment. Put r =
infa∈B(0,1)([T − a]x) and choose a sequence of points ai ∈ B(0, 1) such that
the numbers ri = [T − ai]x satisfy limi→∞ ri = r.
We claim that for each polynomial T − a with a ∈ B(0, 1), we have
[T − a]x = lim
i→∞
[T − a]B(ai ,ri) . (1.3)
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If [T − a]x = r then for each ai we have ri = [T − ai]x ≥ |ai − a|v by (1.2),
so a ∈ B(ai, ri). Hence
[T − a]B(ai,ri) = sup
z∈B(ai,ri)
|z − a|v = ri .
Since limi→∞ ri = r, (1.3) holds in this case.
If [T−a]x > r then for each ai with [T−a]x > [T−ai]x, we have [T−a]x =
|a−ai|v by the strict case in (1.2), which means that |a−ai|v > [T−ai]x = ri.
Hence
[T − a]B(ai,ri) = sup
z∈B(ai,ri)
|z − a|v = |a− ai|v = [T − a]x .
Thus the limit on the right side of (1.3) stabilizes at [T−a]x, and (1.3) holds
in this case as well. As noted previously, [·]x is determined by its values on
the polynomials T − a, so for all f ∈ A,
[f ]x = lim
i→∞
[f ]B(ai,ri) . (1.4)
Now suppose the intersection of the family F is non-empty, and contains
the point a. Formula (1.3) gives
[T − a]x = lim
i→∞
[T − a]B(ai,ri) ≤ limi→∞
ri = r ,
while the definition of r shows that [T − a]x ≥ r. Thus [T − a]x = r. Hence
the B(a, r) (which may consist of a single point, if r = 0) is a minimal
element of F . The arguments above show that formula (1.4) holds for any
sequence of discs B(ai, ri) such that ri = [T − ai]x satisfies lim ri = r. If we
take ai = a for each i, then ri = [T −a]x = r, and (1.4) gives [f ]x = [f ]B(a,r).
If r = 0, it gives [f ]x = |f(a)|v. 2
It is important to note that there are sequences of nested discs {B(ai, ri)}
with empty intersection. Such sequences necessarily satisfy r = lim ri > 0,
since if r = 0 the completeness of Cv shows the intersection is a point a ∈ Cv.
To construct one, fix 0 < r < 1, and choose a sequence {ri} which de-
creases monotonically to r, with r < ri ≤ 1 for each i. The algebraic
closure K˜ is countable, and is dense in Cv. Enumerate the elements of
K˜ ∩ B(0, 1) as {αj}j≥1. Define a sequence of s B(ai, ri) as follows. Take
B(a1, r1) = B(α1, r1). Suppose B(ai, ri) has been constructed. Let ji
be the least index of an element with αj ∈ B(ai, ri). Since ri > ri+1,
B(ai, ri)\B(αji, ri+1) is nonempty; let ai+1 be any element of it. Then
αji /∈ B(ai+1, ri+1).
Clearly the sequence ji increases to ∞, indeed one sees inductively that
ji ≥ i. For each i, the construction has arranged that the αj with j ≤ ji
do not belong to B(ai+1, ri+1). It follows that ∩
∞
i=1B(ai, ri) contains no
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elements of K˜. If it were nonempty, it would be a disc B(a, r). However,
every such disc contains elements of K˜. Hence ∩∞i=1B(ai, ri) must be empty.
This brings us to Berkovich’s classification of elements of B(0, 1):
Points corresponding to sequences {B(ai, ri)} with lim ri = 0 are said
to be of Type I. As noted above, the completeness of Cv assures that the
intersection of such a sequence is a point a ∈ Cv, and the corresponding
seminorm is [·]a. We will call these points the “classical points”
Points corresponding to sequences {B(ai, ri)} with nonempty intersection,
for which r = lim ri > 0 belongs to the value group of Cv, are said to be of
type II. These correspond to a sup norm [·]B(a,r). Rivera-Letelier calls these
“rational points”.
Points corresponding to sequences {B(ai, ri)} with nonempty intersection,
but for which r = lim ri > 0 does not belong to the value group of Cv, are
said to be of type III. These also correspond to a sup norm [·]B(a,r); however
the B(a, r) is not a “rational domain” in the sense of classical rigid analysis.
Rivera-Letelier calls these “irrational points”.
Points corresponding to sequences {B(ai, ri)} with empty intersection are
said to be of type IV. As noted before, necessarily lim ri > 0. These are the
truly “new” points in the Berkovich space, ones that aren’t seen classically.
Rivera-Letelier calls these “singular points”.
There is a distinguished point ζ0 in B(0, 1), namely, the point correspond-
ing to the Gauss norm ‖f‖v = [ ]B(0,1). Chambert-Loir calls this the “Gauss
point”, and we will adopt his terminology.
We will call two sequences of nested discs equivalent if they define the
same point in B(0, 1). Since the limit (1.1) is a decreasing one, it is clear
that two sequences {B(ai, ri)} and {B(a
′
i, r
′
i)} are equivalent if
a) each has a nonempty intersection, and their intersections are the same;
or
b) both have empty intersection, and each sequence is cofinal in the other.
(Cofinal means that for each i, there is a j such that B(ai, ri) ⊇ B(a
′
j, r
′
j),
and for each j there is an i such that B(a′j , r
′
j) ⊇ B(ai, ri).)
These conditions are necessary for equivalence, as well as sufficient. From
Proposition 1.1 it is clear that two sequences with nonempty intersection
are equivalent if and only if they have the same intersection. A sequence x
with nonempty intersection B(a, r) (possibly r = 0) cannot be equivalent to
any sequence y = {B(ai, ri)} with empty intersection, since for any i with
a /∈ B(ai, ri)
[T − ai]x = [T − ai]B(a,r) = |a− ai|v > ri, [T − ai]y ≤ [T − ai]B(ai,ri) = ri
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Finally, two sequences x = {B(ai, ri)} and y = {B(a
′
i, r
′
i)} with empty
intersection which are not cofinal cannot be equivalent. Since x is not cofinal
in y, after removing some initial terms of x we can assume that B(a1, r1) 6⊇
B(a′i, r
′
i) for any i. Since ∩
∞
i=1B(a
′
i, r
′
i) = φ, after deleting some initial terms
of y we can assume that a1 /∈ B(a
′
1, r
′
1). As any two discs are either disjoint,
or one contains the other, it must be that B(a1, r1) and B(a
′
1, r
′
1) are disjoint.
Since B(a′i, r
′
i) ⊆ B(a
′
1, r
′
1) for all i, we have [T − a1]B(a′i,r′i) = |a1− a
′
1|v > r1
for each i. Hence
[T − a1]x ≤ [T − a1]B(a1 ,r1) = r1 ,
[T − a1]y = lim
i→∞
[T − a1]B(a′
i
,r′
i
) = |a1 − a
′
1|v > r1 .
We will use this description of seminorms on A to construct a topological
model of B(0, 1). Let x = B(a, r) ⊂ B(0, 1) be any . (Here r may or may
not belong to the value group of Cv. We also allow the possibility that
r = 0, so that B(a, r) degenerates to the single point a.) By the line of
discs [r, 1]x we mean the set of discs {B(a, t) : r ≤ t ≤ 1}. We view this set
as having the structure of a line segment, with the discs B(a, t) as points of
the segment.
Now let S = {B(a1, r1), . . . , B(an, rn)} be any finite set of discs contained
in B(0, 1). Define the graph of discs ΛS to be the union of the associated
lines of discs [ri, 1]B(ai,ri),
ΛS =
n⋃
i=1
[ri, 1]B(ai,ri) .
In forming the union, we identify points of segments whose associated discs
coincide. The graph ΛS is a tree rooted at the point B(0, 1), and has a nat-
ural metric on its edges gotten from the distance function on its component
segments, making it a metrized graph.
An alternate description of ΛS, which may make its structure clearer, is
as follows. Define the saturation of S to be the set Sˆ gotten by adjoining to
S all discs B(ai, |ai−aj |v) with B(ai, ri), B(aj, rj) ∈ S, and also the B(0, 1).
Note that the radius of each in Sˆ\S belongs to the value group of Cv. Then
ΛS is the finite metrized graph whose nodes are the discs in Sˆ, and which has
an edge of length |ri−rj | between each pair of nodes B(ai, ri), B(aj, rj) ∈ Sˆ
for which B(ai, ri) ⊇ B(aj , rj) or B(aj , rj) ⊇ B(ai, ri). Clearly only discs
B(ai, ri) with radii belonging to the value group of Cv branch points of the
graph.
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If S1 and S2 are any two finite sets of discs, then ΛS1 and ΛS2 are metrized
subgraphs of ΛS1∪S2. Thus, the collection of graphs ΛS is a directed set. Let
Λ =
⋃
S
ΛS
be their union. Each each B(a, r) ⊂ B(0, 1) corresponds to a unique point
in Λ. That is, each seminorm [·]x of type I, II, or III corresponds in a natural
way to a unique point of Λ.
To incorporate the points of type IV we must enlarge Λ by adding “ends”.
Consider a decreasing sequence of nested discs x = {B(ai, ri)}, and put
r = lim ri. The union of the lines of discs [ri, 1]B(ai,ri) is a “half-open” line
of discs, which we will write as (r, 1]x. If ∩iB(ai, ri) is nonempty, then the
intersection is a B(a, r) and (r, 1]x extends in a natural way to the closed
line [r, 1]x = [r, 1]B(a,r). However, if ∩iB(ai, ri) = φ, we must adjoin a new
“end” in order to close up (r, 1]x. By abuse of notation we denote this point
x, and write [r, 1]x = (r, 1]x ∪ {x}. It is clear that cofinal sequences define
the same the half-line (r, 1]x, so the point closing up the half-line depends
only on the seminorm [·]x and not on the sequence defining it.
Our model of B(0, 1) is the space Λ gotten by adjoining to Λ all the ends
x corresponding to points of type IV. Like Λ, it is a metrized tree rooted
at B(0, 1). It has countably many branches emanating from the root, each
branch corresponding to discs contained in an open B(a, 1)− = {z ∈ Cv :
|z − a|v < 1}. Each branch splits into into countably many branches at
each point B(a, r) of type II (for which r belongs to the value group of Cv),
and each new branch behaves in the same way. This incredible collection
of splitting branches forms a sort of “witch’s broom”. However, the witch’s
broom has some structure: it splits only at the points B(a, r) of type II, not
those of type III; and there are only countably many branches at each point
of type II, corresponding to the open discs B(p, r)− with p ∈ B(a, r). Some
of the branches extend all the way to the bottom (terminating in points of
type I), while others are “cauterized off” earlier and terminate at points of
type IV, but every branch terminates either at a point of type I or type IV.
Now consider the topology on B(0, 1). By definition, the Gel’fond topol-
ogy is generated by the open sets U(f, α) = {x ∈ B(0, 1) : [f ]x < α} and
V (f, α) = {x ∈ B(0, 1) : [f ]x > α}, for f ∈ A and α ∈ R. Since the value
group of Cv is dense in R>0, it suffices to consider α belonging to the value
group of Cv. Also, by the Weierstrass preparation theorem and the fact that
any unit power series u(T ) satisfies [u]x ≡ 1, we can restrict to polynomials
f(T ) ∈ Cv[T ] with roots in B(0, 1).
Given a nonconstant polynomial f(T ) = c
∏n
i=1(T − ai)
mi ∈ Cv[T ], and
α > 0 belonging to the value group of Cv, there is a well-known description of
the set {z ∈ Cv : |f(z)|v ≤ α} as a finite union of closed discs
⋃N
i=1B(ai, ri)
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(c.f. [7], Theorem 3.1.2, p.180). Here the centers can be taken to be roots
of f(T ), and each ri belongs to the value group of Cv. If desired, one can
assume that the discs in the decomposition are pairwise disjoint. However,
for us it will be more useful to assume that all the roots occur as centers, so
N = n, and that if ai and aj are roots with aj ∈ B(ai, ri), then B(ai, ri) =
B(aj, rj).
Taking the union over an increasing sequence of α, we can lift the re-
quirement that α belongs to the value group of Cv (note that if α is not in
the value group, then {z ∈ Cv : |f(z)|v = α} is empty.) Thus, any α > 0
determines a collection of numbers ri > 0, which belong to the value group
of Cv if α does, such that
{z ∈ Cv : |f(z)|v ≤ α} =
n⋃
i=1
B(ai, ri) .
Here we assume as before that α1, . . . , αn are the roots of f(z), and if
αj ∈ B(ai, ri) then rj = ri. Using this and the factorization of f(T ), it is
easy to see that
{z ∈ Cv : |f(z)|v < α} =
n⋃
i=1
B(ai, ri)
− ,
where B(ai, ri)
− = {z ∈ Cv : |z − ai|v < ri}.
For any closed disc B(b, t) ⊂ B(ai, ri)
− with t in the value group of Cv,
one sees readily that
sup
z∈B(b,t)
|f(z)|v < α .
Likewise, on any B(b, t) ⊂ B(ai, ri)\(∪aj∈B(ai,ri)B(aj , ri)
−) one has |f(z)|v ≡
α, and on any B(b, t) disjoint from ∪ni=1B(ai, ri) one has |f(z)|v ≡ β for some
β > α.
Suppose x ∈ B(0, 1) corresponds to a sequence of nested discs {B(bj , tj)}.
Without loss, we can assume that each tj belongs to the value group of
Cv. We will say that x is associated to an open disc B(a, r)
− if there is
some j such that B(bj , tj) ⊂ B(a, r)
−. We say that x is associated to a
closed disc B(a, r) if there is some j such that B(bj , tj) ⊂ B(a, r), or if
∩∞j=1B(bj , tj) = B(a, r). From the assertions in the previous paragraph,
it follows that [f ]x < α if and only if x is associated to some B(ai, ri)
−.
Likewise, [f ]x > α if and only x is not associated to any of the B(ai, ri).
It is not hard to see that x is associated to an open disc B(a, r)− if and
only if [T − a]x < r. Indeed, [T − a]B(bj ,tj) = max(tj , |bj − a|v). Thus, if
[T − a]x < r, then there is some j for which max(tj , |bj − a|v) < r and this
implies B(bj , tj) ⊂ B(a, r)
−. Conversely, if B(bj , tj) ⊂ B(a, r)
− then tj < r
and |bj − a|v < r so [T − a]x ≤ [T − a]B(bj ,tj) < r.
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Similarly, x is associated to a closed disc B(a, r) if and only if [T−a]x ≤ r.
First suppose x is associated to B(a, r). If some B(bj , tj) ⊂ B(a, r) then
clearly [T − a]x ≤ [T − a]B(bj ,tj) ≤ r. By Proposition 1.1 if ∩
∞
j=1B(bj , tj) =
B(a, r) then [T − a]x = [T − a]B(a,r) = r. Conversely, suppose [T − a]x ≤ r.
If B(bj , tj) ⊂ B(a, r) for some j then x is certainly associated to B(a, r).
Otherwise, for each j either B(bj , tj) is disjoint from B(a, r) or B(bj , tj) ⊃
B(a, r). If some B(bj0, tj0) is disjoint from B(a, r) then by the ultrametric
inequality |z − a|v = |bj0 − a|v > r for all z ∈ B(bj0, tj0). Since the discs
B(bj , tj) are nested, this means that [T − a]B(bj ,tj) = |bj0 − a|v for all j ≥ j0,
and hence that [T − a]x = |bj0 − a|v. This contradicts [T − a]x ≤ r, so it
must be that each B(bj , tj) contains B(a, r). Thus, ∩
∞
j=1B(bj , tj) = B(a, t)
for some t ≥ r. By Proposition 1.1, [T − a]x = t. Since we have assumed
[T − a]x ≤ r this gives t = r, so x is associated to B(a, r).
This leads us to define open and closed “Berkovich discs”, as follows. For
a ∈ B(0, 1) and r > 0, write
B(a, r)− = {x ∈ B(0, 1) : [T − a]x < r} ,
B(a, r) = {x ∈ B(0, 1) : [T − a]x ≤ r} .
With this notation, our discussion above shows that
U(f, α) =
N⋃
i=1
B(ai, ri)
−, V (f, α) = B(0, 1)\
N⋃
i=1
B(ai, ri) .
In terms of our model Λ, a closed Berkovich disc B(a, r) consists of all
points in a branch on or below B(a, r). If r belongs to the value group
of Cv, then the open Berkovich disc B(a, r)
− is one of the countably many
open branches emanating from B(a, r) (more precisely, the one containing
a), while if r does not belong to the value group of Cv, then B(a, r)
− =
B(a, r)\{B(a, r)} consists of all points in the open branch below B(a, r).
Taking finite intersections of sets of the form U(f, α) and V (f, α) gives a
basis for the open sets in the Gel’fond topology. Thus,
Proposition 1.2. A basis for the open sets of B(0, 1) is given by the sets
B(a, r)−, B(a, r)−\
N⋃
i=1
B(ai, ri), and B(0, 1)\
N⋃
i=1
B(ai, ri),
where a and the ai range over B(0, 1), and where each r, ri > 0.
Clearly this basis has a countable sub-basis, gotten by restricting to discs
B(a, r)− and B(ai, ri) whose centers belong to K˜ ∩ B(0, 1) and whose radii
belong to the value group of Cv.
Corollary 1.3. B(0, 1) is a metric space.
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Proof: A compact Hausdorff space is “T3”, that is, each point is closed,
and for each point x and each closed set A with x /∈ A, there are disjoint
open neighborhoods U of x and V of A. Urysohn’s Metrization theorem
([18], p.125) says that any T3 space with a countable basis is metrizable. 2
It is important to note that the path distance function ρ(x, y), the length
of the shortest path from x to y in Λ, is not a metric defining the Gel’fond
topology. For example, if p = B(0, 1) is the root of Λ, then {x ∈ Λ : ρ(x, p) <
1/2} does not contain any points a of type I, while every neighborhood of
p in the Gel’fond topology contains infinitely many such points. This same
example shows ρ(x, y) is not even continuous for the Gel’fond topology.
(In fact, the topology defined by ρ(x, y) is strictly finer than the Gel’fond
topology.)
Tracing through the proof of Urysohn’s theorem, one can construct a
metric defining the Gel’fond topology as follows. First, define a ‘separation
kernel’ for discs B(a, r) and points a′ ∈ B(0, 1) by
∆(B(a, r), a′) = sup
z∈B(a,r)
(|z − a′|v) = max(r, |a− a
′|v) .
Extend it to pairs of discs B(a, r), B(a′, r′) by
∆(B(a, r), B(a′, r′)) = sup
z∈B(a,r)
w∈B(a′,r′)
(|z − w|v) = max(r, r
′, |a− a′|v) ,
and then to arbitrary points x, y ∈ B(0, 1) by
∆(x, y) = lim
i→∞
max(ri, r
′
i, |ai − a
′
i|v) .
if x, y correspond to sequences of nested discs {B(ai, ri)}, {B(a
′
i, r
′
i)}.
Let {αj} be an enumeration of K˜ ∩ B(0, 1) (or more generally, take any
countable dense subset of B(0, 1)), and define a map ϕ from B(0, 1) to the
infinite-dimensional unit cube [0, 1]N by putting
ϕ(x) = (∆(x, αj))j∈N
It can be checked that ϕ is a topological isomorphism from B(0, 1) onto
its image, equipped with the induced topology. Pulling back the metric on
[0, 1]N, we obtain a metric defining the topology on B(0, 1):
d(x, y) =
∞∑
j=1
1
2j
|∆(x, αj)−∆(y, αj)| .
However, this formula seems nearly useless for understanding the Gel’fond
topology. It is much better to visualize the open sets in B(0, 1) in one of
the following ways:
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A) In terms of Λ, the basic open sets are the sets of the following three
types: open branches of Λ, open branches with a finite number of closed
branches removed, and Λ with a finite number of closed branches removed.
B) In terms of the classical disc B(0, 1), the basic open sets are the subsets
of B(0, 1) consisting of all points associated to an open disc B(a, r)−, to a
‘punctured open disc’ B(a, r)−\∪Ni=1B(ai, ri), or to a ‘punctured whole disc’
B(0, 1)\ ∪Ni=1 B(ai, ri). (We say x is associated to B(a, r)
−\ ∪Ni=1 B(ai, ri) if
it is associated to B(a, r)− but it is not associated to any B(ai, ri)).
2. The Berkovich Projective Line.
In this section we will describe the sheaf of functions on the Berkovich
disc, making it a locally ringed space. Then we will discuss the gluing
process used to assemble the Berkovich affine and projective lines.
We follow Berkovich’s original gluing procedure, described in ([5], Chapter
3), which requires gluing on quasi-affinoid open sets. This suffices for con-
structing the Berkovich analytic spaces corresponding to algebraic varieties.
Later ([6]) Berkovich gave a more sophisticated gluing procedure using nets,
which allows the construction of Berkovich analytic spaces corresponding to
arbitrary rigid analytic spaces.
We simplify Berkovich’s exposition by restricting the gluing process to
affinoids corresponding to classical Tate algebras; actually ([5]) permits glu-
ing along a larger class of affinoid-like spaces.
Let us begin by reinterpreting the points of the Berkovich disc. By the
results in Section 1, each x ∈ B(0, 1) corresponds to an equivalence class of
nested discs {B(ai, ri)} in B(0, 1), and for f ∈ Cv{{T}} the corresponding
seminorm [f ]x is a limit of the sup norms [f ]B(ai,ri). However, this association
of [f ]x with sup norms is misleading. A more accurate assertion is that [f ]x
is the generic value of |f(z)|v at x.
To see this, suppose x is a point of type II, so that x corresponds to a
disc B(a, r) with r in the value group of C×v . Proposition 1.1 asserts that
for f ∈ Cv{{T}},
[f ]x = max
z∈B(a,r)
|f(z)|v .
If the zeros of f(z) in B(a, r) are a1, . . . , am, then by the Weierstrass Prepa-
ration Theorem |f(z)|v is takes on its maximum value on B(a, r) at each
point of B(a, r)\ ∪mi=1 B(ai, r)
−. In other words, [f ]x is the constant value
which |f(z)|v assumes ‘almost everywhere’ on B(a, r). The multiplicative
seminorm [·]x extends in a unique way to the quotient field of Cv{{T}},
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with
[f/g]x =
[f ]x
[g]x
.
However, this extended seminorm is definitely not the sup norm: if (f/g)(z)
has poles in B(a, r) then supz∈B(a,r) |(f/g)(z)|v = ∞. Rather, if f(z)
has zeros a1, . . . , am and g(z) has zeros b1, . . . , bn, then [f/g]x is the con-
stant value which |f(z)/g(z)|v assumes everywhere on the ‘punctured disc’
B(a, r)\(∪mi=1B(ai, r)
−) ∪ ∪nj=1B(bj , r)
−). This is best understood as the
‘generic value’ of |(f/g)(z)|v on B(a, r).
For points x of type I, III or IV, the notion of a generic value of |f(z)|v
at x has to be interpreted in a slightly broader way. Let x ∈ B(0, 1) be
arbitrary. By continuity, for each ε > 0 there is a neighborhood U of x in
B(0, 1) such that for each t ∈ U , |[f ]t − [f ]x| < ε. In particular, for each
type I point z ∈ U ,
| |f(z)|v − [f ]x | < ε .
By the description of the topology of B(0, 1) in Section 1, sets of the form
B(a, r)\ ∪mi=1 B(ai, ri)
− are cofinal in the set of closed neighborhoods of x.
Thus, [f ]x is the unique number such that for each ε > 0, there is a punc-
tured disc B(a, r)\ ∪mi=1 B(ai, ri)
− corresponding to a closed neighborhood
of x such that |f(z)|v is within ε of [f ]x on that punctured disc. In this
sense [f ]x is the generic value of |f(z)|v at x.
In rigid analysis, each punctured disc V = B(a, r)\(∪mi=1B(ai, ri)
−) with
r ≤ 1 and r, r1, . . . , rm in the value group of C
×
v corresponds to an affinoid
subdomain of B(0, 1). More precisely, if b, b1, . . . bm ∈ Cv are such that
|b|v = r and |bi|v = ri for each i, then V is a Laurent domain, isomorphic to
the set of maximal ideals Max(AV ) of the Tate algebra
AV = Cv{{T, T1, . . . , Tm}}[X]/IV . (2.1)
Here
Cv{{T, T1, . . . , Tm}} = {
∑
~i≥0
c~iT
i0T i11 · · ·T
im
m ∈ Cv[[~T ]] : lim
|~i|→∞
|c~i|v = 0}
is the ring of power series converging on the unit polydisc {(z0, z1, . . . , zm) ∈
Cm+1v : max(|zi|v) ≤ 1}, and
IV = (bT − (X − a), (X − a1)T1 − b1, . . . , (X − am)Tm − bm) .
The relations generating IV mean that Max(AV ) is isomorphic to the set
of x ∈ Cv for which (
x−a
b
, b1
x−a1
, . . . , bm
x−am
) belongs to the unit polydisc, or
equivalently, that |x − a|v ≤ r and |x − ai|v ≥ ri for i = 1, . . . , m. This is
precisely the punctured disc V .
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The localization of Cv{{T}} at (T − a1)/b1, . . . , (T − am)/bm is dense in
AV . Hence, writing X for the element bT + a ∈ Cv{{T}}, each bounded
multiplicative seminorm [·]x on Cv{{T}} for which
[X]x ≤ 1 and [b1/(X − a1)]x ≤ 1, . . . , [bm/(X − am)]x ≤ 1
(2.2)
extends to a bounded multiplicative seminorm on AV . Conversely, each
bounded multiplicative seminorm on AV restricts to a bounded multiplica-
tive seminorm on Cv{{T}} for which (2.2) holds. Thus, the function analytic
spectrum M(AV ) can be identified with the subset B(a, r)\ ∪
m
i=1 B(ai, ri)
−
of B(0, 1).
We have emphasized the reinterpretation of seminorms [·]x as ‘generic
values’ partly to explain why such an inclusion is reasonable. Since V is a
more complicated domain than B(0, 1), one should not expect to identify
seminorms [·]x on AV with sup norms on nested sequences of discs; however,
one might hope to identify them with sup norms on nested sequences of
punctured discs contained in B(a, r)\∪mi=1B(ai, ri)
−. Such an identification
can in fact be made, though we will not prove it here. However, we do
note that each punctured disc x = B(b, t)\ ∪ni=1 B(bi, t)
−, in which the
deleted discs have the same radius as the outer disc, determines a bounded
multiplicative seminorm
[f ]x = sup
z∈B(b,t)\∪m
i=1B(bi,t)
−
|f(z)|v
on any ring AV for which V = B(a, r)\∪
m
i=1B(ai, ri)
− contains B(b, t)\∪ni=1
B(bi, t)
−.
We will now discuss the sheaf of functions on B(0, 1) making it into a
locally ringed space. We give the general definition of the sheaf of functions
on an affinoid Berkovich space, then illustrate it for B(0, 1).
Note that Cv{{T1, . . . , Tm}}, given the Gauss norm ‖f‖ = max~i(|c~i|v)
(which coincides with the sup norm over the unit polydisc), is a Banach alge-
bra over Cv. LetA be a Tate algebra, that is, a quotient Cv{{T1, . . . , Tm}}/I
for some m. Equipped with the quotient norm ‖f‖I = infg0∈I ‖f + g0‖, it
too is a Banach algebra over Cv. The maximal spectrum Max(A) is a (Tate)
affinoid rigid analytic space. By definition, the affinoid Berkovich space as-
sociated to A is the functional analytic spectrum X = M(A), the set of
all bounded multiplicative seminorms [·]x : A → R≥0, equipped with the
Gel’fand topology.
A closed set V ⊆ X will be called a (strict) affinoid Berkovich subdomain
of X if there exist a Tate algebra AV and a continuous homomorphism
ϕ : A → AV satisfying the following universal property: for each contin-
uous homomorphism of Tate algebras τ : A → B such that the pullback
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τ ∗(M(B)) is contained in V , there is a unique continuous homomorphism
τ˜ : AV → B with τ = τ˜ ◦ϕ. In that case, it can be shown that V ∼=M(AV )
([5], Proposition 2.2.4, p.29).
The closure of any affinoid subdomain of Max(A) in X is an affinoid
Berkovich subdomain of X. Such domains form a basis for the closed neigh-
borhoods of any point x ∈ X ([5], Proposition 2.2.3, p.28; recall that a
closed neighborhood of x means the closure of an open set containing x).
The intersection of two affinoid Berkovich subdomains is again an affinoid
Berkovich subdomain, but the union of two affinoid Berkovich subdomains
need not be one. Nonetheless, if V1, . . . , Vm are affinoid Berkovich subdo-
mains of X, and if V = V1 ∪ . . . ∪ Vm, there is a natural Cv-algebra AV
associated to V,
AV = Ker(
m∏
i=1
AVi →
∏
i,j
AVi∩Vj ) .
Such a V will be called a special subset of X. Given an open set U ⊂ X,
put
Γ(U,OX) = lim←−
V⊂U
V special
AV . (2.3)
It is a consequence of Tate’s acyclicity theorem that this construction defines
a sheaf of rings OX , the Berkovich structure sheaf, on X.
For each x ∈ X, the stalk of OX at x is defined by
OX,x = lim−→
x∈U
U open
Γ(U,OX) ;
since strict affinoid Berkovich subdomains are cofinal in the neighborhoods
of x, we also have
OX,x = lim−→
x∈V
V strict affinoid
AV . (2.4)
The seminorms [·]x on the AV with x ∈ V are compatible, so they induce a
seminorm [·]x on OX,x. If ℘x is the kernel of [·]x on OX,x, then [·]x descends
to a norm on the residue field OX,x/℘x. Let K(x) be the completion of
OX,x/℘x under [·]x. It is a valuation field, with norm again denoted [·]x.
There is a natural homomorphism from OX,x to K(x). For any function
f ∈ A, its value f(x) at x is defined to be the image of f in K(x). The
norm of f(x) under the absolute value on K(x) is simply [f(x)]x = [f ]x.
We will now consider how these definitions play out for the Berkovich
disc.
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Let U = B(a, r)−\ ∪mj=1 B(aj , rj) be a basic open set in B(0, 1). Take
a sequence of numbers s1, s2, . . . in the value group of C
×
v which increase
monotonically to r, and for each j = 1, . . . , m take a sequence of numbers
s1j, s2j , . . . in the value group of Cv which decrease monotonically to ri.
Then the affinoid Berkovich domains Vi = B(a, si)\∪
m
i=1B(aj , sij)
− form an
exhaustion of U . Let AVi be the Tate algebra associated to Vi as in (2.1).
If k > i, the natural restriction map ρk,i : AVk → AVi is injective, so we can
view AVk as a subring of AVi. Thus the inverse limit in (2.4) becomes an
intersection:
Γ(U,OX) =
∞⋂
i=1
AVi .
For example, if U = B(0, 1)−, let s1, s2, . . . increase monotonically to 1, and
put Vi = B(0, si). Then
AVi = {
∞∑
k=0
ckT
k ∈ Cv[[T ]] : lim
k→∞
ski |ck|v = 0}
and
Γ(U,OX) = {
∞∑
k=0
ckT
k ∈ Cv[[T ]] : lim
k→∞
sk|ck|v = 0 for each 0 < s < 1} .
(2.5)
Note that Γ(U,OX) is strictly larger than the ring of power series with
bounded coefficients, the ring usually associated with the open unit ball
B(0, 1)−. In particular, Γ(U,OX) contains all power series
∑∞
k=0 ckT
k with
|ck|v ≤ log(k) for each k.
Next take f ∈ A = Cv{{T}}, and consider the values f(x) ∈ K(x) for
the various types of x ∈ B(0, 1).
If x is of type I, so it corresponds to a classical point z ∈ B(0, 1), then
OX,x is the ring of germs of power series converging in a neighborhood
of z, and ℘x is the ideal of germs of power series vanishing at z. Thus
K(x) is canonically isomorphic to Cv, f(x) is the usual value f(z) ∈ Cv,
and [f(x)]x = [f ]x = |f(z)|v. The subring of Cv(T ) consisting of rational
functions with no poles at z is dense in OX,x.
If x is of type II, III, or IV, then the seminorm [·]x is actually a norm.
The stalk OX,x contains the field of rational functions Cv(T ) as a dense
subset, and ℘x = (0). The ring A injects into OX,x, which injects into its
completion K(x). The ‘value’ f(x) is simply f itself, viewed as an element
of K(x). However, the structure of the valued field K(x) varies with x, as
does the norm of f(x), which is [f(x)]x = [f ]x. We will now attempt to
make the fields K(x) more explicit.
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If x is of type II, it corresponds to a disc B(a, r) with r = |b|v in the
value group of C×v , and the seminorm [f ]x is is given by the ‘generic value’
of |f(z)|v on B(a, r). For polynomials f(T ) ∈ Cv[T ],
[f ]x = sup
t∈B(a,r)
|f(t)|v = sup
z∈B(0,1)
|f((z − a)/b)|v ,
which coincides with the Gauss norm of f((T − a)/b). The field of rational
functions Cv(T ) is dense in OX,x, so K(x) is isomorphic to the completion
of Cv(T ) with respect to a Gauss norm. This is a field whose value group
coincides with that of C×v , and whose residue field is the field of rational
functions Fv(T ), where Fv is the residue field of Cv. (Note that although all
the fields K(x) for points of type II are isomorphic to each other, they are
completions of Cv(T ) with respect to different Gauss norms.)
If x is of type III, it corresponds to a disc B(a, r) with r not in the value
group of C×v , and for linear polynomials, [T − b]x = r if b ∈ B(a, r), and
[T − b]x = |b− a|v if b /∈ B(a, r). The value group of K(x) is generated by r
and the value group of C×v ; it is strictly larger than the value group of C
×
v .
If f ∈ Cv(T ) and [f ]x = 1, then f must have the same number of zeros and
poles in B(a, r). Given b, c ∈ B(a, r), the image of (T − b)/(T − c) in the
residue field of K(x) is easily seen to be 1. It follows that the residue field
of K(x) is Fv, corresponding to the reduction of constants. It is shown in
([5], p.21) that K(x) is isomorphic to the field of convergent Laurent series
Kr = {f =
∞∑
i=−∞
aiT
i ∈ Cv[[T, 1/T ]] : lim
|i|→∞
ri|ai|v = 0}
equipped with the norm ‖f‖ = maxi(r
i|ai|v). Two fields Kr1 and Kr2 are
isomorphic if and only if r2 = |b|vr1 for some b ∈ C
×
v ; the isomorphism takes∑
aiT
i →
∑
aib
iT i. Thus, K(x) is determined up to isomorphism by its
value group.
If x of type IV, it corresponds to a nested sequence of discs {B(ai, ri)}
with empty intersection and lim ri = r > 0, and for any f ∈ A one has
[f ]x = [f ]B(ai,ri) for sufficiently large i. Hence the value group of K(x)
coincides with the value group of C×v . For each linear polynomial T − a,
if i is large enough that a /∈ B(ai, ri), then [(T − a)/(a − ai)]x < 1, so
1− (T − a)/(a− ai) specializes to 1 in the residue field of K(x). Since
T − a = (ai − a) · (1−
T − ai
a− ai
) ,
the residue field of K(x) coincides with Fv, the reduction of the field of
constants Cv. This means K(x) is an immediate extension of Cv, a complete
valued field containing Cv, having the same value group and residue field as
Cv. Tautologically, this field contains an element α (the image of T in the
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completion of Cv(T ) under [·]x) which satisfies |ai−α|v = ri for each i, and
hence belongs to the intersection of the discs B(ai, ri) in K(x).
For our purposes, it will not be necessary to deal with the ‘exotic’ fields
K(x) for points of types II, III, or IV. We will mainly be interested in the
value of [f ]x, which is the generic value of |f(z)|v at type I points near x.
In gluing Berkovich spaces, one faces a problem analogous to constructing
open manifolds in a category where the basic objects are closed manifolds
with boundary. Eliminating the effects of the boundary requires care. For
example, consider the Berkovich disc X = B(0, 1) and its open subset U =
B(0, 1)−. The affinoid algebra Cv{{T}} = Γ(X,OX) is very different from
the ring Γ(U,OX) described in (2.5): the first is a Banach algebra; the second
is not. We will give the general definitions for gluing Berkovich spaces, then
construct the Berkovich projective line.
A morphism of affinoid Berkovich domains ϕ : (X1,OX1)→ (X2,OX2) is
a morphism of locally ringed spaces induced by a bounded homomorphism
ϕ∗ : AX2 → AX1 between the Tate algebras AX2 = Γ(X2,OX2) and AX1 =
Γ(X1,OX1).
A quasi-affinoid Berkovich domain (U,OU) is an open subset U of an affi-
noid Berkovich domain X, equipped with the structure sheaf OU = OX |U .
A morphism of quasi-affinoid Berkovich domains ϕ : (U1,OU1)→ (U2,OU2)
is a morphism of locally ringed spaces such that on each pair of affinoid
Berkovich subdomains V1 ⊂ U1, V2 ⊂ U2 with ϕ(V1) ⊂ V2, the induced
morphism of affinoid algebras ϕ∗ : AV2 → AV1 is bounded. This condition is
automatically satisfied if ϕ is induced by a morphism of affinoid Berkovich
domains ϕˆ : (X1,OX1)→ (X2,OX2), where U1 is an open subset of X1, and
U2 is an open subset of X2.
A Berkovich analytic space is a locally ringed space (X,OX) such that
each x ∈ X has a neighborhood isomorphic to a quasi-affinoid Berkovich
domain. More precisely, a locally ringed space (X,OX) is a Berkovich ana-
lytic space if there is an open covering {Ui} of X such that
1) for each i there is an isomorphism ϕi of (Ui,OX |Ui) with a quasi-affinoid
Berkovich domain (U˜i,OU˜i) (a chart);
2) the charts are compatible in the following sense. For each pair (i, j)
with Ui∩Uj 6= φ, if U˜ij = ϕi(Ui∩Uj) ⊂ U˜i and U˜ji = ϕj(Ui∩Uj) ⊂ U˜j , then
(U˜ij,OU˜i |U˜ij) and (U˜ji,OU˜j |U˜ji) are quasi-affinoid Berkovich subdomains of
(U˜i,OU˜i), (U˜j,OU˜j ) respectively, and the morphism ϕ˜ij = ϕj ◦ ϕ
−1
i between
them is an isomorphism of quasi-affinoid Berkovich domains.
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Such collection of charts is called an atlas. There is a obvious notion of
compatibility of atlases. An equivalence class of atlases defines an analytic
structure.
Conversely, given a collection of quasi-affinoid Berkovich domains (U˜i,OU˜i)
with distinguished quasi-affinoid subdomains (U˜ij,OU˜i |U˜ij) and isomorphisms
ϕ˜ij : (U˜ij ,OU˜i|U˜ij ) → (U˜ji,OU˜j |U˜ji) satisfying evident compatibility condi-
tions, one can glue the (U˜i,OU˜i) to make a Berkovich analytic space (X,OX).
A morphism of Berkovich analytic spaces is a morphism of locally ringed
spaces ϕ : (X1,OX1) → (X2,OX2), such that for each x ∈ X1 there are
affinoid (closed) neighborhoods U of x and V of ϕ(x) such that ϕ(U) ⊂ V
and ϕ|U : U → V is a morphism of affinoid Berkovich domains.
We will now construct the Berkovich affine line and projective line.
There are two constructions for the Berkovich affine line. The first views
A1Berk as a union of discs. Given r in the value group of C
×
v , let Cv{{r
−1T}} =
{
∑
ckT
k ∈ Cv[[T ]] : limk→∞ r
k|ck|v} be the ring of power series converging
on B(0, r). The Berkovich disc of radius r is B(0, r) =M(Cv{{r
−1T}}). If
r1 < r2, then B(0, r1) is an affinoid subdomain of B(0, r2), and B(0, r1)
− is
a quasi-affinoid subdomain of B(0, r2)
−. Put
A1Berk = ∪r>0B(0, r)
−
and give A1Berk the structure sheaf OX defined in (2.3). As a topological
space, A1Berk is also given by ∪r>0B(0, r). Each B(0, r) can be identified
with the set of equivalence classes of sequences of nested discs contained in
B(0, r), giving it a tree structure like that of B(0, 1). These tree structures
combine to give a tree structure for A1Berk.
The second construction is global: it defines A1Berk =M(Cv[T ]), the func-
tional analytic spectrum of the polynomial ring Cv[T ]. The same argument
which identifies points of B(0, r) with equivalence classes of sequences of
nested discs {B(ai, ri)} in B(0, r) shows that M(Cv[T ]) can be identified
with equivalence classes of arbitrary sequences of nested discs {B(ai, ri)}.
Thus the local and global constructions lead to the same space.
The most direct construction of the Berkovich projective line is to glue
two open discs B(0, r)− with r > 1. Formally, this is done as follows. If r =
|b|v > 1, then the closed annulus Ann(r, 1/r) = {x ∈ B(0, r) : [T ]x ≥ 1/r}
is the affinoid Berkovich domain M(Ar,1/r) where
Ar,1/r = Cv{{T0, T1}}[X](X − bT0, bXT1 − 1) .
This ring has an involution ϕ interchanging X and 1/X. The corresponding
involution ϕ˜ : Ann(r, 1/r)→ Ann(r, 1/r) takes the open annulus
Ann(r, 1/r)− = {x ∈ Ann(r, 1/r) : 1/r < [X]x < r}
BERKOVICH LINE 21
to itself. At the level of discs, ϕ˜ takes each punctured disc B(0, t)\B(0, t)−
to the punctured disc B(0, 1/t)\B(0, 1/t)−, and takes each disc B(a, t) ⊂
A(r, 1/r) with 0 /∈ B(a, t) to B(1/a, t/|a|2v). At the level of points, it takes
[·]B(0,t) to [·]B(0,1/t), and [·]B(a,t) to [·]B(1/a,t/|a|2v). To construct P
1
Berk, glue two
copies of B(0, r)− along the quasi-affinoid subdomain Ann(r, 1/r)−, using
ϕ˜ : Ann(r, 1/r)− → Ann(r, 1/r)− as the gluing isomorphism.
It is easy to see that different choices of r lead to isomorphic copies of
P1Berk. It follows that A
1
Berk = ∪r>0B(0, r)
− is an open analytic subspace
of P1Berk, whose complement consists of a single point ∞. One can also
construct P1Berk by gluing two copies of A
1
Berk.
Each rational map h ∈ Cv(T ) induces a morphism of Berkovich analytic
spaces h : P1Berk → P
1
Berk. At the level of points, it is defined by
[f ]h(x) = [f ◦ h]x
for f ∈ Cv(T ).
If one is only concerned with the underlying topological space, P1Berk can
be obtained by gluing two copies of the closed disc B(0, 1) along the annulus
Ann(1, 1) = B(0, 1)\B(0, 1)−, using the gluing morphism X ↔ 1/X. This
preserves path distances in the tree underlying Ann(1, 1), since it takes
each disc B(a, t) ⊂ Ann(1, 1) to B(1/a, t). The resulting model of P1Berk is
relatively easy to visualize: it consists of a copy of B(0, 1) with an additional
branch (containing the point ∞) leading off ‘vertically’ from the root point
[·]B(0,1). We will call this model, with its natural path length structure, the
small model of P1Berk. In it, each point has distance at most 1 from the root
[·]B(0,1).
There is another model for P1Berk which will be more useful to us. It is
obtained from the small model by reparametrizing the edges in such a way
that if B(a, r1) ⊂ B(a, r2), then the edge from [·]B(a,r1) to [·]B(a,r2) has length
| logv(r2)− logv(r1)|, where logv(t) is the logarithm to the base qv for which
|x|v = q
−ordv(x)
v .
Recall that the model of the Berkovich disc B(0, 1) constructed in Sec-
tion 1 was obtained by adjoining ‘ends’ to the union of all graphs of discs
ΓS, where S = {B(a1, t1), . . . , B(an, tn)} runs over all finite sets of discs
contained in B(0, 1). A similar construction applies for any B(0, r), taking
ΓS =
n⋃
i=1
[ti, r]B(ai,ri)
where [ti, r]B(ai,ti) = {B(ai, t) : ti ≤ t ≤ r} is a ‘line of discs’. Under
this parametrization, the edge between B(a, r1) and B(a, r2) has length
|r1 − r2|. However, we can logarithmically reparametrize each line of discs
22 ROBERT RUMELY AND MATTHEW BAKER
[r1, r2]B(a,r1), putting
〈log(r1), log(r2)〉B(a,r1) = {B(ai, q
t
v) : logv(r1) ≤ t ≤ logv(r2)}
and giving it length | logv(r2)− logv(r1)|. Carrying out this reparametriza-
tion for each B(0, r), we obtain a new ‘path distance’ ρ(x, y) between each
pair of points in A1Berk. Any two points of type II, III, IV are at finite dis-
tance from each other, while points of type I are at infinite distance from
each other and from the points of type II, III, IV. Extend ρ(x, y) to P1Berk by
setting ρ(x,∞) = ρ(∞, x) = ∞ for each x ∈ A1Berk. We will call the model
of P1Berk obtained in this way big model.
Note that the big and small models of P1Berk have the same underlying
point set, and the same topology. Only our way of visualizing the distance
structure on the edges has changed.
The path distance in the big model is canonical, in the following sense.
Proposition 2.1. The path distance ρ(x, y) on P1Berk is independent of the
choice of homogeneous coordinates on P1/Cv.
Proof: Let h(z) = (az + b)/(cz + d) ∈ Cv(z) be a linear fractional
transformation. It induces a continuous automorphism h of of P1Berk. We
claim that ρ(h(x), h(y)) = ρ(x, y) for all x, y.
Since points of type II are dense on the edges, it suffices to show that
ρ(x, y) is preserved for such points. By the remarks earlier in this section,
if x corresponds to a disc B(a, r), then h(x) corresponds to a disc B(b, R) if
there is a punctured subdisc B(b, R)\ ∪mi=1 B(bi, R)
− which is the image of
a punctured B(a, r)\ ∪mi=1 B(ai, r)
− for an appropriate choice of a1, . . . , am.
It also suffices to show that the distance is preserved when x, y correspond
to discs B(p, r1) ⊆ B(p, r2), since h preserves ‘betweenness’ in the path
structure on P1Berk.
An arbitrary linear fractional transformation can be written as a compo-
sition of affine maps and inversions. Hence it suffices to show that the path
distance is preserved by these types of maps.
First suppose h(z) = az + b is affine. The image of B(p, r) under h(z) is
B(ap+ b, |a|vr). If x, y ∈ P
1
Berk correspond to B(p, r1) ⊆ B(p, r2), it follows
that
ρ(h(x), h(y)) = | logv(|a|vr1)− logv(|a|vr2)|
= | logv(r1)− logv(r2)| = ρ(x, y) .
Next suppose h(z) = 1/z. Let x ∈ P1Berk correspond to a disc B(p, r). If
B(p, r) does not contain 0, then h(B(p, r)) = B(1/p, r/|p|2v). If B(p, r) does
contain 0, put B˙(0, r) = B(0, r)\B(0, r)−; then h(B˙(0, r)) = B˙(0, 1/r). In
either case, this determines h(x). Now let x, y ∈ P1Berk correspond to discs
B(p, r1) ⊆ B(p, r2).
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If neither disc contains 0, then B(1/p, r1/|p|
2
v) ⊂ B(1/p, r2/|p|
2
v) and so
ρ(h(x), h(y)) = | logv(r1/|p|
2
v)− logv(r2/|p|
2
v)|
= | logv(r1)− logv(r2)| = ρ(x, y) .
If both B(p, r1) and B(p, r2) contain 0, then B(0, 1/r2) ⊆ B(0, 1/r1), so
ρ(h(x), h(y)) = | logv(1/r1)− logv(1/r2)|
= | logv(r1)− logv(r2)| = ρ(x, y) .
Finally, if B(p, r2) contains 0 but B(p, r1) does not, let z ∈ P
1
Berk correspond
to B(p, |p|v). Then B(p, r1) ⊆ B(p, |p|v) ⊆ B(p, r2), so ρ(x, y) = ρ(x, z) +
ρ(z, y). Since B(p, |p|v) = B(0, |p|v) and B(p, r2) = B(0, r2), and since the
smallest disc containing B(1/p, r1/|p|
2) and B(0, 1/r2) is B(0, 1/|p|v),
ρ(h(x), h(y)) = | logv(r1/|p|
2
v)− logv(1/|p|v)|+ | logv(1/|p|v)− logv(1/r2)|v
= | logv(|p|v)− logv(r1)|+ | logv(r2)− logv(|p|v)|
= ρ(x, y) .
2
3. The Hsia kernel.
In this section we introduce the Hsia kernel, the basic kernel for potential
theory on A1Berk. It was initially defined in (Hsia, [15]) as a kernel on trees
of discs. We will relate it to other objects in potential theory: the potential
kernel jz(x, y) on graphs, the spherical v-adic metric ‖x, y‖v on P
1(Cv), and
the canonical distance [x, y]ζ.
3.1. Definition of the Hsia kernel. If x ∈ A1Berk corresponds to a se-
quence of nested discs {B(ai, ri)}, we call r = limi→∞ ri the radius of x,
and write r = radius(x). Note that the radius depends on the choice of
coordinates on A1.
The Hsia kernel δ(x, y)∞ is defined for x, y ∈ A
1
Berk as follows. If x corre-
sponds to a sequence of nested discs {B(ai, ri)} and y to {B(bi, si)}, then
δ(x, y)∞ = lim
i→∞
max(ri, si, |ai − bi|v) . (3.1)
Clearly the Hsia kernel is symmetric, and δ(x, x)∞ = radius(x) for each
x. If x, y ∈ A1(Cv) are points of type I, then δ(x, y)∞ = |x − y|v. If
x, y ∈ A1Berk are points of types I, II or III, with x corresponding to B(a, r)
and y corresponding to B(b, s), then δ(x, y)∞ = max(r, s, |a− b|v).
The Hsia kernel has the following geometric interpretation. Consider the
paths from x to ∞ and y to ∞, and let w be the point where they first
meet. Then
δ(x, y)∞ = δ(w,w)∞ = radius(w) .
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To see this, note that if x lies on the path from y to ∞ then w = x and
δ(x, y)∞ = limi→∞ ri = radius(x). Similarly if y lies on the path from x
to ∞, then w = y and δ(x, y)∞ = radius(y). Otherwise, w 6= x, y, so
there there are disjoint discs B(ai, ri) and B(bi, si) in the sequences defining
x, y. Then |ai − bi|v = |aj − bj |v > max(rj, sj) for all j ≥ i, and the
point w where the paths from x and y to ∞ meet corresponds to the disc
B(ai, |ai − bi|v) = B(bi, |ai − bi|v), whose radius is |ai − bi|v.
Recall that a real-valued function f(x, y) is upper semicontinuous if for
each x0, y0
lim sup
(x,y)→(x0,y0)
f(x, y) ≤ f(x0, y0) .
This is equivalent to requiring that f−1((−∞, b)) be open for each b ∈ R.
We will say that f(x, y) is strongly upper semicontinuous if for each x0, y0
lim sup
(x,y)→(x0,y0)
f(x, y) = f(x0, y0) .
Proposition 3.1.
A) The Hsia kernel is nonnegative, symmetric, and continuous in each
variable separately. As a function of two variables, it is strongly upper
semicontinuous. It is continuous off the diagonal, and continuous at (x0, x0)
for each point x0 of type I, but is discontinuous at (x0, x0) for each point of
type II, III, or IV.
B) The Hsia kernel is the unique extension of |x− y|v to A
1
Berk such that
δ(x, y)∞ = lim sup
(a,b)→(x,y)
a,b∈A1(Cv)
|a− b|v (3.2)
for each x, y ∈ A1Berk.
C) For all x, y, z ∈ A1Berk
δ(x, y)∞ ≤ max(δ(x, z)∞, δ(y, z)∞)
with equality if δ(x, z)∞ 6= δ(y, z)∞.
D) For each a ∈ A1Berk, r ∈ R, the ‘open disc’ B(a, r)
−
∞ := {x ∈ A
1
Berk :
δ(x, a)∞ < r} is open. It is empty if r ≤ radius(a), and coincides with an
open disc B(b, r)− for some b ∈ A1(Cv) if r > radius(a).
For each a ∈ A1Berk, r ∈ R, the ‘closed disc’ B(a, r)∞ := {x ∈ A
1
Berk :
δ(x, a)∞ ≤ r} is closed. It is empty if r < radius(a), and coincides with a
closed disc B(b, r) for some b ∈ A1(Cv) if r > radius(a) or if r = radius(a)
and a is of type II or III. If r = radius(a) and a is of type I or IV, then
B(a, r)∞ = {a}.
Proof:
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(A) Consider δ(x, y)∞ as a function of two variables. We first show it is
continuous off the diagonal.
Take x0, y0 ∈ A
1
Berk with x0 6= y0. If there are disjoint open discs with
x0 ∈ B(a, r)
− and y0 ∈ B(b, s)
−, then |a − b|v > max(r, s), so for each
x ∈ B(a, r)−, y ∈ B(b, s)−,
δ(x, y)∞ = |a− b|v = δ(x0, y0)∞ ,
and δ(x, y)∞ is continuous at (x0, y0).
Otherwise, either each open disc B(a, r)− containing x0 contains y0, or
each open disc B(b, s)− containing y0 contains x0. Suppose the former holds.
Then x0 must be is a point of type II or III corresponding to a disc B(a, r)
with y0 ∈ B(a, r). After relabeling the center, we can assume that y0 ∈
B(a, r)−, and that y0 ∈ B(a, s)
− for some s < r. Take 0 < ε < r − s.
Then U := B(a, r + ε)−\B(a, r − ε) and V := B(a, s)− are disjoint open
neighborhoods of x0, y0 respectively. Given x ∈ U , put r1 = inf{t : x ∈
B(a, t)}. Then r− ε < r1 < r+ ε, and the geometric description of the Hsia
kernel implies that δ(x, y)∞ = r1 for each y ∈ V , so
|δ(x, y)∞ − δ(x0, y0)∞| = |r1 − r| < ε .
Thus, again δ(x, y)∞ is continuous at (x0, y0).
Now consider points on the diagonal. Suppose x0 ∈ A
1
Berk has radius r.
For each ε > 0, there is an open disc B(a, r + ε)− containing x0, and the
geometric description of the Hsia kernel shows that δ(x, y)∞ < r+ε for each
x, y ∈ B(a, r + ε)−. If r = 0, this implies δ(x, y)∞ is continuous at (x0, x0).
If r > 0, then δ(x, y)∞ is not continuous at (x0, x0), since every neighbor-
hood of (x0, x0) contains points (a, a) with a of type I, and for such points
δ(a, a)∞ = 0, while δ(x0, x0)∞ = r. On the other hand, the discussion in
the previous paragraph shows that
lim sup
(x,y)→(x0,x0)
δ(x, y)∞ = r = δ(x0, x0)∞ . (3.3)
Thus δ(x, y)∞ is stongly upper semicontinuous as a function of two variables.
Now fix x, and consider δ(x, y)∞ as a function of y. By what has been
shown above, δ(x, y)∞ is continuous for y 6= x. For continuity at x, put
r = radius(x) and consider a neighborhood B(a, r + ε)− of x as discussed
above. For each y ∈ B(a, r + ε)−, the paths from x and y to ∞ meet at a
point w ∈ B(a, r + ε)−, so
r = radius(x) = δ(x, x)∞ ≤ δ(x, y)∞ = radius(w) ≤ r + ε .
Thus |δ(x, y)∞ − δ(x, x)∞| < ε.
(B) Note that each neighborhood B(a, r+ε)− of x0 contains type I points
a 6= b with r < |a − b|v < r + ε, so (3.3) remains true even if the lim sup
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is restricted to x, y ∈ A1(Cv). The characterization of δ(x, y)∞ follows from
this, together with continuity off the diagonal.
(C) For discs B(a, r), B(b, s) it is easy to see that
max(r, s, |a− b|v) = sup
p∈B(a,r), q∈B(b,s)
(|p− q|v) .
The ultrametric inequality for δ(x, y) follows from this, (3.1), and the clas-
sical ultrametric inequality.
(D) Given a ∈ A1Berk and r ∈ R, consider the ‘open disc’ B(a, r)
−
∞ := {x ∈
A1Berk : δ(x, a)∞ < r}. If r ≤ radius(a), it is clearly empty. If r > radius(a)
it contains a, and is open by the upper semicontinuity of δ(x, a)∞. Each
nonempty open set contains points of type I. If b ∈ B(a, r)− ∩ A1(Cv), the
ultametric inequality for δ(x, y)∞ shows that B(a, r)
−
∞ = B(b, r)
−.
Likewise, consider the ‘closed disc’ B(a, r)∞ := {x ∈ A
1
Berk : δ(x, a)∞ ≤
r}. If r < radius(a), it is empty. If r = radius(a) and a is of type I or IV it is
easy to see that B(a, r)∞ = {a}. If r > radius(a) then it contains B(a, r)
−
∞
and hence contains points b of type I; this also holds if r = radius(a) and
a is of type II or III. In either case the ultametric inequality for δ(x, y)∞
shows that B(a, r)∞ = B(b, r), and in particular that B(a, r)∞ is closed. 2
The function-theoretic meaning of the Hsia Kernel is as follows:
Corollary 3.2. For each a ∈ Cv, the function T − a ∈ Cv(T ) satisfies
[T − a]x = δ(x, a)∞ .
Proof: By Proposition 3.1 (B), if x ∈ A1Berk corresponds to the nested
sequence of discs {B(ai, ri)} then
[T − a]x = lim
i→∞
‖T − a‖B(ai,ri) = lim sup
b→x
b∈Cv
|b− a|v = δ(x, a)∞ .
2
The Hsia kernel δ(x, y)∞ has a pole at ∞. We now set out to generalize
it to a kernel δ(x, y)ζ with a pole at an arbitrary point ζ ∈ P
1
Berk. To do so
we will need some facts from the theory of metrized graphs.
3.2. Metrized Graphs. A metrized graph Γ is a finite, connected graph
with a distinguished parametrization of each of its edges. The natural path-
length function defines a metric on Γ, making it a compact metric space.
By a vertex set for Γ we mean a finite set of points S such that Γ\S is a
union of open intervals whose closures have distinct endpoints. A vertex set
necessarily contains all endpoints and branch points of Γ. If Γ has loops, it
also contains at least one interior point from each loop.
We will primarily be interested in metrized graphs which are subsets of
the big model of P1Berk, with the induced path length ρ(x, y).
BERKOVICH LINE 27
For each p ∈ Γ, there are a finite number of edges ei emanating from p.
For each such edge, let γi(t) be the arclength parametrization of ei with
γi(0) = p. It will be useful to introduce a formal ‘unit vector ~vi emanating
from p in the direction of ei’, and write p + t~vi for γi(t). Given f : Γ→ R,
let
d~vi(f)(p) = lim
t→0+
f(p+ t~vi)− f(p)
t
be the one-sided ‘directional derivative’ of f at p along ei, provided the limit
exists.
Let CPA(Γ) be the space of continuous, piecewise-affine, real-valued func-
tions on Γ. (By a piecewise affine function f , we mean that there is a vertex
set Sf for Γ such that f is affine on each edge in Γ\Sf , with respect to
an arclength parametrization of that edge.) If f ∈ CPA(Γ), clearly the
directional derivatives d~v(p) are defined for all p and all ~v at p.
Chinburg and Rumely ([9]) introduced a Laplacian on CPA(Γ). It is a
map from CPA(Γ) to the space of discrete, signed measures on Γ. We will
take the Laplacian to be the negative of theirs, and put
∆(f) =
∑
p∈Γ
(−
∑
~v at p
d~v(p)) δp(x)
where δp(x) is the Dirac measure at p. By abuse of notation, we will write
∆(f)(p) for ∆(f)({p}) = −
∑
~v at p d~v(p). Here are some elementary proper-
ties of ∆, which show it behaves as a Laplacian should.
Proposition 3.3. Let f, g ∈ CPA(Γ). Then
A) ∆(f) ≡ 0 if and only if f = C for some constant C.
B) ∆(f) = ∆(g) if and only if f = g + C for some constant C.
C) If f is nonconstant, then f(x) achieves its maximum at a point p
where ∆(f)(p) > 0, and its minimum at a point q where ∆(f)(q) < 0 .
D)
∫
Γ f(x)∆(g)(x) =
∫
Γ g(x)∆(f)(x).
E) The total mass ∆(f)(Γ) = 0.
Proof:
For (A), if f = C, clearly ∆(f) ≡ 0. Conversely, suppose ∆(f) ≡ 0. Put
M = maxx∈Γ f(x), and let G = {x ∈ Γ : f(x) =M}. Since f is continuous,
G is closed. To see that G is also open, note that if p ∈ G, then d~vf(p) ≤ 0
for each ~v at p, since M is the maximum value of f . Since f is piecewise
affine, if f were not locally constant at p then d~v(f)(p) < 0 for some ~v,
and so ∆(f)(p) > 0 contrary to our assumption. Thus, G is both open and
closed, and since Γ is connected, G = Γ.
Trivially (A) implies (B).
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For (C), suppose f is nonconstant, and let M and G be as in (A). If
p ∈ ∂G, then the argument above shows that ∆(f)(p) > 0. Similarly, f
achieves its minimum at a point where ∆(f)(q) < 0.
For (D), let S be a vertex set for Γ such that f and g are both affine on
each edge of Γ\S. Given an edge ei of Γ\S, fix an orientation of it, and
let γi : [0, Li] → ei be an arclength parametrization. By abuse of notation,
write f(x) = f(γi(x)) and g(x) = g(γi(x)) on ei. Integration by parts shows
that ∫
Γ
f(x)∆(g)(x) =
∑
i
∫
ei
f ′(x)g′(x) dx =
∫
Γ
g(x)∆(f)(x) .
Part (E) follows from (D), taking g(x) ≡ 1. 2
3.3. The potential kernel on a metrized graph. There is a potential
kernel jz(x, y) on Γ which inverts the Laplacian. It is defined by the prop-
erties that for each fixed y, z,{
∆x(jz(x, y)) = δy(x)− δz(x) ,
jz(z, y) = 0 .
(3.4)
Its uniqueness follows from Proposition 3.3 (B). Its existence can be shown
using circuit theory (see [9]), or using linear algebra (see [33] or [1]). When
Γ is a tree, its existence is trivial: given x, y, z ∈ Γ, let w be the point
where the path from x to z and the path from y to z first meet, and put
jz(x, y) = ρ(z, w), the path length from z to w. Then along the path from z
to y, jz(x, y) = ρ(z, x); on branches off that path, jz(x, y) is constant. One
easily checks that the function thus defined satisfies the equations (3.4).
The potential kernel has the following physical interpretation. View Γ as
an electric circuit with terminals at y and z, and with the resistance of each
edge given by its length. Then jz(x, y) is the voltage at x when current 1
enters at y and exits at z, with reference voltage 0 at z. By its construction,
jz(x, y) belongs to CPA(Γ), and its slope along any edge of Γ has absolute
value at most 1.
Proposition 3.4.
A) jz(x, y) is non-negative, bounded, symmetric in x and y, and jointly
continuous in x, y, z.
B) If f ∈ CPA(Γ) satisfies ∆(f) =
∑n
i=1 ciδpi(x) then there is a constant
such that
f(x) =
n∑
i=1
ci jz(x, pi) + C .
C) For each z, ζ ∈ Γ,
jζ(x, y) = jz(x, y)− jz(x, ζ)− jz(ζ, y) + jz(ζ, ζ) . (3.5)
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Proof:
(A) The non-negativity of jz(x, y) follows from its defining properties (3.4)
and Proposition 3.3 (C).
For symmetry, fix a, b, z and apply Proposition 3.3 (D) to f(x) = jz(x, b)
and g(x) = jz(x, a). Then ∆(f) = δb(x) − δz(x) and ∆(g) = δa(x) − δz(x).
Since f(z) = g(z) = 0,
jz(a, b) =
∫
Γ
f(x)∆(g)(x) =
∫
Γ
g(x)∆(f)(x) = jz(b, a) .
Clearly jz(x, y) is continuous in x for each fixed y, z, with |jz(x, y) −
jz(p, y)| ≤ ρ(x, p) since the absolute value of the slope of jz(x, y) along each
edge is at most 1. From this, one deduces that it is jointly continuous in
x, y for each fixed z, and indeed that for given p, q
|jz(x, y)− jz(p, q)| ≤ |jz(x, q)− j(p, q)|+ |jz(x, q)− jz(x, y)|
≤ ρ(x, p) + ρ(y, q) (3.6)
using the symmetry shown above. Finally, for any fixed z0, we claim that
jz(x, y) = jz0(x, y)− jz0(x, z)− jz0(z, y) + jz0(z, z) . (3.7)
The joint continuity of jz(x, y) in x, y, and z follows from this and (3.6).
Its boundedness follows from continuity and the compactness of Γ.
To prove (3.7), note that for fixed y, z
∆x(jz(x, y)) = δy(x)− δz(x) = ∆x(jz0(x, y)− jz0(x, z)) ,
so by Proposition 3.3 (B) there is a constant Cy,z such that jz(x, y) =
jz0(x, y)− jz0(x, y) + Cy,z. Taking x = z0 shows Cy,z = jz(z0, y). Similarly,
applying ∆y to jz(z0, y) and −jz0(z, y) (and using symmetry), one finds
there is a constant Cz such that jz(z0, y) = −jz0(z, y) + Cz. Taking y = z
shows Cz = jz0(z, z). Combining these gives (3.7). This also proves (C).
For part (B), first note that if ∆(f) =
∑n
i=1 ciδpi(x) then
∑n
i=1 ci = 0 by
Proposition 3.3 (E). Using this, one sees that
∆(
n∑
i=1
cijz0(x, pi)) =
n∑
i=1
ciδpi(x) ,
and the result follows from Proposition 3.3 (B). 2
By a subgraph Γ of P1Berk we will mean a connected closed subgraph with
a finite number of vertices and edges, which has finite total length under
the logarithmic path distance ρ(x, y). Such a graph is necessarily a tree.
We view Γ as a metrized graph, with the metric ρ(x, y). Since there is a
unique path between any two points of P1Berk, there is a natural retraction
map rΓ : P
1
Berk → Γ.
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The relation between the Hsia kernel and the potential kernel jz(x, y) is
as follows. Fix a coordinate system on P1, so that P1Berk = A
1
Berk ∪ {∞}.
Recall that ζ0 denotes the “Gauss point”, the point in P
1
Berk corresponding
to the sup norm over B(0, 1).
Proposition 3.5. Let z ∈ P1Berk\P
1(Cv), and let Γ be any subgraph of P
1
Berk
containing z. Put ∞˜ = rΓ(∞). Then for all x, y ∈ Γ,
− logv(δ(x, y)∞) = jz(x, y)− jz(x, ∞˜)− jz(y, ∞˜)− logv(radius(z))
(3.8)
In particular, if z = ζ0 ∈ P
1
Berk is the Gauss point, then radius(ζ0) = 1, so
− logv(δ(x, y)∞) = jζ0(x, y)− jζ0(x, ∞˜)− jζ0(y, ∞˜) . (3.9)
Proof: Fix y, and set s = radius(y). The intersection of the path from y to
∞ with Γ is a closed segment [s, S], whose endpoints are y and ∞˜ = rΓ(∞).
Put Γy = [s, S]; it is a subgraph of Γ.
Consider the function fy(x) = − logv(δ(x, y)∞) on Γ. The geometric
description of δ(x, y)∞ shows that for each x ∈ Γ
δ(x, y)∞ = δ(rΓy(x), y)∞ .
Thus, fy(x) is constant on branches off Γy. For x ∈ Γy,
− logv(δ(x, y)∞) = − logv(t) where t = radius(x).
The arclength parameter along Γy is logv(t) for s ≤ t ≤ S, so the restriction
of fy(x) to Γy has constant slope −1. Hence fy(x) ∈ CPA(Γ), and
∆x(fy(x)) = δy(x)− δ∞˜(x) .
By (3.4),
∆x(jz(x, y)− jz(x, ∞˜)) = δy(x)− δ∞˜(x) .
It follows from Proposition 3.3 (B) that there is a constant Cz(y) such that
− logv(δ(x, y)∞) = fy(x) = jz(x, y)− jz(x, ∞˜)− Cz(y) .
(3.10)
Fixing x, and letting y vary, we see from (3.10) that the function h(y) =
Cz(y) belongs to CPA(Γ). Let ∆y be the Laplacian with respect to the
variable y. Applying ∆y to both sides of (3.10) gives
δx(y)− δ∞˜(y) = (δx(y)− δz(y))− 0−∆y(h(y)) ,
so ∆y(h(y)) = −(δ∞˜(y)−δz(y)). By Proposition 3.3 (B), h(y) = −jζ0(y, ∞˜)+
Cz for some constant Cz. Hence
− logv(δ(x, y)∞) = fy(x) = jz(x, y)− jz(x, ∞˜)− jz(y, ∞˜) + Cz
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Taking x = y = z, we see that Cz = − logv(δ(z, z)∞) = − logv(radius(z)).
2
We will now extend jz(x, y) to all of P
1
Berk.
Fix z ∈ P1Berk\P
1(Cv), and let Γ vary over subgraphs of P
1
Berk containing z;
temporarily write jz(x, y)Γ for the potential kernel on Γ. Suppose Γ1 ⊂ Γ2.
Since Γ1 and Γ2 are both trees, their potential kernels are compatible: by
the description of the potential kernel on a tree, given x, y ∈ Γ1,
jz(x, y)Γ1 = ρ(z, w) = jz(x, y)Γ2
where w = wz(x, y) is the point where the paths from x and y to z meet.
Thus the functions jz(x, y)Γ cohere to give a well-defined function jz(x, y)
on P1Berk\P
1(Cv).
We can extend jz(x, y) to all x, y ∈ P
1
Berk by setting
jz(x, y) =
{
ρ(z, wz(x, y)) if x 6= y, or
∞ if x = y
for x, y ∈ P1(Cv), where as before w = wz(x, y) is the point where the paths
from x and y to z meet. If x 6= y, and if Γ is any subgraph containing z and
w, then
jz(x, y) = jz(rΓ(x), rΓ(y))Γ . (3.11)
By Proposition 3.5 and the continuity of δ(x, y)∞ off the diagonal, for all
x, y ∈ A1Berk
− logv(δ(x, y)∞) = jz(x, y)− jz(x,∞)− jz(y,∞)− radius(z) .
(3.12)
In particular, if z = ζ0 is the Gauss point, then
− logv(δ(x, y)∞) = jζ0(x, y)− jζ0(x,∞)− jζ0(y,∞) .
(3.13)
Similarly, by Proposition 3.4 (C), for each z, ζ ∈ P1Berk\P
1(Cv)
jζ(x, y) = jz(x, y)− jz(x, ζ)− jz(ζ, y) + jz(ζ, ζ) . (3.14)
Corollary 3.6. Let 0 6= f ∈ Cv(T ) be a rational function with divisor
div(f) =
∑m
i=1 ni(ai).
A) Fix z ∈ P1Berk\P
1(Cv). Then for all x ∈ P
1
Berk,
− logv([f ]x) = − logv([f ]z) +
m∑
i=1
ni jz(x, ai) . (3.15)
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B) Let Γ be a subgraph of P1Berk, take z ∈ Γ, and put a˜i = rΓ(ai). Then
for all x ∈ Γ,
− logv([f ]x) = − logv([f ]z) +
m∑
i=1
ni jz(x, a˜i) . (3.16)
Proof: (A) There is a B ∈ Cv such that f(T ) = B ·
∏
ai 6=∞(T − ai)
ni. By
Corollary 3.2, for each x ∈ Γ
− logv([f ]x) = − logv(|B|v) +
∑
ai 6=∞
− logv(δ(x, ai)∞) .
Inserting formula (3.12) and using
∑m
i=1 ni = 0 gives
− logv([f ]x) = −
∑
i=1
ni logv(jz(x, ai)) + C
for some constant C. Taking x = z gives C = − logv([f ]z).
Part (B) follows from (3.15), using (3.11). 2
For future reference, we note one situation where (3.11) holds automati-
cally:
Proposition 3.7. (Retraction Formula) Let Γ be a subgraph of P1Berk, and
suppose x, z ∈ Γ. Then for any y ∈ P1Berk
jz(x, y) = jz(x, rΓ(y)) .
Proof: Since x and z belong to Γ, so does the path from x to z. Hence
the point w where the paths from x and y to z meet, which lies on the path
from x to z, belongs to Γ. 2
3.4. The spherical meet. Write Oˆv for the ring of integers of Cv. The
v-adic spherical metric ‖x, y‖v is the unique GL2(Oˆv)-invariant metric on
P1(Cv) such that ‖x, y‖v = |x − y|v for x, y ∈ B(0, 1). In homogeneous
coordinates, if x = (x0 : x1) and y = (y0 : y1), then
‖x, y‖v =
|x0y1 − x1y0|v
max(|x0|v, |x1|v)max(|y0|v, |y1|v)
. (3.17)
In affine coordinates, for x, y ∈ A1(Cv) this becomes
‖x, y‖v =
|x− y|v
max(1, |x|v)max(1, |y|v)
. (3.18)
Thus if we identify P1(Cv) with A
1(Cv) ∪ {∞}, and put 1/∞ = 0,
‖x, y‖v =

|x− y|v if x, y ∈ B(0, 1),
|1/x− 1/y| if x, y ∈ P1(Cv)\B(0, 1),
1 if exactly one of x, y ∈ B(0, 1). (3.19)
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It is well known, and easy to check using (3.19), that the v-adic spherical
metric satisfies the strict ultrametric inequality.
We will now extend ‖x, y‖v to P
1
Berk.
Let qv be the base of the logarithm logv(t), and let ζ0 ∈ P
1
Berk be the
Gauss point, as before. For x, y ∈ P1(Cv), we claim that
‖x, y‖v = q
−jζ0(x,y)
v .
To see this, consider the various cases in (3.19). If x, y ∈ B(0, 1), the point
w where the paths from x and y to ζ0 meet is the ball B(x, r) = B(y, r) with
r = |x−y|v. The path distance ρ(ζ0, w) is logv(1/r), so jζ0(x, y) = − logv(r)
and q
−jζ0(x,y)
v = |x − y|v = ‖x, y‖v. If x, y ∈ P
1(Cv)\B(0, 1), a similar
argument applies, using the local parameter 1/T at ∞. Finally, if one of
x, y belongs to B(0, 1) and the other to P1(Cv)\B(0, 1), then the paths from
x and y to ζ0 meet at w = ζ0, so jζ0(x, y) = 0 and q
−jζ0(x,y)
v = 1 = ‖x, y‖v.
This motivates us to extend ‖x, y‖v to P
1
Berk by putting
‖x, y‖v = q
−jζ0(x,y)
v . (3.20)
for all x, y ∈ P1Berk. We will call this extended function the spherical meet.
For x ∈ P1Berk, write diam(x) = ‖x, x‖v = q
−jζ0 (x,x)
v = q−ρ(ζ0,x)v .
The spherical meet has the following geometric interpretation, which mo-
tivates its name. Consider the paths from x and y to ζ0, and let w be the
first point where they meet. Then by (3.20)
‖x, y‖v = ‖w,w‖v = diam(w) = q
−ρ(ζ0,w)
v .
Note that although ‖x, y‖v is a metric on P
1(Cv), the spherical meet ‖x, y‖v
is not a metric on P1Berk because ‖x, x‖v > 0 if x is not of type I. Nonetheless,
for each a ∈ P1(Cv), the balls
B(a, r)−0 = {x ∈ P
1
Berk : ‖x, a‖v < r} ,
B(a, r)0 = {x ∈ P
1
Berk : ‖x, a‖v ≤ r} .
are indeed open (resp. closed) in the Berkovich topology. If r > 1 then
B(a, r)−0 = P
1(Cv). If r ≤ 1 and a ∈ B(0, 1) then B(a, r)
−
0 = B(a, r)
−, while
if a /∈ B(0, 1) then B(a, r)−0 = {x ∈ P
1
Berk : [1/T − 1/a]x < r}. Similar
formulas hold for the closed balls.
Proposition 3.8.
A) The spherical meet ‖x, y‖v is nonnegative, symmetric, continuous in
each variable separately, and bounded above by 1. As a function of two vari-
ables, it is strongly upper semicontinuous. It is continuous off the diagonal,
and continuous at (x0, x0) for each point x0 of type I, but is discontinuous
at (x0, x0) for each point of type II, III, or IV.
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B) For all x, y ∈ P1Berk
‖x, y‖v = lim sup
(a,b)→(x,y)
a,b∈P1(Cv)
‖a, b‖v . (3.21)
C) For all x, y, z ∈ P1Berk
‖x, y‖v ≤ max(‖x, z‖v, ‖y, z‖v)
with equality if ‖x, z‖v 6= ‖y, z‖v.
D) For each a ∈ P1Berk and r ∈ R, the ‘open ball’ B(a, r)
−
0 := {x ∈ P
1
Berk :
‖x, a‖v < r} is open. It is empty if r ≤ diam(a), and coincides with an open
ball B(b, r)− for some b ∈ P1(Cv) if r > diam(a).
Likewise, the ‘closed ball’ B(a, r)0 := {x ∈ P
1
Berk : ‖x, a‖v ≤ r} is closed.
It is empty if r < ‖a, a‖v, and coincides with B(b, r)0 for some b ∈ P
1(Cv)
if r > diam(a) or if r = diam(a) and a is of type II or III. If r = diam(a)
and a is of type I or IV, then B(a, r)0 = {a}.
Proof: Similar to Proposition 3.1. 2
The Hsia kernel and the spherical meet can be obtained from each other.
Proposition 3.9.
A) For x, y ∈ A1Berk, δ(x, y)∞ =
‖x, y‖v
‖x,∞‖v‖y,∞‖v
.
B) For x, y ∈ P1Berk,
‖x, y‖v =
δ(x, y)∞
max(1, radius(x)) max(1, radius(y))
if x, y 6=∞,
with ‖x,∞‖v = 1/max(1, radius(x)) and ‖∞, y‖v = 1/max(1, radius(y)).
Proof: Part (A) follows from (3.13). Part (B) follows from (3.18) using
Proposition 3.1 (B) and Proposition 3.8 (B). 2
3.5. The generalized Hsia kernel. Proposition 3.9 motivates us to define
the Hsia kernel for an arbitrary point ζ ∈ P1Berk.
For x, y ∈ P1Berk\{ζ}, we define the generalized Hsia kernel by
δ(x, y)ζ =
‖x, y‖v
‖x, ζ‖v ‖y, ζ‖v
. (3.22)
If ζ /∈ P1(Cv), this makes sense for all x, y ∈ P
1
Berk, since ‖x, ζ‖v, ‖ζ, y‖v ≥
diam(ζ) > 0, giving δ(x, ζ)ζ = δ(ζ, y)ζ = 1/diam(ζ). If ζ ∈ P
1(Cv), we put
δ(x, ζ)ζ = δ(ζ, y)ζ =∞. In this way, we can regard δ(x, y)ζ as being defined
(as an extended real) for all x, y ∈ P1Berk.
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Actually, it is better to regard the Hsia kernel as only defined up to
scaling. By the definition of the spherical meet,
δ(x, y)ζ = q
−jζ0(x,y)+jζ0 (x,ζ)+jζ0 (y,ζ)
v .
However, for any z ∈ P1Berk\P
1(Cv), formula (3.14) shows that there is a
constant Cζ such that
Cζ · δ(x, y)ζ = q
−jz(x,y)+jz(x,ζ)+jz(y,ζ)
v . (3.23)
For each ζ , and each Cζ > 0, we will also call Cζ · δ(x, y)ζ a Hsia kernel.
When ζ =∞, Proposition 3.9 shows that (3.22) is consistent with our ear-
lier definition of δ(x, y)∞. When ζ = ζ0 is the Gauss point, then ‖x, ζ0‖v =
‖ζ0, y‖v = 1, so
δ(x, y)ζ0 = ‖x, y‖v .
For an arbitrary ζ ∈ P1Berk\P
1(Cv), Proposition 3.4 (C) shows that
δ(x, y)ζ = Cζ · q
−jζ(x,y)
v
where Cζ = q
jζ0(ζ,ζ)
v . Thus for ζ /∈ P1(Cv), δ(x, y)ζ is a generalized spherical
meet.
For ζ ∈ P1(Cv), the reader familiar with ([29]) will recognize (3.22) as the
‘canonical distance’ [x, y]ζ for x, y ∈ P
1(Cv). Thus, the Hsia kernel is the
natural extension of the canonical distance to the Berkovich line.
For each x ∈ P1Berk, put diamζ(x) = δ(x, x)ζ . The generalized Hsia kernel
has the usual geometric interpretation: given x, y ∈ P1Berk, let w be the point
where the paths from x and y to ζ meet. Then
δ(x, y)ζ = δ(w,w)ζ = diamζ(w) .
Proposition 3.10.
A) For each ζ, the generalized Hsia kernel is nonnegative, symmetric and
continuous in each variable separately. If ζ ∈ P1Berk\P
1(Cv) it is bounded. If
ζ ∈ P1(Cv) it is unbounded, and extends the canonical distance [x, y]ζ.
As a function of two variables, it is strongly upper semicontinuous. It is
continuous off the diagonal, and is continuous at (x0, x0) for each point x0
of type I, but is discontinuous at (x0, x0) for each point of type II, III, or
IV.
B) For each x, y ∈ P1Berk
δ(x, y)ζ = lim sup
(a,b)→(x,y)
a,b∈P1(Cv)
δ(a, b)ζ . (3.24)
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C) For all x, y, z ∈ P1Berk,
δ(x, y)ζ ≤ max(δ(x, z)ζ , δ(y, z)ζ) ,
with equality if δ(x, z)ζ 6= δ(y, z)ζ.
D) For each a ∈ P1Berk and r ∈ R, the ‘open ball’ B(a, r)
−
ζ := {x ∈ P
1
Berk :
δ(x, a)ζ < r} is open. It is empty if r ≤ diamζ(a), and coincides with an
open ball B(b, r)−zeta for some b ∈ P
1(Cv) if r > diamζ(a).
Likewise, the ‘closed ball’ B(a, r)ζ := {x ∈ P
1
Berk : δ(x, a)ζ ≤ r} is closed.
It is empty if r < diamζ(a), and coincides with B(b, r)ζ for some b ∈ P
1(Cv)
if r > diamζ(a) or if r = diamζ(a) and a is of type II or III. If r = diamζ(a)
and a is of type I or IV, then B(a, r)ζ = {a}.
Proof: Parts (A), (B), and (D) follow by arguments similar to those in the
proof of Proposition 3.1. Part (C) follows by consideration of the geometric
interpretation, or can be shown using Proposition 3.8 (C) by a case by case
analysis similar to the proof of ([29], Theorem 2.5.1, p.125). 2
If r ≤ diamζ(a) the balls B(a, r)ζ and B(a, r)
−
ζ have been described in
Proposition 3.10 (D). If r > diamζ(ζ) then B(a, r)ζ = B(a, r)
−
ζ = P
1
Berk.
Suppose diamζ(a) ≤ r ≤ diamζ(ζ). Then the balls have the following geo-
metric interpretation. Consider the function diamζ(x) for x in the path
from a to ζ . By Proposition 3.10 (A), it is continuous on that path, since
diamζ(x) = δ(x, x)ζ = δ(x, a)ζ . By the geometric interpretation it is mono-
tone increasing. Hence there is a unique x in the path with diamζ(x) = r.
The closed ball B(a, r)ζ is the set of all z ∈ P
1
Berk such that the path from z to
ζ passes through x, and the open ball B(a, r)−ζ is the connected component
of B(a, r)ζ\{x} which contains a.
Finally, we note that the generalized Hsia kernel can be used to decompose
absolute values of rational functions on P1Berk, just as the canonical distance
does on P1(Cv):
Corollary 3.11. Let 0 6= f ∈ Cv(P
1) have divisor div(f) =
∑m
i=1 ni(ai). For
each ζ ∈ P1Berk, there is a constant C = C(f, ζ) such that for all x ∈ P
1
Berk
[f ]x = C ·
∏
ai 6=ζ
δ(x, ai)
ni
ζ .
Proof: Similar to the proof of Corollary 3.6. 2
4. Capacities.
Fix ζ ∈ P1Berk, and let E ⊂ P
1
Berk be a set not containing ζ . In this section
we will develop the theory of the logarithmic capacity of E with respect to
ζ (or more correctly, with respect to a choice of the Hsia kernel δ(x, y)ζ).
The exposition below is adapted from ([29], Chapter 4.1).
BERKOVICH LINE 37
4.1. Logarithmic capacities. Recall that a probability measure is a non-
negative Borel measure of total mass 1. Given a probability measure ν with
support contained in E, define the energy integral
Iζ(ν) =
∫∫
E×E
− logv(δ(x, y)ζ) dν(x)dν(y) .
Here, the integral is a Lebesgue integral. The kernel − logv(δ(x, y)ζ) is
lower semicontinuous, and hence Borel measurable, since δ(x, y)ζ is upper
semicontinuous.
Let ν vary over probability measures with support contained in E, and
define the Robin constant
Vζ(E) = inf
ν
Iζ(ν) .
Define the logarithmic capacity
γζ(E) = q
−Vζ(E)
v .
By its definition, the logarithmic capacity is monotonic in E: if E1 ⊂ E2,
then γζ(E1) ≤ γζ(E2). It also follows from the definition that for each E
γζ(E) = sup
K⊂E
K compact
γζ(K) (4.1)
Indeed, the support of each probability measure ν is compact, so tauto-
logically for each ν supported on E there is a compact set K ⊂ E with
Iζ(ν) ≤ γζ(K) ≤ γζ(E).
An important distinction is between sets of capacity 0 and sets of positive
capacity. If E contains a point a of types II, III, or IV, then γζ(E) > 0,
since the point mass δa(x) satisfies Iζ(δa) = − log(diamζ(a)) < ∞. Thus,
every set of capacity 0 is contained in P1(Cv). The converse is not true;
there are many sets in P1(Cv) with positive capacity.
The property that a set has capacity 0 or positive capacity is independent
of the point ζ .
Proposition 4.1. Suppose E ⊂ P1Berk. Then γζ(E) = 0 for some ζ /∈ E if
and only if γξ(E) = 0 for each ξ ∈ P
1
Berk\E.
Proof: By (4.1) it suffices to consider the case where E is compact. Take
ξ /∈ E. Since ‖x, ξ‖v is continuous on E, there is a constant Kξ > 0 such
that
1/Kξ ≤ ‖x, ξ‖v ≤ Kξ
for all x ∈ E. Since
δ(x, y)ξ =
‖x, y‖v
‖x, ξ‖v‖y, ξ‖v
, δ(x, y)ζ =
‖x, y‖v
‖x, ζ‖v‖y, ζ‖v
.
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it follows that
1
(KζKξ)2
δ(x, y)ζ ≤ δ(x, y)ξ ≤ (KζKξ)
2δ(x, y)ζ .
Hence for each probability measure ν on E, either Iζ(ν) = Iξ(ν) = ∞, or
Iζ(ν) and Iξ(ν) are both finite. 2
Here are some examples of capacities.
Example 4.1. If E ⊂ P1(Cv) is a countable set, and ζ /∈ E, then γζ(E) = 0.
To see this, not first that if ν is a probability measure supported on E, then
necessarily ν has point masses (if ν({x}) = 0 for each x ∈ E, then by
countable additivity ν(E) = 0, which contradicts ν(E) = 1). If p ∈ E is a
point with ν({p}) > 0, then
Iζ(ν) =
∫∫
E×E
− logv(δ(x, y)ζ) dν(x)dν(y)
≥ − logv(δ(p, p)ζ) · ν({p})
2 =∞
so Vζ(E) =∞.
Example 4.2. If E = {a} is a point not of type I, and ζ 6= a, then
γζ(E) = diamζ(a) .
The only probability measure supported on E is the point mass ν = δa(x),
for which
Iζ(ν) =
∫∫
E×E
− logv(δ(x, y)ζ) dν(x)dν(y)
= − logv(δ(a, a)ζ) = − logv(diamζ(a)) .
Hence Vζ(E) = − logv(diamζ(a)) and γζ(a) = diamζ(a).
Example 4.3. If ζ = ∞ and E = Zp ⊂ A
1(Cv), then γ∞(E) = p
−1/(p−1).
More generally, if E = Ov is the ring of integers of a finite extension Kv/Qp
with ramification index e and residue degree f , then γ∞(E) = (p
f)−1/e(p
f−1).
For x, y ∈ A1(Cv), δ(x, y)∞ = |x − y|v, so the capacity is given by the
same computation as in the classical case; see ([29], Example 5.2.13, p. 347).
4.2. The equilibrium distribution. If E is compact, and if γζ(E) > 0,
there is a probability measure µ = µζ on E for which Iζ(µ) = Vζ(E). In
Section 5 of these notes, we will show it is unique; it will be called the
equilibrium distribution, or the equilibrium measure, of E with respect to ζ .
To prove its existence, we need some preliminary lemmas.
Lemma 4.2. (Baire) Let X be a metric space, and let A ⊂ X. Let f :
A → R ∪ {∞} be a lower semicontinuous function which is bounded below
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by a number m ∈ R. Then there is a sequence of continuous functions
fk : X → R such that
a) For each x ∈ X, m ≤ f1(x) ≤ f2(x) ≤ · · ·
b) For each a ∈ A, limk→∞ fk(a) = f(a).
Proof: We adapt the proof of ([32], Theorem II.5, p. 36). If f(a) ≡ ∞
on A, we can take fk(x) ≡ m + k. Hence we can assume without loss that
f(a) 6≡ ∞. Let d(x, y) be a metric for X.
Define fk(x) on X by
fk(x) = inf
a∈A
(f(a) + k · d(a, x)) (4.2)
Clearly m ≤ fk(x) <∞ for all x, and fk(x) ≤ fk+1(x).
We will now show each fk is continuous. Take x1 6= x2 ∈ X, and let
d(x1, x2) = δ. By (4.2) there is an a0 ∈ A such that
fk(x1) > f(a0) + k · d(a0, x1)− δ . (4.3)
Again by (4.2)
fk(x2) ≤ f(a0) + k · d(a0, x2) . (4.4)
Since d(a0, x2) ≤ d(a0, x1) + d(x1, x2) = d(a0, x1) + δ,
fk(x2) ≤ fk(a0) + k · d(a0, x1) + kδ < fk(x1) + (k + 1)δ .
Similarly fk(x1) ≤ fk(x2) + (k + 1)δ, so
|fk(x1)− fk(x2)| < (k + 1)d(x1, x2) .
Thus, fk(x) is continuous on X.
Next we will show that limk→∞ fk(a0) = f(a0) for each a0 ∈ A. By (4.2)
fk(a0) = inf
a∈A
(f(a) + k · d(a, a0)) ≤ f(a0) + kd(a0, a0) = f(a0) .
First suppose f(a0) < ∞. By lower semicontinuity, for each ε > 0 there is
a ρ > 0 such that
f(a) > f(a0)− ε, if a ∈ A, d(a, a0) < ρ . (4.5)
On the other hand, if a ∈ A and d(a, a0) ≥ ρ then
f(a) + k · d(a, a0) ≥ m+ kρ (4.6)
¿From (4.5), (4.6) it follows that for sufficiently large k, f(a) + kd(a, a0) ≥
f(a0)− ε for all a ∈ A, and hence fk(a0) ≥ f(a0)− ε.
Next suppose f(a0) =∞. Take M arbitrarily large. By lower semiconti-
nuity, there is a ρ > 0 such that
f(a) > M if a ∈ A, d(a, a0) < ρ . (4.7)
If a ∈ A and d(a, a0) ≥ ρ then (4.6) holds, so for sufficiently large k,
f(a) + kd(a, a0) > M for all a ∈ A, and hence fk(a0) ≥M . 2
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Lemma 4.3. Let E be a compact Hausdorff space, and suppose ν1, ν2, . . .
are probability measures on E which converge weakly to a measure µ. Then
ν1 × ν1, ν2 × ν2, . . . converges weakly to µ× µ on E ×E.
Proof: We fill in the details of the argument given in ([17], p.283). Since
E is a compact Hausdorff space, the Stone-Weierstrass theorem asserts that
linear combinations of functions of the form f(x)g(y), with f, g ∈ C(E), are
dense in C(E × E) under the sup norm ‖ · ‖E×E. For such products,
lim
n→∞
∫∫
E×E
f(x)g(y) dνn(x)dνn(y) =
∫
E
f(x) dµ(x) ·
∫
E
g(y) dµ(y)
=
∫∫
E×E
f(x)g(y) dµ(x)dµ(y)
so the same holds for their linear combinations.
Now let F (x, y) ∈ C(E × E) be arbitrary. Given ε > 0, take f(x, y) =∑
i cifi(x)gi(y) so that h(x, y) = F (x, y)− f(x, y) satisfies ‖h‖E×E < ε. For
any probability measure ν on E, clearly
|
∫∫
E×E
h(x, y) dν(x)dν(y)| ≤ ‖h‖E×E .
Let N be large enough that
|
∫∫
E×E
f(x, y) dνn(x)dνn(y)−
∫∫
E×E
f(x, y) dµ(x)dµ(y)| < ε
for n ≥ N . By a three-epsilons argument, for such n
|
∫∫
E×E
F (x, y) dνn(x)dνn(y)−
∫∫
E×E
F (x, y) dµ(x)dµ(y)| ≤ 3ε .
Since ε is arbitrary,
lim
n→∞
∫∫
E×E
F (x, y) dνn(x)dνn(y) =
∫∫
E×E
F (x, y) dµ(x)dµ(y) .
Thus, the sequence {νn × νn} converges weakly to µ× µ. 2
We can now show the existence of the equilibrium measure.
Proposition 4.4. Let E ⊂ P1Berk\{ζ} be a compact set with positive ca-
pacity. Then there is a probability measure µ supported on E such that
Iζ(µ) = Vζ(E).
Proof: Take a sequence of probability measures νn on E for which
limn→∞ Iζ(ν) = Vζ(E). After passing to a subsequence, if necessary, we
can assume that {νn} converges weakly to a measure µ . Clearly µ is a
probability measure supported on E.
Applying Lemma 4.2 to − log(δ(x, y)ζ), we obtain a sequence of continu-
ous functions fk(x, y) on (P
1
Berk)
2 converging monotonically to− log(δ(x, y)ζ)
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on E × E. By Lemma 4.3, for each k∫∫
E×E
fk(x, y) dµ(x)dµ(y) = lim
n→∞
∫∫
E×E
fk(x, y) dνn(x)dνn(y) .
On the other hand fk(x, y) ≤ − log(δ(x, y)ζ) so for each n and k∫∫
E×E
fk(x, y) dνn(x)dνn(y) ≤
∫∫
E×E
− log(δ(x, y)ζ) dνn(x)dνn(y)
= Iζ(νn) ,
and for each k∫∫
E×E
fk(x, y) dµ(x)dµ(y) ≤ lim
n→∞
Iζ(νn) = Vζ(E) .
Using this and the monotone convergence theorem,
Iζ(µ) =
∫∫
E×E
− log(δ(x, y)ζ) dµ(x)dµ(y)
= lim
k→∞
∫∫
E×E
fk(x, y) dµ(x)dµ(y)
≤ Vζ(E) .
The opposite inequality is trivial, so Iζ(µ) = Vζ(E). 2
Remark 4.1. In the classical proof over C, one considers the truncated log-
arithm − log(t)(|x − y|) = min(t,− log(|x − y|) which is continuous, and
which approaches − log(|x− y|) pointwise as t→∞. Here − log(t)v (δ(x, y)ζ)
is lower semicontinuous, but not continuous, so it was necessary to introduce
the functions fk(x, y).
Let Uζ be the connected component of P
1
Berk\E containing ζ . Write ∂Eζ =
∂Uζ for the boundary of Uζ , the part of ∂E in common with U .
Proposition 4.5. Let E ⊂ P1Berk\{ζ} be compact with positive capacity.
Then the equilibrium distribution µζ is supported on ∂Eζ .
Proof: Suppose µζ is not supported on ∂Eζ , and fix x0 ∈ supp(µζ)\∂Eζ .
Let rζ : E → ∂Eζ be the retraction map which takes each x ∈ E to the
last point in E on the path from x to ζ . Then rζ is continuous. Put
µ0 = (rζ)∗(µζ). We claim that Iζ(µ0) < Iζ(µζ).
For each x, y ∈ E, if x = rζ(x), y = rζ(y), then δ(x, y)ζ ≤ δ(x, y)ζ. This is
follows from the geometric interpretation of δ(x, y)ζ: if w is the point where
the paths from x to ζ and y to ζ meet, and w is the point where the paths
from x to ζ and y to ζ meet, then w lies on the path from w to ζ .
Now consider the point x0, and put x1 = rζ(x0). Then diamζ(x0) <
diamζ(x1). Fix r with diamζ(x0) < r < diamζ(x1), and put U = B(x0, r)
−
ζ .
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For each x ∈ U , rζ(x) = x1. If x, y ∈ U ,
δ(x, y)ζ < r < diamζ(x1) = δ(x1, x1)ζ
Since x0 ∈ supp(ν), necessarily µζ(U) > 0. Hence
Iζ(µζ) =
∫
− logv(δ(x, y)ζ) dµζ(x)dµζ(y)
>
∫
− logv(δ(rζ(x), rζ(y))ζ) dµζ(x)dµζ(y)
=
∫
− logv(δ(z, w)ζ) dµ0(z)dµ0(w) = Iζ(µ0) .
This contradicts the minimality of Iζ(µζ), so µζ is supported on ∂Eζ . 2
The existence of the equilibrium measure has several consequences.
Corollary 4.6. Let E ⊂ P1Berk\{ζ} be compact. Then for any ε > 0, there
is a closed neighborhood W of E such that γζ(E
′) ≤ γζ(E) + ε for each
E ′ ⊂W .
In fact, there is such a neighborhood which is a finite union of discs⋃m
k=1 B(ak, rk)ζ, where each ak is of type II or type III, and where rk =
diamζ(ak).
Proof: Take a cofinal sequence of closed neighborhoods {Wn} of E. With-
out loss, we can assume ζ /∈ Wn for each n. Since Wn necessarily contains
points not of type I, γζ(Wn) > 0. Since Wn is compact, it has an equilib-
rium measure µn; thus Iζ(µn) = Vζ(Wn). After passing to a subsequence if
necessary, we can assume the µn (which are all supported on W1) converge
weakly to a probability measure µ∗. Since ∩Wn = E, clearly µ
∗ is supported
on E. By an argument similar to the one above,
lim
n→∞
Vζ(Wn) = Iζ(µ
∗) ≥ Vζ(E) .
Since Vζ(Wn) ≤ Vζ(E) for each n, equality must hold throughout. It follows
that limn→∞ γζ(Wn) = γζ(E), and there is an n with γζ(Wn) ≤ γζ(E) + ε.
For each E ′ ⊂ Wn, the monotonicity of the capacity shows that γζ(E
′) ≤
γζ(Wn).
To show that the neigbhorhood can be taken in the special form described,
fix any closed neighborhood W of E with γζ(W ) ≤ γζ(E)+ ε. Let rζ : E →
∂Wζ be the retraction map which takes each x in E to the last point on the
path from x to ζ which belongs to W .
Since E is contained in the interior of W , none of the points a ∈ rζ(E)
belongs to E, and each lies on the interior of the path from some point
x in E to ζ . Such a point a is necessarily of type II or III. If a = rζ(x)
and r = diamζ(a), then B(a, r)ζ = B(x, r)ζ , and x ∈ B(x, r)
−
ζ . Since E is
compact, a finite number of the discs B(x, r)−ζ cover E. It follows that rζ(E)
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is a finite set of points {a1, . . . , am}, each of which is of type II or III. For
each ak, put rk = diamζ(ak), and put W˜ = ∪
m
i=1B(ak, rk)ζ. Clearly W˜ is
compact, and has E in its interior. Since W˜ contains points of type II or
III, γζ(W˜ ) > 0.
We claim that γζ(W˜ ) ≤ γζ(E) + ε. To see this, let µ˜) be any equilibrium
distribution for W˜ , and put µ˜ = rζ(µ˜0). By Proposition 4.5, µ˜0 is another
equilibrium distribution for W˜ . It is supported on {a1, . . . , am} ⊂ W , so
Vζ(W˜ ) = Iζ(µ˜) ≥ Vζ(W ). This is equivalent to γζ(W˜ ) ≤ γζ(W ). Since
γζ(W ) ≤ γζ(E) + ε, our claim follows. 2
In what follows we will speak of ‘the’ equilibrium measure µζ of a compact
set E of positive capacity, anticipating the uniqueness of the equilibrium
measure. However, the arguments below would apply to any equilibrium
measure.
4.3. Potential functions. For each probability measure ν supported on
P1Berk\{ζ}, define the potential function
uν(z, ζ) =
∫
− logv(δ(z, w)ζ) dν(w) .
Recall that a real-valued function f(z) is lower semi-continuous if
lim inf
x→z
f(x) ≥ f(z)
for each z. This is equivalent to requiring that f−1((b,∞)) be open, for each
b ∈ R. We will say that f(z) is strongly lower semi-continuous if for each z
lim inf
x→z
f(x) = f(z) .
Proposition 4.7. Let ν be a probability measure on P1Berk, and take ζ /∈
supp(ν). Then uν(z, ζ) is strongly lower semi-continuous, and is continuous
at each z /∈ supp(ν) (including ζ, if continuity is understood relative the
extended reals, R∪{−∞}). Moreover, for each p ∈ P1(Cv), if x approaches
p along a path [y, p], then
lim
x→p
x∈[y,p)
uν(x, ζ) = uν(p, ζ) .
Proof: We will first show uν(z, ζ) is lower semi-continuous. Lower semi-
continuity is automatic at z = ζ , since for all z, w
− logv(δ(z, w)ζ) ≥ − logv(δ(ζ, w)ζ) .
Let K be any closed neighborhood of supp(ν) which does not contain ζ .
By Lemma 4.2, there is a sequence of continuous functions {fk(z, w)} which
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increase monotonically to − logv(δ(z, w)ζ) on K ×K, so
uν(z, ζ) = lim
k→∞
∫
fk(z, w) dν(w) .
on K. Since K is compact, each uk(z) =
∫
fk(z, w) dν(w) is continuous on
K. Thus, uν(z, ζ) is an increasing limit of continuous functions, hence is
lower semi-continuous on K. For any z 6= ζ , we can choose K so as to
contain z in its interior. Thus uν(z, ζ) is lower semi-continuous everywhere.
Put E = supp(ν), and consider the decomposition
δ(z, w)ζ =
‖z, w‖v
‖z, ζ‖v ‖w, ζ‖v
.
Inserting this in the definition of uν(z, ζ) we see that
uν(z, ζ) =
∫
E
− logv(‖z, w‖v) dν(w) +
∫
E
logv(‖z, ζ‖v) dν(w)
+
∫
E
logv(‖w, ζ‖v) dν(w) .
The second integral is logv(‖z, ζ‖v) since the integrand does not involve w.
The third integral is a finite constant Cζ, because ζ /∈ E, so logv(‖w, ζ‖v) is
a bounded, continuous function of w ∈ E. Thus
uν(z, ζ) =
∫
E
− logv(‖z, w‖v) dν(w) + logv(‖z, ζ‖v) + Cζ .
For each z /∈ E, the first integral is continuous at z since ‖x, y‖v is
continuous off the diagonal and z has a closed neighborhood disjoint from E.
The function logv(‖z, ζ‖v) is continous as a function to the extended reals,
since ‖x, y‖v is continuous as a function of each variable separately. Hence
uν(z, ζ) is continuous (and in particular, strongly lower semi-continuous) off
supp(ν).
Next suppose z ∈ E. Recalling that − logv(‖z, w‖v) = jζ0(z, w), where
ζ0 ∈ P
1
Berk is the Gauss point, (the point corresponding to B(0, 1)), let t vary
along the path from ζ0 to z. For each w ∈ E, jζ0(t, w) increases monotoni-
cally to jζ0(z, w). By the monotone convergence theorem,
∫
E − logv(‖t, w‖v) dν(w)
increases monotonically to
∫
E − logv(‖z, w‖v) dν(w). Hence as t approaches
z along this path,
lim
t→z
uν(t, ζ) = uν(z, ζ) .
Thus lim infx→z uν(x, ζ) ≤ uν(z, ζ). Combined with the opposite inequality
coming from lower semi-continuity, this gives strong lower semi-continuity.
Finally, suppose p ∈ P1(Cv). Let y ∈ P
1
Berk be arbitrary, and let x ap-
proach p along the path [y, p]. (If another point y′ had been chosen, [y, p]
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and [y′, p] have a terminal segment [y′′, p] in common). The same reasoning
as above shows that
lim
x→p
x∈[y,p)
uν(x, ζ) = uν(p, ζ) .
2
In the classical theory, the two main facts about potential functions are
Maria’s theorem and Frostman’s theorem. We will now establish their ana-
logues for the Berkovich line.
Theorem 4.8. (Maria) Let ν be a probability measure supported on P1Berk\{ζ}.
If there is a constant M < ∞ such that uν(z, ζ) ≤ M on supp(ν), then
uν(z, ζ) ≤ M for all z ∈ P
1
Berk\{ζ}.
Proof: Put E = supp(ν) and fix z ∈ P1Berk\(E ∪ {ζ}). Since δ(z, w)ζ
is continuous off the diagonal, there is a point z ∈ E such that δ(z, z)ζ ≤
δ(z, w)ζ for all w ∈ E. By the ultrametric inequality, for each w ∈ E
δ(z, w)ζ ≤ max(δ(z, z)ζ, δ(z, w)ζ) = δ(z, w)ζ .
Hence
uν(z, ζ) =
∫
− logv(δ(z, w)ζ) dν(w)
≤
∫
− logv(δ(z, w)ζ) dν(w)
= uν(z, ζ) ≤ M .
2
The following lemma asserts that sets of capacity 0 are ‘small’ in a
measure-theoretic sense.
Lemma 4.9. If f ⊂ P1Berk\{ζ} is a set of capacity 0, then ν(f) = 0 for any
probability measure ν supported on P1Berk\{ζ} with Iζ(ν) <∞.
Proof: Recall that supp(ν) is compact. After scaling δ(x, y)ζ if necessary,
we can assume that δ(x, y)ζ ≤ 1 on supp(ν). It ν(f) > 0, then ν(e) > 0 for
some compact subset e of f , and η := (1/ν(e)) · ν is probability measure η
on e. It follows that
Iζ(η) =
∫∫
e×e
− logv(δ(x, y)ζ) dν(x)dν(y)
≤
1
ν(e)2
∫∫
− logv(δ(x, y)ζ) dν(x)dν(y) < ∞ .
2
Corollary 4.10. Let {fn}n≥1 be a countable collection of Borel sets in
P1Berk\{ζ} such that each fn has capacity 0. Put f = ∪
∞
n=1fn. Then f
has capacity 0.
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Proof: If γζ(f) > 0, there is a probability measure ν supported on f such
that Iζ(ν) <∞. Since each fn is Borel measureable, so is f , and
∞∑
n=1
ν(fn) ≥ ν(f) = 1 .
Hence ν(fn) > 0 for some n, contradicting Lemma 4.9. 2
Recall that an Fσ set is a countable union of compact sets.
Theorem 4.11. (Frostman) Let E ⊂ P1Berk\{ζ} be a compact set of positive
capacity. Then the equilbrium potential uE(z, ζ) satisfies
A) uE(z, ζ) ≤ Vζ(E) for all z ∈ P
1
Berk\{ζ}.
B) uE(z, ζ) = Vζ(E) for all z ∈ E, except possibly on an Fσ set f ⊂ E of
capacity 0.
C) uE(z, ζ) is continuous at each point z0 where uE(z0, ζ) = Vζ(E).
Proof: First, using a quadraticity argument, we will show that uE(z, ζ) ≥
Vζ(E) on E except on the (possibly empty) set f . Then, we will show
that uE(z, ζ) ≤ Vζ(E) on the support supp(µ) of the equilibrium measure
µ = µζ. Since uE(z, ζ) = uµ(z, ζ), it follows from Maria’s theorem that
uE(z, ζ) ≤ Vζ(E) for all z.
Put
f = {z ∈ E : uE(z, ζ) < Vζ(E)} ,
fn = {z ∈ E : uE(z, ζ) ≤ Vζ(E)− 1/n} , for n = 1, 2, 3, . . . .
Since uE(z, ζ) is lower semicontinuous, each fn is closed, hence compact, so
f is an Fσ set. By Corollary 4.10, γζ(f) = 0 if and only if γζ(fn) = 0 for
each n.
Suppose γζ(fn) > 0 for some n; then there is a probability measure σ
supported on fn such that Iζ(σ) <∞. On the other hand, since
Vζ(E) =
∫∫
− logv(δ(z, w)ζ) dµ(w)dµ(z) =
∫
uE(z, ζ) dµ(z) ,
there is a point q ∈ supp(µ) with uE(q, ζ) ≥ Vζ(E). Since uE(z, ζ) is
lower semicontinuous, there is a neighborhood U of q on which uE(z, ζ) >
Vζ(E) − 1/(2n). After shrinking U if necessary, we can assume that its
closure U is disjoint from fn. Put en = E∩U . By the definition of supp(µ),
it follows that M := µ(U) = µ(en) > 0. Define a measure σ1 of total mass
0 on E by
σ1 =

M · σ on fn,
−µ on en,
0 elsewhere.
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We claim that Iζ(σ1) is finite. Indeed
Iζ(σ1) = M
2 ·
∫∫
fn×fn
− logv(δ(z, w)ζ) dσ(z)dσ(w)
−2M ·
∫∫
fn×en
− logv(δ(z, w)ζ) dσ(z)dµ(w)
+
∫∫
en×en
− logv(δ(z, w)ζ) dµ(z)dµ(w) .
The first integral is finite by hypothesis. The second is finite because en and
U are disjoint, so − logv(δ(z, w)ζ) is bounded on en× fn. The third is finite
because Iζ(µ) is finite.
For each 0 ≤ t ≤ 1, the measure µt := µ + tσ1 is a probability measure
on E. By an expansion like the one above,
Iζ(µt)− Iζ(µ) = 2t ·
∫
E
uE(z, ζ) dσ1(z) + t
2 · Iζ(σ1)
≤ 2t · ((Vζ(E)− 1/n)− (Vζ(E)− 1/(2n)) ·M + t
2 · Iζ(σ1)
= (−M/n) · t+ Iζ(σ1) · t
2 .
For sufficiently small t > 0, the right side is negative. This contradicts the
fact that µ minimizes Iζ(ν) for all probability measures ν supported on E.
It follows that γζ(fn) = 0, and hence that γζ(f) = 0.
The second part requires showing that uE(z, ζ) ≤ Vζ(E) for all z ∈
supp(µ). If uE(q, ζ) > Vζ(E) for some q ∈ supp(µ), take ε > 0 such that
uE(q, ζ) > Vζ(E) + ε. The lower semicontinuity of uE(z, ζ) shows there is a
neighborhood U of q on which uE(z, ζ) > Vζ(E) + ε. Put e = U ∩E. Since
q ∈ supp(µ), T := µ(e) = µ(U) > 0. By Lemma 4.9, µ(f) = 0. Therefore,
since uE(z, ζ) ≥ Vζ(E) on E\f ,
Vζ(E) =
∫
e
uE(z, ζ) dµ(z) +
∫
E\e
uE(z, ζ) dµ(z)
≥ T · (Vζ(E) + ε) + (1− T ) · Vζ(E) = Vζ(E) + Tε
which is obviously false.
Thus uE(z, ζ) ≤ Vζ(E) on supp(µ), and Maria’s theorem implies that
uE(z, ζ) ≤ Vζ(E) for all z.
The final assertion, that uE(z, ζ) is continuous at each point z0 where
uE(z0, ζ) = Vζ(E), is now trivial. By lower semicontinuity,
lim inf
z→z0
uE(z, ζ) ≥ uE(z0, ζ) = Vζ(E) .
On the other hand, since uE(z, ζ) ≤ Vζ(E) for all z,
lim sup
z→z0
uE(z, ζ) ≤ Vζ(E) = uE(z0, ζ) .
2
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Corollary 4.12. For any compact set E ⊂ P1Berk\{ζ} of positive capacity,
and any probability measure ν supported on E,
inf
z∈E
uν(z, ζ) ≤ Vζ(E) ≤ sup
z∈E
uν(z, ζ) .
Proof: This follows immediately from the identity∫
E
uν(z, ζ) dµ(z) =
∫∫
E×E
− logv(δ(z, w)ζ) dν(w)dµ(z)
=
∫
E
uE(w, ζ)dν(w) = Vζ(E) .
Here the second equality follows from Tonelli’s theorem, and the third from
Frostman’s theorem and the fact that if f is the exceptional set on which
uE(z, ζ) < Vζ(E), then µ(f) = 0 by Lemma (4.9). 2
We will now show that adjoining or removing a set of capacity 0 from
a given set F does not change its capacity. This is a consequence of a
quantitative bound which we prove first.
Proposition 4.13. Let {Fm}m≥1 be a countable collection of sets contained
in P1Berk\ζ, and put F =
⋃∞
m=1 Fm. Suppose there is an R < ∞ such that
δ(x, y)ζ ≤ R for all x, y ∈ F (or equivalently, that there is a disc B(a,R)ζ
containing F ). Then
1
Vζ(F ) + logv(R) + 1
≤
∞∑
m=1
1
Vζ(Fm) + logv(R) + 1
. (4.8)
Proof: First suppose R < 1. In this case we will show that
1
Vζ(F )
≤
∞∑
m=1
1
Vζ(Fm)
. (4.9)
Note that our hypothesis implies that Vζ(F ) ≥ − log(R) > 0.
If γζ(F ) = 0, then γζ(Fm) = 0 for each m, so Vζ(F ) = Vζ(Fm) = ∞ and
(4.9) is trivial. Hence we can assume that γζ(F ) > 0. Let E ⊂ F be a
compact set with γζ(E) > 0, and let µ be its equilbrium distribution. For
each m, put Em = E ∩ Fm. Then
∞∑
m=1
µ(E) ≥ µ(E) = 1 . (4.10)
We claim that for each m, Vζ(E)/Vζ(Em) ≥ µ(Em). If µ(Em) = 0 there is
nothing to prove, so suppose µ(Em) > 0. There are compact sets em,1 ⊂
em,2 ⊂ · · · ⊂ Em such that limi→∞ µ(em,i) = µ(Em) and limi→∞ Vζ(em,i) =
Vζ(Em). Without loss we can assume µ(em,i) > 0 for each i. Put νm,i =
(1/µ(em,i)) · µ|em,i. Appling Corollary 4.12, we see that
sup
z∈em,i
uνm,i(z, ζ) ≥ Vζ(em,i) . (4.11)
BERKOVICH LINE 49
But also, since − logv(δ(z, w)ζ) ≥ − logv(R) > 0 on E, for each z ∈ em,i
1
µ(em,i)
uE(z, ζ) =
1
µ(em,i)
∫
E
− logv(δ(z, w)ζ) dµ(w) (4.12)
≥
∫
em,i
− logv(δ(z, w)ζ) dνm,i(w) = uνm,i(z, ζ)
Because µ(em,i) > 0, Theorem 4.11 shows there exist points z ∈ em,i where
uE(z, ζ) = Vζ(E). Combining (4.11) and (4.12) gives
Vζ(E)/µ(em,i) ≥ Vζ(em,i) .
Transposing terms and letting i→∞ shows Vζ(E)/Vζ(Em) ≥ µ(Em).
By (4.10)
1
Vζ(E)
≤
∞∑
m=1
1
Vζ(Em)
.
But E can be chosen so that Vζ(E) is arbitrarily close to Vζ(F ), and also
such that as many of the Vζ(Em) as we wish are arbitrarily close to Vζ(Fm).
Taking a limit over such E, we obtain (4.9).
The general case follows by scaling the Hsia kernel. Replace δ(x, y)ζ by
δ′(x, y)ζ = 1/(qvR) · δ(x, y)ζ, so δ
′(x, y)ζ ≤ 1/qv for all x, y ∈ F . For each
E ⊂ F , this changes Vζ(E) to V
′
ζ (E) = Vζ(E)+ logv(R)+ 1. Applying (4.9)
to V ′ζ (F ) and the V
′
ζ (Fm) gives (4.8). 2
Corollary 4.14. Let e ⊂ P1Berk\{ζ} have capacity 0. Then for any F ⊂
P1Berk\{ζ},
γζ(F ∪ e) = γζ(F\e) = γζ(F ) .
Proof: By Proposition 4.13, if F and e are contained in a ball B(a,R)ζ
with R <∞, then
1
Vζ(F ∪ e) + log(R) + 1
≤
1
Vζ(F ) + log(R) + 1
+
1
Vζ(e) +R + 1
=
1
Vζ(F ) + log(R) + 1
,
giving Vζ(F ) ≤ Vζ(F ∪ e). The opposite inequality is trivial, so Vζ(F ∪
e) = Vζ(F ). The general case follows from this, by replacing F and e by
F ∩ B(a,R)ζ and e ∩ B(a,R)ζ , fixing a center a and letting R →∞. Since
any compact subset of P1Berk\{ζ} is contained in B(a, r)ζ for some R,
γζ(F ∪ e) = lim
R→∞
γζ((F ∪ e) ∩ B(a,R)ζ)
= lim
R→∞
γζ(F ∩ B(a,R)ζ) = γζ(F ) .
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For the equality γζ(F\e) = γζ(F ), apply what has been just shown to e
and F\e, noting that (F\e) ∪ e = F ∪ e:
γζ(F\e) = γζ(F ∪ e) = γζ(F ) .
2
As in the classical theory, there are two other important capacitary func-
tions: the transfinite diameter and the Chebyshev constant. The existence
of these quantities, and the fact that for compact sets they are equal to the
logarithmic capacity, will be established below.
4.4. The transfinite diameter d∞(E)ζ. For each n = 2, 3, 4, . . . put
dn(E)ζ = supx1,... ,xn∈E (
∏
i6=j
δ(xi, xj)ζ)
1/(n(n−1)) .
Note that unlike the classical case, dn(E)ζ can be nonzero even if some of
the xi coincide; this will happen, for example, if E = {a} for a point of type
II, III, or IV. We claim that the sequence {dn(E)ζ} is monotone decreasing.
Fix n. If dn+1(E)ζ = 0 then certainly dn(E)ζ ≥ dn+1(E)ζ. Otherwise, take
ε with 0 < ε < dn+1(E)ζ. There are points z1, . . . , zn+1 ∈ E such that
n+1∏
i,j=1
i6=j
δ(zi, zj)ζ ≥ (dn+1(E)ζ − ε)
(n+1)n .
By the definition of dn(E)ζ , for each k = 1, . . . , n+ 1
(dn(E)ζ)
n(n−1) ≥
∏
i6=j
i,j 6=k
δ(zi, zj)ζ .
Taking the product over all k, we see that
(dn(E)ζ)
(n+1)n(n−1) ≥ (
n+1∏
i,j=1
i6=j
δ(zi, zj)ζ)
n−1 = (dn+1(E)ζ − ε)
(n+1)n(n−1) .
Since ε > 0 is arbitrary, dn(E)ζ ≥ dn+1(E)ζ . Put
d∞(E)ζ = lim
n→∞
dn(E)ζ .
4.5. The Chebyshev Constant CH(E)ζ. We will define three variants
of the Chebyshev constant. For each positive integer n and a1, . . . , an ∈
P1Berk\{ζ} (which need not be distinct), define the ‘pseudo-polynomial’
Pn(x; a1, . . . , an) =
n∏
i=1
δ(x, ai)ζ .
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Put ‖Pn(x; a1, . . . , an)‖E = supx∈E Pn(x; a1, . . . , an) and let
CH ∗n(E)ζ = inf
a1,... ,an∈E
(‖Pn(x; a1, . . . , an)‖E)
1/n ,
CH an(E)ζ = inf
a1,... ,an∈P(Cv)\{ζ}
(‖Pn(x; a1, . . . , an)‖E)
1/n ,
CH n(E)ζ = inf
a1,... ,an∈P1Berk\{ζ}
(‖Pn(x; a1, . . . , an)‖E)
1/n .
We will show the three numbers
CH ∗(E)ζ = lim
n→∞
CH ∗n(E)ζ ,
CH a(E)ζ = lim
n→∞
CH an(E)ζ ,
CH (E)ζ = lim
n→∞
CH n(E)ζ
exist, and that CH ∗(E)ζ ≥ CH
a(E)ζ = CH (E)ζ . They will be called the
restricted Chebyshev constant, the algebraic Chebyshev constant, and the
unrestricted Chebyshev constant respectively.
The proofs that CH ∗(E)ζ , CH
a(E)ζ and CH (E)ζ exist are similar; we
give the argument only for CH (E)ζ . Put α = infnCH n(E). If α =∞, then
CH (E)ζ = ∞ and there is nothing to prove. Otherwise, fix ε > 0. Then
there are an N and a1, . . . , aN ∈ P
1
Berk\{ζ} such that
sup
x∈E
PN(x; a1, . . . , aN ) ≤ (α + ε)
N .
Let {bj} = {a1, . . . , aN , a1, . . . , aN , . . . } be the sequence which cyclicly re-
peats {a1, . . . , aN}. Put M0 = 1 and for each r = 1, . . . , N − 1, put
Mr = ‖Pr(x; a1, . . . , ar)‖E. Since MN is finite, each Mr is finite as well.
Put M = max0≤r<N Mr/(α+ ε)
r. For each n we can write n = qN + r with
q, r ∈ Z and 0 ≤ r < N . Then
CHn(E)ζ ≤ (‖Pn(x; b1, . . . , bn)‖)
1/N
≤ (M qN ·Mr)
1/n ≤ M1/n · (α + ε) .
It follows that lim supn→∞CHn(E)ζ ≤ α + ε. Since ε > 0 is arbitrary,
lim sup
n→∞
CHn(E)ζ ≤ α = lim inf
n→∞
CHn(E)ζ
and CH (E)ζ = limn→∞CHn(E)ζ exists.
Clearly CH (E)∗ζ ≥ CH (E)ζ and CH (E)
a
ζ ≥ CH(E)ζ. We will now show
that CH a(E)ζ = CH(E)ζ. If CH(E)ζ = ∞ there is nothing to prove.
Otherwise put α = CH(E)ζ and fix ε > 0. Then there are an N and
a1, . . . , aN ∈ P
1
Berk such that ‖PN(x; a1, . . . , aN)‖E ≤ (α+ ε)
N . Take η > 0.
We claim that for each i, there is an a′i of type I such that δ(x, a
′
i)ζ ≤
(1 + η)2δ(x, ai)ζ for all x ∈ P
1
Berk\{ζ}. If ai of type I, put a
′
i = ai. If ai is
not of type I, let ri = diamζ(ai); then there is an a
′
i of type I in the ball
52 ROBERT RUMELY AND MATTHEW BAKER
B(ai, ri(1 + η))ζ. If x /∈ B(ai, ri(1 + η))ζ then δ(x, a
′
i)ζ = δ(x, ai)ζ by the
ultrametric inequality. If x ∈ B(ai, ri(1+ η))ζ then again by the ultrametric
inequality
δ(x, a′i)ζ ≤ (1 + η)ri ≤ (1 + η)δ(x, ai)ζ ,
and in either case the claim is true. It follows that
‖PN(x; a
′
1, . . . , a
′
N)‖E ≤ ‖PN(x; a1, . . . , aN)‖E · (1 + η)
N
≤ (α+ ε)N · (1 + η)N .
Since η is arbitrary, CH aN(E)ζ ≤ α + ε, so CH
a(E)ζ = CH (E)ζ.
Theorem 4.15. For any compact set E ⊂ P1Berk\{ζ}
γζ(E) = d∞(E)ζ = CH (E)ζ = CH
∗(E)ζ = CH
a(E)ζ .
Proof: We have seen that CH aζ(E) = CH (E)ζ ≤ CH
∗(E)ζ . We now show
that γζ(E) ≤ CH
a(E)ζ, CH
∗(E)ζ ≤ d∞(E), and d∞(E)ζ ≤ γζ(E).
I. γζ(E) ≤ CH
a(E)ζ .
If γζ(E) = 0 there is nothing to prove. Suppose γζ(E) > 0. We will show
that γζ(E) ≤ CH
a
n(E)ζ for each n. Fix n and take ε > 0; let a1, . . . , an ∈
P1(Cv)\{ζ} be points such that
sup
z∈E
n∏
i=1
δ(z, ai)ζ ≤ (CH
a
n(E)ζ + ε)
n .
Any finite set of Type I points has capacity 0. By Corollary 4.14, replacing
E by E∪{a1, . . . , an} does not change its capacity. Let ν be the probability
measure on E with a point mass 1/n at each ai. Then for each z ∈ E,
− logv(CH
a
n(E)ζ + ε) ≤ (1/n)
n∑
i=1
− logv(δ(z, ai)ζ) = uν(z, ζ) .
By Corollary 4.12 infz∈E uν(z, ζ) ≤ Vζ(E). Thus − logv(CH
a
n(E)ζ + ε) ≤
Vζ(E), which gives γζ(E) ≤ CH
a
n(E)ζ + ε.
II. CH ∗(E)ζ ≤ d∞(E)ζ .
We will show that dn+1(E)ζ ≥ CH
∗
n(E)ζ for each n. Since E is compact,
the sup defining dn+1(E)ζ is achieved: there are points x1, . . . , xn+1 ∈ E
such that
dn+1(E)
(n+1)n =
∏
i6=j
δ(xi, xj)ζ .
If x1, . . . , xn are fixed, then by the definition of dn+1(E)ζ,
H(z; x1, . . . , xn) :=
∏
1≤i<j≤n
δ(xi, xj)ζ ·
n∏
i=1
δ(z, xi)ζ
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achieves its maximum for z ∈ E at z = xn+1. But by the definition of
CH n(E)ζ ,
max
z∈E
n∏
i=1
δ(z, xi)ζ ≥ (CH
∗
n(E)ζ)
n .
Thus,
dn+1(E)
(n+1)n/2
ζ ≥
∏
1≤i<j≤n
δ(xi, xj)ζ · (CH
∗
n(E)ζ)
n .
A similar inequality holds if {x1, . . . , xn} is replaced by {x1, . . . , xn+1}\{xk}
for each k = 1, . . . , n+ 1. Multiplying these inequalities together, we find
(dn+1(E)
(n+1)n/2
ζ )
n+1 ≥ (CH ∗n(E)ζ)
(n+1)n ·
n+1∏
k=1
(
∏
1≤i<j≤n+1
i,j 6=k
δ(xi, xj)ζ)
= (CH ∗n(E)ζ)
(n+1)n · (
∏
1≤i<j≤n+1
δ(xi, xj)ζ)
n−1
= (CH ∗n(E)ζ)
(n+1)n · (dn+1(E)
(n+1)n/2
ζ )
n−1 .
Cancelling terms and taking roots gives dn+1(E)ζ ≥ CH
∗
n(E)ζ.
III. d∞(E)ζ ≤ γζ(E).
We will show that d∞(E)ζ ≤ γζ(E) + ε for each ε > 0.
Fix ε. By Corollary 4.6 there is a closed neighborhood W of E of the
form W = ∪mk=1B(ak, rk)ζ , where each ak is of type II or type III and rk =
diamζ(ak), such that γζ(W ) ≤ γζ(E)+ε. Let rζ : E → ∂Wζ be the retraction
map which takes each x in E to the last point on the path from x to ζ which
belongs to W ; thus rζ(E) ⊂ {a1, . . . , am}. Put r = min(rk) > 0.
Note that if x, y ∈ E and rζ(x) = ak, rζ(y) = aℓ, then δ(x, y)ζ ≤ δ(ak, aℓ)ζ .
Indeed, if k = ℓ then x, y ∈ B(ak, rk)ζ so δ(x, y)ζ ≤ dk = δ(ak, aℓ)ζ . If k 6= ℓ
then δ(x, y)ζ = δ(ak, aℓ)ζ since the paths from x and y to ζ encounter ak, aℓ
before they meet, so δ(x, y)ζ = δ(ak, aℓ)ζ.
Fix n. Since E is compact, there are points x1, . . . , xn ∈ E such that
(dn(E)ζ)
n(n−1) =
n∏
i,j=1
i6=j
δ(xi, xj)ζ
For each ak, let mk be the number of points xi for which rζ(xi) = ak, and let
ν be the probability measure on W given by ν =
∑m
k=1(mk/n)δak(z). Then
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Iζ(ν) ≥ Vζ(W ). It follows that
−(1−
1
n
) logv(dn(E)ζ) =
1
n2
∑
i6=j
− logv(δ(xi, xj)ζ)
≥
1
n2
∑
i6=j
− logv(δ(rζ(xi), rζ(xj))ζ)
= Iζ(ν) +
1
n2
m∑
k=1
mk logv(rk)))
≥ Vζ(W ) + (1/n) logv(r) .
Letting n → ∞, we see that − logv(d∞(E)ζ) ≥ Vζ(W ). Equivalently,
d∞(E)ζ ≤ γζ(W ) ≤ γζ(E) + ε as claimed. 2
5. Harmonic functions on the Berkovich Line.
In this section we develop a theory of harmonic functions on subdomains
of the Berkovich line. We define a Laplacian operator and prove analogues
of the Maximum Principle, Poisson’s formula, Harnack’s theorem, the Rie-
mann Extension theorem, and the theory of Green’s functions. We char-
acterize harmonic functions as limits of logarithms of norms of rational
functions, and show their stability under uniform limits and pullbacks by
meromorphic functions. As a byproduct, we obtain the uniqueness of the
equilibrium measure, asserted in Section 4.
By a domain in Berkovich space we mean a nonempty, connected, open
subset of P1Berk.
Our idea for constructing the Laplacian on a domain in Berkovich space
is to use the Laplacian on metrized graphs, and to take a limit over all
metrized graphs contained in the domain. For a function f satisfying suit-
able hypotheses, the Laplacian of the restriction of f to each subgraph of
the domain is a measure, so it defines a functional on continuous functions
on graph. The Laplacians on the graphs satisfy a compatibility condition
called coherence, which will be explained below. Passing to the limit, we
obtain a canonical functional on the space of continuous functions on the do-
main. By the Riesz representation theorem, this corresponds to a measure;
we define it to be the Laplacian of f .
5.1. Continuous functions. Given a domain U ⊂ P1Berk, let U be its clo-
sure. Our first task is to understand the space of continuous functions
f : U → R. Write C(U) for this space.
When U is a Berkovich disc, there is a direct description of C(U) using
the definition of the Berkovich topology.
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Proposition 5.1. Let B(0, R) be a closed Berkovich disc. Then linear com-
binations of the functions x → [F ]x, for polynomials F (T ) ∈ Cv[T ], are
dense in C(B(0, R)).
Proof: By the definition of the Berkovich topology, sets of the form
Uf(a, b) = {x ∈ B(0, R) : [f ]x ∈ (a, b)} for f ∈ Cv{{R
−1T}} give a basis for
the open sets of B(0, R). Since B(0, R) is compact, the Stone-Weierstrass
theorem tells us that the set of polynomials in the functions [f ]x is dense
in C(B(0, R)). The multiplicativity of the seminorms [·]x shows that each
monomial [f1]
k1
x · · · [fn]
kn
x reduces to a single term [f
k1
1 · · · f
kn
n ]x. Finally, the
Weierstrass Preparation theorem shows that for each f ∈ Cv{{R
−1T}} there
is a polynomial F ∈ Cv[T ] with [f ]x = [F ]x for all x ∈ B(0, r). 2
We now seek a description of C(U) which works in general.
As in Section 3, by a subgraph Γ of P1Berk we mean a connected, finitely
branched metrized subgraph, whose metric is given by the logarithmic path
distance ρ(x, y) induced from the big model, and having finite total length.
Such a graph Γ is necessarily a tree.
Lemma 5.2. Let Γ be a subgraph of P1Berk. Then
A) Γ is a closed subset of P1Berk.
B) The metric topology on Γ coincides with the relative topology induced
from P1Berk.
Proof: Part (A) follows from part (B): since Γ is compact in the metric
topology, it is compact in the relative topology, hence closed.
We will now prove part (B). Fix a system of coordinates on P1Berk, and
regard Γ as a subset of A1Berk. Thus, we can view Γ as a tree of discs,
partially ordered by the function x→ radius(x):
Γ =
m⋃
i=1
[ri, R]xi
where the xi are the points of minimal radius in Γ, and ri = radius(xi) for
each i.
We will first show that each x ∈ Γ has a basis of neighborhoods in the
metric topology which are open in the relative topology. There are several
cases to consider.
(1) x = xi is an endpoint of Γ, and is a point of minimal radius in its
branch. In this case, a basis of the open neighborhoods of x given by the
half-open segments [ri, ri + ε)xi for sufficiently small ε > 0. Such a segment
is the intersection of the disc B(xi, ri+ε)
− = {z ∈ A1Berk : δ(z, xi)∞ < ri+ε}
with Γ.
(2) x is an interior point of an edge of Γ. Suppose x ∈ [ri, R]xi , and put
r = radius(x). Then a basis of the open neighborhoods of x is given by the
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open segments (r − ε, r + ε)xi for sufficiently small ε > 0. Such a segment
is the intersection of the open annulus B(xi, r + ε)
−\B(xi, r − ε) with Γ.
(3) x is a branch point of Γ, but is not the point of maximal radius. In
this case, after relabeling the branches if necessary, we can assume that
[r1, R]x1, . . . , [rk, R]xk come together at x. Put r = radius(x). Then a basis
of the open neighborhoods of x is given by star-shaped sets of the form
∪ki=1(r− ε, r+ ε)xi for sufficiently small ε > 0. Such a set is the intersection
of the punctured disc B(x1, r + ε)
−\(∪ki=1B(xi, r − ε)) with Γ.
(4) x is the point of maximal radius R in Γ. Some of the branches of
Γ may come together at points below x; after relabeling the branches if
necessary, we can assume that [r1, R]x1 , . . . , [rk, R]xℓ come together at x.
Then a basis of the open neighborhoods of x is given by star-shaped sets
of the form ∪ℓi=1(R − ε, R]xi for sufficiently small ε > 0. Such a set is the
intersection of P1Berk\(∪
ℓ
i=1B(xi, R− ε)) with Γ.
Next we will show that each subset of Γ which is open in the relative
topology is also open in the metric topology. It suffices to consider the in-
tersection of Γ with a basic open set of the form B(a, s)−\(∪j = 1kB(aj , sj)).
Using the notation introduced above, for each j = 1, . . . , k let Tj be the set
of xi for which [ri, R]xi ∩ B(aj , rj) is nonempty, and let T be the set of xi,
not belonging to any Tj , for which [ri, R]xi∩B(a, r)
− is nonempty. Then the
intersection of B(a, r)−\(∪kj=1B(aj , rj)) with Γ is the union of the intervals
of discs
k⋃
j=1
(
⋃
i∈Tj
(si, s)xi) ∪ (
⋃
i∈T
[ri, s)xi)
which is open in Γ. 2
Now let K ⊂ P1Berk be an arbitrary nonempty connected closed set,
equipped with the relative topology. Recall that a set is connected un-
der the topology of P1Berk if and only if it is path-connected, and there is
unique path between any two points of P1Berk.
There is a retraction map rK : P
1
Berk → K defined as follows. Fix a point
k0 ∈ K. Given x ∈ P
1
Berk, let rK(x) be the first point k in K on the path
from x to k0. Clearly rK(x) = x if x ∈ K. To see that rK(x) is independent
of the choice of k0 when x /∈ K, suppose k
′
0 ∈ K is another point, and k
′
is the first point in K on the path from x to k′0. If k
′ 6= k, then since K is
connected there is a path from k′ to k contained in K. There is another path
from k′ to k gotten by concatenating the path from k′ to x with the path
from x to k, and eliminating backtracking. This second path lies outside of
K, apart from its endpoints. This contradicts the fact that there is a unique
path between any two points of P1Berk, so it must be that k
′ = k.
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Lemma 5.3. For each nonempty closed connected subset K ⊂ P1Berk, the
retraction map rK : P
1
Berk → K is continuous.
Proof: The connected open sets form a basis for the topology of P1Berk. If
U ⊂ P1Berk is a connected open set, then U ∩ K is also connected, since if
x, y ∈ U ∩K the path P from x to y is contained in U since U is connected,
and it is contained in K since K is connected. Hence it is contained in
U ∩K. It follows that the relative topology on K has a basis consisting of
connected open sets.
Let V ⊂ K be a connected open set, and let U ⊂ P1Berk be an open set
with V = U ∩K. If U0 is the connected component of U containing V , then
U0 is also open; so we can assume without loss that U is connected. Let U˜
be the union of all the connected open subsets U ⊂ P1Berk with U ∩K = V .
Then U˜ is itself connected and open, and U˜ ∩K = V , so it is the maximal
set with these properties.
We claim that r−1K (V ) = U˜ . First, we will show that r
−1
K (V ) ⊂ (˜U).
Suppose x ∈ r−1K (V ) and put k = rK(x) ∈ V . Consider the path P from x
to k. If x /∈ U˜ , let x be the first point in the closure of U˜ in P . Then x /∈ U˜ ,
since U˜ is open; also, x /∈ K, since k is the only point of P in K and k ∈ U˜ .
Since K is compact and P1Berk is Hausdorff, there is a neighborhood W of
x which is disjoint from K. Without loss, we can assume W is connected.
Since x is in the closure of U˜ , W ∩ U˜ is nonempty. It follows that W ∪ U˜
is connected and open, and (W ∪ U˜) ∩K = V . By the maximality of U˜ we
must have W ⊂ U˜ . This contradicts the fact that x /∈ U˜ . Hence x ∈ U˜ .
Next, we will show that U˜ ⊂ r−1K (V ). Fix a point k0 ∈ V , and let x ∈ U˜
be arbitrary. Since U˜ is connected, the path from x to k0 must be entirely
contained in U˜ . Hence, the point k = rK(x), which is the first point in K
along that path, belongs to U˜ . But then k ∈ U˜ ∩K = V , so x ∈ r−1K (V ). 2
If K1 ⊂ K2 ⊂ P
1
Berk are two nonempty connected closed subsets, the
retraction map rK1 : P
1
Berk → K1 induces a retraction map rK2,K1 : K2 → K1.
Clearly
rK1(x) = rK2,K1(rK2(x))
for all x. If K1 and K2 both have the relative topology, it follows from
Lemma 5.3 that rK2,K1 is continuous.
Proposition 5.4. Let U ⊂ P1Berk be a domain.
A) As Γ ranges over all subgraphs of U , and as f ranges over C(Γ), the
functions of the form f ◦ rU,Γ(x) are dense in C(U).
B) As Γ ranges over all subgraphs of U , and as f ranges over CPA(Γ),
the functions of the form f ◦ rU,Γ(x) are dense in C(U).
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Proof: For part (A), we will apply the Stone-Weierstrass theorem. Func-
tions of the form f ◦ rU,Γ(x) separate points in U : given distinct points
x, y ∈ U , take Γ to be a closed segment [p, q] in the path from x to y, and let
f ∈ C([p, q]) be any function with f(p) 6= f(q). Then f◦rU,Γ(x) 6= f◦rU,Γ(y).
Likewise, each constant function on U has the form f ◦rU,Γ(x), where Γ ⊂ U
is arbitrary and f is the corresponding constant function on Γ.
Take F ∈ C(U). By the Stone-Weierstrass theorem (see [18], p. 244),
since U is compact the algebra of functions generated by the f ◦ rΓ(x) is
dense in C(U). Hence, for any ε > 0, there are a finite number of subgraphs
Γij ⊂ U , i = 1, . . . , m, j = 1, . . . , ni, and functions fij ∈ C(Γij), for which
|F (x)− (
m∑
i=1
ni∏
j=1
fij ◦ rU,Γij (x)) | < ε
for all x ∈ U . Let Γ be the smallest connected subgraph containing all the
Γij: then Γ ⊂ U . For each i, j, put gij = fij ◦ rΓ,Γij(x); then gij ∈ C(Γ) and
gij ◦ rU,Γ(x) = fij ◦ rU,Γij(x) for all x ∈ U . Put
g =
m∑
i=1
(
ni∏
j=1
gij) ∈ C(Γ) .
Then |F (x)− g ◦ rU,Γ(x)| < ε for all x ∈ U .
Part (B) follows from part (A), since CPA(Γ) is dense in C(Γ) under the
sup norm, for each Γ. 2
5.2. Coherent systems of measures. For each subgraph Γ ⊂ U , let µΓ
be a bounded Borel measure on Γ.
Definition 5.1. A system of measures {µΓ} on the subgraphs of U is called
coherent if
A) For each pair of subgraphs with Γ1 ⊂ Γ2, (rΓ2,Γ1)∗(µΓ2) = µΓ1, that is,
for each Borel subset T ⊂ Γ1,
µΓ2(r
−1
Γ2,Γ1(T )) = µΓ1(T ) .
B) There is a constant B such that |µΓ|(Γ) ≤ B for each Γ.
The collection of subgraphs Γ ⊂ U forms a directed set under contain-
ment: for any two graphs Γ1, Γ2, there is a unique minimal subgraph Γ3
containing Γ1 and Γ2.
If µ is a bounded Borel measure on U , and µΓ = (rU,Γ)∗(µ) for each
Γ ⊂ U , then {µΓ} is clearly a coherent system of measures on the subgraphs
of U . The following proposition shows that every coherent system arises
in this way: there is a 1-1 correspondence between measures µ on U and
coherent systems of measures on subgraphs of U .
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Proposition 5.5. If {µΓ} is a coherent system of measures in U , the map
Λ(F ) = lim
−→
Γ
∫
Γ
F (x) dµΓ(x)
defines a bounded linear functional on C(U), so there is a unique bounded
Borel measure µ on U such that
Λ(F ) =
∫
U
F (x) dµ(x)
for each F ∈ C(U). This measure is characterized by the property that
(rU,Γ)∗(µ) = µΓ for each subgraph Γ ⊂ U .
Proof: Fix Γ0 ⊂ U and f0 ∈ C(Γ0). Put F0 = f0 ◦ rU,Γ0(x).
Since {µΓ} is a coherent system of measures, for each subgraph Γ ⊂ U
containing Γ0 ∫
Γ
f0(rΓ,Γ0(x)) dµΓ(x) =
∫
Γ0
f0(x) dµΓ0(x) .
Then, since F0|Γ = f0 ◦ rΓ,Γ0 for each Γ containing Γ0,
Λ(F0) = lim−→
Γ
∫
Γ
F0(x) dµΓ(x) =
∫
Γ0
f0(x) dµΓ0(x)
exists.
By Proposition 5.4, functions of the form F = f ◦ rU,Γ for f ∈ C(Γ) and
Γ ⊂ U are dense in C(U) under the sup norm, so Λ is defined on a dense
subset of C(U).
On the other hand, since |µΓ| has total mass at most B for each Γ, for
each G ∈ C(U)
lim sup
Γ
|
∫
Γ
G(x) dµΓ(x)| ≤ B · ‖G‖U
It follows that Λ extends to a bounded linear functional on C(U). The Riesz
representation theorem (see Rudin ([30], Theorem 6.19, p. 139) tells us
there is a Borel measure µ on U , with |µ|(U) ≤ B, such that
Λ(F ) =
∫
U
F (x) dµ(x)
for each F ∈ C(U).
For the final assertion, it suffices to show that (rΓ)∗(µ) = µΓ for each Γ,
since this means that µ determines the measures µΓ, which in turn determine
the functional Λ(F ).
Fix Γ ⊂ U and let T be a connected subset of Γ. Let χT be the character-
istic function of T . Choose a sequence of continuous, non-negative functions
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f1, f2, . . . ∈ C(Γ) decreasing pointwise to χT . By Lebesgue’s monotone con-
vergence theorem,
lim
i→∞
∫
Γ
fi(x) dµΓ(x) =
∫
Γ
χT (x) dµΓ(x) = µΓ(T ) .
The functions fi ◦ rU,Γ decrease pointwise to χT ◦ rU,Γ so by another appli-
cation of the monotone convergence theorem
lim
i→∞
∫
U
fi ◦ rU,Γ(x) dµ(x) =
∫
U
χT ◦ rU,Γ(x) dµ(x) = µ(r
−1
U,Γ
(T )) .
Since
∫
U fi ◦ rU,Γ(x) dµ(x) =
∫
Γ fi(x) dµΓ(x) for each i, µ(r
−1
U,Γ
(T )) = µΓ(T ).
Because connected sets generate the σ-algebra of Borel measurable sets on
Γ, it follows that µ(r−1
U,Γ
(T )) = µΓ(T ) for all Borel measurable T ⊂ Γ. 2
5.3. The Laplacian. In Section 3, for any metrized graph Γ we have in-
troduced a Laplacian on the space of continuous, piecewise affine functions
CPA(Γ). Recall that if f ∈ CPA(Γ) then
∆(f) =
∑
p∈Γ
(−
∑
~v at p
d~vf(p)) δp(x) . (5.1)
It is possible to define a Laplacian on larger classes of functions. For ex-
ample, Zhang ([33]) defined a Laplacian on the space of continuous, piece-
wise C2 functions whose one-sided directional derivatives d~vf(p) exist for all
p ∈ Γ. We will write Zh(Γ) for this space. Zhang put
∆(f) = −f ′′(x) dx+
∑
p∈Γ
(−
∑
~v at p
d~vf(p)) δp(x) (5.2)
where f ′′(x) is taken relative to the arclength parametrization, on each
segment in the complement of an appropriate vertex set for Γ. Again, ∆(f)
is a measure on Γ. The condition that the directional derivatives exist for
all p is easily seen to be equivalent to requiring that f ′′ ∈ L1(Γ). For a
function f ∈ CPA(Γ), f ′′ = 0 in the complement of a vertex set, so Zhang’s
Laplacian is compatible with the one in (5.1).
However, one can extend the Laplacian to a still broader class of functions.
To motivate this, note that Zhang’s Laplacian has the following property.
Lemma 5.6. (Mass Formula) Let K ⊂ Γ be a set which is a finite union of
points and closed intervals. Then for each f ∈ Zh(Γ),
∆(f)(K) = −
∑
p∈∂K
∑
~v at p
outward
d~vf(p) (5.3)
where ∂K is the boundary of K, and a direction ~v at p is called ‘outward’
if the edge it corresponds to leads away from K.
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Proof: Choose a vertex set S for Γ which includes the endpoints of all
segments in K, all isolated points of K, and all points where f ′′(x) is not
defined. Put SK = S ∩ K; then K\SK is a finite union of open intervals
(ai, bi). By definition
∆(f)(K) = −
∑
i
∫ bi
ai
f ′′(x) dx+
∑
p∈SK
(−
∑
~v at p
d~vf(p)) δp(x) .
(5.4)
On the other hand, for each interval (ai, bi)∫ bi
ai
f ′′(x)dx = f ′(bi)− f
′(ai)
where f ′(ai) and f
′(bi) are one-sided derivatives at the endpoints. If ai, bi
correspond to p, q ∈ SK , then for the direction vectors ~v, ~w at p, q leading
into (ai, bi) we have d~v(f)(p) = f
′(ai), d~wf(q) = −f
′(bi). It follows that
−
∫ bi
ai
f ′′(x)dx = d~wf(q) + d~vf(p) .
Thus, in (5.4) the sum over the integrals cancels all the directional deriva-
tives for directions leading into K. What remains is the sum over directional
derivatives in directions outward from K. 2
The Mass Formula says that for a closed set K which is a finite union
of segments and isolated points, ∆(f)(K) is determined simply by knowing
the directional derivatives of f at the points of ∂K. In particular, taking
K = Γ, we see that ∆(f)(Γ) = 0 since ∂Γ is empty. Since the complement
of an open interval U is a closed set K of the type we have been discussing,
∆(f)(U) = −δ(f)(K) =
∑
p∈∂U
∑
~v at p
inward
d~vf(p) . (5.5)
Taking unions of open and closed sets, it follows that for any T ⊂ Γ which
is a finite union of points and intervals (open, closed, or half-open) there is
a formula for ∆(f)(T ) in terms of the directional derivatives d~f(f) at points
of ∂T . (This formula is easy to write out, but messy.) The collection of
such sets forms a Boolean algebra A(Γ).
Conversely, suppose f : Γ → R is any function whose directional deriva-
tives d~vf(p) exist for all p and ~v. Taking Lemma 5.6 as the starting point,
one could hope to define the Laplacian ∆(f) by (5.3), (5.5). This does in-
deed give a finitely additive set function ∆(f) on the boolean algebra A(Γ).
However, ∆(f) does not necessarily extend to a measure; there are patho-
logical examples (similar to Weierstrass’s functions which are continuous
everwhere but differentiable nowhere) which oscillate so much that ∆(f) is
not countably additive.
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An additional condition is necessary: we will say that a function f : Γ→
R, whose directional derivatives d~vf(p) exist for all p and ~v, is of bounded
differential variation if there is a number B such that for any countable
collection {Ti} of pairwise disjoint sets in A(Γ),
∞∑
i=1
|∆(f)(Ti)| < B .
We will write BDV(Γ) for the space of functions of bounded differential
variation. It is easy to see that CPA(Γ) ⊂ Zh(Γ) ⊂ BDV(Γ).
In ([2]) it is shown that if f ∈ BDV(Γ) then the finitely additive function
∆(f) defined on A(Γ) extends to a bounded Borel measure on Γ, and con-
versely if µ is a bounded Borel measure on Γ with total mass 0, then there
is an f ∈ BDV(Γ) with ∆(f) = µ. (Such an f is unique up to addition of
a constant.) Thus, BDV(Γ) is the largest space of functions on which ∆(f)
can be defined as a bounded measure. For future reference, we note the
following facts shown in ([2]):
Lemma 5.7. If f, g ∈ BDV(Γ), then
A) f is continuous on Γ.
B) ∆(f)(Γ) = 0.
C) ∆(f) ≡ 0 if and only if f = C is constant.
D) If f ∈ CPA(Γ) then ∆(f) is the measure defined by (5.1); if f ∈ Zh(Γ)
then ∆(f) is the measure defined by (5.2).
E) If ν is a probability measure on Γ, and if f(x) =
∫
Γ jz(x, y) dν(y), then
∆(f) = ν − δz(x).
F )
∫
Γ f ∆(g) =
∫
Γ g∆(f).
However, we are interested in functions not just on a graph Γ, but on a
domain U . If f |Γ ∈ BDV(Γ), write ∆Γ(f) for ∆(f |Γ).
Definition 5.2. Let U ⊂ P1Berk be a domain. We will say that f : U →
R∪{±∞} is of bounded differential variation on U , and write f ∈ BDV(U),
if
A) f |Γ ∈ BDV(Γ) for each subgraph Γ ⊂ U , and
B) there is a constant B = B(f) such that for all Γ
|∆Γ(f)|(Γ) ≤ B .
Proposition 5.8. If f ∈ BDV(U), the system of measures {∆Γ(f)}Γ⊂U is
coherent.
Proof: The boundedness condition in the definition of coherence is built
into the definition of BDV(U); it suffices to check the compatibility under
pushforwards.
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Let subgraphs Γ1 ⊂ Γ2 ⊂ U be given. Since Γ2 can be obtained by se-
quentially attaching a finite number of edges to Γ1, it suffices to consider
the case where Γ2 = Γ1 ∪ T , and T is a segment attached to Γ1 at a point
p. By the definition of the Laplacian on a graph, for any Borel set e con-
tained in T\{p} we have ∆Γ2(f)(e) = ∆T (f)(e). For the point p, the set
of direction vectors at p in Γ2 is the union of the corresponding sets in Γ1
and T . It follows that ∆Γ2(f)({p}) = ∆T (f)({p}) + ∆Γ1(f)({p}). Since
(rΓ2,Γ1)
−1({p}) = T and ∆T (f)(T ) = 0,
∆Γ2(f)(rΓ2,Γ1)
−1({p})) = ∆T (f)(T ) + ∆Γ1(f)({p}) = ∆Γ1(f)({p}) .
Trivially ∆Γ2(f)(e) = ∆Γ1(f)(e) for any Borel set e contained in Γ1\{p}.
Hence (rΓ2,Γ1)∗(∆Γ2(f)) = ∆Γ1(f). 2
Definition 5.3. If f ∈ BDV(U), the Laplacian
∆(f) = ∆U (f)
is the measure on U associated to the coherent system {∆Γ(f)}Γ⊂U by
Proposition 5.5, characterized by the property that for each subgraph Γ ⊂ U
(rU,Γ)∗(∆U(f)) = ∆Γ(f) .
Proposition 5.9. For each f ∈ BDV(U), ∆U(f) has total mass 0.
Proof: For any subgraph Γ ⊂ U ,
∆U(f)(U) = (rU,Γ)∗(∆U(f))(Γ) = ∆Γ(f)(Γ) = 0 .
2
Here are some examples of functions in BDV(P1Berk) and their Laplacians.
Example 5.1. If f(x) = C is constant then f ∈ BDV(P1Berk) and ∆(f) ≡ 0.
Indeed ∆Γ(f) = 0 for each subgraph γ, so the associated functional Λ(F )
is the 0 functional.
Example 5.2. If f(x) = − logv(δ(x, y)ζ), then f ∈ BDV(P
1
Berk) and
∆(f) = δy(x)− δζ(x) .
To see this, let ζ0 ∈ P
1
Berk be the Gauss point, the point corresponding to
B(0, 1). Given a subgraph Γ containing ζ0, put y˜ = rΓ(y) and ζ˜ = rΓ(ζ).
For x ∈ Γ, it follows from the definition of the Hsia kernel and the restriction
formula for jζ0(x, y) in Section 3 that
− logv(δ(x, y)ζ) = jζ0(x, y)− jζ0(x, ζ)− jζ0(y, ζ)
= jζ0(x, y˜)− jζ0(x, ζ˜)− jζ0(y, ζ) (5.6)
Hence ∆Γ(f) = δy˜(x)− δζ˜(x) = (rΓ)∗(δy(x)− δζ(x)). The only measure on
P1Berk with this property for all Γ is µ = δy(x)− δζ(x).
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Example 5.3. Take 0 6= g ∈ Cv(T ); suppose div(g) =
∑m
i=1 ni(ai). Then
f(x) = − logv([g]x) ∈ BDV(P
1
Berk) and
∆(− logv([g]x)) =
m∑
i=1
niδai(x) .
This follows from Example 5.2. Let ζ ∈ P1Berk be arbitrary. By the
decomposition formula for the Hsia kernel, there is a constant Cζ such that
[g]x = Cζ ·
∏
ai 6=ζ
δ(x, ai)ζ .
Taking logarithms, applying Example 5.2, and using
∑m
i=1 ni = 0 gives the
result.
Example 5.4. If ν is any probability measure on P1Berk and ζ /∈ supp(ν),
consider the potential function
uν(x, ζ) =
∫
− logv(δ(x, y)ζ) dν(y) .
Then uν(x, ζ) ∈ BDV(P
1
Berk) and
∆(uν(x, ζ)) = ν − δζ(x) . (5.7)
To see this, let ζ0 be the Gauss point, and let Γ be any subgraph contain-
ing ζ0. For x ∈ Γ, using the definition of δ(x, y)ζ, the restriction formula
jζ0(x, y) = jζ0(x, rΓ(y)), and the fact that ν has total mass 1, we have
uν(x, ζ) =
∫
jζ0(x, y)− jζ0(x, ζ)− jζ0(y, ζ) dν(y)
=
∫
jζ0(x, rΓ(y)) dν(y)−
∫
jζ0(x, rΓ(ζ))dν(y)− Cζ
=
∫
Γ
jζ0(x, t) d((rΓ)∗(ν))(t)− jζ0(x, rΓ(ζ))− Cζ
where Cζ is a finite constant. By Lemmma 5.7(E), uν(x, ζ)|Γ ∈ BDV(Γ)
and
∆Γ(uν(z, ζ)) = (rΓ)∗(ν)− δrΓ(ζ)(x) = (rΓ)∗(ν − δζ(x)) .
It follows that ∆(uν(x, ζ)) = ν − δζ(x).
Remark 5.1. The definition of f ∈ BDV(U) only concerns the restrictions
f |Γ to subgraphs Γ ⊂ U . Such subgraphs can only contain points of type
II, III, or IV (in fact, as the subgraphs vary they exhaust U\P1(Cv)), so
requiring that f ∈ BDV(U) imposes no conditions at all on its behavior on
P1(Cv). That behavior must be deduced from auxiliary hypotheses, such as
continuity or upper-semicontinuity.
The Laplacian is compatible with restriction to subdomains.
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Proposition 5.10. Suppose U1 ⊂ U2 ⊂ P
1
Berk are domains, and f ∈
BDV(U2). Then f ∈ BDV(U1) and
∆U1(f) = (rU2,U1)∗(∆U2(f)) .
Proof: If f ∈ BDV(U2), then trivially f ∈ BDV(U1). By the compatibility
of the retraction maps, for each Γ ⊂ U1
(rU1,Γ)∗((rU2,U1)∗(∆U2(f))) = (rU2,Γ)∗(∆U2(f)) = ∆Γ(f) .
By the characterization of ∆U1(f), it follows that ∆U1(f) = (rU2,U1)∗(∆U2(f)).
2
5.4. Harmonic Functions. If U is a domain and f ∈ BDV(U), the mea-
sure ∆U(f) can be decomposed into two parts: a part supported on ∂U ,
and a part supported on U . As will be seen, the part supported on ∂U is
analogous to the classical normal derivative on the boundary, while the part
supported on U is analogous to the classical Laplacian.
Definition 5.4. If U is a domain, f : U → R is strongly harmonic on U if
it is continuous on U , belongs to BDV(U), and satisfies ∆U(f)|U ≡ 0.
If V is an arbitrary open set, f : V → R is harmonic in V if for each
x ∈ V there is a (connected) neighborhood Ux of x on which f is strongly
harmonic.
If f and g are harmonic (or strongly harmonic) in U , then so are −f and
a ·f+b ·g, for any a, b ∈ R. In view of the computations of Laplacians given
above, we have the following examples of strongly harmonic functions:
Example 5.5. Each constant function f(x) = C on a domain U is strongly
harmonic.
Example 5.6. For fixed y, ζ ,− logv(δ(x, y)ζ) is strongly harmonic in P
1
Berk\{y, ζ}.
Example 5.7. If 0 6= g ∈ Cv(T ) has divisor div(g) =
∑m
i=1 ni(ai), then
f(x) = − logv([g]x) is strongly harmonic in P
1
Berk\{a1, . . . , am}.
Example 5.8. Given a probability measure ν and a point ζ /∈ supp(ν), the
potential function uν(z, ζ) is strongly harmonic in P
1
Berk\(supp(ν) ∪ {ζ}).
Lemma 5.11.
A) If U1 ⊂ U2 are domains, and f is strongly harmonic in U2, then f is
strongly harmonic in U1.
B) If f is harmonic in an open set V , and U is a subdomain of V with
U ⊂ V , then f is strongly harmonic in U .
C) If f is harmonic on V and K ⊂ V is compact and connected, there is
a subdomain U ⊂ V containing K such that f is strongly harmonic on U .
In particular, if V is a domain, there is an exhaustion of V by subdomains
U on which f is strongly harmonic.
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Proof: For (A) note that f ∈ BDV(U1) and (rU2,U1)∗(∆U2(f)) = ∆U1(f)
by Proposition 5.10. Since fU2,U1 fixes U1 and maps U 2\U1 to ∂U1, if
∆U2(f)|U2 = 0, then also ∆U1(f)|U1 = 0.
For (B), note that for each x ∈ U there is a connected neighborhood Ux
such that f is strongly harmonic in Ux. Since U is compact, a finite number
of the Ux cover U , say Ux1, . . . , Uxm. For each Uxi, there is a constant Bi
such that for every subgraph Γi ⊂ Uxi,
|∆Γi(f)|(Γi) ≤ Bi .
If Γ ⊂ U is a subgraph, then there are subgraphs Γ1, . . . ,Γm with Γi ⊂ Uxi
such that Γ ⊂
⋃m
i=1 Γi. (These subgraphs are not in general disjoint). We
have f |Γ ∈ BDV(Γ) since f |Γi ∈ BDV(Γi) for each i, and
|∆Γ(f)|(Γ) ≤
m∑
i=1
|∆Γi(f)|(Γi) ≤
m∑
i=1
Bi .
Thus f |U ∈ BDV(U).
For each xi, U ∩ Uxi is a subdomain of Uxi . (It is connected because
there is a unique path between any two points of P1Berk, and U , Uxi are both
path-connected.) By part (A),
∆U∩Uxi
(f)|U∩Uxi ≡ 0 .
However, the U ∩ Uxi cover U , and
(rU,U∩Uxi
)∗(∆U(f)) = ∆U∩Uxi
(f) .
It follows that ∆U(f)|U∩Uxi ≡ 0. This holds for each i, so ∆U(f)|U ≡ 0.
For (C), note that for each x ∈ K there is a connected neighborhood
Ux ⊂ V on which f is strongly harmonic. Since K is compact, a finite
number of the Ux cover Γ. Let U be the union of those neighborhoods.
Then U is connected, and by the same argument as above, f is strongly
harmonic on U . 2
Note that if U is open but is not connected, and f is harmonic in U , we
have not defined ∆U(f) even if f is strongly harmonic in each component
of U . Different components may share boundary points, creating unwanted
interaction between the Laplacians on the components. For example, let
ζ0 ∈ P
1
Berk be the Gauss point, and consider the open set U = P
1
Berk\{0, ζ0}.
It has one distinguished component U0 = B(0, 1)
−\{0} and infinitely many
other components Ui = B(ai, 1)
−
0 . They all have ζ0 as a boundary point.
The function f(z) which is − logv(δ(x, 0)∞) in U0 and is 0 elsewhere has
Laplacian ∆U0(f) = δ0(x)− δζ0(x), while ∆U i(f) = 0 for i 6= 0.
A key observation is that the behavior of a harmonic function on a domain
U is controlled by its behavior on a special subset.
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Definition 5.5. If U is a domain, the main dendrite D ⊂ U is set of all
x ∈ U belonging to paths between boundary points y, z ∈ ∂U .
If the main dendrite is nonempty, it is a tree which is finitely branched
at each point.
To see this, fix ζ ∈ U , and take ε > 0. For each x ∈ ∂U , put rx =
diamζ(x)+ε. Since ∂U = U\U is compact, it can be covered by finitely many
open balls B(x, rx)
−
ζ , say the balls corresponding to x1, . . . , xm. Without
loss we can assume these balls are pairwise disjoint. Each B(xi, rxi)
−
ζ has
a single boundary point zi, which necessarily belongs to U . Let Dε be the
subgraph connecting the points z1, . . . , zm; it is a finite tree, contained in
U . If y, z ∈ ∂U belong to the same ball B(xi, rxi)
−
ζ then the path between
them lies entirely in that ball, because a subset of P1Berk is connected if and
only if it is path connected, and there is a unique path between any two
points. If y and z belong to distinct balls B(xi, rxi)
−
ζ , B(xj , rxj)
−
ζ , the path
between them is contained in those balls together with Dε. If we let ε→ 0,
the balls B(xi, rxi)
−
ζ will eventually omit any given point x ∈ U . If ε1 > ε2,
then Dε1 is contained in the interior of Dε2 , and as ε→ 0 the subgraphs Dε
exhaust D. Thus
D =
∞⋃
n=1
D1/n
is a tree, which is finitely branched at every point.
Note that the main dendrite can be empty: that will be the case iff U has
one or no boundary points, namely if U is an open disc, if U ∼= A1Berk, or if
U = P1Berk.
Lemma 5.12. Let f(x) be harmonic in a domain U . If the main dendrite
is empty, then f(x) is constant; otherwise, f(x) is constant on branches off
the main dendrite.
Proof: First suppose the main dendrite is empty, so ∂U is empty or
consists of a single point. Then U = P1Berk, U
∼= A1Berk, or U is an open
disc. Let x, y ∈ U be arbitrary points not of type I, and let Γ be the path
connecting them. By the description of U , there is a disc V whose closure
is contained in U , with Γ ⊂ V .
By Lemma 5.11, f is strongly harmonic in V . We claim that ∆V (f) ≡ 0.
By definition, ∆V (f)|V ≡ 0. Also, ∆V (f)(V ) = 0 by Proposition 5.9, so
∆V (f)(∂V ) = ∆V (f)(V )−∆V (f)(V ) = 0. Since ∂V consists of one point,
our claim is established.
It follows that ∆Γ(f) = (rV ,Γ)∗(∆V (f)) = 0. By Lemma 5.7(C), f |Γ is
constant; thus f(x) = f(y). Since the non-type I points are dense in U and
f is continuous, f must be constant.
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Next suppose the main dendrite is nonempty. Let x ∈ U\D be arbitrary.
If x is not of type I, fix a point y0 ∈ D, and let w be the first point in D
along the path from x to y0; we claim that f(x) = f(w). Let Γ be the path
from x to w; then there is a subdomain V of U containing Γ, on which f is
strongly harmonic. Since ∆V (f) is supported on ∂V and the retraction of
∂V to Γ is the point w, it follows that ∆Γ(f) = (rV ,Γ)∗(∆V (f)) is supported
on w. However, ∆Γ(f)(Γ) = 0, so ∆Γ({w}) = 0. Thus ∆Γ(f) ≡ 0, and by
Lemma 5.7(C), f(x) = f(w). If x is of type I, then it is a limit of non-type
I points along the path from x to w, so by continuity f(x) = f(w). 2
Here is an example of a domain U and a function f : U → R which is
harmonic on U but not strongly harmonic.
Fix coordinates so that P1Berk = A
1
Berk ∪ {∞}, and take U = P
1
Berk\Zp.
Then the main dendrite D is a tree whose root node is the Gauss point ζ0,
and whose other nodes are at the points corresponding to balls B(a, p−n)
for a, n ∈ Z, with n ≥ 1 and 0 ≤ a ≤ pn − 1. It has p branches extending
down from each node, and each edge has length 1.
To describe f , it suffices to give its values on the main dendrite. It will
have constant slope on each edge. Let f(ζ0) = 0; we will recursively give its
values on the other nodes. Suppose za is a node on which f(za) has already
been defined. If za is the root node, put Na = 0; otherwise, let Na be the
slope of f on the edge entering za from above. Of the p edges extending
down from za, choose two distinguished ones, and let f(z) have slope Na+1
on one and slope −1 on the other, until the next node. On the p− 2 other
edges, let f(z) have the constant value f(za) until the next node.
By construction, the sum of the slopes of f on the edges leading away
from each node is 0, so f is harmonic in U . However, there are edges of
D on which f has arbitrarily large slope; if Γ is an edge of D on which f
has slope mΓ, then |∆Γ(f)|(Γ) = 2|mΓ|. Thus, f /∈ BDV(U), and f is not
strongly harmonic on U .
5.5. The Maximum Principle. We will now show that harmonic func-
tions on Berkovich space share many properties of classical harmonic func-
tions.
Proposition 5.13. (Maximum Principle)
If f is a nonconstant harmonic function on a domain U ⊂ P1Berk, then f
does not achieve a maximum or a minimum value on U .
In particular, if f is harmonic on U and lim supx→∂U f(x) ≤ M , then
f(x) ≤ M for all x ∈ U ; if lim infx→∂U f(x) ≥ m, then f(x) ≥ m for all
x ∈ U .
Proof: It suffices to deal with the case of a maximum.
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Suppose f takes on its maximum at a point x ∈ U . Let V ⊂ U be a
subdomain containing x on which f is strongly subharmonic. We will show
that f is constant on V . It follows that {z ∈ U : f(z) = f(x)} is both open
and closed, and hence equals U since U is connected, so f is constant on U .
By Lemma 5.12, we can assume the main dendrite D for V is nonempty.
Let T be the branch off the main dendrite containing x, and let w be the
point where T attaches to D. By Lemma 5.12, f(w) = f(x).
Let Γ ⊂ D be an arbitrary subgraph with w in its interior. By the
definition of the main dendrite, rV ,Γ(∂V ) consists of the endpoints of Γ.
Since ∆V (f) is supported on ∂V , ∆Γ(f) = (rV ,Γ)∗(∆V (f)) is supported
on the endpoints of Γ. By Lemma 5.7(E), f |Γ ∈ CPA(Γ). Let Γ0 be the
connected component of {z ∈ Γ : f(z) = f(w)} containing w. If Γ0 6= Γ, let
p be a boundary point of Γ0. Then p cannot be an endpoint of Γ, because
Γ0 is closed. Since f(p) is maximal, we must have d~vf(p) ≤ 0 for all ~v at p.
Since f |Γ ∈ CPA(Γ), and f |Γ is nonconstant near p, there must be some ~v
with d~v(f)(p) < 0. It follows that
∆Γ(f)(p) = −
∑
~v at p
d~vf(p) > 0 .
This contradicts the fact that ∆Γ(f) is supported on the endpoints of Γ,
and we conclude that Γ0 = Γ.
Since Γ can be taken arbitrarily large, f must be constant on the main
dendrite. By Lemma 5.12, it is constant everywhere on V . 2
There is an important strengthening of the Maximum Principle which
allows us to ignore sets of capacity 0 in ∂U .
Proposition 5.14. (Strong Maximum Principle)
Let f be harmonic on a domain U ⊂ P1Berk. Assume either that f is
nonconstant, or that ∂U has positive capacity.
If f is bounded above on U , and there are a number M and a set e ⊂ ∂U
of capacity 0 such that lim supx→z f(x) ≤M for all z ∈ ∂U\e, then f(x) ≤
M for all x ∈ U .
Similarly, if f is bounded below on U , and there are a number m and a
set e ⊂ ∂U of capacity 0 such that lim infx→z f(x) ≥ m for all z ∈ ∂U\e,
then f(x) ≥ m for all x ∈ U .
For the proof, we will need the existence of an ‘Evans function’.
Lemma 5.15. Let e ⊂ P1Berk be a compact set of capacity 0, and let ζ /∈ e.
Then there is a probability measure ν supported on e for which the potential
function uν(z, ζ) (which is defined on all of P
1
Berk as a function to R∪{±∞})
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satisfies
lim
z→x
uν(z, ζ) = ∞
for all x ∈ e. A function with this property is called an Evans function.
Proof: By Theorem 4.15, the restricted Chebyshev constant CH ∗(E)ζ is
0. This means that for each ǫ > 0, there are points a1, . . . , aN ∈ e for which
the pseudo-polynomial
PN(z; a1, . . . , aN) =
N∏
i=1
δ(z, ai)ζ
satisfies (‖PN(z; a1, . . . , aN)‖e)
1/N < ε.
Let q = qv be the base of the logarithm logv(t), and take ε = 1/q
2k for
k = 1, 2, 3, . . . . For each k we obtain points ak,1, . . . , ak,Nk such that the
corresponding pseudopolynomial PNk(z) satisfies (‖PNk‖e)
1/Nk < 1/q2
k
. Put
ν =
∞∑
k=1
1
2k
(
1
Nk
Nk∑
i=1
δak,i(x)) .
Then ν is a probability measure supported on e, and
uν(z, ζ) =
∞∑
k=1
1
2k
(−
1
Nk
logv(PNk(z))) .
Since PNk(z) is continuous, there is a neighborhood Uk where PNk(z)
1/Nk <
1/q2
k
. Without loss we can assume U1 ⊃ U2 ⊃ U3 . . . . On Um, for each
k = 1, . . . , m we have
−
1
2k
·
1
Nk
logv(PNk(z)) ≥ −
1
2k
logv(1/q
2k) = 1 .
Hence uν(z, ζ) ≥ m on Um. Letting m→∞, we see that limz→x uν(z, ζ) =
∞ for each x ∈ e. 2
We can now prove Proposition 5.14.
Proof: It suffices to deal with the case of a maximum. Suppose f(x0) >
M for some x0 ∈ U . If f is nonconstant, there is a point ζ ∈ U with
f(ζ) 6= f(x0), and after interchanging x0 and ζ if necessary we can assume
f(x0) > f(ζ). If ∂U has positive capacity, then for each z ∈ ∂U\e we have
lim supx→z f(x) ≤M , so there is a point ζ ∈ U with f(ζ) < f(x0).
Fix M1 > M with f(x0) > M1 > f(ζ), and let W = {x ∈ U : f(x) >
M1}. Let V be the connected component of W containing x0. Since f is
continuous, V is open, and is itself a domain in P1Berk. Consider its closure V .
If V ⊂ U , then each y ∈ ∂V would have a neighborhood containing points
of V and points of U\W . By the continuity of f , this implies f(y) = M1.
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However, f(x0) > M1. This violates the Maximum Modulus Principle for
V .
Hence e1 = V ∩ ∂U is nonempty; clearly it is compact. By the definition
of W , e1 is contained in e, the exceptional set where lim supx→y f(x) > M .
Since e has capacity 0, e1 has capacity 0 as well.
Let h(x) be an Evans function for e1 with respect to ζ . Then h(x) is
harmonic in V , and limx→y h(y) = ∞ for each y ∈ e1. Since ζ /∈ V , h(x) is
bounded below on V . Let −B be a lower bound for h(x) on V .
For each η > 0, put
fη(x) = f(x)− η · h(x)
on V . Then fη(x) is harmonic in V . Since f(x) is bounded above, for each
y ∈ e1
lim sup
x→y
fη(y) = −∞ .
On the other hand, for each y ∈ ∂V ∩U , f is continuous at y and f(y) = M1,
as before. Hence
lim sup
x→y
fη(x) ≤ M1 + η ·B .
Since each y ∈ ∂V either belongs to e1 or to ∂V ∩U , the Maximum Modulus
principle shows that fη(x) ≤M1 + η · B on V , hence that
f(x) ≤ M1 + η · (B + h(x)) .
Fixing x and letting η → 0, we see that f(x) ≤M1 for each x ∈ V . However,
this contradicts f(x0) > M1.
Thus, f(x) ≤M for all x ∈ U , as was to be shown. 2
Proposition 5.16. (Riemann Extension Theorem) Let U be a domain, and
let e ⊂ U be a compact set of capacity 0. Suppose f(x) is harmonic and
bounded in U\e. Then f extends to a harmonic function on U .
Proof: Note that U\e is indeed a domain: it is open since e is closed, and
it is connected since a set of capacity 0 is necessarily contained in P1(Cv),
and removing Type I points cannot disconnect any connected set.
We claim that f(x) is locally constant in a neighborhood of each point
a ∈ e. Given a, take a ball B(a, r)−0 small enough that its closure is contained
in U , and consider the restriction of f to the domain V = B(a, r)−0 \e. The
boundary ∂V consists of B(a, r)−0 ∩ e together with a point z ∈ U with
diam(z) = r. Since f is continuous at z, it follows that
lim
x→z
x∈V
f(x) = f(z) .
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Applying Proposition 5.14 to f on V , we see that for each x ∈ V , both
f(x) ≤ f(z) and f(x) ≥ f(z). Thus f(x) = f(z) for all z ∈ V . Extend f
by putting f(x) = f(z) for all x ∈ B(a, r)−0 . Clearly the extended function
is harmonic on U . 2
Corollary 5.17. Let {a1, . . . , am} be a finite set of points in P
1(Cv), or
in P1(Cv) ∩ B(a, r)
−
ζ for some disc. Then the only bounded harmonic func-
tions in P1Berk\{a1, . . . , am}, or in B(a, r)
−
ζ \{a1, . . . , am}, are the constant
functions.
Proof: We have seen in Lemma 5.12 that if U is P1Berk or an open disc,
the only harmonic functions on U are the constant functions. Since a finite
set of type I points has capacity 0, Proposition 5.16 shows that a bounded
harmonic function on U\{a1, . . . , am} extends to a function harmonic on U .
2
5.6. The Poisson Formula. In the classical theory over C, every point
has a neighborhood isomorphic to a disc. If f is harmonic on the disc and
has a continuous extension to its closure, the Poisson Formula gives f on
the disc in terms of its values on the boundary.
In Berkovich space, the basic open neigbhorhoods are punctured discs. A
punctured disc has only a finite number of boundary points, and its main
dendrite is the interior of a graph Γ. We will now show that every harmonic
function f on a punctured disc has a continuous extension to its closure,
and give a formula for f(x) in terms of its values on the boundary. In one
sense, the Berkovich Poisson formula is simpler than the classical one: it is
a finite sum, obtained using linear algebra. However, in another sense, it is
more complicated, because it depends on the structure of the graph Γ.
Consider a punctured disc U = B(a1, r1)
−
ζ \ ∪
m
i=2 B(ai, ri)ζ . Assume r1 <
diamζ(ζ), and each ri > 0, so that each disc in the representation of U
corresponds to a boundary point xi ∈ ∂U , namely the point corresponding
to the classical disc B(ai, ri)ζ.
If m = 1, U is simply the open disc B(a1, r1)
−
ζ , and ∂U is the point x1
corresponding to B(a1, r1)ζ. By Lemma 5.12 the only harmonic functions
on B(a1, r1)
−
ζ are constant functions, and such functions clearly extend con-
tinuously to B(a1, r1)ζ . Thus if f(x1) = A1, the Poisson formula is trivially
f(x) = A1 for all x ∈ B(a1, r1)
−
ζ . (5.8)
Now assume m ≥ 2. Let Γ be the tree spanned by ∂U = {x1, . . . , xm}, so
Γ0 := Γ\{x1, . . . , xm} is the main dendrite of U . If f(x) is harmonic in U ,
∆Γ(f)(p) = −
∑
~v d~vf(p) = 0 for each p ∈ Γ0. In particular, the restriction
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of f(x) to each edge of Γ0 is affine. It follows that f(x) has a continuous
extension to U .
Fix z ∈ P1Berk. We will give a formula for f(x) on U in terms of the
values Ai = f(xi), using the Hsia kernel δ(x, y)z. By Lemma 5.12, f(x) is
determined by its restriction to Γ. Fix z1 ∈ Γ and let z = rΓ(z) be the
retraction of z to Γ. As shown in Section 3, there are constants C,Cz such
that for all x, y ∈ Γ,
− logv(δ(x, y)z) = jz1(x, y)− jz1(x, z)− jz1(y, z)− C
= (jz1(x, y)− jz1(x, z)− jz1(y, z) + jz1(z, z))
−(C + jz1(z, z))
= jz(x, y)− Cz (5.9)
where Cz = C + jz1(z, z).
Consider functions on Γ of the form
f(x) = f~c(x) = c0 +
m∑
i=1
cijz(x, xi)
where
∑m
i=1 ci = 0. If f(x) ≡ 0, then
0 = ∆Γ(f) =
m∑
i=1
ciδxi(x) ,
so c1 = · · · = cm = 0, and then 0 ≡ f(x) = c0 so c0 = 0 as well. Let
L = {(c0, c1, . . . , cm) ∈ R
m+1 :
∑m
i=1 ci = 0}. It follows that the map
F : L→ Rm given by
F (~c) = (f~c(x1), . . . , f~c(xm))
is injective. By a dimension count, it is surjective. Let M˜ be the (m+ 1)×
(m+ 1) matrix
M˜ =

0 1 · · · 1
1 jz(x1, x1) · · · jz(x1, xm)
...
...
. . .
...
1 jz(xm, x1) · · · jz(xm, xm)
 (5.10)
Then M˜ is nonsingular, and for each (A1, . . . , Am) ∈ R
m, the numbers
c0, c1, . . . , cm for which f~c(xi) = Ai are uniquely determined by the system
of equations 
0
A1
...
Am
 = M˜ ·

c0
c1
...
cm
 . (5.11)
74 ROBERT RUMELY AND MATTHEW BAKER
In the matrix M˜ , the jz(xi, xj) can be replaced by − logv(δ(xi, xj)z) since
− logv(δ(xi, xj)z) = jz(xi, xj)−Cz for all i, j and the first row of M˜ asserts
that
∑m
i=1 ci = 0. Thus, put
M(z) =

0 1 · · · 1
1 − logv(δ(x1, x1)z) · · · − logv(δ(x1, xm)z)
...
...
. . .
...
1 − logv(δ(xm, x1)z) · · · − logv(δ(xm, xm)z)
 ,(5.12)
and for each i = 0, 1, . . .m let Mi(z, ~A) be the matrix gotten by replacing
the ith column ofM(z) by t(0, A1, . . . , Am). The matrixM(z) first appeared
in (Cantor, [7]); we will call it the Cantor matrix.
Proposition 5.18. (Poisson Formula I) Let U = B(a1, r1)
−
ζ \∪
m
i=2B(ai, ri)ζ
be a punctured disc with boundary points x1, . . . , xm. Each harmonic func-
tion f(x) on U has continuous extension to U , and there is a unique such
function with prescribed boundary values A1, . . . , Am. It is given as follows.
Fix z ∈ P1Berk, and put ci = det(Mi(z, ~A))/det(M(z)) for i = 0, 1 . . . , m.
Then
f(x) = c0 +
m∑
i=1
ci · (− logv(δ(x, xi)z)) . (5.13)
(This should be understood as a limit, if z is of type I and x = z.) Moreover
∆U(f) =
m∑
i=1
ciδxi(x) .
Proof: By the discussion above, (5.13) holds for all x ∈ Γ. Now let
x ∈ U be arbitrary. If x does not belong to the same branch off Γ as z, it is
easy to see from (5.9) that − logv(δ(x, xi)z) = jz(rΓ(x), xi) − Cz, so (5.13)
holds for such x. If x belongs to the same branch off Γ as z, then jz(x, xi)
is independent of xi. It follows that f(x) = c0 on that branch, except at
possibly when x = z. If z is not of type I, then f(z) = c0 by the continuity
of δ(x, xi)z at x = z. If z is of type I, then (5.13) is undefined at x = z, but
limt→z f(t) = c0.
The assertion regarding ∆U(f) follows immediately from(5.13). 2
Note that formula (5.13) holds even when m = 1, as is easily seen by
inspection.
There is another formula for f , which has the merit of being independent
of auxiliary variables. Since f is unique, the expression (5.13) is valid for
each x and z. Taking x = z shows f(z) = c0 = det(M0(z, ~A))/det(M(z)).
Note that by (5.9), (5.10) and (5.12), the determinants are well-defined and
finite, and det(M(z)) 6= 0, even when z is of type I.
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For each i = 1, . . . , m, let eˆi ∈ R
m+1 be the vector which is 1 in the
(i+ 1)st place and 0 elsewhere, and put
hi(z) = det(M0(z, eˆi))/det(M(z)) .
Then hi(z) is harmonic in U and continuous on U . It takes the value 1 at xi,
and is 0 at each xj with j 6= i. It is the analogue of the classical harmonic
measure for the boundary component xi of U . By the maximum principle,
0 ≤ hi(z) ≤ 1 for each z ∈ U , and
m∑
i=1
hi(z) ≡ 1 . (5.14)
In sum, we have
Proposition 5.19. (Poisson Formula II) Let U = B(a1, r1)
−
ζ \∪
m
i=2B(ai, ri)ζ
be a punctured disc with boundary points x1, . . . , xm. Let A1, . . . , Am ∈ R be
given. Then the unique function f(z) which is harmonic on U , continuous
on U , and satisfies f(xi) = Ai for each i = 1, . . . , m is given by
f(z) = det(M0(z, ~A))/det(M(z)) (5.15)
=
m∑
i=1
Ai · hi(z) , (5.16)
for all z ∈ U , where hi(z) = det(M0(z, eˆi)/det(M(z)) is the harmonic mea-
sure for xi ∈ ∂U .
5.7. Uniform Convergence. Poisson’s formula implies that the limit of a
sequence of harmonic functions is harmonic, under a much weaker condition
than is required classically.
Proposition 5.20. Let V be an open subset of P1Berk. Suppose f1, f2, . . .
are harmonic in V and converge pointwise to a function f : V → R. Then
f(z) is harmonic in V , and the fi(z) converge uniformly to f(z) on compact
subsets of V .
Proof: Given x ∈ V , take a punctured disc Ux containing x, with closure
Ux ⊂ V . If ∂Ux = {x1, . . . , xm} then by Proposition 5.19
fk(z) =
m∑
i=1
fk(xi)hi(z)
for each z ∈ Ux. It follows that the fk(z) converge uniformly to f(z) on Ux,
and f(z) =
∑
i=1 f(xi)hi(z) is strongly harmonic in Ux.
Thus f is harmonic in V . Any compact K ⊂ V is covered by finitely
many sets Ux, so the fi(z) converge uniformly to f(z) on K. 2
Using this, we can characterize harmonic functions as local uniform limits
of logarithms of norms of rational functions.
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Corollary 5.21. If U ⊂ P1Berk is a domain and f is harmonic in U , there
are rational functions g1(T ), g2(T ), . . . ∈ Cv(T ) and numbers R1, R2, . . . ∈ Q
such that
f(x) = lim
k→∞
Rk · logv([gk]x)
uniformly on compact subsets of U .
Proof: The assertion is trivial if the main denrite of U is empty, since the
only harmonic functions on U are constants.
Hence we can assume the main dendrite is nonempty. Choose an exhaus-
tion of U by punctured discs {Uk} with closures Uk ⊂ U . (For example,
such an exhaustion can be gotten by exhausting the main dendrite D by
subgraphs Γk, and putting Uk = r
−1
Γk
(Γk,0).)
Fix k, and write ∂Uk = {xk,1, . . . , xk,mk}. Taking z = ∞ in Proposition
5.18, there are numbers ck,i ∈ R, with
∑mk
i=1 ck,i = 0, such on Uk
f(x) = ck,0 +
mk∑
i=1
ck,i · (− logv(δ(x, xk,i)∞)) .
For each i = 1, . . . , mk fix a type I point ak,i whose retraction to Uk is xk,i.
Then δ(x, xk,i)∞ = δ(x, ak,i)∞ = [T − ak,i]x for each x ∈ Uk.
Choose rational numbers dk,i, with
∑mk
i=1 dk,i = 0, which are close enough
to the ck,i that
fk(x) := dk,0 +
mk∑
i=1
dk,i · (− logv(δ(x, ak,i)∞))
satisfies |fk(x)− f(x)| < 1/k on Uk. Let Nk be a common denominator for
the dk,i, and put nk,i = Nk·dk,i. Let bk ∈ Cv be a constant with |bk|v = q
−nk,0
v ,
and put
gk(T ) = bk ·
mk∏
i=1
(T − ak,i)
nk,i . (5.17)
Then fk(x) = (−1/Nk) logv([gk]x) on Uk. The result follows. 2
5.8. Pullbacks. Harmonicity is preserved under pullbacks by meromorphic
functions. To show this, we first need a lemma asserting that logarithms of
norms of meromorphic functions are harmonic.
Lemma 5.22. Let U be a domain, and suppose g(x) is meromorphic in U .
Then f(x) := logv([g]x) is harmonic in U\supp(div(g)).
Proof: Choose a covering of U by punctured discs Uk with Uk ⊂ U . Let
Ak be a Tate algebra for which Uk =M(Ak). For each k, there are coprime
polynomials Pk(z) and Qk(z), and a unit power series uk(z) ∈ Ak, such
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that g(z) = (Pk(z)/Qk(z)) · uk(z) on Uk ∩ Cv. A unit power series satisfies
[uk]x = 1 for all x, so
logv([g]x) = logv([Pk]x)− logv([Qk]x)
is strongly harmonic on Uk\(div(Pk/Qk)). 2
Corollary 5.23. Let U and V be domains in P1Berk. Suppose F (z) is mero-
morphic in U , with F (U) ⊂ V . If f is harmonic in V , then f◦F is harmonic
in U .
Proof: Let x be the variable on U , and y the variable on V . By Lemma
5.22 there are rational functions gk and numbers Rk such that
lim
k→∞
Rk · logv([gk]y) = f(y)
uniformly on compact subsets of V . For each y ∈ V , let Vy be a neighorhood
of y with V y ⊂ V ; since f is harmonic there is a Ky so that gk has no zeros
or poles in V y if k ≥ Ky.
Suppose x ∈ U satisfies F (x) = y. Choose a punctured disc neighborhood
Ux of x contained in F
−1(Vy). The functions gk ◦F are meromorphic in Ux,
and if k ≥ Ky they have no zeros or poles in Ux. The functions Rk · logv([gk ◦
F ]z) converge to f ◦ F (z) for each z ∈ Ux.
By Corollary 5.20, f ◦ F is harmonic on Ux. By Proposition 5.18, f ◦ F
is strongly harmonic on Ux. Since x ∈ U is arbitrary, f ◦ F is harmonic on
U . 2
5.9. Harnack’s Principle. Harnack’s principle holds as well:
Proposition 5.24. (Harnack’s Principle) Let U be a domain, and suppose
f1, f2, . . . are harmonic in U with 0 ≤ f1 ≤ f2 ≤ . . . . Then either
A) limi→∞ fi(z) =∞ for each z ∈ U , or
B) f(z) = limi→∞ fi(z) is finite for all z, the fi(z) converge uniformly to
f(z) on compact subsets of U , and f(z) is harmonic in U .
Proof: If the main dendrite D for U is empty, then by Lemma 5.12 each
fi(z) is constant, and our assertions are trivial. Hence we can assume D is
nonempty.
Suppose there is some x ∈ U for which limi→∞ fi(x) is finite. Since each
fi is constant on branches off the main dendrite, there is a point x0 on D
where limi→∞ fi(x0) is finite.
Let ρ(x, y) be the logarithmic path distance on P1Berk. Since the main
dendrite is everywhere finitely branched, for each p ∈ D there is an ε > 0
such that the closed neighborhood of p in D defined by Γ(p, ε) = {x ∈
D : ρ(x, p) ≤ ε} is a star, e.g. is a union of n closed segments of length
ε emanating from p, for some n. Write qi = p + ε~vi, i = 1, . . . , n, for the
endpoints of Γ(p, ε).
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Suppose h(z) is harmonic and non-negative in U . The restriction of
h(z) to the subgraph Γ(p, ε) is linear on each of the segments [p, qi], and
∆Γ(h)(p) = 0. Thus for each i, and z = p+ t~vi ∈ [p, qi]
0 = ∆Γ(h)(p) =
h(z)− h(p)
t
+
∑
j 6=i
h(qj)− h(p)
ε
.
Since h(qj) ≥ 0 for each j, it follows that h(x) ≤ n·h(p). This holds for each
z ∈ Γ(p, ε). Let Γ ⊂ D be an arbitrary subgraph containing x0. Proceeding
stepwise from x0, it follows that there is a constant C = CΓ such that for
each x ∈ Γ,
0 ≤ h(x) ≤ CΓ · h(x0) .
Applying this to the functions fi(x), since f(x0) = limi→∞ fi(x0) is finite,
the fi(x) are uniformly bounded on each subgraph Γ ⊂ D containing x0.
Hence the fi(x) converge uniformly to f(x) on Γ. If K is any compact
subset of U , then the image of K under the retraction to the main dendrite
is contained in some subgraph Γ. Hence the fi(x) converge locally uniformly
to f(x) on U , and f(x) is harmonic by Proposition 5.20. 2
5.10. Green’s functions. We will now prove the uniqueness of the equi-
librium distribution, as promised in Section 4, and use this to build a theory
of Green’s functions.
Proposition 5.25. Let E ⊂ P1Berk be a compact set with positive capacity,
and let ζ ∈ P1Berk\E. Then the equilibrium distribution µζ of E with respect
to ζ is unique.
Proof: Suppose µ1 and µ2 are two equilibrium distributions for E with
respect to ζ , so that
Iζ(µ1) = Iζ(µ2) = Vζ(E) .
Let u1(x) = uµ1(x, ζ) and u2(x) = uµ2(x, ζ) be the corresponding potential
functions, and let U be the connected component of P1Berk\E containing ζ .
Both u1(x) and u2(x) satisfy Frostman’s Theorem (Theorem 4.11): each
is bounded above by Vζ(E) for all z, each is equal to Vζ(E) for all z ∈ E
except possibly on an Fσ set fi of capacity 0, and each is continuous on E
except on fi. Each is bounded in a neighborhood of E.
Consider u(z) = u1(z) − u2(z). By Example 5.4, u(z) is in BDV(P
1
Berk),
and
∆P1
Berk
(u) = (µ1 − δζ(x))− (µ2 − δζ(x)) = µ1 − µ2 .
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By Proposition 4.5, µ1 and µ2 are both supported on ∂Eζ = ∂U ⊂ U . Since
the retraction map r
P1
Berk
,U fixes U , it follows that
∆U (u) = (rP1
Berk
,U)∗(∆P1Berk(u)) = µ1 − µ2. (5.18)
Thus ∆U(u) is supported on ∂U .
Suppose ζ /∈ P1(Cv). By Proposition 4.5, each ui(z) is defined and
bounded on all of P1Berk, and is continuous on U . Hence u(z) has these prop-
erties as well. By (5.18) u(z) is strongly harmonic on U . Put f = f1 ∪ f2,
which has capacity 0 by Corollary 4.14. By the discussion above, for each
x ∈ ∂U\f , u(z) is continuous at x and u(x) = 0. In particular
lim
z→x
z∈U
u(z) = 0 . (5.19)
By the Strong Maximum Principle (Proposition 5.14), u(z) ≡ 0 on U . Hence
∆U(u) = 0, so µ1 = µ2.
If ζ ∈ P1(Cv), there is a slight complication because u1(ζ) − u2(ζ) =
∞−∞ is undefined. However, we claim that u(z) is constant, and in fact is
identically 0, in a neighborhood of 0. Assuming this, since Proposition 4.5
shows that each ui(z) is bounded in a neighborhood of E and is continuous
in U\{ζ}, it follows that u(z) is harmonic and bounded in U\{ζ}. The
boundary limits (5.19) continue to hold for all x ∈ ∂U\f , and in addition
lim
z→ζ
z∈U
u(z) = 0 . (5.20)
Applying the Strong Maximum Principle to u(z) on the domain U\{ζ},
relative to the exceptional set f ∪ {ζ} contained in its boundary ∂U ∪ {ζ},
we conclude u(z) ≡ 0 in U\{ζ}. Since the closure of U\{ζ} is U , it follows
as before that ∆U (u) = 0, and µ1 = µ2.
To establish our claim, fix a ∈ P1(Cv) with a 6= ζ and note that the
balls B(a,R)−ζ exhaust P
1
Berk\{ζ}. Since E is compact there is an R with
E ⊂ B(a,R)ζ . For each z ∈ P
1
Berk\B(a,R)ζ and each w ∈ B(a,R)ζ , the
ultrametric inequality for δ(x, y)ζ shows that δ(z, w)ζ = δ(z, a)ζ . Since µ1
and µ2 are both supported on E ⊂ B(a,R)ζ , for z /∈ B(a,R)ζ
ui(z) =
∫
− logv(δ(z, w)ζ) dµi(z) = − logv(δ(z, a)ζ) .
Hence u(z) ≡ 0 in P1Berk\(B(a,R)ζ ∪ {ζ}). 2
Since the equilibrium distribution µζ is unique, the potential function
uE(z, ζ) = uµζ (z, ζ) is well-defined.
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Definition 5.6. If E ⊂ P1Berk is a compact set of positive capacity, then for
each ζ /∈ E, the Green’s function of E is
G(z, ζ ;E) = Vζ(E)− uE(z, ζ) for all z ∈ P
1
Berk.
If U ⊂ P1Berk is a domain for which ∂U has positive capacity, the Green’s
function of U is
GU(z, ζ) = G(z, ζ ;P
1
Berk\U) for z, ζ ∈ U .
Proposition 5.26. Let E ⊂ P1Berk be a compact set of positive capacity.
Then G(z, ζ ;E) has the following properties:
A) For each fixed ζ /∈ E, as a function of z,
(1) G(z, ζ ;E) ≥ 0 for all z ∈ P1Berk.
(2) G(z, ζ ;E) > 0 for z ∈ Uζ , where Uζ is the connected component of
P1Berk\E containing ζ.
(3) G(z, ζ ;E) is finite and harmonic in Uζ\{ζ}.
For each a 6= ζ, G(z, ζ ;E) + logv(δ(z, a)ζ) extends to a function harmonic
on a neighborhood of ζ.
(4) G(z, ζ ;E) = 0 on P1Berk\Uζ, except on a (possibly empty) Fσ set
e ⊂ ∂Eζ of capacity 0 which depends only on Uζ .
(5) G(z, ζ ;E) is continuous on P1Berk\e, and is strongly upper semi-
continuous everywhere.
(6) G(z, ζ ;E) is bounded if ζ /∈ P1(Cv).
It is unbounded, with G(ζ, ζ ;E) =∞, if ζ ∈ P1(Cv).
(7) G(z, ζ ;E) ∈ BDV(P1Berk), with ∆P1Berk(G(z, ζ ;E)) = δζ(z)− µζ .
B) As a function of two variables, G(z1, z2;E) = G(z2, z1;E) for all
z1, z2 /∈ E.
Proof: For (A), part (1) follows from Frostman’s theorem (Theorem 4.11).
Parts (4) and (5) (except for the fact that e is independent of ζ , which
we will prove later) follow from Proposition 4.7 and Frostman’s theorem.
Part (6) follows from the definition of the potential function uµζ (z, ζ) and
properties of the Hsia kernel. These same facts show G(ζ, ζ ;E) > 0. Part
(7) is a reformulation of Example 5.4. For the first part of (3), we know
that G(z, ζ ;E) is finite and harmonic in Uζ\{ζ} by Example 5.8. For the
second part of (3), fix a 6= ζ and consider the function f(z) = G(z, ζ ;E) +
logv(δ(z, a)ζ). By Examples 5.2 and 5.4, it belongs to BDV (P
1
Berk) and
satisfies
∆P1
Berk
(f) = δa(z)− µζ .
Let V be a connected neighborhood of ζ with V ∩ (E ∪ {a}) = φ. If
ζ /∈ P1(Cv) then f(z) is defined everywhere, and is strongly harmonic in V .
If ζ ∈ P1(Cv) then f(z) is harmonic and bounded in V \{ζ}, so it extends
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to a function strongly harmonic in V by the Riemann Extension Theorem
(Proposition 5.16). For (2), if G(x, ζ ;E) = 0 for some x ∈ Uζ\{ζ}, let W
be the component of Uζ\{ζ} containing x. Then G(z, ζ ;E) would achieve
its minimum value 0 at an interior point of W , and so would be identically
0 on W by the Maximum Principle (Proposition 5.13). Thus
lim
z→ζ
z∈W
G(z, ζ ;E) = 0
which contradicts the fact that G(ζ, ζ ;E) > 0 and G(z, ζ ;E) is continuous
at ζ .
To see that the set e in part (4) is independent of ζ , temporarily write
eζ for it, and take ξ 6= ζ in Uζ . Let V be a neighborhood of ζ such that
V ⊂ Uζ and ξ /∈ V . Since ∂V ⊂ Uζ\{ζ, ξ} there is a constant C > 0 such
that G(z, ξ;E) > C ·G(z, ζ ;E) on ∂V . Let W be a connected component of
Uζ\V . Then ∂W ⊂ ∂Eζ ∪ ∂V . Consider f(z) = G(z, ξ;E)− C ·G(z, ζ ;E),
which is harmonic on W . For each x ∈ ∂W ∩ ∂V
lim
z→x
z∈W
f(z) > 0 ,
while for each x ∈ ∂W ∩ (∂Eζ\eζ)
lim inf
z→x
z∈W
f(z) ≥ 0 .
By the Strong Maximum Principle (Proposition 5.14), f(z) ≥ 0 for all
z ∈W . Hence, if x ∈ ∂W ∩ eζ , then
lim inf
z→x
z∈W
G(z, ξ;E) ≥ C · lim inf
z→x
z∈W
G(z, ζ ;E) > 0 .
Since each x ∈ eζ belongs to ∂W for some W , it follows that eζ ⊂ eξ. By
symmetry, eζ = eξ.
For part (B), we can assume without loss that z1, z2 belong to the same
connected component U of P1Berk, otherwise G(z1, z2;E) = G(z2, z1;E) = 0.
First suppose neither z1 nor z2 is of type I. Choose an exhaustion of U
by subdomains Wn such that W1 ⊂ W2 ⊂ · · · , with W n ⊂ U for each n.
(Such an exhaustion can be gotten by fixing ζ ∈ U and covering E by balls
B(x, rx + 1/n)
−
ζ where rx = diamζ(x). Since E is compact, finitely many
balls cover E, for each n. Take Wn = P
1
Berk\ ∪
Ni
i=1 B(xi, rxi + 1/n)ζ.)
Put g1(x) = G(x, z1;E), g2(x) = G(x, z2;E), and write µ1 = µz1, µ2 =
µz2. Then g1, g2 ∈ BDV(P
1
Berk), and g1, g2 ∈ C(W n) for each n since z1, z2 /∈
P1(Cv).
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Fix n, and let Γ ⊂ Wn be a subgraph. Then g1|Γ, g2|Γ ∈ CPA(Γ) since
each gi(x) is harmonic in U\{zi}. By Proposition 3.3(D),∫
Γ
g1∆Γ(g2) =
∫
Γ
g2∆Γ(g1) . (5.21)
Taking the limit over subgraphs Γ, we obtain∫
Wn
g1∆Wn(g2) =
∫
Wn
g2∆Wn(g1) . (5.22)
Here ∆Wn(gi) = (rU,Wn)∗(∆U(gi)) for each i. Assume n is large enough
that z1, z2 ∈ Wn. Then (rU,Wn)∗(∆U(gi)) = δzi(x) − (rU,Wn)∗(µi), and µi is
supported on ∂U . Thus∫
Wn
gi(x) d(rU,Wn)∗(µj)(x) =
∫
∂U
gi(rU,Wn(x)) dµj(x) ,
(5.23)
Writing gi,n(x) = gi(rU,Wn(x)) and using (5.22), (5.23) gives
g1(z2)−
∫
∂U
g1,n(x) dµ2(x) = g2(z1)−
∫
∂U
g2,n(x) dµ1(x) .
(5.24)
Here limn→∞ rU,Wn(x) = x for each x ∈ ∂U . Let e be the exceptional set
of capacity 0 in ∂U given in part (A.4). By Lemma 4.9, µi(e) = 0. If
x ∈ ∂U\e, then
lim
n→∞
gi,n(x) = lim
n→∞
gi(rU,Wn(x)) = gi(x) = 0 .
For each n, gi,n(x) = gi(rU,Wn(x)) is continuous on ∂U since rU,Wn(x) is
continuous and gi(x) is continuous on U . Moreover, the gi,n(x) are uniformly
bounded, since gi(x) = G(x, zi;E) = Vζ(E) − uµi(x, zi) is bounded in a
neighborhood of E. By Lebesgue’s dominated convergence theorem,
lim
n→∞
∫
∂U
gi,n(x) dµj(x) = 0 .
Thus (5.24) gives g1(z2) = g2(z1), that is, G(z1, z2;E) = G(z2, z1;E), as
claimed.
Now suppose z1 ∈ U is of type I, but z2 ∈ U is not of type I. Let t→ z1
via points not of type I. Since G(x, z2;E) is continuous for x ∈ U ,
G(z1, z2;E) = lim
t→z1
G(t, z2;E) = lim
t→z1
G(z2, t;E) .
We claim that limt→z1 G(z2, t;E) = G(z2, z1;E). To see this, fix a point z
in the main dendrite D for U . There is a constant Ct such that
− logv(δ(x, y)t) = jz(x, y)− jz(x, t)− jz(y, t) + Ct
for all x, y ∈ P1Berk. Let w be the point where the path from z1 to z meets D.
If t lies on the path from z1 to w, then for all x, y ∈ E, jz(x, t) = jz(x, w)
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and jz(y, t) = jz(y, w). In other words, for x, y ∈ E, logv(δ(x, y)t) depends
on t only through the constant Ct. Hence the same probability measure µ
minimizes the energy integral
Vt(E) =
∫∫
E×E
− logv(δ(x, y)t) dµ(x)dµ(y)
for all t on the path from w to z1, that is, µt = µz1 = µ.
Similarly, − logv(δ(z2, y)t) depends on t only through Ct, if y ∈ E and t
is sufficiently near z1. Hence
G(z2, t;E) = Vt(E)−
∫
E
− logv(δ(z2, w)t) dµ(w)
is independent of t, for t sufficiently near z1. Thus limt→z1 G(z2, t, E) =
G(z2, z1;E).
Finally, let z1, z2 ∈ U be arbitrary. Let t approach z1 through points of
type I. Using continuity and an argument like the one above we find
G(z1, z2;E) = lim
t→z1
G(t, z2;E)
= lim
t→z1
G(z2, t;E) = G(z2, z1;E) .
2
We will now show that the equilibrium measure µζ has an interpretation
as the reproducing kernel for harmonic functions:
Proposition 5.27. Let U ⊂ P1Berk be a domain such that ∂U has positive
capacity. Suppose f is harmonic in U and extends to a continuous function
on U . Then for each ζ ∈ U ,
f(ζ) =
∫
∂U
f(z) dµζ(z) .
Proof: First suppose ζ ∈ U is not of type I. As in the previous proof,
choose an exhaustion on U by subdomains Wn with W1 ⊂ W2 ⊂ · · · and
W n ⊂ U for each n. Without loss, we can assume ζ ∈ W1. Put gn(x) =
G(z, ζ ;Wn). Since ∂Wn consists of a finite number of points, none of which
is of type I, gn(x) is continuous on W n and gn(x) = 0 for each x ∈ ∂Wn.
Note that gn(x) ∈ BDV(Wn), f, gn ∈ C(W n) for each n, and f is strongly
harmonic in Wn by Lemma 5.11; in particular f ∈ BDV(Wn).
Fix n, and let Γ ⊂ Wn be a subgraph. Then f |Γ, g|Γ ∈ CPA(Γ). By
Proposition 3.3(D), ∫
Γ
f ∆Γ(gn) =
∫
Γ
gn∆Γ(f) . (5.25)
Taking a limit over subgraphs Γ, we find that∫
Wn
f ∆Wn(gn) =
∫
Wn
gn∆Wn(f) . (5.26)
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Here ∆Wn(gn) = δζ(x)−µζ,n where µζ,n is the equilibrium measure of En =
P1Berk\Wn with respect to ζ . It is supported on ∂Wn. Since f is strongly
harmonic on Wn, ∆Wn(f) is supported on ∂Wn, where gn(x) = 0. Hence
the integral on the right side of (5.26) is 0. It follows that
f(ζ) =
∫
f(x) dµζ,n(x) . (5.27)
As n → ∞ the measures µζ,n converge weakly to µζ , the equilibrium
measure of E = P1Berk\U . (This follows by the same argument as in the
proof of Corollary 4.6.) Since f(x) is continuous on U ,
f(ζ) = lim
n→∞
∫
f(x) dµζ,n(x) =
∫
f(x) dµζ(x) ,
yielding the result in this case.
If ζ is of type I, let t approach ζ through points not of type I. As in the
proof of Proposition 5.26(B), µζ = µt for t is sufficiently near ζ . Since f is
continuous, it follows from the previous case that f(ζ) =
∫
∂U f(x) dµζ(x).
2
In the classical theory over C, the reproducing kernel is the inward normal
derivative of GU(z, ζ ;E) on ∂Eζ ,
1
2π
∂
∂n
GU(z, ζ) .
On Berkovich space, taking E = P1Berk\U and considering Proposition 5.26(A.7)
suggests that µζ = ∆(G(z, ζ ;E))|∂U should identified with the normal de-
rivative of G(z, ζ ;E) on ∂Eζ = ∂U .
6. Subharmonic functions.
In this section we develop a theory of subharmonic functions on the
Berkovich line.
6.1. Subharmonic and strongly subharmonic functions. We will call
a subset V ⊂ P1Berk a simple domain if V is an open disc or punctured
disc, and is not P1Berk itself. Thus V is a simple domain if and only if V is
connected and ∂V is a nonempty finite set {x1, . . . , xm}, where each xi is
of type II, III, or IV.
Definition 6.1. If U ⊂ P1Berk is open, then V ⊂ U is a simple subdomain
of U if V is a simple domain and V ⊂ U .
By Proposition 5.18, if V is a simple domain, each harmonic function
h(x) on V extends to a continuous function on V , and the Poisson formula
expresses h(x) on V in terms of its values on ∂V . We will often use this
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implicitly, and if h(x) is harmonic on a simple domain, we will speak of its
values on ∂V .
Recall that a function f : U → R ∪ {±∞} is upper semicontinuous if
lim supz→x f(z) ≤ f(x) for all x ∈ U , and is strongly upper semicontinuous
if lim supz→x f(z) = f(x) for all x ∈ U .
Definition 6.2. Let U ⊂ P1Berk be open.
A function f : U → [−∞,∞) is strongly subharmonic on U if
A) f is strongly upper semicontinuous on U , and for each x ∈ U ∩P1(Cv),
f(x) = lim sup
z→x
z∈U\P1(Cv)
f(z) ;
B) for each component W of U , f ∈ BDV(W ) and ∆W (f)|W ≤ 0.
A function f : U → [−∞,∞) is subharmonic on U if
C) f(x) is upper semicontinuous,
D) f(x) 6≡ −∞ on any connected component of U , and
E) for each simple subdomain V ⊂ U and each function h(x) harmonic
on V , if h(x) ≥ f(x) on ∂V , then h(x) ≥ f(x) on V .
Remark 6.1. The condition in (A) controlling f on U ∩P1(Cv) is necessary,
as shown by the following example: take U = B(0, 1)−, and put f(z) = 0 on
U\Zp, f(z) = 1 on Zp. Then f(z) is strongly upper semicontinuous on U ,
since for each x ∈ U\Zp there is a neigbhorhood V of x with V ∩Zp = φ. It
also belongs to BDV(U), with ∆U (f) ≡ 0. However, it is not subharmonic
on U , in contrast to Proposition 6.1 below.
Proposition 6.1. Let U ⊂ P1Berk be open.
If f is strongly subharmonic on U , then it is subharmonic on U .
If f is subharmonic on U , then f |V is strongly subharmonic on each
subdomain V ⊂ U with V ⊂ U . If the measures |∆V (f)|(V ) are uniformly
bounded for all simple subdomains V ⊂ U , then f is strongly subharmonic
on U .
Before giving the proof, we will need several lemmas.
If V is a simple domain, then either V is a disc with a single boundary
point x, or a punctured disc B(a1, r1)
−
ζ \∪
m
i=2B(ai, ri)ζ with boundary points
x1, . . . , xm. In that case the main dendrite of V is the graph Γ whose
endpoints are x1, . . . , xm. (By an endpoint of Γ, we mean a point with a
single edge emanating from it.) We will call ∂Γ = {x1, . . . , xm} the boundary
of Γ, and Γ0 = Γ\∂Γ the interior of Γ. Note that V can be recovered from
Γ, indeed if rΓ : P
1
Berk → Γ is the retraction map, then
V = r−1Γ (Γ0) .
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Conversely, if Γ ⊂ P1Berk is a subgraph, we will call V = r
−1
Γ (Γ0) the domain
associated to Γ. Clearly ∂V = ∂Γ, and Γ0 is the main dendrite of V .
Lemma 6.2. Let U ⊂ P1Berk be a domain.
If Γ ⊂ U is a subgraph, then the associated domain V = r−1Γ (Γ0) is a
simple subdomain of U if and only if rΓ(∂U) ⊂ ∂Γ.
A disc V is a simple subdomain of U and only if its boundary point x
belongs to U and ∂U ∩ V = φ.
Proof: If rΓ(∂U) ⊂ ∂Γ, then V = r
−1
Γ (Γ0) is a connected open set with
∂U ∩ V = φ. Since U is connected and Γ0 ⊂ U , necessarily V ⊂ U . Since
Γ ⊂ U and ∂V = ∂Γ, it follows that V ⊂ U . Conversely, if V is a simple
subdomain of U and Γ is the main dendrite of V , then r−1Γ (Γ0) ⊂ U . Since
∂U ∩ U = φ, it follows that ∂U ⊂ r−1Γ (∂Γ). Thus rΓ(∂U) ⊂ ∂Γ.
If a disc V = B(a, r)−ζ is a simple subdomain of V then by definition
V ⊂ U so {x} = ∂V ⊂ U , and ∂U ∩V = φ so ∂U ∩V = φ. Conversely, if V
is a disc with {x} = ∂V ⊂ U , then V ∩U is nonempty. Since V is one of the
connected components of r−1Γ (x)\{x}, if ∂U ∩ V = φ, necessarily V ⊂ U . It
follows that V ⊂ U . 2
Lemma 6.3. Let U ⊂ P1Berk be open.
If V is a simple subdomain of U , then there is a simple subdomain W of
U with V ⊂ W ⊂ U . Moreover, W can be chosen so that for each xi ∈ ∂V
which is not of type IV, there is a point wj ∈ ∂W with rV (wj) = xi.
Proof: Write ∂V = {x1, . . . , xm}. For each xi, choose a simple subdomain
Vi of U which contains xi. Such a Vi exists, since ∂U is closed and disjoint
from xi, and punctured discs are cofinal in the open neighborhoods of xi.
Put W = V ∪mi=1. Then W is connected and open, and ∂W ⊂ ∪
m
i=1∂Vi ⊂ U
is finite, so W is a simple subdomain of U . Clearly V ⊂W .
Write ∂W = {w1, . . . , wM}. If there is some xi which is not the retraction
to V of any wj, and xi is not of type IV, then the component of P
1
Berk\V
containing xi is a nonempty closed disc contained in W . By removing a
proper closed subdisc of that disc fromW , we would obtain a simple subdo-
main W˜ of U with V ⊂ W˜ , and having a boundary point whose retraction
was xi. Doing this sequentially for each xi gives the result. 2
Lemma 6.4. Let g : (a, b) → R be a function such that for each t ∈ (a, b),
both one-sided derivatives g′−(t) = limh→0−(g(t+ h) − g(t))/h and g
′
+(t) =
limh→0+(g(t+ h)− g(t))/h exist. Suppose that
A) g′−(x) ≤ g
′
+(x) for each x ∈ (a, b), and
B) g′+(x) ≤ g
′
−(y) for each x, y ∈ (a, b) with x < y.
Then g(t) is convex up on (a, b).
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Proof: Note that g(t) is continuous, since the left and right derivatives
exist at each point. Fix x, y ∈ (a, b) with x < y, and let
Lx,y(t) =
g(y)− g(x)
y − x
· (t− x) + g(x)
be the line through (x, g(x)) and (y, g(y)). We claim that g(t) ≤ Lx,y(t) for
all x < t < y. Suppose to the contrary that there is a point z ∈ (x, y) where
g(z) > Lx,y(z). Put α = (g(z)− g(x))/(z − x), β = (g(y)− g(z))/(y − z).
Then α > β.
We claim there are a point u ∈ (x, z) where g′+(u) ≥ α, and a point
v ∈ (z, y) where g′−(v) ≤ β. This contradicts g
′
+(u) ≤ g
′
−(v).
First consider the interval (x, z). Let Lx,z(t) = α · (t − x) + g(x) be
the line through (x, g(x)) and (z, g(z)), and put f(t) = g(t)−Lx,z(t). Then
f(x) = f(z) = 0. We will now apply the argument in Rolle’s theorem. Since
f(t) is continuous, there is a point u ∈ (x, y) where f achieves a maximum
or a minimum. If u is a minimum, then f ′−(u) ≤ 0 and f
′
+(u) ≥ 0, so
g′−(u) ≤ α and g
′
+(u) ≥ α. If u is a maximum, then f
′
−(u) ≥ 0 and
f ′+(u) ≤ 0, so g
′
−(u) ≥ α and g
′
+(u) ≤ α. Since g
′
+(z) ≥ g
′
−(u) it must be
that g′−(u) = g
′
+(u) = α. In either case we have a point u where g
′
−(u) ≤ α
and g′+(u) ≥ α. This second inequality is the one we want.
Next consider the interval (z, y). By the same reasoning as before, there
is a point v ∈ (z, y) where g′−(v) ≤ β and g
′
+(v) ≥ β. This time it is the
first inequality that we want. 2
Lemma 6.5. Let Γ be a metrized graph, and take f ∈ BDV(Γ). Let ∆Γ(f)
+
and ∆Γ(f)
− be the positive and negative measures in the Jordan decompo-
sition of ∆Γ(f). Then either f is constant, or it achieves its maximum at
a point of supp(∆Γ(f)
+) and its minimum at a point of supp(∆Γ(f)
−).
Proof: Recall that each f ∈ BDV(Γ) is continuous (Lemma 5.7(A)). Let
x1 ∈ Γ be a point where f(x) achieves its maximum, and let Γ1 be the
connected component of {x ∈ Γ : f(x) = f(x1)} containing x1. If Γ1 = Γ,
then f(x) is constant. If Γ1 6= Γ, let x0 be a boundary point of Γ1.
We claim that x0 ∈ supp(∆Γ(f)
+). Suppose not. Let ρ(x, y) be the path
distance metric on Γ. Then there is a neighborhood Γx0(ε) = {x ∈ Γ :
ρ(x, x0) < ε} with ∆Γ(f)|Γx0(ε) ≤ 0. After shrinking ε if necessary, we can
assume that Γx0(ε) is a star, a union of half-open segments [x0, x0 + ε~vi)
where the ~vi are the direction vectors at x0. Since f(x0) is the maximum
value of f(x) on Γ, necessarily d~vif(x0) ≤ 0 for each i. If d~vif(x0) < 0 for
some i, then
∆Γ(f)(x0) = −
∑
i
d~vif(x0) > 0
contradicting x0 /∈ supp(∆Γ(f)
+). Hence d~vif(x0) = 0 for each i.
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Since x0 is a boundary point of Γ1, there is a point y0 ∈ Γx0(ε) where
f(y0) < f(x0). Let i be such that y0 ∈ ei = (x0, x0+ ε~vi). As ∆Γ(f)|Γx0(ε) ≤
0, it follows that ∆Γ(f)|ei ≤ 0. For each y = x0 + t~vi ∈ ei, there are two
direction vectors at y: write ~v+ for the one that leads away from x0, and ~v−
for the one that leads towards x0.
By the definition of ∆Γ(f), for each y ∈ ei
0 ≥ ∆Γ(f)(y) = −d~v−f(y)− d~v+f(y)
so d~v+f(y) ≥ −d~v−f(y). Similarly, for each open subsegment (y1, y2) ⊂ ei,
0 ≥ ∆Γ(f)((y1, y2)) = d~v+f(y1) + d~v−f(y2)
so −d~v−f(y2) ≥ d~v+f(y1).
For the function g(t) = f(x0 + t~vi), we have g
′
−(t) = −d~v−f(y) and
g′+(t) = d~v+f(y). By Lemma 6.4 f is convex up on ei. Since d~vi(f)(x0) = 0,
f(x0 + t~vi) is nondecreasing in t. Hence f(y0) ≥ f(x0), a contradiction.
Thus x0 ∈ supp(∆Γ(f)
+).
The case of a minimum is similar. 2
Lemma 6.6. Let f be subharmonic on a domain U ⊂ P1Berk. Then f(x) 6=
−∞ on U\P1(Cv).
Proof: Suppose f(x1) = −∞ for some x1 ∈ U\P
1(Cv). We will show that
f(x) ≡ −∞ on U , which contradicts the definition of subharmonicity.
Fix x ∈ U with x 6= x1, and take a simple subdomain V1 of U which
contains x and x1. Let V be the connected component of V1\{x1} which
contains x. Then V is a simple subdomain of U with x1 as a boundary
point, which contains x in its interior. (Note that this uses x1 /∈ P
1(Cv)).
If x1 is the only boundary point of V , then V is a disc. In that case, by
Lemma 5.12, each harmonic function on V is constant and is determined by
its value on ∂V = {x1}. Since f(z) is subharmonic and f(x1) = −∞, we
have f(z) ≤ C on V for each C ∈ R. Thus f(x) = −∞.
If x1 is not the only boundary point of V , let Γ be the main dendrite of
V , and let ∂Γ = {x1, . . . , xm}. Fix numbers A2, . . . , Am with Ai ≥ f(xi)
for each i. Given A1 ∈ R, Poisson’s formula (Proposition 5.19) constructs a
harmonic function
hA1(z) =
m∑
i=1
Aihi(z)
on V , where hi(z) is the harmonic measure with hi(xi) = 1, hi(xj) = 0
for each j 6= i. Here 0 < hi(z) < 1 on V , otherwise hi(z) would achieve
its maximum or minimum value on the interior of V , contradicting the
Maximum Principle (Proposition 5.13). Fixing z and letting A1 → −∞, we
see that hA1(z)→ −∞. Since f is subharmonic on V , again f(x) = −∞.
Since x ∈ U is arbitrary, we have shown that f(x) ≡ −∞ on U . 2
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Lemma 6.7. Let f be subharmonic on a domain U ⊂ P1Berk. If Γ ⊂ U is a
subgraph for which V = r−1Γ (Γ0) is a simple subdomain of U , then for each
p ∈ Γ and each direction ~v at p, the directional derivative d~vf(p) exists and
is finite. In particular, the restriction of f to Γ is continuous.
Proof: By Lemma 6.2, rΓ(∂U) ⊂ ∂Γ. In the argument below we will want
to consider subgraphs Γ′ ⊂ Γ for which the associated domain V ′ = r−1Γ′ (Γ
′
0)
is also a simple subdomain of U .
There are two types of Γ′ for which this is assured. One is if Γ′ = [a, b]
is a segment contained in an edge of Γ (that is, no branch point of Γ is
contained in Γ′0). The other is if Γ
′ = Γx0(ε) = {x ∈ Γ : ρ(x, x0) ≤ ε} is a
closed neighborhood of a point x0 ∈ Γ, for some ε > 0. If ε is small enough,
then Γ′ is a star, a union of closed segments [x0, xi] for i = 1, . . .m. In either
case, rΓ,Γ′(∂Γ) ⊂ ∂Γ
′, so rΓ′(∂U) ⊂ ∂Γ
′.
By Lemma 6.6, f(x) ∈ R for all x ∈ Γ.
By abuse of notation, write f for f |Γ. We will first show that for each
p ∈ Γ, and each ~v at p, the derivative d~vf(p) exists in R∪{−∞}. Fix p and ~v.
For each sufficiently small T > 0, the segment Γ′ = [p, p+ T~v] corresponds
to a simple subdomain of U . The harmonic function on U whose values
agree with those of f(x) at p and p+ T~v is linear on Γ′ and is given by
h(p+ t~v) = (1−
t
T
) · f(p) +
t
T
· f(p+ T~v) . (6.1)
for 0 ≤ t ≤ T . Since f is subharmonic, f(p+ t~v) ≤ h(p+ t~v) for all t. Using
(6.1), this gives
f(p+ t~v)− f(p)
t
≤
f(p+ T~v)− f(p)
T
. (6.2)
Hence
d~vf(p) = lim
t→0+
f(p+ t~v)− f(p)
t
(6.3)
exists in R ∪ {−∞}, since the limit on the right side is non-increasing.
Next, we will show that if p /∈ ∂Γ, then d~vf(p) 6= −∞. Since p /∈ ∂Γ,
for sufficiently small T > 0, the star Γ′ = Γp(T ) is a subgraph of Γ with
p ∈ Γ′0. Let x1, . . . , xm be its endpoints, where m ≥ 2, and let ~v1, . . . , ~vm
be the direction vectors at p, so Γ′ = ∪mi=1[p, p+T ~vi]. Without loss, suppose
~v = ~v1. We claim that for each 0 < t < T ,
f(p+ t~v)− f(p)
t
≥ −
m∑
i=2
f(xi)− f(p)
T
. (6.4)
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If this fails for some t, then
f(p) >
Tf(p+ t~v) + t ·
∑m
i=2 f(xi)
T + (m− 1) · t
. (6.5)
Consider the subgraph Γ′′ = [p, p + t~v] ∪ (
⋃m
i=2[p, p + T~vi]), which cor-
responds to a simple subdomain V ′′ ⊂ U with boundary points x′′1 =
p+ t~v, x2, . . . , xm. The harmonic function h(z) on V
′′ with
h(x′′1) = f(x
′′
1) , h(xi) = f(xi) for i ≥ 2 ,
satisfies
0 = ∆Γh(p) =
f(x′′1)− h(p)
t
+
m∑
i=2
f(xi)− h(p)
T
,
which leads to
h(p) =
Tf(p+ t~v) + t ·
∑m
i=2 f(xi)
T + (m− 1) · t
< f(p) .
This contradicts the subharmonicity of f(x). By (6.4), the right side of
d~vf(p) = lim
t→0+
f(p+ t~v)− f(p)
t
is bounded from below, so d~vf(p) > −∞.
It remains to consider points p ∈ ∂Γ.
First suppose p ∈ ∂Γ\rΓ(∂U). There is a single edge e of Γ emanating
from p; let x approach p along this edge. For each x, let Vx be the connected
component of P1Berk\{x} containing p. Then Vx is a disc with ∂Vx = {x}.
Since x /∈ rΓ(∂U), it follows that V x ⊂ U , and so Vx is a simple subdomain
of U . Let h be the harmonic function on Vx with h(z) = f(x) for all z ∈ Vx.
Since f is subharmonic, f(z) ≤ f(x) for all z ∈ Vx. Thus, f(x) is decreasing
as x→ p. If ~v is the unique direction vector at p, it follows that
d~vf(p) = lim
t→0+
f(p+ t~v)− f(p)
t
≥ 0 . (6.6)
Finally, suppose p ∈ rΓ(∂U) ⊂ ∂Γ. Let ~v be the unique direction vector
at p, and write ∂Γ = {x1, . . . , xm}. Without loss, suppose p = x1. Let
W ⊂ U be a punctured disc containing p but not x2, . . . , xm, such that W
is contained in U . Recalling that V = r−1Γ (Γ0), put V˜ = W ∪ V . Then V˜ is
a connected open set with a finite number of boundary points whose closure
is contained in U , so it is a simple subdomain of U . Let Γ˜ be the subgraph
spanned by ∂V˜ . Then Γ ⊂ Γ˜, since {x2, . . . , xm} remain boundary points
of V˜ , and if x˜ is a boundary points of V˜ which is not contained in V , then
the path from x˜ to each xi, i = 2, . . . , m, passes through p.
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¿From this we see that p is an interior point of Γ˜. By what has been shown
above, d~vf(p) is finite, when f is regarded as a function on Γ˜. However,
d~vf(p) depends only on the restriction of f to Γ. Thus it is finite. 2
Lemma 6.8. Let f be subharmonic on a domain U ⊂ P1Berk. If Γ ⊂ U
is a subgraph for which V = r−1Γ (Γ0) is a simple subdomain of U , then
f |Γ ∈ BDV(Γ) and ∆Γ(f)
+ ⊂ rΓ(∂U) ⊂ ∂Γ.
Proof: We have seen in Lemma 6.6 that f(x) ∈ R for all x ∈ Γ, and in
Lemma 6.7 that d~vf(p) exists and is finite, for all p ∈ Γ and all directions ~v
at p. Thus, ∆Γ(f) exists as a finitely additive set function on the Boolean
algebra A(Γ) generated by the open, closed and half-open segments in Γ.
We first claim that ∆Γ(p) ≤ 0 for each p ∈ Γ0. Suppose not, and fix
p ∈ Γ0 with ∆Γ(p) > η > 0. Since p ∈ Γ0, there are at least two edges
emanating from p. Let ε > 0 be small enough that the closed neighborhood
Γp(ε) is a star. If ~v1, . . . , ~vm are the direction vectors at p, then
m∑
i=1
d~vif(p) = −∆Γ(f)(p) < −η . (6.7)
Since d~vif(p) = limt→0+(f(p+t~vi)−f(p))/t ∈ R, for each i there is a number
0 < ti < ε such that for qi = p + ti~vi
|
f(qi)− f(p)
ti
− d~vif(p)| <
η
2m
.
Hence
∑m
i=1(f(qi)− f(p))/ti < 0, which gives
f(p) >
∑
i f(qi)/ti∑
i 1/ti
. (6.8)
Put Γ′ = ∪mi=1[p, qi]. Then V
′ = r−1Γ′ (Γ
′
0) is a simple subdomain of U . Let
h(z) be the harmonic function on V ′ with h(qi) = f(qi). Since ∆Γ(h)(p) = 0,
we have
h(p) =
∑
i f(qi)/ti∑
i 1/ti
. (6.9)
Combining (6.8) and (6.9) contradicts the subharmonicity of f .
Thus for each p ∈ Γ0,
∆Γ(f)(p) = −
∑
i
d~vif(p) ≤ 0 . (6.10)
If p is an endpoint of Γ which does not belong to rΓ(∂U), and if ~v is the
direction vector at p, it has already been shown in (6.6) that d~vf(p) ≥ 0.
Hence for such points as well,
∆Γ(f)(p) = −d~vf(p) ≤ 0 . (6.11)
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Now consider an open segment (x, y) contained in an edge of Γ. Put
Γ′′ = [x, y]. The associated subgraph V ′′ is a simple subdomain of U with
boundary points x, y. Let h(z) be the harmonic function on V ′′ with h(x) =
f(x), h(y) = f(y). Let T = ρ(x, y) be the length of Γ′′ and put α =
(f(y)− f(x))/T . The restriction of h(z) to Γ′′ is linear, and f(z) ≤ h(z) for
all z ∈ Γ. Let ~v+ be the direction vector at x pointing to y, and let ~v− be
the direction vector at y pointing to x. Then
d~v+f(x) = limt→0+
f(x+ t~v+)− f(x)
t
≤ lim
t→0+
h(x+ t~v+)− h(x)
t
= α ,
d~v−f(y) = limt→0+
f(y + t~v−)− f(x)
t
≤ lim
t→0+
h(x+ t~v+)− h(x)
t
= −α .
so the segment (x, y) has measure
∆Γ(f)((x, y)) = d~v+f(x) + d~v−f(y) ≤ 0 . (6.12)
We can now show that f ∈ BDV(Γ), i.e. that ∆Γ(f) extends to a bounded
Borel measure on Γ. By the discussion in Section 5, we must show there is
a number B such that for any countable collection {Ti} of pairwise disjoint
sets in A(Γ),
∞∑
i=1
|∆Γ(f)(Ti)| ≤ B . (6.13)
Since each Ti can be decomposed as a finite disjoint union of points and
open intervals, it suffices to prove (6.13) under the assumption that each Ti
is a point or an open interval. Since Γ has only finite many edges, endpoints,
and branch points, it also suffices to prove (6.13) assuming that all the Ti
are contained in the interior of an edge e = [a, b].
In this case the fact that ∆Γ(f) is finitely additive, with ∆Γ(f)(p) ≤ 0
and ∆Γ(f)((x, y)) ≤ 0 for each point p and open interval (x, y) contained in
(a, b), means that for any finite sum
n∑
i=1
|∆Γ(Ti)| = −
n∑
i=1
∆Γ(Ti) ≤ |∆Γ((a, b))| .
Letting n → ∞ gives (6.13). The argument also shows that ∆Γ(f) is ≤ 0
on Γ\rΓ(∂U). Hence supp(∆Γ(f)
+) ⊂ rΓ(∂U). 2
We can now prove Proposition 6.1.
Proof: (of Proposition 6.1):
First suppose f is strongly subharmonic on U . We will show it is subhar-
monic. Since f is strongly upper semicontinuous on U , it is upper semicon-
tinuous. Let W be a component of U . Since f ∈ BDV(W ), it follows that
f(x) is finite on each subgraph Γ ⊂W , hence f(x) 6≡ −∞ onW . It remains
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to show that if V is a simple subdomain of W , and if h(z) is harmonic on
V and satisfies h(x) ≥ f(x) on ∂V , then h(z) ≥ f(z) on V .
First assume V is a disc, and let x be its boundary point. For each p ∈ V ,
let [x, p] be the path from x to p.
First suppose p ∈ V \P1(Cv). Then [x, p] is a subgraph Γ, and rΓ(∂W ) =
{x} ⊂ ∂Γ. By the definition of the measure ∆W (f),
∆Γ(f) = (rW,Γ)∗(∆W (f)) . (6.14)
We are assuming ∆W (f)|W ≤ 0, so ∆Γ(f) ≤ 0 on Γ\{x}, and
supp(∆Γ(f)
+) ⊂ {x} .
By Lemma 6.5, either f is constant on Γ, or f(z) takes its maximum on Γ
at x. In either case, f(x) ≥ f(p).
Next suppose p ∈ V ∩ P1(Cv). By what has just been shown, f(x) ≥
f(q) for each q ∈ V \P1(Cv). By condition (A) in the definition of strong
subharmonicity,
f(p) = lim sup
q→p
q∈V \P1(Cv)
f(q) ≤ f(x) .
Each harmonic function h on V is constant, so if h(x) ≥ f(x), then h(z) ≥
f(z) for all z ∈ V .
If V is a simple subdomain corresponding to a subgraph Γ ⊂ W , then
by Lemma 6.2, rΓ(∂W ) ⊂ ∂Γ. As before, ∆Γ(f) = (rW,Γ)∗(∆W (f)) and
∆W (f)|W ≤ 0, so
∆Γ(f)
+ ⊂ rΓ(∂W ) ⊂ ∂Γ .
Let h(z) be the harmonic function on V for which h(x) = f(x) on ∂V . Then
∆V (h)|V = 0, so by coherence
∆Γ(h) = rV ,Γ(∆V (h))
is supported on rV ,Γ(∂V ) = ∂Γ.
Put g(z) = f(z)−h(z). Then g(x) = 0 on ∂Γ, and ∆Γ(g)|Γ0 = ∆Γ(f)|Γ0 ≤
0, so ∆Γ(g)
+ ⊂ ∂Γ. By Lemma 6.5, g(z) ≤ 0 on Γ, that is h(z) ≥ f(z).
For each z ∈ V \Γ, there is a unique x ∈ Γ such that z belongs to a branch
off Γ at x. Let Vx be the connected component of V \{x} containing z. Then
Vx is a disc. By the same argument as before, f(z) ≤ f(x), and since each
harmonic function on a disc is constant, if h is harmonic on Vx and satisfies
h(x) ≥ f(x), then h(z) ≥ f(z).
Thus, if f is strongly subharmonic, it is subharmonic.
Now suppose f is subharmonic on U . We will show it is strongly subhar-
monic on each subdomain V ⊂ U with V ⊂ U .
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It suffices to prove this for simple subdomains, since an arbitrary sub-
domain V with V ⊂ U is contained in a simple subdomain V ′. (Cover V
with a finite number of punctured discs whose closures are contained in U ,
and let V ′ be their union. V ′ is connected since V is connected and each
punctured disc is connnected; V
′
⊂ U ; and ∂V ′ is finite, since the boundary
of each punctured disc is finite.) If f is strongly subharmonic on V ′, then
it is strongly subharmonic on V since
∆V (f) = (rV ′,V )∗(∆V ′(f)) .
So, let V be a simple subdomain contained in a component W of U . We
will first show that f ∈ BDV(V ). Let Γ ⊂ V be an arbitrary subgraph. We
must show that f ∈ BDV(Γ), and that there is a bound B independent of
Γ such that |∆Γ(f)|(Γ) ≤ B. We will do this by enlarging Γ to a graph Γ˜
which contains all the boundary points of V , and applying Lemma 6.8.
If V is a disc, let x be its boundary point. Fix q ∈ Γ, and let [x, q] be the
path from x to q. It first meets Γ at a point p. Put Γ˜ = Γ ∪ [x, p], and let
V˜ = r−1
Γ˜
(Γ˜0) be the domain associated to Γ˜. Since Γ0 ⊂ V , and x is the only
boundary point of V , clearly V˜ ⊂ V . Hence the closure of V˜ is contained
in V , which in turn is contained in W , so V˜ is a simple subdomain of W .
By Lemma 6.8, f |Γ˜ ∈ BDV(Γ˜), and ∆Γ˜(f)
+ ⊂ rΓ˜(∂W ) = {x}.
Since x is an endpoint of Γ˜, there is a single direction vector ~v at x, and
∆Γ˜(f)(x) = −d~vf(x) .
Because x is the only point where ∆Γ˜(f) can have positive mass, and since
∆Γ˜(f) has total mass 0, we see that
|∆Γ˜(f)|(Γ˜) = 2 · |d~vf(x)| (6.15)
Put B = 2 · |d~vf(x)|. We claim that B independent of the graph Γ˜. Indeed,
for any two points p, p′ ∈ V , the paths [x, p] and [x, p′] must diverge at a
point y ∈ V and hence have an initial segment [x, y] in common. This is
because V is connected: if the paths diverged at x, then since x /∈ V , p and
p′ would lie in different components of V .
Taking the retraction to Γ, we see that
∆Γ(f) = (rΓ˜,Γ)∗(∆Γ˜(f))
has total mass at most B. Since Γ is arbitrary, f ∈ BDV(V ). Furthermore,
∆Γ(f)
+ is supported on rV ,Γ(x) = p.
Since ∆Γ(f) = (rV ,Γ)(∆V (f)) for each Γ, taking the limit over subgraphs
Γ shows ∆V (f)
+ is supported on x, that is, ∆V (f)|V ≤ 0.
Next suppose V is a simple subdomain of W associated to a graph Γ′.
Thus, Γ′0 is the main dendrite of V , and ∂V = ∂Γ
′.
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Let Γ ⊂ V be an arbitrary subgraph. If Γ intersects Γ′, put Γ˜ = Γ∪Γ′; if
not, take x ∈ Γ′0 and p ∈ Γ, and put Γ˜ = Γ∪ [x, p]∪Γ
′. Let V˜ be the simple
domain associated to Γ˜. Since all the boundary points of V are contained
in ∂Γ˜, it follows that V˜ ⊂ V . Thus, V˜ is a simple subdomain of W . By
Lemma 6.8, f |Γ˜ ∈ BDV(Γ˜), and
∆Γ˜(f)
+ ⊂ rΓ˜(∂W ) ⊂ ∂V = ∂Γ
′ ⊂ ∂Γ˜ .
Write ∂V = {x1, . . . , xm}. Since each xi is an endpoint of Γ˜, there is a
single direction vector ~vi at xi, and
∆Γ˜(f)(xi) = −d~vif(xi) .
The xi are the only points where ∆Γ˜(f) can have positive mass. Since ∆Γ˜(f)
has total mass 0, we see that
|∆Γ˜(f)|(Γ˜) = 2 ·
m∑
i=1
|d~vif(xi)| (6.16)
The right side of (6.16) is a bound B independent of the graph Γ˜.
Taking the retraction to Γ, it follows that
∆Γ(f) = (rΓ˜,Γ)∗(∆Γ˜(f))
has total mass at most B. Since Γ is arbitrary, f ∈ BDV(V ). Furthermore
∆Γ(f)
+ is supported on rV ,Γ(∂V ). Since
∆Γ(f) = (rV ,Γ)(∆V (f))
for each Γ, taking the limit over subgraphs Γ shows ∆V (f)
+ is supported
on ∂V , that is, ∆V (f)|V ≤ 0.
It remains to show that f is strongly upper semicontinuous, and that
f(p) = lim sup
z→p
z∈V \P1(Cv)
f(z) (6.17)
for each p ∈ V ∩ P1(Cv). By assumption f is upper semicontinuous, so for
each p ∈ V
f(p) ≥ lim sup
z→p
f(z) . (6.18)
Fix p ∈ V ; first suppose p ∈ P1(Cv). Fix y ∈ V , and let x approach p
along the path [y, p]. If x is close enough to p, then the connected component
Vx of P
1
Berk\{x} containing p is a disc whose closure is contained inW . Since
f is subharmonic, f(z) ≤ f(x) for all z ∈ Vx. These discs Vx form a cofinal
sequence of neighborhoods of p, so
f(p) ≤ lim sup
z→p
f(z) = lim
x→p
x∈[y,p)
f(x) .
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Combined with (6.18), this shows f is strongly upper semicontinuous at p.
It also establishes (6.17), and indeed shows that
f(p) = lim
x→p
x∈[y,p)
f(x) . (6.19)
Now suppose p ∈ V \P1(Cv), but assume p does not belong to the main
dendrite of V . If V is a disc, let x be the unique boundary point of x;
otherwise, let x be the point on the main dendrite of V where the branch
containing p is attached. Consider the path Γ = [x, p]. It is a subgraph of
W , and rΓ(∂V ) = x. The domain associated to Γ is a simple subdomain of
W , so f |Γ is continuous by Lemma 6.7. Thus
lim
y→p
y∈Γ
f(y) = f(p) . (6.20)
For each y ∈ (x, p), the connected component Vy of P
1
Berk\{y} containing p
is a disc with closure V y ⊂ V . Since f is subharmonic, f(z) ≤ f(y) for all
z ∈ Vy. Combined with (6.20), this shows lim supz→p f(z) ≤ f(p). Hence f
is strongly upper semicontinuous at p.
Finally, suppose p belongs to the main dendrite Γ of V . Since V is a simple
subdomain of W , Lemma 6.7 says f is continuous on Γ. Given ε > 0, take
a neighborhood Γp(η) = {x ∈ Γ : ρ(x, p) < η} where f(x)〈f(p) + ǫ. Put
Γ′ = Γp(η). Since p ∈ Γ0, we can assume without loss that Γ
′ ⊂ Γ0. Then
rΓ′(∂V ) ⊂ ∂Γ
′, so V ′ = r−1Γ′ (Γ
′
0) is a simple subdomain of V . As we have
seen before, f(z) is non-increasing on branches off the main dendrite, so
f(z) ≤ f(p) + ε for all z ∈ V ′. Since ε > 0 is arbitrary,
lim sup
z→p
f(z) ≤ f(p) .
Combined with (6.18), this shows f is strongly upper semicontinuous.
The final assertion in Proposition 6.1 is that if the measures |∆V (f)|(V )
are uniformly bounded for all simple subdomains V of U , then f is strongly
subharmonic on U .
This is trivial. Fix a component W of U . Since simple subdomains
exhaust W , each subgraph Γ ⊂ W is contained in some simple subdomain
V , and ∆Γ(f) = rV ,Γ(∆V (f)). Thus the measures |∆Γ(f)| are uniformly
bounded, so f ∈ BDV(W ). For each V , the retraction map rW,V takes ∂W
to ∂V and fixes V . Hence ∆W (f)|V = ∆V (f)|V . Since ∆V (f)|v ≤ 0, it
follows that ∆W (f)|W ≤ 0. Finally, the semicontinuity assertions for f on
W follow from those on the subdomains V . 2
We record the following facts shown in the proof of Proposition 6.1:
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Corollary 6.9. Let f be subharmonic on a simple domain U . Then f(x)
is non-increasing on paths off the main dendrite of U . If U is a disc, then
f(x) is non-increasing on paths away from the boundary ∂U = {q}.
For each p ∈ U ∩ P1(Cv), and for any path [y, p] ⊂ U
lim
x→p
x∈[y,p)
f(x) = f(p) .
A function f : U → R ∪ {∞} will be called strongly superharmonic on
U if −f is strongly subharmonic. It will be called superharmonic if −f is
subharmonic. These concepts can be reformulated via lower semicontinuity
and submajorization by harmonic functions, as in Definition 6.2.
Here are some examples of subharmonic and superharmonic functions.
Example 6.1. A function f : U → R is harmonic in an open set U ⊂ P1Berk
if and only if is both subharmonic and superharmonic.
The only functions which are subharmonic on all of P1Berk are the constant
functions. Indeed, a function f(x) subharmonic on all of P1Berk is strongly
subharmonic by Proposition 6.1, hence ∆P1
Berk
(f) ≤ 0. Since the total mass
of the Laplacian is 0, this means ∆P1
Berk
(f) = 0. Thus, f is harmonic on
P1Berk and so is constant.
Example 6.2. For fixed a, ζ ∈ P1Berk with a 6= ζ , f(x) = logv(δ(x, a)ζ) is
strongly subharmonic in P1Berk\{ζ}, and strongly superharmonic in P
1
Berk\{a}.
Indeed, δ(x, a)ζ is continuous by Proposition 3.10, and
∆P1
Berk
(logv(δ(x, a)ζ) = δζ(x)− δa(x)
by Example 5.2.
Correspondingly, − logv(δ(x, a)ζ) is strongly superharmonic in P
1
Berk\{ζ},
and is strongly subharmonic in P1Berk\{a}.
Example 6.3. If f ∈ Cv(T ) is a nonzero rational function with divisor
div(f) =
∑m
i=1 niδai(x), let supp
−(div(f)), supp+(div(f)) be its be its polar
locus and zero locus, respectively. Then logv([f ]x) is strongly subharmonic
on P1Berk\supp
−(div(f)) and strongly superharmonic on P1Berk\supp
+(div(f)).
Likewise − logv([f ]x) is strongly superharmonic on P
1
Berk\supp
−(div(f)) and
strongly subharmonic on P1Berk\supp
+(div(f)).
These assertions follow from the continuity of [f ]x and from Example 5.3.
Example 6.4. If ν is a probability measure on P1Berk and ζ /∈ supp(ν),
then the potential function uν(x, ζ) is strongly superharmonic in P
1
Berk\{ζ}
and is strongly subharmonic in P1Berk\supp(ν). These assertions follow from
Proposition 4.7 and its proof, and Example 5.4.
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Example 6.5. If E ⊂ P1Berk is a compact set of positive capacity and ζ /∈ E,
then the Green’s function G(z, ζ ;E) is strongly subharmonic on P1Berk\{ζ}.
Indeed, if µζ is the equilibrium distribution of E with respect to ζ , then
G(z, ζ ;E) = Vζ(E)− uµζ (z, ζ).
6.2. Locality.
Subharmonicity is a local property:
Proposition 6.10. Let U ⊂ P1Berk be open. A function f : U → R∪ {−∞}
is subharmonic on U if and only if for each x ∈ U , there is a neighborhood
Vx of x in U such that f |Vx is subharmonic on Vx.
Proof: Only the direction (⇐=) requires attention. Suppose that for
each x ∈ X there is a neighborhood Vx such that f is subharmonic on Vx.
Then f is upper semicontinuous on U , and f(x) 6≡ −∞ on any connected
component of U , since these properties hold for the Vx.
It remains to show that if V is a simple subdomain of U , and if h(x) is
a harmonic function on V with h(x) ≥ f(x) on ∂V , then h(x) ≥ f(x) on
V . For each Vx, there is a simple subdomain Wx of Vx with x ∈ Wx. By
Proposition 6.1 f is strongly subharmonic on Wx. Since V ⊂ U is compact,
we can cover V with a finite number of sets Wx1, . . . ,WxM . Let W be their
union. We claim that f is strongly subharmonic on W . Property (A) in the
definition of strong subharmonicity is automatic, since it is inherited from
the Wxi. For property (B), note that f ∈ BDV(W ) since f ∈ BDV(Wxi)
for each i. Since f is strongly subharmonic on Wxi
∆W (f)|Wxi = (rW,Wxi
)∗(∆W (f))|Wxi = ∆W xi
(f)|Wxi ≤ 0
so ∆W (f)|W ≤ 0 since the Wxi cover W . Thus f is strongly subharmonic
on W .
By Proposition 6.1, f is subharmonic on W . However, V ⊂W , so V is a
simple subdomain ofW . By (E) in definition of subharmonicity, f(x) ≤ h(x)
on V . 2
6.3. Stability properties. We will now show that subharmonic functions
on P1Berk are stable under the same operations as classical subharmonic func-
tions (see [19], p.49).
Recall that if f : U → R is a function on a topological space U which is
locally bounded from above, then the upper semicontinuous regularization
f ∗(x) of f(x) is defined by
f ∗(x) = max(f(x), lim sup
z→x
f(z)) .
It is easy to check that f ∗(x) is upper semicontinuous, and that if g is upper
semicontinuous and g ≥ f , then g ≥ f ∗. In particular (f ∗)∗ = f ∗ ≥ f .
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If U ⊂ P1Berk is open, we will write SH(U) for the set of subharmonic
functions on U .
Proposition 6.11. Let U ⊂ P1Berk be open.
A) SH(U) is a convex cone: if 0 ≤ α, β ∈ R, and if f, g ∈ SH(U), then
αf + βg ∈ SH(U).
B) If U is connected, and if {fj}j∈N is a decreasing sequence of functions
in SH(U), put f(x) = limj→∞ fj(x). Then either f ∈ SH(U), or f(x) ≡ −∞
on U .
C) If {fj}j∈N is a sequence of functions in SH(U) which converge uni-
formly to a function f : U → R on compact subsets of U , then f ∈ SH(U).
D) If f, g ∈ SH(U), then max(f, g) ∈ SH(U).
E) If {fα}α∈A is a family of functions in SH(U) which is locally bounded
from above, and if f(x) = supα fα(x), then f
∗(x) ∈ SH(U). Furthermore
f ∗(x) = f(x) for all x ∈ U\P1(Cv).
F ) If U is connected and {fn}n≥0 is a sequence of functions in SH(U)
which is locally bounded from above, put f(x) = lim supn→∞ fn(x). Then
either f(x) ≡ −∞ on U , or f ∗(x) ∈ SH(U). Furthermore f ∗(x) = f(x) for
all x ∈ U\P1(Cv).
Proof: Except for the last assertion in (E), the proofs of these are the
same as their classical counterparts, and rely on general properties of semi-
continuity and domination by harmonic functions.
(A) If f, g ∈ SH(U) then f and g are upper semicontinuous, and αf+βg is
upper semicontinuous since α, β ≥ 0. Neither f nor g is −∞ on U\P1(Cv),
so αf + βg 6= −∞ on U\P1(Cv), and certainly αf + βg 6≡ −∞ on any
component of U . If V is a simple subdomain of U , let ∂V = {x1, . . . , xm}.
Suppose h is harmonic on V with h(xi) ≥ αf(xi) + βg(xi) for each i. Let
h1 be the harmonic function on V with h1(xi) = f(xi) on ∂V , and let h2 be
the harmonic function on V with h2(xi) = g(xi) on ∂V . Then h1(z) ≥ f(z)
on V , and h2(z) ≥ g(z) on V . Put H = h− αh1− βh2. Then H(xi) ≥ 0 on
∂V , so by the Maximum Principle for harmonic functions, H(z) ≥ 0 on V .
Hence αf(z) + βg(z) ≤ αh1(z) + βh2(z) ≤ h(z) on V .
(B) Suppose U is connected, and let {fj}j∈N be a decreasing sequence of
subharmonic functions on U . Put f(z) = limj→∞ fj(z). Then f is upper
semicontinuous since each fj is. By the same argument as in Lemma 6.6,
either f(x) 6= −∞ on U\P1(Cv), or f(x) ≡ −∞ on U .
Suppose f 6≡ −∞. If V is a simple subdomain of U and h is a harmonic
function on V with f(xi) ≤ h(xi) on the finite set ∂V , then for each ε > 0
there is an N such that fN(xi) ≤ h(xi) + ε and all xi ∈ ∂V . It follows that
f(z) ≤ fN(z) ≤ h(z) + ε on V . Since ε > 0 is arbitrary, f(z) ≤ h(z).
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(C) Suppose {fj}j∈N is a sequence of subharmonic functions converging
uniformly to a function f : U → R on compact subsets of U . Since each fj is
upper semicontinuous, f is upper semicontinuous. By hypothesis f 6≡ −∞
on any component of U .
Let V be a simple subdomain of U , and let h be a harmonic function on
V with f(xi) ≤ h(xi) on ∂V . Take ε > 0. Since ∂V is finite, there is an
N1 so that fj(xi) ≤ h(xi) + ε on ∂V , for all j ≥ N1. Thus fj(z) ≤ h(z) + ε
on V for each j ≥ N1. Since the fj converge uniformly to f on compact
subsets, there is an N2 such that |f(z) − fj(z)| < ε on V for all j ≥ N2.
Taking j ≥ max(N1, N2), we see that f(z) ≤ h(z) + 2ε on V . Since ε > 0 is
arbitrary, f(z) ≤ h(z) on V .
(D) Suppose f, g ∈ SH(U), and put F (z) = max(f(z), g(z)). Since f and
g are upper semicontinuous, so is F . Since neither f nor g is ≡ −∞ on
any component of U , the same is true for F . If V is a simple subdomain
of U and h is a harmonic function on U with h(xi) ≥ F (xi) on ∂V , then
h(xi) ≥ f(xi) and h(xi) ≥ g(xi) on ∂V , so h(z) ≥ f(z) and h(z) ≥ g(z) on
V , which means that h(z) ≥ max(f(z), g(z)) = F (z) on V .
(E) Let {fα}α∈A be a family of subharmonic functions on U , and put
f(z) = supα(fα(z)) on U . Then f
∗(z) is upper semicontinuous on U . Since
no fα is ≡ −∞ on any component of U , the same is true for f , and also
for f ∗ ≥ f . If V is a simple subdomain of U and h is harmonic on U with
h(xi) ≥ f
∗(xi) on ∂V , then h(xi) ≥ fα(xi) on ∂V for each α ∈ A. It follows
that h(z) ≥ fα(z) on V for each α, so h(z) ≥ f(z) on V . However, h(z) is
continuous on V , hence certainly upper semicontinuous, so h(z) ≥ f ∗(z) on
V by the properties of the upper semicontinuous regularization.
We will now show that for each x ∈ U\P1(Cv),
f(x) ≥ lim sup
z→x
f(z) . (6.21)
We first construct a simple subdomain V of U such that x lies on the main
dendrite of V .
If x is on the main dendrite of U , let V be any simple subdomain of U
containing x. Then x is on the main dendrite of V , and in particular is an
interior point of the graph Γ with V = r−1Γ (Γ0). If x is not on the main
dendrite of U , let V0 be an open subdisc of U containing x. Let x0 be the
boundary point of V0, and let x1 ∈ V0\P
1(Cv) be a point such that x is in
the interior of the path Γ = [x0, x1]. Put V = r
−1
Γ (Γ0); then x lies on the
main dendrite of V .
Next, we claim that f |Γ0 is continuous. Indeed, for each subgraph Γ
′ ⊂ Γ0
of the type considered inthe proof of Lemma 6.7, let V ′ be the corresponding
simple subdomain of V . Let h(x) be the harmonic function on V ′ whose
value at each p ∈ ∂V ′ = ∂Γ′ is f(p). For each α ∈ A and each p ∈ ∂Γ′,
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fα(p) ≤ f(p). Hence fα(z) ≤ h(z) for all z ∈ V
′, and in turn f(z) =
supα fα(z) ≤ h(z). By the same argument as in proof of Lemma 6.7, the
directional derivative d~vf(p) exists for each p ∈ Γ0 and each ~v at p. Thus f
is continuous on Γ0.
Now fix ε > 0 and let Γp(δ) = {q ∈ Γ : ρ(q, x) < δ} be a neighborhood
of x in Γ on which f(q) < f(x) + ε. Let V ′′ be the simple subdomain of V
associated to Γp(δ). For each α ∈ A and each q ∈ Γp(δ), fα(q) ≤ f(x) + ε.
By Corollary 6.9, fα is non-increasing on paths off the main dendrite Γp(δ)
of V ′′, so fα(z) ≤ f(x) + ε on V
′′. Hence f(z) = supα fα(z) ≤ f(x) + ε
for each z ∈ V ′′. Since ε is arbitrary, this gives (6.21), and shows that
f ∗(x) = f(x).
(F) For each n, put Fn(z) = supm≥n fm(x) and let F
∗
n(z) be the upper
semicontinuous regularization of Fn. By the final assertion in part (E),
F ∗n(x) = Fn(x) for each x ∈ U\P
1(Cv). Then, F
∗
1 (z) ≥ F
∗
2 (z) ≥ · · · is a
decreasing sequence of subharmonic functions, and f(x) = limn→∞ F
∗
n(x),
so by part (B) either f(x) ≡ −∞, or f(x) ∈ SH(U). 2
Subharmonic functions are also stable under integration over suitably
bounded families on a parameter space.
Proposition 6.12. Let µ be a non-negative σ-finite measure on a measure
space T , and let U ⊂ P1Berk be a domain. Suppose that F : U×T → [−∞,∞)
is a measurable function such that
A) For each t ∈ T , the function Ft(z) = F (z, t) : U → [−∞,∞) is
subharmonic in U ;
B) there is a majorizing function g : T → (−∞,∞] which belongs to
L1(µ) such that Ft(z) ≤ g(t) for all t ∈ T and all z ∈ X.
Then the function
f(z) :=
∫
T
F (z, t) dµ(t)
is either subharmonic in U , or is ≡ −∞ on U .
Proof: (See [19], Theorem 2.6.5, p.51.) Suppose f(z) 6≡ −∞.
Fix x ∈ U , and let z1, z2, . . . be a sequence converging to x. Fatou’s
Lemma, applied to the sequence of functions hn(t) = F (zn, t) − g(t) on X,
implies that ∫
T
(lim sup
n→∞
hn(t)) dµ(t) ≥ lim sup
n→∞
(
∫
T
hn(t) dµ(t)) .
However, for each t
lim sup
n→∞
hn(t) = lim sup
n→∞
(F (zn, t))− g(t) ≤ F (x, t)− g(t)
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by the upper semicontinuity of Ft(x). Since
∫
T g(t) dµ(t) is finite, this gives
f(x) ≥ lim sup
n→zn
f(zn) ,
so f(x) is upper semicontinuous.
Now let V ⊂ U be a simple subdomain, with boundary ∂V = {x1, . . . , xm}.
Let h be harmonic on V with h(xi) ≥ f(xi) on ∂V . Let h1(z), . . . , hm(z) be
the harmonic measures for V with hi(xj) = δi,j. Recall that for each z ∈ V ,
0 ≤ hi(z) ≤ 1 and
∑m
i=1 hi(z) = 1. Since each Ft(x) is subharmonic, for
each z ∈ V
Ft(z) ≤
m∑
i=1
hi(z)Ft(xi) .
Integrating over µ gives
f(z) ≤
m∑
i=1
f(xi)hi(z) ≤
m∑
i=1
h(xi)hi(z) = h(z)
Thus f is subharmonic. 2
Here are more ways of getting new subharmonic functions from old ones:
Lemma 6.13. Let U ⊂ P1Berk be open. If f is subharmonic on U , and
ϕ : R → R is convex up and non-decreasing, then ϕ ◦ f is subharmonic on
U . (Here, ϕ(−∞) is to be interpreted as limt→−∞ ϕ(t).)
Proof: (See [19], Theorem 2.6.6, p.51.) Note that ϕ(t) can be written as
ϕ(t) = sup({a · t+ b : a ≥ 0, b ∈ R, and a · t+ b ≤ ϕ(t) for all t ∈ R}) .
Let A be the corresponding set of pairs (a, b) ∈ R2; then
ϕ ◦ f(z) = sup
(a,b)∈A
a · f(z) + b .
For each (a, b) ∈ A, we have a · f(z) + b ∈ SH(U). By Proposition 6.11(E),
if F (z) = ϕ ◦ f(z), then F ∗(z) is subharmonic.
A convex function on R is automatically continuous, since its one-sided
derivatives exist at each point. We claim that F (z) = ϕ(f(z)) is upper
semicontinuous. This holds because ϕ is continuous and nondecreasing, and
f(z) is upper semicontinuous. Hence F ∗(z) = F (z). 2
Corollary 6.14. Let U ⊂ P1Berk be open.
A) If f is subharmonic on U and q ≥ 1, then the function F (z) = qf(z)
is subharmonic on U .
B) If f is subharmonic and non-negative on U , then for any α ≥ 1, the
function F (z) = f(z)α is subharmonic on U .
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Proof: (See [19], Corollary 2.6.8, p.52). Note that t→ qt and t→ tα are
convex up and non-decreasing, and apply Lemma 6.13. 2
We can now give additional examples of subharmonic functions.
Example 6.6. Fix ζ ∈ P1Berk. For each α > 0, and each a 6= ζ , the function
f(x) = δ(x, a)αζ is subharmonic in P
1
Berk\{ζ}. In particular this applies to
δ(x, a)ζ. More generally, for each α1, . . . , αn ≥ 0, and each a1, . . . , an ∈
P1Berk\{ζ}, the generalized pseudo-polynomial
P (x, ~α,~a) =
m∏
i=1
δ(x, ai)
αi
ζ
is subharmonic in P1Berk\{ζ}.
This follows from Corollary 6.14(A) and Proposition 6.11(A), taking q =
qv, since αi · logv(δ(x, ai)ζ) is subharmonic in P
1
Berk\{ζ}.
In particular, consider f(x) = δ(x, 0)∞ on A
1
Berk. It is constant on
branches off the path [0,∞]. Give (0,∞) the arclength parametrization,
so that xt is the point corresponding to the disc B(0, q
t
v) for −∞ < t <∞.
Then f(xt) = q
t
v. For each disc VT := B(0, q
T
v )
−, the Laplacian ∆VT (f) is
supported on [0, xT ]. Relative to the arclength parametrization,
∆VT (f) = f
′(xT ) · δT (t)− f
′′(xt)dt
= qTv log(qv) · δT (t)− q
t
v(log(qv))
2dt .
The total variation of these measures grows to ∞ as T →∞. Thus f(x) is
subharmonic, but not strongly subharmonic, on A1Berk.
Example 6.7. Consider the function ϕ(t) = arcsin(qtv). It is bounded,
increasing and convex up on [−∞, 0), with a vertical tangent at t = 0.
Put f(x) = ϕ(logv(δ(x, 0)∞)) on U := B(0, 1)
−. By Lemma 6.13, f(x) is
bounded and subharmonic on U . However, it is not strongly subharmonic,
and it cannot be extended to a subharmonic function on any larger domain.
Example 6.8. For a nonzero rational function f ∈ Cv(T ) with divisor
div(f), the function F (x) = [f ]x is subharmonic on P
1
Berk\supp(div(f)
−).
This follows from Corollary 6.14(A), taking q = qv, since logv([f ]x) is
subharmonic on the complement of supp(div(f)−).
Example 6.9. Let E ⊂ P1Berk be a compact set of positive capacity, and take
ζ ∈ P1Berk\E. Then for each α ≥ 1, the function G(x, ζ ;E)
α is subharmonic
in P1Berk\{ζ}.
This follows from Corollary 6.14(B), taking ϕ(t) = tα, since G(x, ζ ;E) is
subharmonic and non-negative on P1Berk\{ζ}.
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Example 6.10. Let f1, . . . , fm ∈ Cv(T ) be nonzero rational functions with
poles supported on {ζ1, . . . , ζd}, and let N1, . . . , Nm be positive integers.
Then
g(x) = max(
1
N1
logv([f1]x), . . . ,
1
Nm
logv([fm]x))
is subharmonic in P1Berk\{ζ1, . . . , ζd}.
This follows from Example 6.8 above, and Proposition 6.11(D).
6.4. The Maximum Principle and the Comparison Theorem. The
following maximum principle holds for subharmonic functions.
Proposition 6.15. (Maximum Principle) Let U ⊂ P1Berk be open. Suppose
f(z) is subharmonic on U , and M is a bound such that for each q ∈ ∂U ,
lim sup
z→q
z∈U
f(z) ≤ M .
Then f(z) ≤M for all z ∈ U .
Proof: Since the hypothesis holds for each component of U , it suffices to
prove the result when U is a domain.
Fix ε > 0. For each q ∈ ∂U , there is a closed neighborhood Wq of q
on which f(z) < M + ε. As in the discussion of the main dendrite after
Definition 5.5, we can assume Wq is a disc. Using that ∂U is compact, take
Wq1, . . . ,Wqm which cover ∂U . Put V = U\ ∪
m
i=1 Wqi. Then V is a simple
subdomain of U , and ∂V = {q1, . . . , qm}
If ∂V = {q1} is a single point, then V is a disc and each harmonic function
on V is constant. Since f is subharmonic, it follows that f(z) ≤ f(q1) ≤
M + ε for all z ∈ V .
Otherwise, let Γ be the subgraph of U spanned by {q1, . . . , qm}; then V =
r−1Γ (Γ0) is the subdomain associated to Γ, and ∂Γ = ∂V . By Lemma 6.8, f |Γ
belongs to BDV(Γ), and supp(∆Γ(f)
+) ⊂ rΓ(∂U) = ∂V . By Lemma 6.5,
f |Γ achieves its maximum at a point of supp(∆Γ(f)
+). Since f(qi) ≤M + ε
for each i, it follows that f(x) ≤ M + ε for all x ∈ Γ. However, Γ is the
main dendrite of V , and a subharmonic function is non-increasing on paths
off the main dendrite, by Corollary 6.9. Hence f(z) ≤M + ε for all z ∈ V .
By construction, f(z) ≤ M + ε on U ∩Wqi for each i. Thus f(z) ≤ M + ε
for all z ∈ U . Since ε > 0 is arbitrary, f(z) ≤M on U . 2
If f(z) and g(z) are subharmonic functions on an open set U , one can
also ask for conditions which assure f(z) ≤ g(z) on U . The desired result
is called the Comparison Theorem.
In order to formulate it, we need to generalize the Laplacian. By Propo-
sition 6.1, if f is subharmonic on U , then it is strongly subharmonic on each
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simple subdomain V ⊂ U . Hence ∆V (f) is defined, and ∆V (f)|V ≤ 0. It
makes sense to write ∆V (f) for ∆V (f)|V . However, we have not defined
∆U(f) in general.
Let W be a component of U . The simple subdomains of W exhaust W ,
and form a directed set under containment. If V1 ⊂ V2, then
∆V 1(f)|V1 = (rV 2,V 1)∗(∆V 2(f))|V1 = ∆V 2(f)|V1 .
Thus, the measures ∆V (f)|V cohere to give a well-defined Borel measure
on W . We will call this measure ∆W (f). By its construction, ∆W (f) is
supported on W , and ∆W (f) ≤ 0. It is σ-finite, since W can be exhausted
by a countable sequence of simple domains. It may or may not have finite
total mass; its mass is finite if and only if f ∈ BDV(W ). We will write
∆U(f) for the measure on U whose restriction to each component is ∆W (f).
Proposition 6.16. (Comparison Theorem). Let U ⊂ P1Berk be an open set
with nonempty boundary. Suppose f and g are subharmonic on U , and
A) for each q ∈ ∂U , lim sup
z→q
z∈U
f(z)− g(z) ≤ 0 ;
B) ∆U(f) ≤ ∆U(g) on U .
Then f(z) ≤ g(z) on U .
Proof: Consider the function h(z) = f(z)− g(z) on U .
If we knew that h(z) were subharmonic on U , the result would follow
from the maximum principle. Indeed, lim supz→q h(z) ≤ 0 for each q ∈ ∂U ,
and for any simple subdomain V of U , we have f, g ∈ BDV(V ). Thus
∆V (h) = ∆V (f)− ∆V (g), and ∆V (h)|V ≤ 0. Unfortunately, the difference
of two upper semicontinuous functions need not be upper semicontinuous,
so we must go back to first principles.
Fix a simple subdomain V of U , and fix p ∈ V . As noted above, h ∈
BDV(V ) and ∆V (h)|V ≤ 0.
First suppose the main dendrite of V is nonempty, and p is on the main
dendrite. Thus, V = r−1Γ (Γ0) for a graph Γ, and p ∈ Γ0. Then hΓ ∈ BDV(Γ),
and ∆Γ(h) = (rV ,Γ)∗(∆V (h)) is ≤ 0 on Γ0. By Lemma 6.5 h|Γ achieves its
maximum at a point of ∂Γ = ∂V , so h(p) ≤ maxqi∈∂V h(qi).
Next suppose that p ∈ V \P1(Cv), and that p is not on the main dendrite
(whether or not the main dendrite is non-empty). Write ∂V = {q1, . . . , qm}
and let Γ be the subgraph spanned by {p, q1, . . . , qm}. Let V
′ be the domain
associated to Γ. Then V ′ is a simple subdomain of V , so f |Γ, g|Γ, and
h|Γ belong to BDV(Γ), hence ∆Γ(h) = (rV ,Γ)∗(∆V (h) is ≤ 0 except on
rΓ(∂V ) = {q1, . . . , qm}. By Lemma 6.5 again, h(p) ≤ maxqi∈∂V h(qi).
Finally suppose p ∈ V ∩P1(Cv). If the main dendrite of V is empty, let y
be the unique boundary point of V . If the main dendrite of V is nonempty,
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let y be the point on the main dendrite where the branch containing p is
attached. In either case, consider the path [y, p]. We have shown above that
h(x) ≤ maxqi∈∂V h(qi) for each x ∈ [y, p). On the other hand, in (6.19) we
saw that
f(p) = lim
x→p
x∈[y,p)
f(x) , g(p) = lim
x→p
x∈[y,p)
g(x) .
Thus h(p) = lim
x→p
x∈[y,p)
h(x) ≤ max
qi∈∂V
h(qi).
We have now shown that for each simple subdomain V of U , h(z) achieves
its maximum on V at a point of ∂V . Since lim supz→q h(z) ≤ 0 for each
q ∈ ∂U , it follows by same argument as in the proof of Proposition 6.15
that h(z) ≤ 0 on V . Thus f(z) ≤ g(z). 2
As a special case, the Comparison Theorem gives
Corollary 6.17. Let U ⊂ P1Berk be an open set with nonempty boundary.
Suppose f and g are subharmonic functions on U such that
A) for each q ∈ ∂U , −∞ < lim sup
z→q
z∈U
f(z) ≤ lim inf
z→q
z∈U
g(z) < ∞, and
B) ∆U(f) ≤ ∆U(g) on U .
Then f(z) ≤ g(z) on U .
The proof of the Comparison Theorem yields the following useful criterion
for equality of subharmonic functions.
Corollary 6.18. Let V ⊂ P1Berk be a simple domain. Suppose f and g are
subharmonic on V , with ∆V (f) = ∆V (g).
A) If V is not a disc, assume f(x) = g(x) on the main dendrite Γ0 of V .
B) If V is a disc, let x1 be its boundary point, and let Γ = [x1, x2] ⊂ V
be a segment with x1 as one of its endpoints. Assume f(x) = g(x) on Γ0.
Then f(z) ≡ g(z) on V .
Proof: By symmetry, it suffices to show that f(z) ≤ g(z).
Put h(z) = f(z) − g(z). If V is not a disc, the first step in the proof of
Proposition 6.16 was to show that when the main dendrite was nonempty,
h(x) ≤ 0 on Γ0; that is assumed here. The rest of the argument showed
that h(z) was non-increasing on branches off Γ0; that part goes through
unchanged.
If V is a disc, then by assumption h(x) ≤ 0 on Γ0. The proof of Propo-
sition 6.16 shows that h(z) is non-increasing on each path away from x1.
Each such path shares an initial segment with Γ0, so h(z) ≤ 0 on V . 2
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6.5. The Riesz Decomposition Theorem. Let U be an open set in P1Berk,
and let V ⊂ U be a simple subdomain. Suppose f is subharmonic in U . By
Proposition 6.1, f ∈ BDV(V ). Put ν = −∆V (f)|V = −∆V (f). Fix ζ /∈ V ,
and consider the potential function
uν(z, ζ) =
∫
− logv(δ(x, y)ζ) dν(y) .
Proposition 6.19. (Riesz Decomposition Theorem)
Let V be a simple subdomain of U ⊂ P1Berk. Fix ζ ∈ P
1
Berk\V .
Suppose f is subharmonic on U , and put ν = −∆V (f). Then there is a
harmonic function h(z) on V such that
f(z) = h(z)− uν(z, ζ) for all z ∈ V .
Proof: If V is not a disc, let Γ be the graph such that V = r−1Γ (Γ0), so
Γ0 is the main dendrite of V and ∂Γ = ∂V . Write ∂Γ = {x1, . . . , xm}; we
can assume the points are labelled in such a way that rΓ(ζ) = x1. If V is
a disc, let x1 be its unique boundary point, take x2 ∈ V \P
1(Cv), and let
Γ = [x1, x2]. Again rΓ(ζ) = x1. In either case, V1 := r
−1
Γ (Γ0) is a simple
subdomain of U , and V1 ⊂ V .
Write F (z) = −uν(z, ζ). By Example 5.4, F (z) ∈ BDV(P
1
Berk), and
∆P1
Berk
(F ) = δζ(x)− ν .
Put ν = (rΓ)∗(ν). By the definition of the Laplacian, F |Γ ∈ BDV(Γ) and
∆Γ(F ) = δx1 − ν. Lemma 6.3 shows that there is a simple subdomain W
of U with V ⊂ W . By Proposition 6.1, f ∈ BDV(W ), and by Lemma
6.8, f |Γ ∈ BDV(Γ). By the retraction property of the Laplacian, ∆Γ(f) =
(rΓ)∗(∆W (f)).
If V is not a disc, then W = V and ∂Γ = ∂V . It follows that
∆Γ(f)|Γ0 = −ν ,
so σ := ∆Γ(F )−∆Γ(f) is a discrete measure supported on ∂Γ.
If V is a disc, then σ is supported on x1 since rΓ(W\V ) = x1. In this
case σ ≡ 0, since the only measure with total mass 0 supported on a point
is the 0 measure.
Put h(x) = f(x) − F (x) on Γ, and extend h(z) to V by setting h(z) =
h ◦ rΓ(z) for all z ∈ V . Then h(z) is harmonic on V , since it is constant
on branches off Γ and ∆Γ(h)|Γ\∂V = 0. Now consider the functions f(z)
and h(z) + F (z). By construction, both are subharmonic on V and satisfy
∆V (f) = ∆V (h + F ) = −ν. Both have the same restrictions to Γ. By
Corollary 6.18, f(z) ≡ h(z) + F (z). 2
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For future applications, it is useful to know that if f is continuous and
subharmonic on U , then the potential function uν(z, ζ) is continuous every-
where.
Proposition 6.20. Suppose f is continuous and subharmonic on an open
set U ⊂ P1Berk. Let V be a simple subdomain of U , and fix ζ ∈ P
1
Berk\V . Put
ν = −∆V (f)|V = −∆V (f). Then uν(z, ζ) is continuous on all of P
1
Berk.
Proof: By Corollary 6.18 there is a harmonic function h(z) on V such
that uν(z, ζ) = h(z) − f(z) on V . Harmonic functions are continuous, so
uν(z, ζ) is continuous on V . Since supp(ν) ⊂ V , uν(z, ζ) is also continuous
on P1Berk\V by Proposition 4.7 (which includes continuity at ζ). It remains
to show that uν(z, ζ) is continuous on the finite set ∂V .
Since V is a simple domain, each harmonic function on V has a continuous
extension to V . By construction h(z) is the unique harmonic function on V
such that h(xi) = f(xi) + uν(xi, ζ) for each xi ∈ ∂V .
Fix xi ∈ ∂V . Since f and h are continuous on V ,
lim
z→xi
z∈V
uν(z, ζ) = uν(xi, ζ) .
Now consider the behavior of uν(z, ζ) on each connected component of
P1Berk\{xi}, as z → xi. Each such component is a disc with xi as its boundary
point. One component contains V ; we have already dealt with it. Suppose
W is a component which does not contain V . If W contains ζ , choose a
point p on the interior of the path from x1 to ζ ; otherwise, let p ∈ U\P
1(Cv)
be arbitrary. Put Γ = [x1, p]. Since uν(z, ζ) ∈ BDV(P
1
Berk), its restriction to
Γ belongs to BDV(Γ), hence is continuous on Γ. Thus
lim
z→xi
z∈Γ
uν(z, ζ) = uν(xi, ζ) . (6.22)
If W is a component which does not contain ζ , then uµ(z, ζ) is harmonic
on W , hence constant. By (6.22), uν(z, ζ) ≡ uν(xi, ζ) on W for such a
component.
If W is the component containing ζ , put W0 = r
−1
Γ (Γ0); then W0 is a
simple subdomain of P1Berk contained in W\{ζ}, and uν(z, ζ) is harmonic on
W0. The main dendrite of W0 is Γ0. Since harmonic functions are constant
on branches off the main dendrite,
lim
z→xi
z∈U
uν(z, ζ) = limz→xi
z∈Γ
uν(z, ζ) = uν(xi, ζ) . (6.23)
Combining all cases, we see that uν(z, ζ) is continuous at xi. 2
The Riesz Decomposition Theorem also gives interesting information about
the structure of functions in BDV(U). Definition 5.2 asserts that f ∈
BDV(U) iff f |Γ ∈ BDV(Γ) for every subgraph Γ ⊂ U , and there is a uniform
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bound B for the measures |∆Γ(f)|(Γ) for all Γ ⊂ U . Nothing is said about
continuity on U , or about the behavior of f on P1(Cv).
Proposition 6.21. Let U ⊂ P1(Cv) be a domain, and let f ∈ BDV(U).
For any simple subdomain V ⊂ U , there are subharmonic functions g, h on
V such that f(z) = g(z)− h(z) for all z ∈ V \P1(Cv).
Proof: Since f ∈ BDV(U), also f ∈ BDV (V ). Put ν = ∆V (f)|V , and let
ν+, ν− be the positive and negative measures in the Jordan decomposition
of ν, so ν = ν+ − ν−. Fix ζ ∈ P1Berk\V , and put
g1(z) = −uν−(z, ζ) , h1(z) = −uν+(z, ζ) .
Then g1 and h1 are subharmonic in P
1
Berk\{ζ} and belong to BDV(P
1
Berk),
with ∆P1
Berk
(g1) = δζ(x)− ν
− and ∆P1
Berk
(h1) = δζ(x)− ν
+. Thus
∆V (g1 − h1) = ν
+ − ν− = ν .
Put F1(z) = f(z)− (g1(z)−h1(z)). Then F1 ∈ BDV(V ) and ∆V (F1)|V ≡
0. Since V is a simple domain, its boundary ∂V = {p1, . . . , pm} is finite.
Thus ∆V (f) is a discrete measure supported on ∂V .
If V is a disc, then ∂V is a single point p1. Put F (z) = F1(z). Since
∆V (F )(V ) = 0, it follows that ∆V (F )({p1}) = 0, and ∆V (F ) ≡ 0.
If V is not a disc, put ν0 = ∆V (F1)|∂V =
∑m
i=1 ciδpi(x). Here
∑
ci = 0.
Fix p0 ∈ P
1
Berk\P
(Cv), and put
H(z) =
m∑
i=1
cijp0(z, pi) .
Then H(z) is continuous on P1Berk, H(z) ∈ BDV(P
1
Berk), and ∆P1Berk(H) =∑m
i=1 ciδpi(x). In particular, H(z) is harmonic on V . Put F (z) = F1(z) −
H(z). Then F ∈ BDV(V ) and ∆V (F ) ≡ 0.
In either case, for each subgraph Γ ⊂ V , ∆Γ(F ) = (rV ,Γ)∗(∆V (F )) ≡ 0.
Hence F is constant on Γ. Any two points x1, x2 ∈ V \P
1(Cv), are connected
by the path [x1, x2]. Thus F is constant on V \P
1(Cv); let C be that constant.
We have now shown that on V \P1(Cv)
f(z) = (g1(z) + C)− (h1(z) +H(z))
whereH(z) = 0 if V is a disc. Thus the theorem holds, with g(z) = g1(z)+C
and h(z) = h1(z) +H(z). 2
Given f, g ∈ BDV(U), we will say that f ∼= g if f(z) = g(z) on U\P1(Cv).
This is an equivalence relation.
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6.6. Convergence of Laplacians. Let U be an open subset of P1Berk, and
let f1, f2, . . . be a sequence of subharmonic functions on U which converge to
a subharmonic function F . One can ask under what conditions the measures
∆U(f1),∆U(f2), . . . converge to ∆U (F ).
Proposition 6.22. Let U ⊂ P1Berk be a domain, and let {fn(z)}n∈N be
a sequence of subharmonic functions on U . Suppose one of the following
conditions holds:
A) The fn(z) converge uniformly to F (z) on compact subsets of U ;
B) The fn(z) decrease monotonically to F (z), and F (z) 6≡ −∞ on U ;
C) The fn(z) increase monotonically, and the family {fn} is locally bounded
above. Put f(z) = limn→∞ fn(z) and let F (z) = f
∗(z) be the upper semi-
continuous regularization of f(z).
Then F (z) is subharmonic on U , and the measures ∆V (fn) converge
weakly to ∆V (F ) on each simple subdomain V ⊂ U .
Proof: In all three cases, Proposition 6.11 shows that F (z) is subharmonic.
Only the convergence of the measures needs to be established.
Proof of (A). Let V ⊂ U be a simple subdomain.
We first claim that the measures |∆V |(fn) have uniformly bounded total
mass. This depends on the fact that V can be enlarged within U . Write
∂V = {x1, . . . , xm}. For each xi ∈ ∂V which is not of type IV, take a simple
subdomain Wi of U which contains xi but does not contain any xj 6= xi.
Let V˜ be the union of V and these Wi. Write ∂V˜ = {x˜1, . . . , x˜M}.
If V is not a disc, let Γ be the subgraph spanned by {x1, . . . , xm} and let Γ˜
be the subgraph spanned by {x˜1, . . . , x˜M}, so V = r
−1
Γ (Γ0) and V˜ = r
−1
Γ˜
(Γ˜0).
Then Γ ⊂ Γ˜, and each xi ∈ ∂V which is not of type IV belongs to Γ˜0.
If V is a disc, fix a point p ∈ V \P1(Cv), and let Γ be the segment [x1, p].
Let Γ˜ be the subgraph spanned by {p, x˜1, . . . , x˜M}. Then Γ˜ corresponds to
a simple subdomain of U , and has x1 in its interior.
Take xi ∈ ∂V . When xi is regarded as a point of Γ, it has a unique
direction vector ~vi leading into Γ. As in (6.16) in the proof of Proposition
6.1, the total mass |∆Γ(f)|(Γ) is
|∆Γ(f)|(Γ)| = 2 ·
m∑
i=1
|d~vifn(xi)| .
This is the same as the total mass |∆V (fn)|(V ) since ∆V (f) ≤ 0. Thus, to
bound the |∆V (fn)|(V ) it suffices to show that the |d~vifn(xi)| are uniformly
bounded, for all i and n.
On the other hand, when xi is regarded as a point of Γ˜, it may have
several direction vectors ~vi,j , j = 1, . . . , ni. Without loss, we can assume
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the ~vij are indexed so that ~vi = ~vi1 for each i. Fix T > 0 small enough that
for each i, j, the point qi,j = xi + t~vij lies on the edge emanating from xi in
the direction ~vij .
Consider the limit function F , and fix ε > 0. Since the fn converge
uniformly to F on Γ˜, there is an N such that |fn(qij) − F (qij)| < ε and
|fn(xi) − F (xi)| < ε for all n ≥ N and all i, j. It follows that for such i, j
and n
fn(qij)− fn(xi)
T
≤
(F (qij) + ε)− (F (xi)− ε)
T
. (6.24)
Since each fn is convex up on edges of Γ˜, for each i, j
d~vijfn(xi) ≤
fn(qij)− fn(xi)
T
. (6.25)
Thus (6.24) provides an upper bound Bij for each d~vijfn(xi).
If xi ∈ ∂V is of type IV, then xi ∈ ∂V˜ and there is only one direction
vector at xi in both Γ and Γ˜. As was shown in (6.6) in the proof of Lemma
6.7, d~v1fn(xi) ≥ 0, so
0 ≤ d~v1fn(xi) ≤ Bi1 .
If xı ∈ ∂V is not of type IV, then xi is an interior point of Γ˜, and ni ≥ 2.
Lemma 6.8 gives 0 ≥ ∆Γ˜(fn)(xi) = −
∑ni
j=1 d~vijfn(xi), so
d~vi1fn(xi) ≥ −
ni∑
j=2
d~vijfn(xi) ≥ −
ni∑
j=2
Bij . (6.26)
Since d~vifn(xi) = d~vi1fn(xi), we have shown that |d~vifn(xi)| is uniformly
bounded for all i and all n ≥ N .
Let B be the bound constructed above for the masses |∆V (fn)|(V ) with
n ≥ N . After increasing B if necessary, we can assume that |∆V (fn)|(V ) ≤
B for all n.
We will now show the sequence of measures ∆V (fn) converges weakly to a
measure µ on V . For this, drop the meaning of Γ used above, and recall that
by Proposition 5.4(B), as Γ ranges over all subgraphs of V , and G ranges
over all functions in CPA(Γ), then the functions g(x) = G ◦ rΓ(x) are dense
in C(V ). For each subgraph Γ′ ⊃ Γ, each g(x) and each fn, Lemma 5.7(F)
gives ∫
Γ′
g∆Γ′(fn) =
∫
Γ′
fn∆Γ′(g) =
∫
Γ
fn∆Γ(G) .
where the last equality holds because ∆Γ′(g)|Γ = ∆Γ(G). Taking a limit, we
find that ∫
V
g∆V (fn) =
∫
V
fn∆V (g) =
∫
Γ
fn∆Γ(G). (6.27)
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Since the fn converge uniformly to F on Γ, we can define a linear functional
ΛF (g) = lim
n→∞
∫
V
fn∆V (g) =
∫
V
F ∆V (g) =
∫
Γ
F ∆Γ(G)
(6.28)
on the dense space of functions g(x) = G ◦ rΓ(x) in C(V ). On the other
hand, by (6.27)
ΛF (g) = lim
n→∞
∫
V
g∆V (fn) . (6.29)
Since the measures |∆V (fn)|(Vn) are uniformly bounded, ΛF extends to a
bounded linear functional on C(V ). By the Riesz Decomposition theorem,
there is a unique measure µ such that
ΛF (g) =
∫
V
g(x) dµ(x) .
for all g ∈ C(V ). This measure is the weak limit of the ∆V (fn).
To complete the proof, we must show that µ = ∆V (F ). Since ∆V (F ) is a
bounded measure on V , it suffices to check that
ΛF (g) =
∫
V
g∆V (F )(x)
on the dense space of functions considered above. This follows immediately
from (6.27), with fn replaced by F . This proves (A).
Examining the proof, we see that the argument applies under a weaker
hypothesis, namely that for each subgraph Γ ⊂ U , the fn converge uniformly
to F on Γ. We will use this observation to prove parts (B) and (C).
For (B), fix a subgraph Γ ⊂ U . As in the proof of Proposition 6.1,
after enlarging Γ if necessary we can assume that V = r−1Γ (Γ0) is a simple
subdomain of U . Since F is subharmonic in U , Lemma 6.7 shows that F |Γ
is continuous.
Similarly fn|Γ is continuous for each n. By Dini’s theorem, a sequence of
continuous functions on a compact set which converge monotonically to a
continuous function, converges uniformly. Hence the fn converge uniformly
to F on each subgraph Γ ⊂ U , and the result follows.
For (C), a similar argument shows that since F (z) = f ∗(z) is subhar-
monic on U , then for each subgraph Γ ⊂ U the restriction of F (z) to
Γ is continuous. However, by Proposition 6.11(E), F (z) coincides with
f(z) = limn→∞ fn(z) on U\P
1(Cv). Hence f |Γ = F |Γ is continuous, and
the fn converge uniformly to F on Γ. 2
We augment this with two simple results which deal with other cases in
Proposition 6.11. The first is immmediate by the linearity of the Laplacian.
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Proposition 6.23. Let U ⊂ P1Berk be open. Suppose f, g ∈ SH(U), and
0 ≤ α, β ∈ R. Then ∆U(αf + βg) = α ·∆U(f) + β ·∆U(g) .
Proposition 6.24. Let U ⊂ P1Berk be open. Suppose f(z) and g(z) are
continuous subharmonic functions on U , with f(z) > g(z) outside a compact
subset of U . Put h(z) = max(f(z), g(z)) and let Z = {z ∈ U : f(z) ≤ g(z)}.
Then
A) ∆U(h)|U\Z ≡ ∆U (f)|U\Z, and
B) ∆U(h)(Z) = ∆U(f)(Z) .
Proof: We can assume without loss that U is a domain, since the result
holds if and only if it holds for each component of U .
The proof of (A) is simple. For each x ∈ U\V , there is a simple subdomain
W ⊂ U such that x ∈ W and W ∩ V = ϕ. We have h(z) = f(z) on W , so
∆W (h) = ∆W (f), and
∆U (f)|W = ∆W (f)|W = ∆W (h)|W = ∆U(h)|W .
Since U\U can be covered by such W , the result follows.
For part (B), note that Z is compact; fix a simple subdomain V ⊂ U with
Z ⊂ V . By Proposition 6.1, the restrictions of f , g and h to V belong to
BDV(V ). Note that ∂V is compact. Fix ζ ∈ Z, and cover ∂V with a finite
number of balls B(xi, ri)
−
ζ , where the closure of each B(xi, ri)
−
ζ is disjoint
from Z. Without loss, we can assume the B(xi, ri)
−
ζ are pairwise disjoint.
Let pi be the unique boundary point of B(xi, ri)
−
ζ ; it belongs to V \Z. Put
Vi = U ∩ B(xi, ri); then h(z) = f(z) on Vi, and ∂Vi ⊂ ∂V ∪ {pi}.
By the retraction formula for Laplacians,
(rV ,V i)∗(∆V (f)) = ∆V i(f) = ∆V i(h) = (rV ,V i)∗(∆V (h)) .
Since rV ,V i(x) is the identity map on V i\{pi} and rV ,V i(V \V ) = {pi},
∆V (f)|V i\{pi} = ∆V (h)|V i\{pi} .
Combined with the result from (A), this gives ∆V (f)|V \Z = ∆V (h)|V \Z .
Since both ∆V (f) and ∆V (h) have total mass 0,
∆V (f)(Z) = −∆V (f)(V \Z) = −∆V (h)(V \Z) = ∆V (f)(Z) .
2
6.7. Smoothing. In the classical theory, each subharmonic function f is
locally a decreasing limit of C∞ subharmonic functions. These are gotten
by convolving f with a smoothing kernel.
Here there seems to be no smoothing kernel, but nonetheless each sub-
harmonic function is locally a decreasing limit of continuous subharmonic
functions of a special form. The “nicest” functions we have encountered on
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P1Berk are those of the form f(z) = F ◦ rΓ(z), where Γ is a subgraph and
F ∈ CPA(Γ). We deem them to be the smooth functions on P1Berk.
Proposition 6.25. Let U ⊂ P1Berk be a domain, and let f be subharmonic in
U . Then for every simple subdomain V of U , there is a decreasing sequence
of subharmonic functions f1 ≥ f2 ≥ · · · on V such that
A) limn→∞ fn(z) = f(z) pointwise, for each z ∈ V ;
B) for each n, there are a subgraph Γn ⊂ V and a function Fn ∈ CPA(Γn)
such that fn(z) = Fn ◦ rΓn(z).
In particular, each ∆V (fn) is a discrete measure, and the ∆V (fn) converge
weakly to ∆V (f) on V .
Proof: The construction below aims to err on the side of explicitness. We
first construct a sequence of graphs Γn which exhaust V \P
1(Cv), and then
construct functions Fn on them which approximate f . If the assertion holds
for a subdomain V˜ containing V , then it holds for V . Hence, after enlarging
V if necessary, we can assume that each point in ∂V is of type II.
If V is a disc, let x1 be its unique boundary point, take x2 ∈ V \P
1(Cv),
and put Γ˜ = [x1, x2]. If V is not a disc, let Γ˜ be the subgraph spanned by
∂V = {x1, . . . , xm}. There are countably many type II points in V ; list them
as {pn}n≥1. Inductively define Γ1 = Γ˜∪ [x1, p1], and Γn = Γn−1 ∪ [x1, pn] for
n ≥ 2. Then ∂V ⊂ Γ1 ⊂ Γ2 ⊂ · · · , and the graphs Γn exhaust V \P
1(Cv).
The endpoints and branch points of each Γn are type II points, so the
length of each edge of Γn is a rational number. Let Nn be the least common
denominator for the lengths of the edges of Γn, and let Ln be the total path
length of Γn. Thus Ln = Kn/Nn for some integer Kn. Since each edge of
Γn−1 is a union of edges of Γn, it follows that Nn−1|Nn for each n. It is easy
to see that Nn →∞ as n→∞.
For each n, choose points pn,i, i = 1, . . . ,Mn which partition Γn into
segments of length 1/Nn, i.e. which subdivide each edge into subsegments
of length 1/Nn. The endpoints and branch points of Γn are contained in
{pn,i} and because Nn−1|Nn, also {pn−1,i} ⊂ {pn,i}.
Let Fn(x) ∈ CPA(Γn) be the function whose values at the points pn,i
are Fn(pn,i) = f(pn,i), and which interpolates linearly on the intervening
segments. By Lemmas 6.8 and 6.2 f(x) is convex up on each edge of Γn.
Hence Fn(x) ≥ f(x) for all x ∈ Γn. For the same reason, Fn(x) ≥ Fn+1(x)
for all x ∈ Γn. Put fn(z) = Fn ◦ rΓn(z), so fn(z) is constant on branches
off Γn. By Corollary 6.9, f(z) is non-increasing on branches off Γn, so
fn(z) ≥ f(z) for all z ∈ V . Since Fn(x) ≥ Fn+1(x) on Γn, fn(z) ≥ fn+1(z)
for all z ∈ V as well.
As m→∞ the functions fm(x) converge uniformly to f(x) on each fixed
Γn, since f |Γn is continuous and Nm → ∞. Since each z ∈ V \P
1(Cv)
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belongs to some Γn, we see that fn(z)→ f(z) pointwise on V \P
1(Cv). Now
fix q ∈ V ∩ P1(Cv), and consider the path [x1, q]. There is a y ∈ [x1, q)
such that f(x) is non-increasing for x in [y, q). Furthermore each x ∈ [y, q)
belongs to Γn if n is sufficiently large. Hence for each ε > 0, each x ∈ [y, q),
and each sufficiently large n
f(x) + ε ≥ fn(x) ≥ fn(q) ≥ f(q) .
By Corollary 6.9
lim
x→q
x∈[y,q)
f(x) = f(q) .
Hence limn→∞ fn(q) = f(q).
We will now show that each fn(z) is subharmonic on V . Clearly
∆Γn(Fn) =
∑
i=1
cn,iδpn,i(x)
for some cn,i ∈ R. We claim that cn,i ≤ 0 if pn,i /∈ ∂V . By Lemma 6.8, for
each pn,i /∈ ∂V
−
∑
~v at pn,i
d~vf(pn,i) = ∆Γnf(pni) ≤ 0 .
As d~vfn(pn,i) ≥ d~vf(pn,i) for each ~v, this gives cn,i = ∆ΓnFn(pn,i) ≤ 0. Since
fn(z) is constant on branches off Γn,
∆V (fn) = ∆Γn(Fn) =
Mn∑
i=1
cn,iδpn,i(x) .
In particular ∆V (fn) ≤ 0. By construction fn is continuous. By Proposition
6.1, fn is subharmonic on V .
The final assertion, that the measures ∆V (fn) converge weakly to ∆V (f),
follows from the proof of Proposition 6.22(B). We have shown that fn → f
monotonically on each subgraph Γ ⊂ V , which was the hypothesis needed
for the proof of Proposition 6.22(B). 2
7. Applications to Dynamics.
In this section we begin the study of the dynamics of a rational map
ϕ on P1Berk. We first develop a theory of multiplicities for ϕ at points in
P1Berk, with properties analogous to the classical algebraic multiplicies. We
define the pullback and pushforward measures under ϕ, and establish their
functoriality properties.
We then show there is a probability measure µ on P1Berk which satis-
fies ϕ∗(µ) = µ and ϕ
∗(µ) = d · µ. By analogy with the classical case for
P1(C) (see [20],[14]), we call it the Lyubich measure. We also show that
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the potential kernel associated to the Lyubich measure satisfies a certain
energy-minimization principle. These results will be used in a forthcoming
paper ([3]) concerning equidistribution of points of small dynamical height.
We have been informed that independently Chambert-Loir/Thuillier and
Favre/Rivera-Letelier have constructed measures on P1Berk with the prop-
erties above. Presumably their measures coincide with ours. One of the
main insights of our construction is that the Lyubich measure is “the mi-
nus Laplacian of the Call-Silverman local height”. It will be interesting to
learn what their constructions say about it. In this context, we note that
Szpiro, Tucker and Piniero ([31]) have constructed a sequence of blowups of
a rational map on P1/Spec(Ov), leading to a sequence of discrete measures
supported on the special fibres, which we expect should converge weakly to
the Lyubich measure.
7.1. The action of a rational function on P1Berk. Let ϕ(T ) ∈ Cv(T ) be
a rational function of degree d ≥ 1. The action of ϕ(T ) on P1Berk is defined
by
[g]ϕ(x) = [g ◦ ϕ]x (7.1)
for all g ∈ Cv(T ) for which g ◦ ϕ belongs to the stalk of the Berkovich
structure sheaf at x. If x is not of type I, then Cv(T ) ⊂ OX,x, as was
shown in Section 2. If x ∈ P1(Cv), then (7.1) defines the usual action of ϕ,
since y = ϕ(x) if and only if |g(y)|v = |g(ϕ(x))|v for all linear polynomials
g = T − a ∈ Cv[T ] and for g = 1/T .
Note that if x ∈ P1Berk\P
1(Cv), then ϕ(x) ∈ P
1
Berk\P
1(Cv), because the
seminorm [g]ϕ(x) is defined for all g ∈ P
1(Cv) and has kernel 0, whereas for
each a ∈ P1(Cv) the seminorm [g]a = |g(a)|v is only defined on a subring of
Cv(T ) and has a nonzero kernel. By considering the induced maps on the
stalks and residue fields, and the description of the stalks and residue fields
given in Section 2, one sees that ϕ takes type I points to type I points, type
II points to type II points, type III points to type III points, and type IV
points to type IV points.
7.2. Analytic Multiplicities. In this subsection we will use the theory of
subharmonic functions to define multiplicities for ϕ on points of P1Berk.
For classical points a, b ∈ P1(Cv) with ϕ(a) = b, write mϕ,b(a) for the
multiplicity of ϕ at a. For a, b with ϕ(a) 6= b, put mϕ,b(a) = 0. Thus for
each b ∈ Cv
div(ϕ(T )− b) =
∑
ϕ(a)=b
mϕ,b(a)δa(x)−
∑
ϕ(a)=∞
mϕ,∞(a)δa(x) ,
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and for each b ∈ P1(Cv) ∑
a∈P1(Cv)
mϕ,b(a) = d .
We seek multiplicities on P1Berk which share these properties.
Given b ∈ Cv, put hb,∞(x) = logv([ϕ(T )− b)]x). Our starting point is the
fact that hb,∞(x) ∈ BDV(P
1
Berk) and
∆P1
Berk
(hb,∞) =
∑
ϕ(a)=∞
mϕ,∞(a)δa(x)−
∑
ϕ(a)=b
mϕ,b(a)δa(x) ,
(7.2)
as shown in Example 5.3. On the other hand, by Corollary 3.2, for each
x ∈ P1Berk and b ∈ Cv, δ(x, b)∞ = [T − b]x. Hence
δ(ϕ(x), b)∞ = [T − b]ϕ(x) = [ϕ(T )− b]x ,
so hb,∞(x) = logv(δ(ϕ(x), b)∞).
Now let ζ ∈ P1(Cv) be arbitrary, and put hb,ζ(x) = logv(δ(ϕ(x), b)ζ).
There is a constant C such that
δ(x, b)ζ = C ·
δ(x, b)∞
δ(x, ζ)∞ δ(b, ζ)∞
.
Taking logarithms and applying the Laplacian shows that hb,ζ(x) ∈ BDV(P
1
Berk)
and
∆P1
Berk
(hb,ζ) =
∑
ϕ(a)=ζ
mϕ,∞(a)δa(x)−
∑
ϕ(a)=b
mϕ,b(a)δa(x) .
(7.3)
It is easy to see that this formula holds for b =∞ as well.
Now consider hb,ζ(x) = logv(δ(ϕ(x), b)ζ) for an arbitrary b ∈ P
1
Berk\{ζ},
still assuming ζ ∈ P1(Cv).
First suppose b is of type II or type III. Put r = diamζ(b) and fix a point
b0 ∈ B(b, r)
−
ζ ∩ P
1(Cv). Then δ(x, b)ζ = max(r, δ(x, b0)ζ) so
hb,ζ(x) = max(logv(r), logv(δ(ϕ(x), b0)ζ) .
By Proposition 6.11(D), hb,ζ(x) is subharmonic on U := P
1
Berk\{ϕ
−1({ζ}).
The set
Z := ϕ−1(B(b, r)ζ) = {x ∈ P
1
Berk : δ(ϕ(x), b0)ζ ≤ r} ⊂ U
is compact and disjoint from ϕ−1({ζ}), so by Proposition 6.24(B),
∆U(hb,ζ)(Z) = ∆U (hb0,ζ)(Z) = −d .
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On the other hand, hb,ζ(x) = hb0(x, ζ) on P
1
Berk\Z. Since hb0,ζ(x) ∈ BDV(P
1
Berk),
it follows that hb,ζ ∈ BDV(P
1
Berk), and
∆P1
Berk
(hb,ζ) = ∆U(hb,ζ) +
∑
ϕ(a)=ζ
mϕ,ζ(a)δa(x) . (7.4)
We will now consider the functions hb0,ζ(x) and hb,ζ(x) from another point
of view, which will enable us to see that ∆U (hb,ζ) is a discrete measure.
Let a1, . . . , ad, ζ1, . . . , ζd ∈ P
1(Cv) be the points such that ϕ(ai) = b0 and
ϕ(ζi) = ζ , listed with multiplicities. Put
f(x) =
d∑
i=1
logv(δ(x, ai)ζi) . (7.5)
By Example 5.2, f(x) ∈ BDV(P1Berk) and
∆P1
Berk
(f) =
d∑
i=1
δζi(x)−
d∑
i=1
δai(x) = ∆P1Berk(hb0,ζ) . (7.6)
Both hb0,ζ(x) and f(x) are continuous on P
1
Berk\{a1, . . . , ad, ζ1, . . . , ζd}, and
their difference is a function in BDV(P1Berk) whose Laplacian is identically
0, so hb0,ζ(x) = f(x) + C for some constant C.
Consider hb0,ζ(x) and hb,ζ(x) on the domain
V = ϕ−1(P1Berk\{b0, ζ}) = P
1
Berk\{a1, . . . , ad, ζ1, . . . , ζd}
whose main dendrite D is the union of the paths (ai, ζj) for i, j = 1, . . . d.
The function hb0,ζ(x) is harmonic on V , so it is constant on branches off D.
Hence, hb,ζ(x) = max(logv(r), hb0,ζ(x)) is also constant on branches off D.
The set
X = {x ∈ D : |hb0,ζ(x)− logv(r)| ≤ 1}
is a compact subset of D, since hb0,ζ(x) is continuous on D and hb0,ζ(x)→∞
as x→ ζi, hb0,ζ(x) → −∞ as x → ai for each i. Note also that D has only
finitely many branch points. Choose a subgraph Γ1 ⊂ D which has X and
all the branch points of D in its interior, and then choose an exhaustion of
D by subgraphs ΓN with Γ1 ⊂ Γ2 ⊂ · · · . Thus, for all N ≥M , ΓN is gotten
by extending edges of ΓM towards {a1, . . . , ad, ζ1, . . . , ζd}.
Since the restriction to ΓN of each term logv(δ(x, ai)ζ) in (7.6) belongs to
CPA(ΓN ), the restriction of hb0,ζ(x) = f(x)+C to ΓN belongs to CPA(ΓN ).
Hence the restriction of hb,ζ(x) to ΓN belongs to CPA(ΓN) as well. It follows
that
∆Γ(hb,ζ) =
∑
ciδpi(x)−
∑
djδqj (x) (7.7)
for certain points pi, qj ∈ ΓN , with ci, dj > 0.
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On the other hand, by the compatibility of Laplacians with retraction
maps and (7.4),
∆ΓN (hb,ζ) = (rΓN )∗(∆P1Berk(hb,ζ))
= (rΓN )∗(∆U (hb,ζ)) + (rΓN )∗(
∑
i
mϕ,ζ(ζi)δζi(x)) . (7.8)
Here (rΓN )∗(∆U(hb,ζ)) is a non-positive measure with mass −d on rΓN (Z),
while (rΓN )∗(
∑
imϕ,ζ(ζi)δζj(x)) is a positive measure with mass d supported
on the points rΓ(ζi), which are disjoint from rΓN (Z). Since the total mass
∆ΓN (hb,ζ)(ΓN) = 0, it follows that the pi in (7.7) are the points rΓ(ζi), and
the qj belong to Z ∩ ΓN = {x ∈ ΓN : hb0,ζ(x) ≤ logv(r)}. Moreover each
ci = mϕ,ζ(ζi) ∈ Z.
We claim that the qj belong to {x ∈ ΓN : hb0,ζ(x) = logv(r)}, and that
each dj ∈ Z. The first assertion is trivial: if hb0,ζ(x) < logv(r), then hb,ζ(z) =
logv(r) is constant in a neighborhood of x on ΓN , so ∆ΓN (hb,ζ)(x) = 0. For
the second, note that
dj = ∆Γ(hb,ζ)(qj) = −
∑
~v at qj
d~vhb,ζ(qj) . (7.9)
Fix ~v, and let e be the edge emanating from qj in the direction ~v. As
hb,ζ(x) = max(logv(hb0,ζ(x), logv(r)), either hb,ζ(x) is constant on e near qj ,
in which case d~vhb,ζ(qj) = 0; or hb,ζ(x) coincides with hb0,ζ(x) for x ∈ e near
qj. In that case, by (7.5)
d~vhb,ζ(qj) = d~vhb0,ζ(qj) =
d∑
i=1
d~v(logv(δ(x, ai)ζi)(qj) .
(7.10)
However, each function logv(δ(x, ai)ζi) has constant slope 1 on the path
(ai, ζi), and slope 0 on each branch off that path. Hence each directional
derivative d~vhb,ζ(qj) belongs to Z, and dj ∈ Z.
Since X is contained in the interior of ΓN , each qj belongs to the inte-
rior of ΓN . By the compatibility of Laplacians with retraction maps, this
means the qj are independent of N . Since hb,ζ(x) is constant on branches
off D, necessarily ∆P1
Berk
(hb,ζ) is supported on D. Hence the negative part
of ∆P1
Berk
(hb,ζ) is supported on the qj.
In summary, we have shown that for hb,ζ(x) = logv(δ(ϕ(x), b)ζ),
∆P1
Berk
(hb,ζ) =
∑
i
mϕ,ζi(ζ)δζi(x)−
∑
j
djδqj (x) , (7.11)
where each qj belongs toD∩Z, each dj > 0 is an integer, and
∑
dj = deg(ϕ).
Note that
Z = Zb,ζ = {x ∈ P
1
Berk : δ(ϕ(x), b)ζ ≤ diamζ(b)} . (7.12)
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We now will consider hb,ζ(x) from a third point of view, and show that
the points qj belong to ϕ
−1({b}). To see this, let ξ ∈ P1(Cv) be arbitrary,
and note that there is a constant C such that for all y ∈ P1Berk.
δ(y, b)ξ = C ·
δ(y, b)ζ
δ(y, ξ)ζ δ(b, ξ)ζ
. (7.13)
Here δ(b, ξ)ξ is a finite nonzero constant since b /∈ P
1(Cv). Replacing y by
ϕ(x), taking logarithms and applying the Laplacian, we find that
∆P1
Berk
(hb,ξ) = ∆P1
Berk
(hb,ζ)−∆P1
Berk
(hξ,ζ)
= (
∑
i
mϕ,ζi(ζ)δζi(x)−
∑
j
djδqj (x))
−(
∑
i
mϕ,ζi(ζ)δζi(x)−
∑
i
mϕ,ξi(ξ)δξi(x))
=
∑
i
mϕ,ξi(ξ)δξi(x)−
∑
j
djδqj(x) (7.14)
where the ξi are the points with ϕ(ξi) = ξ. Thus, the qj depend only on b,
not ζ . Applying (7.12) with ζ replaced by ξ, we see that each qj belongs to⋂
ξ∈P1(Cv)
{x ∈ P1Berk : δ(ϕ(x), b)ξ ≤ diamξ(b)} .
We now apply following lemma to conclude that ϕ(qj) = b:
Lemma 7.1. For each b ∈ P1Berk⋂
ξ∈P1(Cv)
{y ∈ P1Berk : δ(y, b)ξ ≤ diamξ(b)} = {b} .
Proof: Suppose y 6= b. Consider the path Γ = [y, b]. Let w be a type II
point in the interior of Γ, and let ξ ∈ P1(Cv) be a point with rΓ(ξ) = w.
Then w lies on the interior of the path [b, ξ] and is the point where the paths
[y, ξ] and [b, ξ] meet, so δ(y, b)ξ = δ(w, b)ξ > δ(b, b)ξ = diamξ(b). 2
For each qj ∈ ϕ
−1(b), we define the analytic multiplicitymϕ,qj(b) = dj . For
all other q, put mϕ,q(b) = 0. Thus 0 ≤ mϕ,q(b) ∈ Z,
∑
qmϕ,q(b) = deg(ϕ),
and (7.11) becomes
∆P1
Berk
(hb,ζ) =
∑
ϕ(ζi)=ζ
mϕ,ζi(ζ)δζi(x)−
∑
ϕ(qj)=b
mϕ,qj(ζ)δqj(x) .
(7.15)
So far this only holds for points b of type II or III (and I). We will now ex-
tend it to points of type IV. If b is of type IV, take a sequence of type II points
b1, b2, . . . approaching b, with b ∈ B(bi, diamζ(bi)ζ) for each i. The functions
hbi,ζ(x) decrease monotonically to hb,ζ(x). By Proposition 6.11(D), hb,ζ(x)
is subharmonic in U , and by Proposition 6.22(B), the measures ∆U (hbi,ζ)
converge weakly to ∆U(hb,ζ) on simple subdomains of U .
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Suppose q ∈ supp(∆U(hb,ζ)), and let V be a neighborhood of V of q con-
tained in U . For all sufficiently large i, there are points of supp(∆U(hbi,ζ))
in V . Since each ∆U (hbi,ζ) is a sum of point masses with positive integer
weights, ∆U (hb,ζ)(V ) is a positive integer. Choosing a sequence of neigh-
borhoods V1 ⊃ V2 ⊃ · · · with ∩
∞
k=1Vk = {b}, we see that
∆U(hb,ζ)(V1) ≥ ∆U (hb,ζ)(V2) ≥ · · · .
As each ∆U(hb,ζ)(Vk) is a positive integer, the ∆U (hb,ζ)(Vk) must stabilize
at an integer m > 0, and ∆U(hb,ζ)({q}) = m. We define mϕ,q(b) = m. Since
the total mass of ∆U(hb,ζ) is deg(ϕ), ∆U(hb,ζ) must be a discrete measure,
and we put mϕ,q(b) = 0 if q /∈ supp(∆U(hb,ζ)). Each q ∈ supp(∆U(hb,ζ)) is
a limit of points qi ∈ supp(∆U (hbi,ζ)) with ϕ(qi) = bi, so by continuity
ϕ(q) = lim
i→∞
ϕ(qi) = lim
i→∞
= b .
Since hb,ζ(x) coincides with hbi,ζ(x) in a neighborhood of each ζi, it follows
that hb,ζ ∈ BDV(P
1
Berk) and (7.15) holds. By a computation similar to
(7.14), the mϕ, q(b) depend only on b, and not on ζ .
Finally, we lift the restriction that ζ ∈ P1(Cv). Formula (7.13) holds
for any ξ ∈ P1Berk. Repeating the computation (7.14), we see that for any
b, ξ ∈ P1Berk with b 6= ξ, the function hb,ξ(x) = logv(δ(ϕ(x), b)ξ) belongs to
BDV(P1Berk) and its Laplacian satisfies (7.15). We summarize this with the
following Proposition.
Proposition 7.2. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function.
Then for each b, ζ ∈ P1Berk with b 6= ζ, the function hb,ζ(x) = logv(δ(ϕ(x), b)ζ)
belongs to BDV(P1Berk).
Furthermore, as b ranges over P1Berk, there is a unique way to assign mul-
tiplicities mϕ,b(q) to points q ∈ P
1
Berk in such a way that
A) 0 ≤ mϕ,b(q) ∈ Z, with mϕ,b(q) = 0 unless ϕ(q) = b.
B)
∑
ϕ(q)=bmϕ,b(q) = deg(ϕ) .
C) For points q of type I, the mϕ,b(q) coincide with the usual algebraic
multiplicities.
D) For all ζ 6= b ∈ P1Berk,
∆P1
Berk
(hb,ζ) =
∑
ϕ(ξ)=ζ
mϕ,ζ(ξ)δξ(x)−
∑
ϕ(q)=b
mϕ,b(q)δq(x) .
(7.16)
Although the analytic multiplicities may seem quite mysterious, for points
q of type II or III there is a simple formula for them. Put b = ϕ(q).
Then P1Berk\{b} has at least two components. Let b0 and ζ be arbitrary
type I points lying in different components of P1Berk\{b}, and let a1, . . . , ad,
ζ1, . . . , ζd be the points with ϕ(ai) = b0, ϕ(ζi) = ζ , listed with their usual
algebraic multiplicities. There are also at least two components of P1Berk\{q}.
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For each component U of P1Berk\{q}, let Na(U) be the number of points
ai ∈ U (counted with multiplicities), and let Nζ(U) be the number of points
ζi ∈ U (counted with multiplicities). Put N
+(U) = max(0, Nζ(U)−Na(U)).
Corollary 7.3. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function. For
each q ∈ P1Berk of type II or type III, if ϕ(q) = b, then
mϕ,b(q) =
∑
components
of P1Berk\{q}
N+(U) . (7.17)
Proof: This is a reformulation of (7.9), (7.10) in the discussion leading to
Proposition 7.2. To obtain (7.17), recall that
hb0,ζ(x) =
d∑
i=1
logv(δ(x, ai)ζi) + C , (7.18)
hb,ζ(x) = max(hb0,ζ(x), logv(r)) . (7.19)
Given a direction vector ~v at q in ΓN , let e be the edge of ΓN emanating
from q in the direction ~v. The directional derivative d~vhb0,ζ(q) is the sum of
the terms d~v(logv(δ(x, ai)ζi), for i = 1, . . . , d. Each such term is +1 if the
path from ai to ζi passes through edge e in the direction ~v. It is −1 if the
path from ai to ζi passes through e in the direction opposite ~v, and 0 if the
path does not pass through edge e. The edge e belongs to a component U of
P1Berk\{q}; it follows that d~vhb0,ζ(q) = Nζ(U)−Na(U). If d~vhb0,ζ(q) ≥ 0 then
d~vhb,ζ(q) = d~vhb0,ζ(q); otherwise d~vhb,ζ(q) = 0. For the components U of
P1Berk\{q} not containing edges of ΓN , automatically Na(U) = Nζ(U) = 0.
Hence
mϕ,b(q) =
∑
~v at q
d~vhb,ζ(q)
=
∑
U
N+(U) .
2
Note that we have not yet shown that if ϕ(q) = b, then mϕ,b(q) > 0. That
fact follows from
Proposition 7.4. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function.
Let b1, b2, . . . ∈ P
1
Berk approach b in the Berkovich topology. Then the mea-
sures
µbi =
∑
ϕ(qij)=bi
mϕ,bi(qij)δqij(x)
converge weakly to µb =
∑
ϕ(qj)=bmϕ,b(qj)δqj (x) on each simple subdomain
of P1Berk.
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Proof: Let V be a simple subdomain of P1Berk. Without loss we can
assume P1Berk\V is nonempty. Take ζ ∈ P
1(Cv)\V . Put U = P
1
Berk\ϕ
−1({ζ};
we must show the measures ∆U(hbi,ζ) converge weakly to ∆U(hbi,ζ) on V .
By Proposition 6.22, it is enough to show that for each subgraph Γ ⊂ V ,
the subharmonic functions hbi,ζ(x) converge uniformly to hb,ζ(x) = logv(δ(ϕ(x), b)ζ
on Γ. For this, it suffices show that the functions logv(δ(y, bi)ζ) converge
uniformly to logv(δ(y, b)ζ) on ϕ(Γ). There are two cases to consider.
First, suppose b /∈ ϕ(Γ). Since Γ is compact and ϕ is continuous, ϕ(Γ) is
compact. Since P1Berk is a compact Hausdorff space, there are neighborhoods
W of ϕ(Γ) and Z of b with disjoint closures. Note that ζ /∈ ϕ(Γ) since Γ ⊂ U ,
and b 6= ζ by hypothesis. After deleting a suitably small neighborhood of ζ
from W and Z if necessary, we can assume that ζ /∈ W ∪ Z. By Proposi-
tion 3.10, δ(y, z)ζ is continuous and bounded below on W × Z. Since P
1
Berk
is a metric space, logv(δ(y, z)ζ) is uniformly continuous on W × Z. Hence,
as bi → b, the functions hbi,ζ(x) = logv(δ(ϕ(x), bi)ζ) converge uniformly to
hb,ζ(x) = logv(δ(ϕ(x), b)ζ) on Γ.
Next, suppose b ∈ ϕ(Γ). In particular, b ∈ P1Berk\P
1(Cv), so there is a
constant C such that
logv(δ(y, z)ζ) = jb(y, z)− jb(y, ζ)− jb(z, ζ) + C
for all y, z ∈ P1Berk. Noting that jb(y, b) = jb(b, ζ) = 0, we see that
| logv(δ(y, bi)ζ)− logv(δ(y, b)ζ)| = |jb(y, bi)− jb(bi, ζ)|
≤ jb(y, bi) + jb(bi, ζ) . (7.20)
Fix ε > 0, and let ρ(x, y) denote the path length metric on P1Berk\P
1(Cv).
Note that we do not know that ϕ(Γ) is a subgraph: it is compact and
connected, but it could conceivably have infinitely many branch points.
Nonetheless it is shown in Lemma 7.11 below that the path metric topology
on ϕ(Γ) coincides with the induced topology from P1Berk. Let W1 ⊂ P
1
Berk be
a connected open set containing b such that
ϕ(Γ) ∩W1 ⊂ Bρ(b, ε) := {z ∈ ϕ(Γ) : ρ(z, b) < ε} .
Let c ∈ (b, ζ) be a point such that ρ(c, b) < ε, put Γ˜ = [b, c], and put
W2 = r
−1
Γ˜
([b, c)). ThenW2 is an open set containing b, and r[b,ζ](W2) = [b, c).
Put W = W1 ∩W2. Since the bi converge to b in the Berkovich topology,
there is an N such that bi ∈W for all i ≥ N .
Take i ≥ N , and let y range over ϕ(Γ). Recall that jb(y, bi) = ρ(b, w),
where w is the point where the paths [y, b] and [bi, b] meet. Since bi ∈ W
and y ∈ ϕ(Γ), both of which are connected, it follows that w ∈ ϕ(Γ)∩W ⊂
Bρ(b, ε). Hence 0 ≤ jb(y, bi) = ρ(b, w) < ε. Likewise, jb(bi, ζ) is the point
t where the paths [bi, b] and [ζ, b] meet. Since bi ∈ W2, it follows that
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t = r[b,ζ](bi) ∈ [b, c), so 0 ≤ jb(bi, ζ) ≤ ρ(b, t) < ε. By (7.20),
| logv(δ(y, bi)ζ)− logv(δ(y, b)ζ)| < 2ε .
2
Before proving the assertion concerning the topology of ϕ(Γ), let us note
some consequences of Proposition 7.4.
Corollary 7.5. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function. Then
for each q and b in P1Berk,
mϕ,b(q) > 0 if and only if ϕ(q) = b .
Proof: Only the direction (⇐=) requires proof. Suppose ϕ(q) = b. Take
a sequence of type I points q1, q2, · · · converging to q, and put bi = ϕ(qi) for
each i. For Type I points, the analytic multiplicites coincide with the usual
algebraic multiplicities, so for each qij ∈ ϕ
−1({bi}) we have mϕ,bi(qij) > 0.
In particular mϕ,bi(qi) > 0. Since the measure µb in Proposition 7.4 is the
weak limit of the measures µbi and all the multiplicities are integers, it
follows that mϕ,q(b) > 0. 2
Corollary 7.6. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function. Then
ϕ : P1Berk → P
1
Berk is open in the Berkovich topology. It is surjective, and for
each b ∈ P1Berk there are at most d = deg(ϕ) points q with ϕ(q) = b.
Proof: If there were an open set U ⊂ P1Berk such that ϕ(U) was not open,
there would be a point q ∈ U such that b = ϕ(q) was a limit of points
b1, b2, . . . /∈ ϕ(U). By Corollary 7.5, mϕ,b(q) > 0, and by Proposition 7.4
the measures µbi converge weakly to µb. Hence for each sufficiently large i
there is a point qij ∈ supp(µbi) = ϕ
−1({bi} which belongs to U . It follows
that bi = ϕ(qij) ∈ U , contradicting our assumption that bi /∈ U .
The fact that the measure µb in Proposition 7.4 has total mass d gives
surjectivity. Corollary 7.5, together with the fact that each mϕ,q(b) is a
non-negative integer, shows there are at most d points with ϕ(q) = b. 2
Corollary 7.7. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function, and
take q ∈ P1Berk. For each neighborhood U of q, there is a neighborhood V of
q such that the function
MU (x) =
∑
y∈U
ϕ(y)=ϕ(x)
mϕ,ϕ(x)(y)
is constant for x ∈ V .
Proof: This follows immediately from weak convergence; it is equivalent
to the assertion that if q1, q2, . . . ∈ P
1
Berk is a sequence of points converging
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to q, and if b = ϕ(q) and bi = ϕ(qi), then for the measures µb and µbi in
Proposition 7.4, limi→∞ µbi(U) = µb(U). 2
Define the “ramification function” Rϕ : P
1
Berk → Z≥0 by
Rϕ(x) = mϕ,ϕ(x)(x)− 1 . (7.21)
Corollary 7.8. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function. The
ramification function Rϕ(x) is upper semicontinuous, and takes integer val-
ues in the range 0 ≤ n ≤ deg(ϕ)− 1. Furthermore Rϕ(q) = 0 if and only if
ϕ is locally injective at q.
Proof: Proposition 7.2 and Corollary 7.5 show that Rϕ(x) takes integer
values in the range 0 ≤ y ≤ d− 1.
For the upper semicontinuity, fix q ∈ P1Berk and let U be a neighborhood
of q such that q is the only point in ϕ−1({ϕ(q)}) ∩ U . By Corollary 7.7,
there is a neighborhood V of q such that for each x ∈ V ,∑
y∈U
ϕ(y)=ϕ(x)
mϕ,ϕ(x)(y) = mϕ,ϕ(q)(q)
In particular, mϕ,ϕ(x)(x) ≤ mϕ,ϕ(q)(q) for each x ∈ V .
If Rϕ(q) = 0 then mϕ,ϕ(q)(q) = 1, so Corollary 7.7 shows there is a neigb-
horhood V of q such that mϕ,ϕ(x) = 1 for all x ∈ V , and for each x ∈ V
there are no other points x′ in U with ϕ(x′) = ϕ(x). Conversely, if ϕ is
one-to-one on a neighborhood V of q, the type I points all have multiplicity
1, and they are dense in V . By Proposition 7.4, mϕ,ϕ(q)(q) = 1 for all q ∈ V .
2
Example 7.1. It is well known that there are only finitely many points in
P1(Cv) where ϕ(T ) is ramified. However, the situation is very different on
Berkovich space.
Consider ϕ(T ) = T 2. For a point x ∈ A1Berk corresponding to a disc
B(a, r) (i.e. for a point of type II or III), Proposition 7.4 shows that ϕ is
ramified at x (that is, Rϕ(x) ≥ 1) if and only if there are distinct points
a1, a2 ∈ B(a, r) for which ϕ(a1) = ϕ(a2), that is, a
2
1 = a
2
2, so a1 = −a2. It
follows that x is ramified if and only if r ≥ |a1 − (−a1)| = |2a1|v for some
a1 ∈ B(a, r).
If r ≥ |2a1| for some a1 ∈ B(a, r), then r ≥ |a−a1|v ≥ |2|v·|a−a1|v = |2a−
2a1|v, so r ≥ |2a|v by the ultrametric inequality. Conversely, if r ≥ |2a|v,
then −a ∈ B(a, r). Thus ϕ is ramified at x if and only if r ≥ |2a|v.
If the residue characteristic of Cv is not 2, then |2a|v = |a|v. so ϕ is
ramified at the point corresponding to B(a, r) if and only r ≥ |a|v, or equiv-
alently, if and only if B(a, r) = B(0, r). These are the points corresponding
to the interior of the path [0,∞] in P1Berk. One sees easily that ϕ is not
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ramified at any points of type IV. On the other hand its classical ramifica-
tion points in P1(Cv) are precisely 0 and ∞. Thus, the ramification locus
of ϕ(T ) is [0,∞].
If the residue characteristic of Cv is 2, then |2a|v = |a|v/2 (assuming
|x|v is normalized so that it extends the usual absolute value on Q2). In
this case, ϕ is ramified at a point x corresponding to a disc B(a, r) if and
only if r ≥ |a|v/2. A little thought shows this is a much larger set than
[0,∞]: for each a ∈ C×v it contains the line of discs {B(a, t) : |a|v/2 ≤ t ≤
|a|v} which is a path leading off [0,∞]. The union of these paths gives an
infinitely branched dendritic structure whose interior is open in the path
metric topology. If one views P1Berk as A
1
Berk ∪ {∞}, the ramification locus
of ϕ could be visualized as an inverted Christmas tree. If one considers the
small model of P1Berk, it would look like a spindle around the axis [0,∞]. 
We now return to the assertion concerning the path-length topology on
ϕ(Γ) which was used in the proof of Proposition 7.4. This will be a con-
sequence of continuity properties of ϕ relative to the path-length topology
which are of independent interest.
Put P1Berk,0 = P
1
Berk\P
1(Cv), the set of type II, III, and IV points in P
1
Berk.
We have encountered P1Berk,0 as a set many times before, but now we will
study it as a space in its own right, giving it the path-length topology. Let
ρ(x, y) be the path length metric; it is finite for all x, y ∈ P1Berk,0.
Lemma 7.9. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function of degree
d = deg(ϕ). Then ϕ acts on P1Berk,0, and for all x, y ∈ P
1
Berk,0
ρ(ϕ(x), ϕ(y)) ≤ d · ρ(x, y) .
Proof: We already know that ϕ takes P1Berk,0 to P
1
Berk,0. For the assertion
about path distances, we use the notation from the discussion preceding
Proposition 7.2. Consider the subgraph Γ = [ϕ(x), ϕ(y)] in P1Berk. Take
b0, ζ ∈ P
1(Cv) with rΓ(b0) = ϕ(x), rΓ(ζ) = ϕ(y). Thus ϕ(x) and ϕ(y) lie on
the path [b0, ζ ]. It follows that
ρ(ϕ(x), ϕ(y)) = | logv(δ(ϕ(x), b0)ζ)− logv(δ(ϕ(y), b0)ζ)| .
(7.22)
However, the function hb0,ζ(x) = logv(δ(ϕ(x), b0)ζ) has the representation
(7.18)
hb0,ζ(x) =
d∑
i=1
logv(δ(x, ai)ζi) + C
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where the ai and ζi are the pre-images of b0 and ζ , listed with multiplicities.
Inserting this in (7.22) gives
ρ(ϕ(x), ϕ(y)) ≤
d∑
i=1
| logv(δ(x, ai)ζi)− logv(δ(y, ai)ζi)| .
(7.23)
For each q ∈ P1Berk,0 the representation of the Hsia kernel in terms of jq(z, w)
gives
logv(δ(x, ai)ζi)− logv(δ(y, ai)ζi)
= (jq(x, ai)− jq(x, ζi)− jq(ai, ζi) + C)
−(jq(y, ai)− jq(y, ζi)− jq(ai, ζi) + C)
= jq(x, ai)− jq(x, ζi) + jq(y, ζi)− jq(y, ai) .
Now take q = x; then jx(x, ai) = jx(x, ζi) = 0, so
| logv(δ(x, ai)ζi)− logv(δ(y, ai)ζi)| = |jx(y, ζi)− jx(y, ai)| .
Here jx(y, ζi) = ρ(x, w) where w ∈ [x, y] is the point where the paths [y, x]
and [ζi, x] meet. Likewise, jx(y, ai) = ρ(x, t) where t ∈ [x, y] is the point
where the paths [y, x] and [ai, x] meet. Since w, t ∈ [x, y] clearly |ρ(x, w)−
ρ(x, t)| < ρ(x, y). Hence
| logv(δ(x, ai)ζi)− logv(δ(y, ai)ζi)| ≤ ρ(x, y) .
Inserting this in (7.23) gives the result. 2
The bound in the lemma is sharp, as shown by the example ϕ(T ) = T d,
which takes the point x ∈ [0,∞] corresponding toB(0, r) to the point ϕ(x) ∈
[0,∞] corresponding toB(0, rd). Using the definition of the logarithmic path
length, we see that ρ(ϕ(x), ϕ(y)) = d · ρ(x, y) for each x, y ∈ (0,∞).
Corollary 7.10. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function.
Then
A) ϕ : P1Berk → P
1
Berk is continuous for the Berkovich topology.
B) ϕ : P1Berk,0 → P
1
Berk,0 is continuous for the path length topology.
Proof: We already know ϕ is continuous on P1Berk for the Berkovich topol-
ogy; this follows from the definition of the Berkovich topology. The assertion
about its continuity on P1Berk,0 for the path length topology is immediate
from Lemma 7.9. 2
Write ℓ(Γ) for the path length of a subgraph Γ ⊂ P1Berk. For any connected
subset Z ⊂ P1Berk, define the path length
ℓ(Z) = sup
subgraphs Γ ⊂ Z
ℓ(Γ) .
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Lemma 7.11. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function of
degree d = deg(ϕ), and let Γ ⊂ P1Berk be a subgraph. Then
A) ϕ(Γ) is compact and connected for the path length topology.
B) ℓ(ϕ(Γ)) ≤ d · ℓ(Γ) .
C) The path length topology on ϕ(Γ) coincides with the induced topology
from the Berkovich topology on P1Berk.
Proof: Assertion (A) is trivial, since ϕ is continuous for the path length
topology, and Γ is compact and connected in the path length topology.
For (B), let Γ˜ be an arbitrary subgraph of ϕ(Γ). Choose a set of partition
points X = {x1, . . . , xm} ⊂ Γ such that all the endpoints and branch points
of Γ are among the xi, and such that for each endpoint and branch point p
of Γ˜, there is an xi ∈ X with ϕ(xi) = p. Let A be the set of pairs (i, j) such
that xi and xj are adjacent in Γ, and put
Γ′ =
⋃
(i,j)∈A
[ϕ(xi), ϕ(xj)] .
(Note that we are taking the segments [ϕ(xi), ϕ(xj)], not the path images
ϕ([xi, xj ])). Then Γ
′ is a subgraph of ϕ(Γ) which contains all the endpoints
and branch points of Γ˜, and hence contains Γ˜. For each (i, j) ∈ A, Lemma
7.9 gives ρ(ϕ(xi), ϕ(xj)) ≤ d · ρ(xi, xj). Hence
ℓ(Γ˜) ≤ ℓ(Γ′) ≤
∑
(i,j)∈A
ρ(ϕ(xi), ϕ(xj)) = d · ℓ(Γ) .
Taking the sup over all subgraphs shows ℓ(ϕ(Γ)) ≤ d · ℓ(Γ).
For (C), we introduce the following notation. Given a connected subset
Z ⊂ P1Berk,0 and a point b ∈ Z, put
radius(b, Z) = sup
x∈Z
ρ(b, x) .
We will show that for each b ∈ ϕ(Γ), and for each ε > 0, there are a finite
number of points p1, . . . , pm ∈ ϕ(Γ) distinct from b, such that if V is the con-
nected component of ϕ(Γ)\{p1, . . . , pm} containing b, then radius(b, V ) < ε.
To construct the points pi, put Z0 = ϕ(Γ). If radius(b, Z0) < ε there is noth-
ing to show. Otherwise, let q1 ∈ Z0 be a point with ρ(b, q1) ≥ ε. Let p1
be the midpoint of [b, q1] and let Z1 be the connected component of Z0
containing b. Then ℓ(Z1) ≤ ℓ(ϕ(Γ)) − ε/2. Inductively suppose Zn has
been constructed with ℓ(Zn) ≤ ℓ(ϕ(Γ)) − n · ε/2. If radius(b, Zn) < ε, put
V = Zn. Otherwise, let qn ∈ Zn be a point with ρ(b, qn) ≥ ε, and let pn be
the midpoint of [b, qn]. Let Zn+1 be the connected component of Zn\{pn}
containing b. Then ℓ(Zn+1) ≤ ℓ(ϕ(Γ)) − (n + 1) · ε/2. This process must
terminate, since ℓ(ϕ(Γ)) ≤ d · ℓ(Γ) is finite by part (B). Let U be the con-
nected component of P1Berk\{p1, . . . , pm} containing b. Then U is open in
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P1Berk, and
ϕ(Γ) ∩ U = V ⊂ Bρ(b, ε) = {x ∈ ϕ(Γ) : ρ(b, x) < ε} .
From this we see that each set V ⊂ ϕ(Γ) which is open for the path-
length topology, is open for the relative Berkovich topology. Conversely, if
V ⊂ ϕ(Γ) is open for the relative Berkovich topology and b ∈ V , let W be a
basic open neighborhood of b in P1Berk for which W ∩ ϕ(Γ) ⊂ V . Then W is
a simple domain; write ∂W = {x1, . . . , xm}. Put ε = minj(ρ(b, xj)). Then
Bρ(b, ε) is an open neighbhorhood of b in the path length topology on ϕ(Γ)
which is contained in V . 2
7.3. The Pushforward and Pullback measures. Let ϕ(T ) ∈ Cv(T ) be
a nonconstant rational function.
If ν is a bounded Borel measure on P1Berk, the pushforward measure ϕ∗(ν)
is the Borel measure defined by
ϕ∗(ν)(U) = ν(ϕ
−1(U))
for all Borel subsets U ⊂ P1Berk. Here ϕ
−1(U) is a Borel set because ϕ is
continuous for the Berkovich topology.
The pullback measure ϕ∗(ν) is more complicated to define. If g(x) is a
continuous function on P1Berk, then ϕ∗(g) is the function given by
ϕ∗(g)(y) =
∑
ϕ(x)=y
mϕ,x(y) · g(x) .
We claim that ϕ∗(g) is continuous. To see this, fix p ∈ P
1
Berk, and take
ε > 0. Let q1, . . . , qr ∈ P
1
Berk be the points with ϕ(qi) = p. Choose disjoint
neighborhoods U1, . . . , Ur with qi ∈ Ui. Since g is continuous, after shrinking
Ui, we can assume that
|g(x)− g(qi)| < ε
for all x ∈ Ui. For each Ui, let Vi be the neighborhood of qi given by
Corollary 7.7 such that
MUi(x) =
∑
t∈Ui
ϕ(t)=ϕ(x)
mϕ,ϕ(x)(t)
is constant for x ∈ Vi. Without loss we can assume Vi ⊂ Ui.
Put W = ∩ri=1ϕ(Vi). By Corollary 7.6 each ϕ(Vi) is open and contains
p, so W is a neighbhorhood of V . Fix y ∈ W , and let y1, . . . , ys be the
preimages of y under ϕ. Each yj belongs to Vi for some i. On the other
hand, for each Ui, ∑
yj∈Ui
mϕ,y(yj) = mϕ,p(qi)
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and
∑
j mϕ,y(yj) =
∑
imϕ,p(qi) = deg(ϕ). Therefore
|ϕ∗(g)(y)− ϕ∗(p)| ≤
r∑
i=1
∑
yj∈Ui
mϕ,y(yj) · |g(yj)− g(qi)|
≤ (
∑
j
mϕ,y(yj)) · ε = d · ε .
This shows ϕ∗(g) is continuous. The construction also shows ‖ϕ∗(g)‖ ≤
d · ‖g‖, where ‖g‖ = supx∈P1
Berk
|g(x)|.
The pullback measure ϕ∗(ν) is the measure representing the bounded
linear functional Λ : C(P1Berk) → R defined by Λ(g) =
∫
ϕ∗(g)(y) dν(y).
Thus ∫
g(x) dν∗(x) =
∫
ϕ∗(g)(y) dν(y) . (7.24)
These measures satisfy the usual formal functorial properties.
Proposition 7.12. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational function
of degree d = deg(ϕ). Suppose ν is a bounded Borel measure on an open set
U ⊂ P1Berk.
A) Let ν1, ν2, · · · be a sequence of signed Borel measures on U for which
the masses of |νi| are uniformly bounded, and which converge weakly to ν
on compact subsets of U . Then ϕ∗(ν1), ϕ
∗(ν2), · · · converge weakly to ϕ
∗(ν)
on compact subsets of ϕ−1(U).
If U = ϕ−1(ϕ(U)), then ϕ∗(ν1), ϕ∗(ν2), · · · converge weakly to ϕ∗(ν) on
compact subsets of ϕ(U).
B) ϕ∗(ϕ
∗(ν)) = d · ν .
Proof: The first assertion in (A) holds because for each g ∈ C(ϕ−1(U))∫
g(x) dϕ∗(ν) =
∫
ϕ∗(g)(y) dν(y)
= lim
n→∞
∫
ϕ∗(g)(y) dνn(y) = lim
n→∞
∫
g(x) dϕ∗(νn) .
The second holds because for each open subset V ⊂ ϕ(U),
ν∗(V ) = ν(ϕ
−1(V ))
= lim
n→∞
νn(ϕ
−1(V )) = lim
n→∞
ϕ∗(νn)(V ) .
and equality of measures on open sets implies their equality for all Borel
sets.
Part (B) also follows from a simple computation. Formula (7.24) extends
to characteristic functions of Borel sets. For each Borel set E ⊂ P1Berk, the
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identity
∑
ϕ(x)=ymϕ,y(x) = d means that ϕ∗(χϕ−1(E)) = d · χE . Hence
ϕ∗(ϕ
∗(ν))(E) = ϕ∗(ν)(ϕ−1(E))
=
∫
χϕ−1(E)(x) dϕ
∗(ν)(x) =
∫
ϕ∗(χϕ−1(E))(y) dν(y)
=
∫
d · χE(y) dν(y) = d · ν(E) .
2
7.4. The Pullback Formula for subharmonic functions.
Proposition 7.13. Let ϕ(T ) ∈ Cv(T ) be a nonconstant rational map of
degree d. Let U ⊂ P1Berk be a domain, and let f be subharmonic in U . Then
A) The function ϕ∗(f) = f ◦ ϕ is subharmonic in ϕ−1(U).
B) ∆ϕ−1(U)(ϕ
∗(f)) = ϕ∗(∆U(f)) .
Proof:
(A) To see that f ◦ ϕ is subharmonic, we use the Riesz Decomposition
Theorem (Proposition 6.19). Let V be a simple subdomain of U , and put
ν = −∆V (f). Let ζ be an arbitrary point in P
1
Berk\V . Proposition 6.19
shows there is a harmonic function h on V such that for all x ∈ V
f(y) = h(y) +
∫
logv(δ(y, z)ζ) dν(z) .
Composing with ϕ(x) gives
f(ϕ(x)) = h(ϕ(x)) +
∫
V
logv(δ(ϕ(x), z)ζ) dν(z) .
By Corollary 5.23, h(ϕ(x)) is harmonic in V . By Proposition 7.2, for each
z ∈ V the function logv(δ(ϕ(x), z)ζ) is subharmonic in P
1
Berk\ϕ
−1({ζ}),
hence in particular in ϕ−1(V ). Finally, by Proposition 6.12,
F (x) =
∫
V
logv(δ(ϕ(x), z)ζ) dν(z)
is subharmonic on ϕ−1(V ). (The majorizing function required in Proposi-
tion 6.12 can be taken to a constant, since δ(y, z)ζ is bounded from above
on V × V , and ν has finite mass. The function F (x) is not ≡ −∞ on any
component of ϕ−1(V ), since F (x) = f(ϕ(x)) − h(ϕ(x)).) It follows that
f(ϕ(x)) = h(ϕ(x)) + F (x) is subharmonic on ϕ−1(V ). Exhausting U by
simple subdomains V , we see that f(ϕ(x)) is subharmonic on ϕ−1(U).
(B) Let V be a simple subdomain of U . By the smoothing theorem
(Proposition 6.25), there is a decreasing sequence of subharmonic functions
f1 ≥ f2 ≥ · · · on V such that limn→∞ fn(z) = f(z) pointwise for all z ∈
V , and such that each ∆V (fn) is a discrete measure supported on a finite
number of points. We will first prove the pullback formula for the fn.
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Fix ζ ∈ P1Berk\V , and write
νn = −∆V (fn) =
Mn∑
i=1
cniδpni(x)
As in the proof of part (A), there is a harmonic function hn on V such that
for all u ∈ V
fn(y) = hn(y) +
∫
logv(δ(y, z)ζ) dνn(z)
= hn(y) +
Mn∑
i=1
cni logv(δ(y, pni)ζ) .
Composing with ϕ(x) gives
fn(ϕ(x)) = hn(ϕ(x)) +
Mn∑
i=1
cni logv(δ(ϕ(x), pni)ζ) .
As before, hn(ϕ(x)) is harmonic in ϕ
−1(V ). By Proposition 7.2 each function
hni(x) = logv(δ(ϕ(x), pni)ζ) belongs to BDV(P
1
Berk) and
∆P1
Berk
(hni) =
∑
ϕ(ξ)=ζ
mϕ,ζ(ξ) · δξ(x)−
∑
ϕ(a)=pni
mϕ,pni(a) · δa(x)
In particular, hni(x) is subharmonic in ϕ
−1(V ). We also note that for
any p, the measure
∑
ϕ(a)=pmϕ,p(a)δa(x) is precisely the pullback measure
ϕ∗(δp(x)). Hence
∆ϕ−1(V )(hni) = −ϕ
∗(δpni(x)) .
Summing over all i, we find that
∆ϕ−1(V )(fn ◦ ϕ) = −
Mn∑
i=1
cniϕ
∗(δpni(x)) = ϕ
∗(∆V (fn)) .
The functions fn ◦ ϕ(x) decrease monontonically to f ◦ ϕ(x). By the
proof of Proposition 6.22(B), the measures ∆ϕ−1(V )(fn ◦ϕ) converge weakly
to ∆ϕ−1(V )(f ◦ϕ). Proposition 6.22(B) also shows the measures ∆V (fn) con-
verge weakly to ∆V (f). Hence, by Proposition 7.12 the measures ϕ
∗(∆V (fn))
converge weakly to ϕ∗(∆V (f)). Thus
∆ϕ−1(V )(f ◦ ϕ) = ϕ
∗(∆V (f)) .
Exhausting U by a sequence of simple subdomains Vn, we obtain the result.
2
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7.5. Construction of the Lyubich measure. Let ϕ(T ) ∈ Cv(T ) be a
rational function of degree d ≥ 2. Thus, there are coprime polynomials
f1(T ), f2(T ) ∈ Cv[T ] with max(deg(f1), deg(f2)) = d such that ϕ(T ) =
f2(T )/f1(T ).
We are interested in the dynamics of ϕ on P1Berk. Put ϕ
(1)(T ) = ϕ(T ),
and inductively define
ϕ(n)(T ) = ϕ(ϕ(n−1)(T )) = ϕ(n−1)(ϕ(T )) .
Homogenizing f1(T ) and f2(T ), we obtain coprime homogeneous polynomi-
als F1(X, Y ), F2(X, Y ) ∈ Cv[X, Y ] of degree d such that f1(T ) = F1(1, T ),
f2(T ) = F2(1, T ). Write
F1(X, Y ) =
∑
i+j=d
c1,ijX
iY j , F2(X, Y ) =
∑
i+j=d
c2,ijX
iY j .
For the moment, regard F1(X, Y ) and F2(X, Y ) as functions on C
2
v and
write F (x, y) = (F1(x, y), F2(x, y)). Let
‖(x, y)‖v = max(|x|v, |y|v)
be the usual sup norm on C2v. We claim there are numbers 0 < B1 < B2 <∞
such that for all (x, y) ∈ C2v,
B1 · ‖(x, y)‖
d
v ≤ ‖F (x, y)‖v ≤ B2 · ‖(x, y)‖
d
v . (7.25)
The upper bound is trivial, since if B2 = max(|c1,ij|v, |c2,ij|v) then by the
ultrametric inequality
|F1(x, y)|v, |F2(x, y)|v ≤ max
i,j
(|c1,ij|v|x|
i
v|y|
j
v) ≤ B2‖(x, y)‖
d
v .
For the lower bound, note that since F1(1, T ) and F2(1, T ) are coprime,
their resultant b1 = Res(F1(1, T ), F2(1, T )) ∈ Cv is nonzero. By properties
of the resultant, there are polynomials g1(T ), g2(T ) ∈ Cv[T ] of degree at
most d− 1 such that
g1(T )F1(1, T ) + g2(T )F2(1, T ) = b1 .
Homogenizing, we obtain homogenous polynomials G1(X, Y ), G2(X, Y ) of
degree d− 1 for which
G1(X, Y )F1(X, Y ) +G2(X, Y )F2(X, Y ) = b1X
2d−1
(7.26)
Similarly, since F1(U, 1) and F2(U, 1) are coprime, their resultant b2 =
Res(F1(U, 1), F2(U, 1)) is nonzero, and there are homogeneous polynomials
H1(X, Y ), H2(X, Y ) of degree d− 1 such that
H1(X, Y )F1(X, Y ) +H2(X, Y )F2(X, Y ) = b2Y
2d−1 .
(7.27)
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By the upper bound argument applied to G = (G1, G2) and H = (H1, H2),
there is an A2 > 0 such that ‖G(x, y)‖v, ‖H(x, y)|v ≤ A2‖(x, y)‖
d−1
v for all
(x, y) ∈ C2v. By (7.26), (7.27) and the ultrametric inequality,
|b1|v|x|
2d−1
v ≤ A2‖(x, y)‖
d−1
v · ‖F (x, y)‖v ,
|b2|v|y|
2d−1
v ≤ A2‖(x, y)‖
d−1
v · ‖F (x, y)‖v .
Writing A1 = min(|b1|v, |b2|v), it follows that
A1max(‖x, y‖)
2d−1 ≤ A2‖(x, y)‖
d−1
v · ‖F (x, y)‖v .
Thus if B1 = A1/A2, then ‖F (x, y)‖v ≥ B1‖(x, y)‖
d
v.
Taking logarithms, and putting C1 = max(logv(B1), logv(B2)), we have
|
1
d
logv(‖F (x, y)‖v)− logv(‖(x, y)‖v)| ≤
C1
d
. (7.28)
for all ~0 6= (x, y) ∈ C2v. Now iterate F (X, Y ): put F
(1)(X, Y ) = F (X, Y ),
and inductively define
F (n)(X, Y ) = F (F (n−1)(X, Y )) = F (n−1)(F (X, Y )) .
Then F (n)(X, Y ) = (F
(n)
1 (X, Y ), F
(n)
2 (X, Y )) where F
(n)
1 (X, Y ), F
(n)
2 (X, Y ) ∈
Cv[X, Y ] are homogeneous polynomials of degree d
n. Inserting F (x, y) for
(x, y) in (7.28) and iterating, we find that for each n
|
1
dn
logv(‖F
(n)(x, y)‖v)−
1
dn−1
logv(‖F
(n−1)(x, y)‖v)| ≤
C1
dn
.
(7.29)
Put
h(n)ϕ,v(x) =
1
dn
logv(max(|F
(n)
1 (1, x)|v, |F
(n)
2 (1, x)|v)) .
The Call-Silverman local height for ϕ on P1(Cv) (relative to the point ∞
and the dehomogenization F1(1, T ), F2(1, T )), is defined for x ∈ A
1(Cv) by
hϕ,v(x) = lim
n→∞
h(n)ϕ,v(x) . (7.30)
The fact that the limit exists follows from (7.29), as does the bound
|hϕ,v(x)− logv(max(1, |x|v))| ≤
∞∑
n=1
C1
dn
= C . (7.31)
Taking logarithms in the identity
F (n−1)(1, ϕ(x)) = F (n−1)(1,
F2(1, x)
F1(1, x)
) =
F (n)(1, x)
F1(1, x)d
n−1
and letting n→∞ gives the functional equation
hϕ,v(ϕ(x)) = d · hϕ,v(x)− logv(|F1(1, x)|v) , (7.32)
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valid on P1(Cv)\({∞}∪ϕ
−1({∞})). The two properties (7.31), (7.32) char-
acterize the Call-Silverman local height.
We will now “Berkovichize” the local height. For each n, put
hˆ(n)ϕ,v(x) =
1
dn
max(logv([F
(n)
1 (1, T )]x), logv([F
(n)
2 (1, T )]x)))
(7.33)
for x ∈ P1Berk (we regard it as having the value ∞ at x = ∞). Then
hˆ(n)ϕ,v(x) coincides with h
(n)
ϕ,v(x) on A
1(Cv) and is continuous and strongly
subharmonic in A1Berk. We claim that for all x ∈ A
1
Berk
|hˆ(n)ϕ,v(x)− hˆ
(n−1)
ϕ,v (x)| ≤
C1
dn
. (7.34)
Indeed, this holds for all type I points in A1(Cv); such points are dense in
A1Berk and the functions involved are continuous, so it holds for all x ∈ A
1
Berk.
It follows that the functions hˆ(n)ϕ,v(x) converge uniformly to a continuous
subharmonic function hˆϕ,v(x) on A
1
Berk which extends the Call-Silverman
local height hϕ,v(x). By the same arguments as before, for all x ∈ A
1
Berk
|hˆϕ,v(x)− logv(max(1, [T ]x))| ≤ C , (7.35)
and for all x ∈ P1Berk\(∞∪ ϕ
−1({∞})),
hˆϕ,v(ϕ(x)) = d · hˆϕ,v(x)− logv([F1(1, T )]x) . (7.36)
Actually, this can be viewed as an identity for all x ∈ P1Berk, if one views the
right side as given by its limit as x→∞, for x =∞.
Let V1 = A
1
Berk = P
1
Berk\{∞}. Since hˆϕ,v is subharmonic on V1, there is
a non-negative measure µ1 on V1 such that ∆V1(hˆϕ,v) = −µ1. On the other
hand, each hˆ(n)ϕ,v(x) belongs to BDV(P
1
Berk) and satisfies
∆P1
Berk
(hˆ(n)ϕ,v) = δ∞ − µ
(n)
1 ,
where µ
(n)
1 ≥ 0 has total mass 1. Since the hˆ
(n)
ϕ,v converge uniformly to hˆϕ,v
on V1, the µ
(n)
1 converge weakly to µ1 on simple subdomains of V1, and
so µ1(V1) ≤ 1. It follows that hˆϕ,v belongs to BDV(P
1
Berk), and there is a
non-negative measure µ on P1Berk of total mass 1 such that
∆P1
Berk
(hˆϕ,v) = δ∞(x)− µ . (7.37)
(Note that functions in BDV(P1Berk) are allowed take values ±∞ on points
of P1(Cv); the definition of the Laplacian only involves their restriction to
subgraphs Γ, which are necessarily contained in P1Berk\P
1(Cv).)
In the affine patch V2 := P
1
Berk\{0}, relative to the coordinate function
U = 1/T , the map ϕ is given by F1(U, 1)/F2(U, 1). By a construction similar
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to the one above, using the functions F1(U, 1) and F2(U, 1), we obtain a
function gˆϕ,v(x) ∈ BDV(P
1
Berk) which is continuous and subharmonic on V2
and extends the Call-Silverman local height relative to the point 0. For all
x ∈ V2, it satisfies
|gˆϕ,v(x)− logv(max(1, [1/T ]x))| ≤ C , (7.38)
gˆϕ,v(ϕ(x)) = d · gˆϕ,v(x)− logv([F2(1/T, 1)]x) , (7.39)
where (7.39) holds in the same sense as (7.36) Using the identity F (n)(U, 1) =
F (n)(1, T )/T d
n
, taking logarithms, and letting n→∞ gives
gˆϕ,v(x) = hˆϕ,v(x)− logv([T ]x) . (7.40)
Applying the Laplacian and using (7.37) shows that
∆P1
Berk
(gˆϕ,v) = δ0(x)− µ . (7.41)
The construction of the measure µ has been the main goal of this section.
It will be called the Lyubich measure.
Theorem 7.14. Let ϕ(T ) ∈ Cv(T ) have degree d ≥ 2. The Lyubich measure
µ = µϕ on P
1
Berk is non-negative and has total mass 1. It satisfies the
functional equations ϕ∗(µ) = d · µ and ϕ∗(µ) = µ.
Proof: To show ϕ∗(µ) = d · µ, we use (7.36) and (7.39). Let x1, . . . , xd be
the zeros (not necessarily distinct) of F1(1, T ), and put U1 = ϕ
−1(V1) =
P1Berk\{x1, . . . , xd}. By the pullback formula for subharmonic functions
(Proposition 7.13), H(x) := hˆϕ,v(ϕ(x)) is subharmonic on U1, and
∆U1(H) = ϕ
∗(∆V1(hˆϕ,v)) .
Taking Laplacians in (7.36) gives ϕ∗(µ|V1) = d · µ|U1. Likewise, put U2 =
ϕ−1(V2) = P
1
Berk\{y1, . . . , yd}, where y1, . . . , yd are the zeros of F2(1/T, 1) =
F2(1, T )/T
d. Since F1(1, T ) and F2(1, T ) are coprime, the sets {x1, . . . , xd}
and {y1, . . . , yd} are disjoint. Then G(x) := gˆϕ,v(ϕ(x)) is subharmonic on
U2, and satisfies
∆U2(G) = ϕ
∗(∆V2(gˆϕ,v)) .
Taking Laplacians in (7.39) gives ϕ∗(µ|V2) = d · µ|U2. Since V1 ∪ V2 =
U1 ∪ U2 = P
1
Berk, it follows that ϕ
∗(µ) = d · µ.
The identity ϕ∗(µ) = µ follows formally from ϕ
∗(µ) = d · µ. By Proposi-
tion 7.12(B), ϕ∗(ϕ
∗(µ)) = d · µ. Since ϕ∗(µ) = d · µ, this gives ϕ∗(µ) = µ.
2
The Lyubich measure is better behaved than arbitrary measures; in par-
ticular, it is “log-continuous” in the following sense:
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Definition 7.1. A positive measure ω on P1Berk is log-continuous if
uω(x) =
∫
P1
Berk
− logv(‖x, y‖v) dω(y)
is continuous (hence uniformly bounded) on all of P1Berk.
In the definition, − logv(‖x, y‖v) = − logv(δ(x, y)ζ0) = jζ0(x, y) where ζ0 ∈
P1Berk is the Gauss point, the point corresponding to B(0, 1). Thus uω(x) is
the potential function uω(x, ζ0). In the definition, ‖x, y‖v could be replaced
by any other kernel which differs from it by a bounded continuous function;
in particular, it could be replaced by δ(x, y)ζ for any ζ ∈ P
1
Berk\P
1(Cv).
The log-continuity of the Lyubich measure follows from
Proposition 7.15. Let ω be a positive measure on P1Berk for which −ω
is locally the Laplacian of a continous subharmonic function. Then ω is
log-continuous.
Proof: Fix x ∈ P1Berk, and let V ⊂ P
1
Berk be a neighborhood on which
−ω|V = ∆V (f) for some continuous subharmonic function f . After shrink-
ing V if necessary, we can that assume V is a simple domain, and that f is
bounded and strongly subharmonic on V . Put ωV = ω|V , and consider the
potential function
uωV (z, ζ) =
∫
− logv(δ(x, y)ζ) dωV (y) .
By Proposition 6.20, uωV (z, ζ0) is continuous on all of P
1
Berk. It is bounded
since ζ0 /∈ P
1(Cv).
Since P1Berk is compact, a finite number of such simple domains Vi cover
P1Berk. It is easy to see that the assertions made for the restriction of ω to
the Vi hold also for its restriction to their intersections Vi1 ∩ · · · ∩ Vir . By
the inclusion-exclusion formula, uω(z, ζ0) is continuous on P
1
Berk. 2
Example 7.2. A rational function ϕ(T ) ∈ Cv(T ) has good reduction if it can
be written as ϕ(T ) = f2(T )/f1(T ) where f1(T ), f2(T ) ∈ Cv[T ] are coprime
polynomials whose coefficients belong to the ring of integers Oˆv of Cv, and
where the resultant Res(f1, f2) is a unit in Oˆv. (If ϕ(T ) is defined over a
global field, then it has good reduction at all but finitely many v.)
Suppose ϕ(T ) has good reduction, and has degree d ≥ 2. We claim that
the Lyubich measure µϕ coincides with the Dirac measure δζ0(x), where ζ0
is the point of P1Berk corresponding to B(0, 1).
To see this, recall formula (7.25) and note that the proof of that formula
shows that under our hypotheses, B1 = B2 = 1. Thus for all (x, y) ∈ C
2
v,
‖F (x, y)‖v = ‖(x, y)‖
d
v .
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By iteration, for each n, ‖F (n)(x, y)‖ = ‖(x, y)‖d
n
v . Examining the construc-
tion of hˆϕ,v, one finds that
hˆϕ,v(x) = logv(max(1, [T ]x)) = logv(δ(x, ζ0)∞) ,
so ∆(hˆϕ,v) = δ∞(x)− δζ0(x). Hence µϕ = δζ0(x).
7.6. Fatou and Julia sets. In this subsection, we define the Fatou and
Julia sets of a rational map ϕ defined over Cv; these are open and closed
subsets, respectively, of P1Berk. Assuming that the degree of ϕ is at least 2,
we will show that the support of the Lyubich measure is contained in the
Julia set of ϕ. In particular, it will follow that the Julia set in P1Berk of a
rational map ϕ of degree at least two is always non-empty.
In order to define the Fatou and Julia sets, we need to discuss the general
notion of topological equicontinuity. The following definition is taken from
[26, Section 14.2].
Definition 7.2. Let X and Y be topological spaces, let F be a family of
continuous maps from X to Y , and let x ∈ X and y ∈ Y be arbitrary points.
(a) F is topologically equicontinuous at (x, y) if, given any open neigh-
borhood O of y, there exist open neighborhoods U of x and V of y
such that for every f ∈ F , we have f(U) ⊆ O whenever f(U)∩ V is
nonempty.
(b) F is topologically equicontinuous at x if it is topologically equicon-
tinuous at (x, y) for all y ∈ Y .
(c) F is topologically equicontinuous if it is topologically equicontinuous
at all x ∈ X.
We will need the following lemma from [26, Proposition 14.2.1]:
Lemma 7.16. Let F be a family of continuous maps from X to Y which
is topologically equicontinuous at x ∈ X. Then given K ⊆ O ⊆ Y with K
compact and O open, there is a neighborhood U of x such that f(U) ⊆ O
whenever f ∈ F and f(U) ∩K is nonempty.
Definition 7.3. Suppose that X is a topological space and that Y is a
metric space. Let F be a family of continuous maps from X to Y , and let
x be a point of X. We say that F is equicontinuous at x if for every ε > 0,
there exists an open neighborhood U of X such that d(f(x), f(x′)) < ε
for all x′ ∈ U and all f ∈ F . We say that F is equicontinuous if it is
equicontinuous at every x ∈ X.
Topological equicontinuity is then related to equicontinuity as follows (see
[26, Exercise 14.2.3]:
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Proposition 7.17. Suppose that X is a topological space and that Y is a
metric space. Let F be a family of continuous maps from X to Y , and let
x be a point of X. Then:
A) If F is equicontinuous at x, then F is topologically equicontinuous at
x.
B) If Y is compact and F is topologically equicontinuous at x, then F is
equicontinuous at x.
Proof: For (A), suppose that F is equicontinuous at x, let y ∈ Y , and let O
be an open neighborhood of y in Y . Choose ε > 0 such that V := D(y, ε) ⊆
O. By definition of equicontinuity, there exists an open neighborhood U of
x such that d(f(x), f(u)) < ε/3 for all u ∈ U and all f ∈ F . Let f ∈ F ,
and suppose that f(U) ∩ V is nonempty, so that there exists some element
x′ ∈ U such that f(x′) ∈ V . Then for all u ∈ U , we have
d(f(u), y) ≤ d(f(u), f(x)) + d(f(x), f(x′)) + d(f(x′), y)
< ε/3 + ε/3 + ε/3
= ε,
so that f(u) ∈ O.
For (B), suppose Y is compact and F is topologically equicontinuous at x.
Let ε > 0 be arbitrary. Then for each y ∈ Y , there exist open neighborhoods
Uy and Vy of x and y, respectively, such that f(Uy) ⊆ D(y, ε/2) whenever
f(Uy) ∩ Vy 6= ∅.
Since Y is compact, there is a finite subcover V1, . . . , Vn := Vy1, . . . , Vyn
which covers Y . Let U1 . . . , Un be the corresponding sets in X, and let
U = ∩Uj , so that U is an open neighborhood of x.
We claim that d(f(x), f(x′)) < ε whenever x′ ∈ U and f ∈ F . To see this,
note that since x′ ∈ U , we have x′ ∈ Uj for all j. Choosing an index k such
that f(x′) ∈ Vk, we have f(Uk) ∩ Vk 6= ∅, and therefore f(x
′) ∈ D(yk, ε/2).
It follows that
d(f(x), f(x′)) ≤ d(f(x), f(yk)) + d(f(yk), f(x
′))
< ε/2 + ε/2
= ε
as desired. 2
In particular, if X is a topological space and Y is a compact metric space,
then the notions of equicontinuity and topological equicontinuity coincide.
It follows that the equicontinuity of a family F of continuous maps from X
to Y depends only on the underlying topology on Y , not on the choice of a
particular metric on Y .
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Remark 7.1. It is a consequence of the Arzela-Ascoli theorem that if X and
Y are metric spaces, with Y compact, then the notions of equicontinuity
and normality coincide. (For the definition of normality, see [21]).
We now specialize to the case where X = Y = P1Berk. Let F : U → P
1
Berk
be a family of continuous maps, where U ⊆ P1Berk is an open set. We say
that F is equicontinuous on U iff it is topologically equicontinuous in the
above sense.
Remark 7.2. Using the fact that the subspace topology on P1(Cv) coin-
cides with the spherical topology (i.e., the topology defined by the spherical
metric), it follows that equicontinuity in the Berkovich topology at a point
x ∈ P1(Cv) is equivalent to equicontinuity at x with respect to the spherical
metric on P1(Cv). However, equicontinuity at a point of P
1
Berk\P
1(Cv) does
not seem easy to describe in terms of the spherical metric on P1(Cv).
We now define the Fatou and Julia sets of a rational function ϕ(T ) ∈
Cv(T ).
Definition 7.4. The Fatou set of ϕ is the open set Fϕ consisting of all x ∈
P1Berk such that the family Fϕ = {ϕ
(n)}n≥1 of iterates of ϕ is equicontinuous
at x. The Julia set Jϕ of ϕ is the complement of the Fatou set, i.e., Jϕ :=
P1Berk\Fϕ.
By definition, the Fatou set of ϕ is open, and the Julia set of ϕ is compact.
The sets Jϕ(Cv) = Jϕ ∩ P
1(Cv) and Fϕ(Cv) = Fϕ ∩ P
1(Cv) coincide,
respectively, with the Julia sets and Fatou sets of ϕ in Cv as defined in [4],
[16], and [22]. This follows from Remark 7.2.
We now show that if deg(ϕ) ≥ 2, then Jϕ is always non-empty. This
is in contrast to Jϕ(Cv), which is empty whenever the map ϕ has good
reduction (see [22], [4]). We will deduce the fact that Jϕ is non-empty from
the stronger fact that the Lyubich measure µϕ is supported on Jϕ. It seems
likely that the support of µϕ is in fact equal to Jϕ.
Theorem 7.18. The support of µϕ is contained in the Julia set Jϕ.
Proof: Let x0 be a point of the Fatou set. We will show that if U is a
sufficiently small open neighborhood of x0, then µϕ restricted to U is the
zero measure.
First assume that x0 ∈ A
1
Berk. Then it suffices to show that hˆϕ,v(x) is
harmonic on some neighborhood U ⊂ A1Berk of x0. To do this, we follow the
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general outline of an argument of Fornaess and Sibony [13]. Define
O = {x ∈ A1Berk : [T ]x < 2}
K = {x ∈ A1Berk : [T ]x ≤
1
2
}.
By Lemma 7.16, there exists a neighborhood U of x0 such that ϕ
(n)(U) ⊆
O whenever ϕ(n)(U)∩K 6= ∅. Therefore for all n we have either ϕ(n)(U) ⊆ O
or ϕ(n)(U) ⊆ P1Berk\K. Passing to a subsequence ϕ
(nk) and replacing ϕ by
1/ϕ if necessary, we may therefore assume without loss of generality that
ϕ(nk)(U) ⊆ O for all k, or equivalently that [ϕ(nk)(T )]x < 2 for all z ∈ U
and all k. In particular, F
(nk)
1 6= 0 on U for all k.
We now find that, for x ∈ U , we have
hˆ(nk)ϕ,v (x) =
1
dnk
max(logv([F
(nk)
1 (1, T )]x), logv([F
(nk)
2 (1, T )]x))
=
1
dnk
logv([F
(nk)
1 (1, T )]x) +
1
dnk
max(1, logv([ϕ
(nk)(T )]x)).(7.42)
The last term in (7.42) converges uniformly to zero, since the quan-
tity [ϕ(nk)(T )]x is uniformly bounded as k varies. Moreover, the term
1
dnk
logv([F
(nk)
1 (1, T )]x) is harmonic on U for all k. Since hˆ
(nk)
ϕ,v converges uni-
formly to hˆϕ,v, it follows that
1
dnk
logv([F
(nk)
1 (1, T )]x) converges uniformly to
hˆϕ,v on U . Therefore hˆϕ,v is harmonic on U as desired.
Finally, for the case x0 = ∞, apply a similar argument to the function
gˆϕ,v(x), using the coordinate function U = 1/T instead of T . 2
7.7. The Energy Minimization Principle. Recall that for each ζ ∈
P1Berk, the Hsia kernel is
δ(x, y)ζ =
‖x, y‖v
‖x, ζ‖v ‖y, ζ‖v
=
δ(x, y)ζ0
δ(x, ζ)ζ0 δ(y, ζ)ζ0
. (7.43)
Given a log-continuous probability measure µ, define the potential kernel
gµ(x, y) =
∫
P1
Berk
− logv(δ(x, y)ζ) dµ(ζ) + C (7.44)
where the normalizing constant C is chosen so that∫∫
gµ(x, y) dµ(x)dµ(y) = 0 . (7.45)
Using (7.43) one sees that
gµ(x, y) = jζ0(x, y)− uµ(x, ζ0)− uµ(y, ζ0) + C
and that C =
∫∫
jζ0(x, y) dµ(x)dµ(y). Since uµ(z, ζ0) is continuous, gµ(x, y)
inherits the following properties from jζ0(x, y).
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Proposition 7.19. Let µ be a log-continuous probability measure on P1Berk.
Then gµ(x, y) is symmetric, lower semicontinuous everywhere, continuous
off the diagonal, and bounded from below. For each fixed y, the function
Gy(x) = gµ(x, y) is continuous and belongs to BDV(P
1
Berk); it is subharmonic
in P1Berk\{y} and satisfies ∆P1Berk(Gy(x)) = δy(x)− µ.
Given a probability measure ν on P1Berk, define the generalized potential
function
uν(x, µ) =
∫
gµ(x, y) dν(y) , (7.46)
and the µ-energy integral
Iν(µ) =
∫∫
gµ(x, y) dν(x)dν(y) =
∫
uν(x, µ) dν(x) .
(7.47)
Our goal is to prove the following energy minimization principle:
Theorem 7.20. Let µ be a log-continuous probability measure on P1Berk.
Then
A) Iµ(ν) ≥ 0 for each probability measure ν on P
1
Berk, and
B) Iµ(ν) = 0 if and only if ν = µ.
The proof rests on establishing analogues of Maria’s theorem and Frost-
man’s theorem for the functions uν(x, µ). We begin by showing that gener-
alized potential functions have the same properties as usual ones.
Recall that a real-valued function f(z) is lower semi-continuous if
lim inf
z→z
f(x) ≥ f(x)
for each x. This is equivalent to requiring that f−1((b,∞)) be open, for each
b ∈ R. Recall also that f(z) is strongly lower semi-continuous if for each x
lim inf
z→x
f(z) = f(x) .
Proposition 7.21. Let µ be a log-continuous probability measure on P1Berk,
and let ν be an arbitrary probability measure on P1Berk. Then uν(x, µ) is
strongly lower semi-continuous everywhere, and is continuous at each z /∈
supp(ν). For each p ∈ P1(Cv), as x approaches p along any path [y, p],
lim
x→p
x∈[y,p)
f(x) = f(p) .
Moreover, uν(z, µ) belongs to BDV(P
1
Berk), and ∆P1Berk(uν(x, µ)) = ν − µ.
Proof: Note that
uν(x, µ) =
∫∫
jζ0(x, y)− jζ0(x, ζ)− jζ0(y, ζ) dµ(ζ)dν(y)
= uν(x, ζ0)− uµ(x, ζ0)−D .
BERKOVICH LINE 143
Here D =
∫
uµ(y, ζ0) dν(y) is a finite constant. Since uµ(x, ζ0) is bounded
and continuous everywhere, the assertions about continuity, strong lower-
semicontinuity, and path limits follow from the corresponding facts for
uν(x, ζ0) proved in Proposition 4.7.
We have also seen in Example 5.4 that uν(x, ζ0) and uµ(x, ζ0) belong to
BDV(P1Berk). By the computations of the Laplacians there, ∆(uν(x, µ)) =
(ν − δζ0(x))− (µ− δζ0(x)) = ν − µ. 2
The following lemma plays a key role in the proof of Maria’s theorem for
the generalized potential function uν(z, µ). We have used its analogue for
standard potential functions many times.
Lemma 7.22. Let Γ be a subgraph of P1Berk, and let ν be an arbitrary prob-
ability measure on P1Berk. Then for each ζ ∈ P
1
Berk\P
1(Cv), the restriction of
uν(x, ζ) to Γ is finite and continuous.
Proof: First note that for any ξ ∈ P1Berk\P
1(Cv), there is a constant C
such that
uν(x, ζ) = uν(x, ξ) + jζ0(x, ξ)− jζ0(x, ζ) + C . (7.48)
To see this, compute
uν(x, ζ)− uν(x, ξ) =
∫
jζ0(x, y)− jζ0(x, ζ)− jζ0(y, ζ) dν(y)
−
∫
jζ0(x, y)− jζ0(x, ξ)− jζ0(y, ξ) dν(y)
= jζ0(x, ξ)− jζ0(x, ζ)
+
∫
jζ0(y, ξ) dν(y)−
∫
jζ0(y, ζ) dν(y) .
Since ζ0, ξ and ζ all belong to P
1
Berk\P
1(Cv), the functions jζ0(y, ξ) and
jζ0(y, ζ) are bounded and continuous on P
1
Berk, and hence the integrals in
the last line are finite.
Now take ξ = rΓ(ζ). Note that there is a constant C1 such that
jξ(x, y) + C1 = jζ0(x, y)− jζ0(x, ξ)− jζ0(y, ξ) .
By (7.48), to show that uν(x, ζ) is continuous on Γ it suffices to show that
uν(x, ξ) is continuous on Γ, since jζ0(x, ξ) and jζ0(x, ζ) are continuous on all
of P1Berk. However, for x ∈ Γ,
uν(x, ξ) =
∫
jξ(x, y) dν(y) + C1
=
∫
Γ
jξ(x, rΓ(y)) dν(y) + C1 =
∫
Γ
jξ(x, w) dν(w) + C1
where ν = (rΓ)∗(ν). Since jξ(x, w) is bounded and continuous for (x, w)
Γ× Γ, it follows that that uν(x, ξ) is finite and continuous on Γ. 2
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Proposition 7.23. (Maria) Let µ be a log-continuous probability measure
on P1Berk, and let ν be a probability measure on P
1
Berk. If there is a constant
M < ∞ such that uν(z, µ) ≤ M on supp(ν), then uν(z, µ) ≤ M for all
z ∈ P1Berk.
Proof: Put E = supp(ν), and let U be a component of P1Berk\E. By Propo-
sition 7.21 uν(z, µ) is continuous on U and ∆U (uν(z, µ)) ≤ 0. Hence uν(z, µ)
is subharmonic on U . We will use the maximum principle for subharmonic
functions and the representation uν(z, µ) = uν(z, ζ0)−uµ(z, ζ0)−D to show
that uν(z, µ) ≤ M on U .
First we will show that for each type I point x ∈ ∂U ,
lim sup
p→x
p∈U
uν(p, µ) ≤ uν(x, µ) . (7.49)
Fix x ∈ ∂U ∩ P1(Cv), and let p1, p2, . . . be a sequence of points in U which
approach x. Fix ε > 0. Since uµ(z, ζ0) is continuous, there is a neighborhood
V of x on which |uµ(z, ζ0)− uµ(x, ζ0)| < ε.
Since ‖z, w‖v is continuous off the diagonal, for each pn there is a point
pn ∈ E such that ‖pn, pn‖v ≤ ‖pn, w‖v for all w ∈ E. By the ultrametric
inequality, for each w ∈ E
‖pn, w‖v ≤ max(‖pn, pn‖v, ‖pn, w‖v) = ‖pn, w‖v . (7.50)
Since pn → x and x is of type I, limn→∞ ‖pn, x‖v → 0. By (7.50), ‖pn, x‖v ≤
‖pn, x‖v. It follows that pn → x as well.
Let n be large enough that pn, pn ∈ V . Then |uµ(pn, ζ0) − uµ(x, ζ0)| ≤ ε
and |uµ(pn, ζ0)− uµ(x, ζ0)| ≤ ε, so |uµ(pn, ζ0)− uµ(pn, ζ0)| ≤ 2ε. Using this,
(7.50), and the definition of a potential function,
uν(pn, ζ0) = uν(pn, ζ0)− uµ(pn, ζ0)−D
=
∫
− logv(‖pn, w‖v) dν(w)− uµ(pn, ζ0)−D
≤
∫
− logv(‖pp, w‖v) dν(w)− uµ(pn, ζ0)−D + 2ε
= uν(pn, µ) + 2ε ≤ M + 2ε .
Since ε > 0 is arbitrary, we obtain (7.49).
Suppose there were a point p0 ∈ U where uν(p0, µ) > M . Fix σ > 0 with
uν(p0, µ) ≥ M + σ. Write f(z) = uν(z, µ). We will construct a sequence of
points p1, p2, . . . approaching ∂U and lying on a path, with f(pn) ≥M + σ
for each n.
If the main dendrite of U is empty, then U is a disc (it cannot be P1Berk,
since supp(ν) is nonempty). Let x be its unique boundary point, and put
D = [x, p0]. Take a sequence of points p1, p2, . . . ∈ D with pn → x. By
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Corollary 6.9, f(z) is non-increasing on paths away from the boundary point
x, so M + σ ≤ f(p1) ≤ f(p2) ≤ · · · .
If the main dendrite D of U is nonempty, then since f(z) is non-increasing
on branches off the main dendrite, we can assume that p0 lies on the main
dendrite. Take a sequence of subgraphs Γ(n) ⊂ D which exhaustD. Without
loss we can assume that p0 ∈ Γ
(1)
0 and that Γ
(n) ⊂ Γ(n+1)0 for each n. After
enlarging Γ(n) slightly if necessary, we can also assume that rΓ(n)(∂U) =
∂Γ(n) for each n.
Inductively construct p1, p2, . . . as follows. Since uν(z, µ) is subharmonic
on U , Lemmas 6.4, 6.6, and 6.7 show that its restriction to each Γ(n) belongs
to BDV(Γ(n)) and achieves its maximum on Γ(n) at a point of rΓ(n)(∂U).
Let p1 ∈ ∂Γ
(1) be a point where f(p1) ≥ M + σ. Suppose we have found
pn ∈ ∂Γ
(n) with f(pn) ≥M + σ, which is a local maximum for f(z) on Γ
(n),
and such that p0, p1, . . . , pn lie on a path.
Viewing pn as a point of Γ
(n+1), let the direction vectors at pn be ~v1, . . . , ~vm.
Since pn belongs to Γ
(n+1)
0 , necessarily m ≥ 2. As pn ∈ ∂Γ
(n), one of them,
say ~v1, leads into Γ
(n). The others lead into edges e2, . . . , em of Γ
(n+1). For
each k ≥ 2, the edge ek corresponds to a component Ck of Γ
(n+1)\Γ(n); let
T (k) = Ck ∪ {pn} be the closure of Ck. Then ~vk is the unique direction
vector at pn leading into T
(k). Note that each T (k) is a subtree of D with
rT (k)(∂U) = ∂T
(k).
Since pn ∈ Γ
(n+1)
0 , Lemma 6.8 shows that
0 ≥ ∆Γ(n+1)(f)(pn) = −
m∑
k=1
d~vkf(pn) .
Here d~v1f(pn) ≤ 0, since pn is a local maximum for f(z) on Γ
(n). Hence
there must be some k ≥ 2 with d~vkf(pn) ≥ 0. Fix such a k and consider
f(z) on T (k). By Lemma 6.8, ∆T (k)f(x) ≤ 0 on T
(k). By our choice of k,
∆T (k)f(pn) ≤ 0. Hence ∆T (k)(f)
+ ⊂ ∂T (k)\{pn}.
Lemmas 6.5 and 6.8 show that f(z) is either constant on T (k) or achieves
its maximum on Tk at a point of ∆T (k)(f)
+. In either case there is a point
p ∈ ∂T (k)\{pn} where f(z) achieves its maximum. Put pn+1 = p. Then
pn+1 ∈ ∂Γ
(n+1), f(pn+1) ≥M + σ, and pn+1 is a local maximum for f(z) on
Γ(n+1). By construction the points p0, p1, . . . , pn+1 lie on a path.
Since the graphs Γ(n) exhaust D, the points pn approach a boundary point
x ∈ ∂U ⊂ E. By what we have shown above, x cannot be of type I, since
lim infn→∞ f(pn) ≥M + σ.
Let Γ be the path [p0, x]. It has finite length, since neither p0 nor x is
of type I, so it is a subgraph of P1Berk. By Lemma 7.22, the restriction of
146 ROBERT RUMELY AND MATTHEW BAKER
uν(z, µ) = uν(z, ζ0)− uµ(z, ζ0)−D to Γ is continuous. It follows that
uν(x, µ) = lim
n→∞
uν(pn, µ) ≥ M + σ .
This is a contradiction, since x ∈ ∂U ⊂ E = supp(ν), so uν(x, µ) ≤ M by
hypothesis. Hence uν(z, µ) ≤M on U . 2
Define the ‘µ-Robbin’s constant’ to be
V (µ) = inf
ν
prob meas
Iµ(ν) = infν
prob meas
∫∫
gµ(x, y) dν(x)dν(y),
where ν runs over all probability measures supported on P1Berk. Trivially
V (µ) > −∞, since gµ(x, y) is bounded below, and V (µ) ≤ 0, since Iµ(µ) =
0 by the normalization of gµ(x, y). Taking the weak limit of a sequence
of measures ν1, ν2, . . . for which Iµ(νn) → V (µ) and applying the same
argument used to prove the existence of an equilibrium measure, one obtains
a probability measure ω for which Iµ(ω) = V (µ).
Proposition 7.24. (Frostman) Let µ be a log-continuous probability mea-
sure on P1Berk, and let ω be a probability measure for which Iµ(ω) = V (µ).
Then the generalized potential function uω(z, µ) satisfies
uω(z, µ) ≡ V (µ) on P
1
Berk.
Proof: First, using a quadraticity argument, we will show that uω(z, µ) ≥
V (µ) for all z ∈ P1Berk except possibly on a set f of capacity 0. Then, we
will show that uω(z, µ) ≤ V (µ) on supp(ω). By Maria’s theorem, uω(z, µ) ≤
V (µ) for all z ∈ P1Berk. Since a set of capacity 0 is necessarily contained in
P1(Cv), it follows that uω(z, µ) = 0 on P
1
Berk\P
1(Cv). Finally, if p ∈ P
1(Cv),
let z → p along a path [y, p]. Proposition 7.21 gives uω(p, µ) = V (µ).
Put
f = {z ∈ P1Berk : uω(z, µ) < V(µ)} ,
fn = {z ∈ P
1
Berk : uω(z, µ) < V(µ)− 1/n} , for n = 1, 2, 3, . . . .
Since uω(z, µ) is lower semicontinuous, each fn is closed, hence compact, so
f is an Fσ set. By Corollary 4.10, f has capacity 0 if and only if each fn
has capacity 0.
Suppose fn has positive capacity for some n; then there is a probability
measure σ supported on fn such that Iζ0(σ) :=
∫∫
jζ0(x, y) dσ(x)dσ(y) <∞.
Since gµ(x, y) differs from jζ0(x, y) by a bounded function, Iµ(σ) < ∞ as
well.
Furthermore, since
V (µ) =
∫∫
gµ(x, y) dω(x)dω(y) =
∫
uω(x, µ) dω(x) ,
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there is a point q ∈ supp(µ) with uω(q, µ) ≥ V (µ). Since uω(z, µ) is lower
semicontinuous, there is a neighborhood U of q on which uω(z, µ) > V (µ)−
1/(2n). After shrinking U if necessary, we can assume its closure U is
disjoint from fn. Since q ∈ supp(ω), it follows that M := ω(U) > 0. Define
a measure σ1 of total mass 0 by
σ1 =

M · σ on fn,
−µ on U ,
0 elsewhere.
We claim that Iζ(σ1) is finite. Indeed
Iζ(σ1) = M
2 ·
∫∫
fn×fn
gµ(x, y) dσ(x)dσ(y)
−2M ·
∫∫
fn×U
gµ(x, y) dσ(x)dω(y)
+
∫∫
U×U
gµ(x, y) dω(x)dω(y) .
The first integral is finite by hypothesis. The second is finite because fn and
U are disjoint, so gµ(z, w) is bounded on fn×U . The third is finite because
Iµ(ω) is finite and gµ(z, w) is bounded below.
For each 0 ≤ t ≤ 1, ωt := ω + tσ1 is a probability measure. By an
expansion like the one above,
Iµ(ωt)− Iµ(ω) = 2t ·
∫
E
uω(z, µ) dσ1(z) + t
2 · Iµ(σ1)
≤ 2t · ((V (µ)− 1/n)− (V (µ)− 1/(2n)) ·M + t2 · Iµ(σ1)
= (−M/n) · t+ Iµ(σ1) · t
2 .
For sufficiently small t > 0, the right side is negative. This contradicts the
fact that ω minimizes the energy integral. It follows that fn has capacity 0,
and hence f = ∪∞n=1fn has capacity 0 by Corollary 4.10.
The second part requires showing that uω(z, µ) ≤ V (µ) for all z ∈
supp(ω). If uω(z, µ) > V (µ) for some q ∈ supp(ω), let ε > 0 be small
enough that uω(q, µ) > V (µ) + ε. The lower semicontinuity of uω(z, µ)
shows there is a neighborhood U of q on which uω(z, µ) > V (µ) + ε. Then
T := ω(U) > 0, since q ∈ supp(µ). On the other hand, by Lemma 4.9,
ω(f) = 0 since Iµ(ω) <∞ implies that Iζ0(ω) <∞. Since uω(z, µ) ≥ V (µ)
for all z /∈ f ,
V (µ) =
∫
U
uω(z, µ) dω(z) +
∫
P1
Berk
\U
uω(z, µ) dω(z)
≥ T · (V (µ) + ε) + (1− T ) · V (µ) = V (µ) + Tε
148 ROBERT RUMELY AND MATTHEW BAKER
which is impossible. Hence uω(z, µ) ≤ V (µ) on supp(ω), and Maria’s theo-
rem implies that uω(z, µ) ≤ V (µ) for all z.
As noted at the beginning of the proof, the fact that uω(p, µ) = V (µ) for
all p ∈ P1(Cv), now follows from Proposition 7.21. 2
We can now complete the proof of Theorem 7.20.
Proof: (of Theorem 7.20).
Suppose ω minimizes the energy integral Iµ(ν). By Proposition 7.24,
uω(z, µ) is constant. It follows that ∆(uω(z, µ)) ≡ 0. On the other hand,
by Proposition 7.21, ∆(uω(z, µ)) = ω − µ. Hence ω = µ.
However, Iµ(µ) = 0 by the normalization of gµ(x, y), so V (µ) = 0. It
follows that Iµ(ν) ≥ 0 for all ν, and if Iµ(ν) = 0, then ν = µ. 2
Theorem 7.20 is one of the key results needed in [3] for proving a nonar-
chimedean equidistribution theorem for points of small dynamical height.
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