RESUMO/ABSTRACT
Introduction
In the last 11 years the number of overnights in the Portuguese Autonomous Region of the Azores has increased five times. The impact of this increase in employment, in the balance of payments and in the economy in general as been very significant. Tourism planning is essential since the tourism industry has contributed to a significant share of the gross national product (8%).
Forecasting assumes a fundamental role in tourism planning, according to Archer (1987) The objective is to find out the degree to which the forecast of overnights segmented by country of origin, presents smaller errors when compared with the forecast of the total overnights in the Region. The appropriate forecasting method by a tourist's country of origin, is also analyzed so that potential optimal combinations of separate forecasts can be found in order to forecast the total overnights in Azores. This paper is divided in six sections. After the introduction there is a brief review of the literature regarding tourism demand forecasts. The third and fourth sections define the methodology applied and describe de data used, respectively. The results are presented and analyzed in the fifth section. In the last section, the most important conclusions as well as future research recommendations are presented.
Brief Literature Review
According to Chu (1998a) there are various forecasting techniques available that can be chosen based on the following criteria: the precision of the forecast results, whether the technique is easy to use or not, the cost involved it and whether the forecasting results can be rapidly obtained. As can be seen by the following quote, precision is the most important forecasting characteristic: "The accuracy of the forecasts will affect the quality of the management decision... In the tourism industry, in common with the most other service sectors, the need to forecast accurately is especially acute because of the perishable nature of the product. Unfilled airline seats and unused hotel rooms cannot be stockpiled" (Archer, 1987) . Makridakis et al. (1998) divide forecasting methods into the following two categories:
quantitative and qualitative methods (according to Witt and Witt (1995) the number of qualitative forecasts for the tourism industry is very limited). Quantitative methods are more precise than qualitative methods (Makridakis and Hibon, 1979) . Quantitative techniques can be divided into causal models and time series models. While causal models use functional relations between variables, time series modeling uses past information about the variable in order to estimate its future values. According to the literature, when the objective is to perform short term forecasts, methods based on time series should be used. On the other hand, when the objective is to forecast, as well as explore the impact of independent variables on the forecasted variable, causal methods should be used (Chu, 1988a) .
In the literature survey, the naïve prediction models tend to produce more robust results in comparison to the more sophisticated models (Martin and Witt, 1989; Sheldon, 1993; and Song and Witt, 2000) . According to Kulendran and King (1977) and Kulendran and Witt (2001) , even the prediction models that incorporate the most recent techniques developed in econometric models still present less robust results then the naive methods.
Recentely, Song, Witt and Jensen (2003) have analised the precision of 6 alternative econometric models in tourism prediction. Their conclusions reveal that the results are only slightly more precise in the short-run predictions of sophisticated models than those of simpler time series univariate models.
According to a literature review conducted by Sheldon and Var (1985) covering tourism demand forecasting, the most used forecasting method was time series. According to Witt and Witt (1995) time series models for tourism forecasting are applied when the goal is to compare the forecasting results from the different methods. According to these authors, most studies calculate the degree of accuracy using the same sample that was used as a basis for the estimations.
In a study by Chu (1998b) using six techniques (time series approaches: Naïve I, Naïve II, Linear Trend, Sine Wave, Holt-Winters and ARIMA) in order to forecast tourism demand in ten countries (Japan, Taiwan, South Korea, Hong-Kong, Philippines, Indonesia, Singapore, Thailand, Australia and New Zealand), the ARIMA method was the most accurate for nine of the ten countries in the study, using MAPE (Mean Absolute Percentage Error) as the criteria for accuracy.
As far as the causal methods are concerned and the models' complexity has increased with time (Witt and Witt, 1995) . The same authors also say that even though the results obtained with this methodology are considered satisfactory, their quality is doubtful given that most studies do not test model specification. Within tourism demand causal forecasting methods, we emphasize the Gravitational and Neural Networks models. As Sheldon and Var (1985) state, gravitational models are based on gravitational law principles, where the degree of interaction between two geographical areas varies directly with the concentration of people and inversely with distance. These models have been successfully applied in order to forecast the international tourism flows. There are few studies about neural networks. There objective is to reduce the shortcoming of time series models given that these cannot anticipate variations that not based on past data. On the other hand, time series models do not have the limitations of traditional causal models such as multicolinearity between independent variables (Law, 2000) 
Methodology
Given this study's objective, various time series techniques were used in order to forecast the number of overnights in the Azores, namely: Naïve I (NI), Naïve II (NII), Classic Decomposition (CD), Exponential Smoothing of Holt-Winters with seasonality (HW) and SARIMA.
The forecasts based on naïve techniques are obtained through the following formulas: These two techniques are frequently mentioned in the tourism industry forecasts as stated by Witt and Witt (1995) and Chu (1998b) , amongst others. These techniques are mostly used when the objective is to compare their performance with more sophisticated forecasting techniques. In the Naïve methods, the forecast of the next period is made based on the real observations of the previous period. . We saw a significant correlation between the observations lagged by one interval multiple of twelve -in order to make the process static in average.
In the classic decomposition technique, t t t t Y S T E
The five techniques were applied to the total overnights and to overnights grouped by country of origin. In the last case, and for each method, we forecasted overnights by the tourist's country of origin; afterwards these were all added up in order to evaluate the accuracy of the total overnights forecast method.
The quality of forecasting methods accuracy was evaluated using MSE and MAPE. Given that various scales influence the MSE indicator, and as mentioned by Makidrakis et al.
(1999), more emphasis is placed on the average absolute error percentage assuming no contradicting evidence.
3 Box-Cox transformation:
There is at least one ρ i ≠ 0. (1 ) The total data as well as the segmented data sample reveal a strong seasonal pattern but do not present seasonal characteristics as far as the average and the variance are concerned.
Given that one of the objectives it to test the accuracy quality of each technique, the sample 
Results and Analysis
The following charts show the comparison between the monthly overnights forecasts in the Table 1 presents the ex-post forecast errors in both cases, namely: the total overnights in the Azores based on the total data sample (chart 3); and overnights (chart 4) segmented by tourist's country of origin. In this table, the total overnights forecast based on the segmented data set applies the same method for all eight countries of origin separately.
According to the MAPE error measurement criteria it can be seen that, except with the Naïve and SARIMA methods, the forecast of total overnights in the Azores using the data segmented by country of origin is more precise than the forecast using the total data. We can also see that among all methods used, the Classic Decomposition is the one that seems most accurate for both the total and the segmented data sample. If we analyze the data using the MSE criteria we reach a different conclusion. In this case we can see that the SARIMA method is the one that presents the most accurate results for the total data sample. For the segmented data sample, the Naïve I method is the best. As opposed to other methods, only the Classic Decomposition method presents the biggest accuracy when applied to the segmented data sample.
In short, out of all methods considered, the one with the lowest MSE is the SARIMA method, when using the total data sample. In the case of the segmented data sample the lowest MAPE is obtained using the Classic Decomposition method.
The most significant SARIMA model estimate results in each case (table 1 and 2) are included in the appendix.
According to table 2 and considering the MSE criteria, the Naïve I method gives the best expost forecasts for all countries with the exception of Portugal where the best model is SARIMA. Note that this exception is important in the total overnights forecast for the Azores since Portuguese tourists from Portugal's mainland represent over 60% of total overnights. Under MAPE criteria, the Classic Decomposition method is the best method to the forecast Portuguese tourists overnights as well as to forecast overnights of tourists from other countries. The SARIMA model is the most appropriate to forecast overnights for tourists coming from Germany and United Kingdom. In all other cases, the best method was the Naïve I which seems to be the most accurate. . 8 The forecast of total overnights based on the segmented data sample derived from the sum of the forecast from the most accurate method for each one of the tourists' eight countries of origin.
Based on the previous table and trying to achieve the most accurate forecast of total overnights by country of origin, we have selected the forecasts of the most accurate method for each country of origin, taking into account the MSE and MAPE error measures.
The results presented in table 3 indicate that when the selection criteria of the forecast methods by country of origin is the MSE criteria, there are significant improvements in the total overnights forecast for the Azores using the segmented data sample (these forecasts show better error measures compared to all other methods used). On the other hand, when the selection criteria is the MAPE criteria, the accuracy measure in the forecast of total overnights based on the segmented data sample, is not superior to that of all other methods used.
The forecasts, as presented on table 2 (using the selection criteria MSE), and the actual values are compared in chart 5. In the case of ex-ante forecasts it is worthwhile noticing that the Naïve I method produces a flat forecast. Therefore its use could potentially give a worst accuracy estimate for this particular time series, when the ex-ante temporal forecast horizon is greater than one period.
Similarly, the Naïve II method considers a set growth rate for ex-ante forecasts that cover more than one period. We conclude that this method may also be inadequate for heavily seasonal series. Therefore, if the goal is to conduct an ex-ante forecast covering more than one period based on the segmented set ( For the purpose of ex-ante forecasts coverage more than one period, the total overnight forecasts for segmented data set should be used according to the combination of the best method (selected by MSE), for each country of origin (not including the Naive methods) given that the error measurement is more accurate using MAPE. This can be verified by table 1 and 4, By looking at tables 3 and 4 we can see that the MSE and MAPE accuracy measure in forecasting the total overnights, considering the best method by tourist's country of origin, is consistent, contrary to other previous cases. 
Conclusions
The results obtained with our data set for the Azores do not totally support the SARIMA models superiority in tourism forecasting.
This paper also shows that there is not always a consistency between the error measurement given by the MSE and the MAPE criteria's. This may by due to the existence of very different scales to measure the number of overnights in each tourist's country of origin.
The MSE accuracy measure is the best criteria to select the most accurate method by tourist's country of origin when the objective is to forecast the ex-post and ex-ante total overnights based on the segmented data sample. The forecast made by selecting the best method by country of origin, was the one that achieved the best results under ale forecasting methods, whether using the total data sample, or the segmented data sample
In order to forecast the total overnights in the Azores for the following period based on the segmented data sample, the most accurate method is the SARIMA method for the overnights of Portuguese tourists and applying the Naïve I method for each one of the remaining countries of origin.
When the goal is to forecast the total overnights in the Azores, for a temporal horizon over one period seems to better to use the subdivided data and apply the following method:
Classic Decomposition for overnights forecast of tourists from Spain, United Kingdom and Nordic Countries; Holt-Winters for overnights forecast of tourists from Germany and United
States of America; SARIMA for overnights forecast of tourists from Portugal, France and Other Countries.
Appendices
The following data was obtained from ITSM -PEST, through the maximum likelihood method.
Total Data Sample (Total)
Model: SARIMA (1,1,1)(0,1,1)12
Estimated Model:
X(t) = .4543 X(t-1)+ Z(t) -.8661 Z(t-1) + .000 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7) + .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -1.000 Z(t-12) + .8662 Z(t-13)
Standard deviation of the AR Coefficients:
.161089
Standard deviation of the MA Coefficients:
.111582 .000000 .000000 .000000 .000000
.000000 .000000 .000000 .000000
.000000 .000000 .211135 .000000 
Portugal (PT)
Model: SARIMA (0,1,2)(0,1,1) 12
X(t) = Z(t) -.3366 Z(t-1) -.2182 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7)+ .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -1.000 Z(t-12) + .3366 Z(t-13) + .2182 Z(t-14)
.100766 .102656 .000000 .000000 .000000
.000000 .000000 .229978 .000000
.000000 Residual PACF
Germany (G)
Model: SARIMA (0,1,1) (0,1,1) 12
Estimated Model: X(t) = Z(t) -.5802 Z(t-1) + .000 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7) + .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -.6031 Z(t-12) + .3499 Z(t-13)
Standard deviation of the MA Coefficients: .090294 .000000 .000000 .000000 .000000
.000000 .000000 .153620 .000000 X(t) = -.7350 X(t-1) -.5172 X(t-2) -.4509 X(t-3) -.3378 X(t-4)+ Z(t) + .000 Z(t-1) + .000 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7)+ .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -.9921 Z(t-12) X(t) = .000 X(t-1) + .000 X(t-2) + .000 X(t-3) + .000 X(t-4)+ .000 X(t-5) + .000 X(t-6) + .000 X(t-7) + .000 X(t-8) + .000 X(t-9) + .000 X(t-10) + .000 X(t-11) -.2331 X(t-12) + Z(t) -.7736 Z(t-1) Estimated Model: X(t) = -.5375 X(t-1) -.3913 X(t-2) -.2843 X(t-3)+ Z(t) + .000 Z(t-1) + .000 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7)+ .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -.7377 Z(t-12) Estimated Model: X(t) = .000 X(t-1) + .000 X(t-2) + .000 X(t-3) + .000 X(t-4)+ .000 X(t-5) + .000 X(t-6) + .000 X(t-7) + .000 X(t-8)+ .000 X(t-9) + .000 X(t-10) + .000 X(t-11) -.3160 X(t-12) + Z(t) -.2165 Z(t-1) X(t) = .000 X(t-1) + .000 X(t-2) + .000 X(t-3) + .000 X(t-4)+ .000 X(t-5) + .000 X(t-6) + .000 X(t-7) + .000 X(t-8)+ .000 X(t-9) + .000 X(t-10) + .000 X(t-11) + .2376 X(t-12) + Z(t) -.8845 Z(t-1) -.4863 Z(t-2) + .000 Z(t-3)+ .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7)+ .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -.9987 Z(t-12) + .8834 Z(t-13) + .4856 Z(t-
14)
Standard deviation of the AR Coefficients: .000000 .000000 .000000 .000000 .000000
.000000 .000000 .114678
Standard deviation of the AR Coefficients: .165951 .101448 .000000 .000000 .000000
.000000 .000000 .234718 .000000
.000000 Estimated Model: X(t) = -.1973 X(t-1) -.06348 X(t-2) -.4113 X(t-3) + Z(t) + .000 Z(t-1) + .000 Z(t-2) + .000 Z(t-3) + .000 Z(t-4) + .000 Z(t-5) + .000 Z(t-6) + .000 Z(t-7)+ .000 Z(t-8) + .000 Z(t-9) + .000 Z(t-10) + .000 Z(t-11) -.9987 Z(t-12) Residual PACF
