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FINITE ELEMENT APPROXIMATIONS OF SYMMETRIC
TENSORS ON SIMPLICIAL GRIDS IN Rn: THE LOWER ORDER
CASE
JUN HU AND SHANGYOU ZHANG
Abstract. In this paper, we construct, in a unified fashion, lower order fi-
nite element subspaces of spaces of symmetric tensors with square-integrable
divergence on a domain in any dimension. These subspaces are essentially
the symmetric H(div) − Pk (1 ≤ k ≤ n) tensor spaces, enriched, for each
n − 1 dimensional simplex, by (n+1)n
2
H(div) − Pn+1 bubble functions when
1 ≤ k ≤ n − 1, and by
(n−1)n
2
H(div) − Pn+1 bubble functions when k = n.
These spaces can be used to approximate the symmetric matrix field in a mixed
formulation problem where the other variable is approximated by discontinu-
ous piecewise Pk−1 polynomials. This in particular leads to first order mixed
elements on simplicial grids with total degrees of freedom per element 18 plus
3 in 2D, 48 plus 6 in 3D. The previous record of the degrees of freedom of first
order mixed elements is, 21 plus 3 in 2D, and 156 plus 6 in 3D, on simplicial
grids. We also derive, in a unified way and without using any tools like dif-
ferential forms, a family of auxiliary mixed finite elements in any dimension.
One example in this family is the Raviart-Thomas elements in one dimension,
the second example is the mixed finite elements for linear elasticity in two
dimensions due to Arnold and Winther, the third example is the mixed finite
elements for linear elasticity in three dimensions due to Arnold, Awanou and
Winther.
Keywords. mixed finite element, symmetric finite element, first order system,
conforming finite element, simplicial grid, inf-sup condition.
AMS subject classifications. 65N30, 73C02.
1. Introduction
The constructions, using polynomial shape functions, of stable pairs of finite
element spaces for approximating the pair of spaces H(div,Ω; S)×L2(Ω;Rn) in first
order systems are a long-standing, challenging and open problem, see [4, 6]. For
mixed finite elements of linear elasticity, many mathematicians have been working
on this problem and compromised to weakly symmetric or composite elements, cf.
[3, 7, 8, 32, 34, 36, 37, 38]. It is not until 2002 that Arnold and Winther were able
to propose the first family of mixed finite element spaces with polynomial shape
functions in two dimensions [10]. Such a two dimensional family was extended to a
three dimensional family of mixed elements [6], while the lowest order element with
k = 2 was first proposed in [2]. We refer interested readers to [2, 5, 6, 10, 12, 18,
The first author was supported by the NSFC Projects 11271035, 91430213 and 11421101.
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11, 22, 27, 33, 39, 40, 9, 13, 19, 23, 24, 29, 28], for recent progress on mixed finite
elements for linear elasticity.
In very recent papers [30] and [31], Hu and Zhang attacked this open and chal-
lenging problem by initially proposing new ideas to design discrete stress spaces
and analyze the discrete inf-sup condition. In particular, they were able to con-
struct suitable H(div,Ω; S)− Pk space, with k ≥ 3 for 2D, and k ≥ 4 for 3D, finite
element spaces for the stress discretization in both two and three dimensions. In
[26], Hu constructed, in a unified fashion, suitable H(div,Ω; S) − Pk space with
k ≥ n + 1, and proposed a set of degrees of freedom for the shape function space,
in any dimension.
The purpose of this paper is to extend those elements in [26] to lower order cases
where 1 ≤ k ≤ n. Since it is, at moment, very difficult to prove that the pair of
H(div)−Pk and L
2−Pk−1 spaces is stable, the H(div)−Pk space has to be enriched
by some higher order polynomials whose divergence are in Pk−1. Thanks to [26],
it suffices to control the piecewise rigid motion space. Hence, we only need to add,
for each n− 1 dimensional simplex, (n+1)n2 H(div) − Pn+1 bubble functions when
2 ≤ k ≤ n − 1, and (n−1)n2 H(div) − Pn+1 bubble functions when k = n. This in
particular leads to first order mixed elements on simplicial grids with total degrees
of freedom per element 18 plus 3 in 2D, 48 plus 6 in 3D. The previous record of the
degrees of freedom of first order mixed elements is, 21 plus 3 in 2D, and 156 plus
6 in 3D, on simplicial grids. These enriched bubble functions belong to the lowest
order space from a family of auxiliary discrete stress spaces which, together with
the Pk−1 space, form a stable pair of spaces for first order systems. Note that these
spaces in this auxiliary family are constructed in a unified and direct way and that
no tools like differential forms are used. One example in this auxiliary family is the
Raviart–Thomas elements in one dimension, the second example is the mixed finite
elements for linear elasticity in two dimensions due to Arnold and Winther [10], the
third example is the mixed finite elements for linear elasticity in three dimensions
due to Arnold, Awanou and Winther [6].
We end this section by introducing first order systems and related notations.
We consider mixed finite element methods of first order systems with symmetric
tensors: Find (σ, u) ∈ Σ× V := H(div,Ω; S)× L2(Ω;Rn), such that{
(Aσ, τ) + (divτ, u) = 0 for all τ ∈ Σ,
(divσ, v) = (f, v) for all v ∈ V.
(1.1)
Here the symmetric tensor space for the stress Σ is defined by
H(div,Ω; S) :=
{
τ =
τ11 · · · τ1n... ... ...
τn1 · · · τnn
 ∈ H(div,Ω;Rn×n) ∣∣∣ τT = τ},(1.2)
and the space for the vector displacement V is
L2(Ω;Rn) :=
{(
u1, · · · , un
)T ∣∣∣ ui ∈ L2(Ω), i = 1, · · · , n}.(1.3)
This paper denotes by Hk(T ;X) the Sobolev space consisting of functions with
domain T ⊂ Rn, taking values in the finite-dimensional vector space X , and with
all derivatives of order at most k square-integrable. For our purposes, the range
space X will be either S, Rn, or R. Let ‖ · ‖k,T be the norm of H
k(T ), S denote
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the space of symmetric tensors, H(div, T ; S) consist of square-integrable symmetric
matrix fields with square-integrable divergence. The H(div) norm is defined by
‖τ‖2H(div,T ) := ‖τ‖
2
0,T + ‖divτ‖
2
0,T .
L2(T ;Rn) is the space of vector-valued functions which are square-integrable. Here,
the compliance tensor A = A(x) : S → S, characterizing the properties of the
material, is bounded and symmetric positive definite uniformly for x ∈ Ω.
The rest of the paper is organized as follows. In the next section, we present
some preliminary results from [26]; see also [30] and [31], for the cases n = 2 and
n = 3, respectively. In Section 3, based on these preliminary results, we propose
a family of auxiliary mixed finite elements. In Section 4, we present lower order
mixed finite elements and analyze the well–posedness of the discrete problem and
error estimates of the approximation solution. In Section 5, we present the first
order mixed elements. In Section 6, we give a way to construct these added bubble
functions for each face in three dimensions. The paper ends with Section 6 which
lists some numerics.
2. Preliminary results
Suppose that the domain Ω is subdivided by a family of shape regular simplicial
grids Th (with the grid size h). We introduce the finite element space of order k ≥ 1
on Th.
Σk,h :=
{
σ ∈ H(div,Ω; S), σ|K ∈ Pk(K; S) ∀K ∈ Th
}
,(2.1)
where Pk(K;X) denotes the space of polynomials of degree ≤ k, taking value in the
space X .
To define the degrees of freedom for the shape function space Pk(K; S), let
x0, · · · ,xn be the vertices of simplex K. The referencing mapping is then
x : = FK(xˆ) = x0 +
(
x1 − x0, · · · , xn − x0
)
xˆ,
mapping the reference tetrahedron Kˆ := {0 ≤ xˆ1, · · · , xˆn, 1 −
n∑
i=1
xˆi ≤ 1} to K.
Then the inverse mapping is
xˆ : =
ν
T
1
...
νTn
 (x− x0),(2.2)
where ν
T
1
...
νTn
 = (x1 − x0, · · · , xn − x0)−1 .(2.3)
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By (2.2), these normal vectors are coefficients of the barycentric variables:
λ1 : = ν1 · (x− x0),
...
λn : = νn · (x− x0),
λ0 : = 1−
n∑
i=1
λi.
For any edge xixj of element K, i 6= j, let ti,j denote associated tangent vectors,
which allow for us to introduce the following symmetric matrices of rank one
(2.4) Ti,j := ti,jt
T
i,j , 0 ≤ i < j ≤ n.
For these matrices of rank one, we have the following result from [26]; see also [30]
and [31], for the cases n = 2 and n = 3, respectively.
Lemma 2.1. The (n+1)n2 symmetric tensors Ti,j in (2.4) are linearly independent,
and form a basis of S.
With these symmetric matrices Ti,j of rank one, we define a H(div,K; S) bubble
function space
ΣK,k,b :=
∑
0≤i<j≤n
λiλjPk−2(K;R)Ti,j(2.5)
Define the full H(div,K; S) bubble function space consisting of polynomials of
degree ≤ k
(2.6) Σ∂K,k,0 := {τ ∈ H(div,K; S) ∩ Pk(K; S), τν|∂K = 0}.
Here ν is the normal vector of ∂K.
We have the following result due to [26].
Lemma 2.2. It holds that
(2.7) ΣK,k,b = Σ∂K,k,0.
We need an important result concerning the divergence space of the bubble
function space. To this end, we introduce the following rigid motion space on each
element K.
(2.8) R(K) := {v ∈ H1(K;Rn), (∇v +∇vT )/2 = 0}.
It follows from the definition that R(K) is a subspace of P1(K;R
n). For n = 1,
R(K) is the constant function space over K. The dimension of R(K) is n(n+1)2 .
For two dimensions, the rigid motion space R(K) is
(2.9) R(K) :=
{(
a1
a2
)
+ b
(
−x2
x1
)
, a1, a2, b ∈ R
}
;
for three dimensions, the rigid motion space R(K) reads
(2.10)
R(K) :=
{a1a2
a3
+ b1
−x2x1
0
+ b2
−x30
x1
+ b3
 0−x3
x2
 , ai, bi ∈ R, i = 1, 2, 3}.
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This allows for defining the orthogonal complement space of R(K) with respect to
Pk−1(K;R
n) by
(2.11) R⊥(K) := {v ∈ Pk−1(K;R
n), (v, w)K = 0 for any w ∈ R(K)},
where the inner product (v, w)K over K reads (v, w)K =
∫
K
v · wdx.
Lemma 2.3. For any K ∈ Th, it holds that
(2.12) div ΣK,k,b = R
⊥(K).
Proof. The proof can be found in [26]; see also [30] and [31], for the cases n = 2
and n = 3, respectively.
We need a classical result and its variant.
Lemma 2.4. It holds the following Chu-Vandermonde combinatorial identity and
its variant
(2.13)
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1 =
n∑
ℓ=0
Cn−ℓn+1C
ℓ
k−1 = C
n
n+k,
and
(2.14)
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1C
2
ℓ+1 =
(n+ 1)n
2
Cnn+k−2,
where the combinatorial number Cmn =
n···(n−m+1)
m···1 for n ≥ m and C
m
n = 0 for
n < m.
3. A family of auxiliary mixed elements in any dimension
3.1. The lowest order auxiliary mixed elements. To define lower order mixed
finite elements with k ≤ n, we need a family of auxiliary mixed elements. To this
end, we introduce the following divergence free space for element K ∈ Th,
(3.1) Σ3→n+1,DF (K; S) := {τ ∈ Pn+1(K; S)\P2(K; S), div τ = 0}.
It is straightforward to see that the dimension of the space Σ3→n+1,DF (K; S) reads
(3.2)
(
(2n+ 1)!
n!(n+ 1)!
−
(n+ 2)!
2!n!
)
n(n+ 1)
2
− n
(2n)!
n!n!
+ n(n+ 1).
Here
(
(2n+1)!
n!(n+1)! −
(n+2)!
2!n!
)
n(n+1)
2 is the dimension of the space Pn+1(K, S)\P2(K, S),
and n
(
(2n)!
n!n! − (n+ 1)
)
is the number of constraints by the divergence free. Then
we can define the following enriched P2(K; S) space
(3.3) P ∗2 (K; S) := P2(K; S) + Σ3→n+1,DF (K; S).
It follows that the dimension of P ∗2 (K; S) is equal to
the dimension of P2(K; S) + the dimension of Σ3→n+1,DF (K; S)
=
(2n+ 1)!
n!(n+ 1)!
n(n+ 1)
2
− n
(2n)!
n!n!
+ n(n+ 1).
(3.4)
To present the degrees of freedom of P ∗2 (K; S), we define
(3.5) M2(K) := {τ ∈ P
∗
2 (K; S), div τ = 0 and τν|∂K = 0},
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where ν is the normal vector of ∂K. For the space M2(K), we have the following
important result.
Lemma 3.1. The dimension of M2(K) is
(3.6)
(2n− 1)!
n!(n− 1)!
n(n+ 1)
2
+
n(n+ 1)
2
− n
(2n)!
n!n!
.
Proof. The dimension of the space ΣK,n+1,b reads
(3.7)
(2n− 1)!
n!(n− 1)!
n(n+ 1)
2
.
Since the dimension of R(K) is n(n+1)2 , the dimension of R
⊥(K) (with respect to
Pn(K,R
n)) is
(3.8) n
(2n)!
n!n!
−
n(n+ 1)
2
.
It follows from the definition of P ∗2 (K; S) and Lemma 2.2 that M2(K) contains all
divergence free tensor-value functions of ΣK,n+1,b. Then the desired result follows
from Lemma 2.3.
Theorem 3.1. A matrix field τ ∈ P ∗2 (K; S) can be uniquely determined by the
following degrees of freedom:
(1) For each ℓ dimensional simplex △ℓ of K, 0 ≤ ℓ ≤ n − 1, with ℓ linearly
independent tangential vectors t1, · · · , tℓ, and n − ℓ linearly independent
normal vectors ν1, · · · , νn−ℓ, the mean moments of degree at most n − ℓ
over △ℓ, of t
T
l τνi, ν
T
i τνj , l = 1, · · · , ℓ, i, j = 1, · · · , n− ℓ,
(
C2n+1−ℓ+ ℓ(n−
ℓ)
)
Cℓn =
(n−ℓ)(n+ℓ+1)
2 C
ℓ
n degrees of freedom for each △ℓ;
(2) the average of τ over K, n(n+1)2 degrees of freedom;
(3) the values of moments
∫
K
τ : θdx, θ ∈ M2(K),
(2n−1)!
n!(n−1)!
n(n+1)
2 +
n(n+1)
2 −
n (2n)!
n!n! degrees of freedom.
Proof. We assume that all degrees of freedom vanish and show that τ = 0. Note
that the mean moment becomes the value of τ for a 0 dimensional simplex △0,
namely, a vertex, of K. The first set of degrees of freedom implies that τν = 0 on
∂K while the second set of degrees of freedom shows div τ = 0. Then the third set
of degrees of freedom proves that τ = 0. Next we shall prove that the sum of these
degrees of freedom is equal to the dimension of the space P ∗2 (K, S). In fact the sum
of the first set of degrees of freedom is
n−1∑
ℓ=0
Cℓ+1n+1
(n− ℓ)(n+ ℓ+ 1)
2
Cℓn,
we refer interested readers to [26, Theorem 2.1] for a detailed proof of the numbers
of degrees of freedom in the first set. By the Chu-Vandermonde combinatorial
identity (2.13) and its variant (2.14), see more details from [26],
n−1∑
ℓ=0
Cℓ+1n+1
(n− ℓ)(n+ ℓ+ 1)
2
Cℓn =
(2n+ 1)!
n!(n+ 1)!
n(n+ 1)
2
−
(2n− 1)!
n!(n− 1)!
n(n+ 1)
2
.
Hence the desired result follows from (3.4), and the sum of the second and third
sets of degrees of freedom.
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Then we define
(3.9) Σ∗2,h := {τ ∈ H(div,Ω; S), τ |K ∈ P
∗
2 (K; S) for any K ∈ Th}.
Remark 3.1. For n = 2, we recover the lowest order element in [10]; for n = 3 we
obtain the lowest order element in [2], see also [6].
To define a family of first order mixed elements, we need a family of simplified
lowest order mixed elements, which is defined by
(3.10) Pˆ ∗2 (K; S) := {τ ∈ P
∗
2 (K; S), div τ ∈ R(K)}.
The dimension of Pˆ ∗2 (K; S) is
(2n+ 1)!
n!(n+ 1)!
n(n+ 1)
2
− n
(2n)!
n!n!
+
n(n+ 1)
2
.
A complete set of degrees of freedom for Pˆ ∗2 (K; S) is obtained by removing the
n(n+1)
2 average values over K for P
∗
2 (K; S). Then we define
(3.11) Σˆ∗2,h := {τ ∈ H(div,Ω; S), τ |K ∈ Pˆ
∗
2 (K; S) for any K ∈ Th}.
Remark 3.2. For n = 2, 3, we recover the simplified lowest order elements in [10]
and [6], respectively.
3.2. Higher order auxiliary mixed elements. To define auxiliary mixed ele-
ments of order k > 2, we introduce the following divergence free space for element
K ∈ Th,
(3.12) Σk+1→k+n−1,DF (K; S) := {τ ∈ Pk+n−1(K; S)\Pk(K; S), div τ = 0}.
Since the dimension of the space Pk+n−2(K;R)\Pk−1(K;R) is
((k + 2n− 2))!
n!(k + n− 2)!
−
(n+ k − 1)!
n!(k − 1)!
,
the number of the divergence free constraints is
n
(
((k + 2n− 2))!
n!(k + n− 2)!
−
(n+ k − 1)!
n!(k − 1)!
)
.
In addition, the dimension of the space Pk+n−1(K; S)\Pk(K; S) is(
(k + 2n− 1)!
n!(k + n− 1)!
−
(n+ k)!
k!n!
)
n(n+ 1)
2
.
It follows that the dimension of the space Σk+1→k+n−1,DF (K; S) is
(3.13)
(
(k + 2n− 1)!
n!(k + n− 1)!
−
(n+ k)!
k!n!
)
n(n+ 1)
2
−n
(
((k + 2n− 2))!
n!(k + n− 2)!
−
(n+ k − 1)!
n!(k − 1)!
)
.
Define the following enriched Pk(K; S) space
(3.14) P ∗k (K; S) := Pk(K; S) + Σk+1→k+n−1,DF (K; S).
It follows that the dimension of P ∗k (K; S) is equal to
the dimension of Pk(K; S) + the dimension of Σk+1→k+n−1,DF (K; S)
=
(k + 2n− 1)!
n!(k + n− 1)!
n(n+ 1)
2
− n
(
(k + 2n− 2)!
n!(k + n− 2)!
−
(n+ k − 1)!
n!(k − 1)!
)
.
(3.15)
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To present the degrees of freedom of P ∗k (K; S), we define
(3.16) Mk(K) := {τ ∈ P
∗
k (K; S), div τ = 0 and τν|∂K = 0},
where ν is the normal vector of ∂K. For the space Mk(K), we have the following
important result.
Lemma 3.2. The dimension of Mk(K) is
(3.17)
(k + 2n− 3)!
n!(k + n− 3)!
n(n+ 1)
2
+
n(n+ 1)
2
− n
(k + 2n− 2)!
n!(k + n− 2)!
.
Proof. The dimension of the space ΣK,k+n−1,b reads
(3.18)
(k + 2n− 3)!
n!(k + n− 3)!
n(n+ 1)
2
.
Since the dimension of R(K) is n(n+1)2 , the dimension of R
⊥(K) (with respect to
Pk+n−2(K;R
n)) is
(3.19) n
(k + 2n− 2)!
n!(k + n− 2)!
−
n(n+ 1)
2
.
It follows from the definition of P ∗k (K; S) and Lemma 2.2 that Mk(K) contains
all divergence free tensor-value functions of ΣK,k+n−1,b. Then the desired result
follows from Lemma 2.3.
Theorem 3.2. A matrix field τ ∈ P ∗k (K; S) can be uniquely determined by the
following degrees of freedom:
(1) For each ℓ dimensional simplex △ℓ of K, 0 ≤ ℓ ≤ n − 1, with ℓ linearly
independent tangential vectors t1, · · · , tℓ, and n − ℓ linearly independent
normal vectors ν1, · · · , νn−ℓ, the mean moments of degree at most k + n−
ℓ− 2 over △ℓ, of t
T
l τνi, ν
T
i τνj , l = 1, · · · , ℓ, i, j = 1, · · · , n− ℓ,
(
C2n+1−ℓ+
ℓ(n− ℓ)
)
Cℓk+n−2 =
(n−ℓ)(n+ℓ+1)
2 C
ℓ
k+n−2 degrees of freedom for each △ℓ;
(2) the values
∫
K
τ : θdx for any θ ∈ ǫ(Pk−1(K;R
n)), nCnn+k−1−
n(n+1)
2 degrees
of freedom;
(3) the values
∫
K
τ : θdx for any θ ∈ Mk(K),
(k+2n−3)!
n!(k+n−3)!
n(n+1)
2 +
n(n+1)
2 −
n (k+2n−2)!
n!(k+n−2)! degrees of freedom
Proof. We assume that all degrees of freedom vanish and show that τ = 0. Note
that the mean moment become the value of τ for a 0 dimensional simplex △0,
namely, a vertex, of K. The first set of degrees of freedom implies that τν = 0 on
∂K while the second set of degrees of freedom shows div τ = 0. Then the third set
of degrees of freedom proves that τ = 0.
Next we shall prove that the sum of these degrees of freedom is equal to the
dimension of the space P ∗k (K; S). In fact, it follows from the Chu-Vandermonde
combinatorial identity (2.13) and its variant (2.14) that the number of degrees in
the first set is
(3.20)
n−1∑
ℓ=0
Cℓ+1n+1
(n− ℓ)(n+ ℓ+ 1)
2
Cℓn+k−2 =
n(n+ 1)
2
(Cnk+2n−1 − C
n
k+2n−3),
we refer interested readers to [26, Theorem 2.1] for a detailed proof of the numbers
of degrees of freedom in the first set. The desired result follows from (3.15) and
(3.17).
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Then we define
(3.21) Σ∗k,h := {τ ∈ H(div,Ω; S), τ |K ∈ P
∗
k (K; S) for any K ∈ Th}.
Remark 3.3. For n = 2, we recover the higher order elements in [10]; for n = 3
we obtain the higher order elements in [6].
4. A family of lower order mixed elements
4.1. Mixed methods. We propose to use the spaces Σk,h, with 2 ≤ k ≤ n, defined
in (2.1) to approximate Σ. In order to get a stable pair of spaces, we take the discrete
displacement space as the full C−1-Pk−1 space
Vk,h := {v ∈ L
2(Ω;Rn), v|K ∈ Pk−1(K;R
n) for all K ∈ Th}.(4.1)
Unfortunately, we can not establish the stability of the pair of spaces Σk,h and
Vk,h. We propose to enrich Σk,h by some n−1 dimensional simplex bubble function
spaces. Given a n− 1 dimensional simplex F of Th, let ωF := K
− ∪K+ denote the
union of two elements that share F . Define
B
1
F :=
{
τ ∈ Σ∗2,h, τ = 0 on Ω\ωF ,
∫
F
τν · pds = 0 for any p ∈
(
R(ωF )|F
)⊥
,
the averages of τ over both K− and K+ vanish ,
the values of
∫
K
τ : θdx vanish for any θ ∈M2(K),K = K
− and K+
}
.
(4.2)
Here ν is the normal vector of F , and
(
R(ωF )|F
)⊥
is the orthogonal complement of
the restriction R(ωF )|F on F of R(ωF ) with respect to the L
2 inner product over
F . We also need a subspace of B1F defined by
(4.3) B2F := {τ ∈ B
1
F ,
∫
F
τν · pds = 0 for any p ∈ P0(F,R
n)}.
Hence we define the following enriched stress space
(4.4) Σ+k,h = Σk,h +
∑
F
B
1
F for 2 ≤ k ≤ n− 1;
and
(4.5) Σ+k,h = Σk,h +
∑
F
B
2
F for k = n.
Lemma 4.1. The space Σ+k,h is a direct sum of the spaces Σk,h and
∑
F
B
1
F for
2 ≤ k ≤ n− 1; is a direct sum of the spaces Σk,h and
∑
F
B2F for k = n.
Proof. We first prove the first part of the theorem. It suffices to show that, given
K ∈ Th, assume the following degrees of freedom vanish for τ ∈ Pk(K, S) with
2 ≤ k ≤ n− 1, then τν = 0 on ∂K where ν is the normal vector of ∂K.
• For each ℓ dimensional simplex △ℓ of K, 0 ≤ ℓ ≤ n − 2, with ℓ linearly
independent tangential vectors t1, · · · , tℓ, and n − ℓ linearly independent
normal vectors ν1, · · · , νn−ℓ, the mean moments of degree at most n−ℓ over
△ℓ, of t
T
l τνi, ν
T
i τνj , l = 1, · · · , ℓ, i, j = 1, · · · , n−ℓ,
(
C2n+1−ℓ+ℓ(n−ℓ)
)
Cℓn =
(n−ℓ)(n+ℓ+1)
2 C
ℓ
n degrees of freedom for each △ℓ;
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In fact, it follows from [26, Theorem 2.1] that such a set of degrees of freedom
indicates the τν = 0 on ∂K.
Next we turn to the second part of the theorem. For this case, if the above set
of degrees of freedom and the following set of degrees of freedom
• the average moment of degree zero of τν for any n− 1 dimensional simplex
△n−1 of K with the normal vector
vanish, we have τν = 0 on ∂K, see [26, Theorem 2.1] for more details. This
completes the proof.
It follows from the definition of Vk,h ( Pk−1 polynomials) and Σ
+
k,h (enriched Pk
polynomials) that
div Σ+k,h ⊂ Vk,h.
This, in turn, leads to a strong divergence-free space:
Zh := {τh ∈ Σ
+
k,h | (div τh, v) = 0 for all v ∈ Vk,h}(4.6)
= {τh ∈ Σ
+
k,h | div τh = 0 pointwise }.
The mixed finite element approximation of Problem (1.1) reads: Find (σh, uh) ∈
Σ+k,h × Vk,h such that
(4.7)
{
(Aσh, τ) + (divτ, uh) = 0 for all τ ∈ Σ
+
k,h,
(div σh, v) = (f, v) for all v ∈ Vk,h.
4.2. Stability analysis and error estimates. The convergence of the finite ele-
ment solution follows the stability and the standard approximation property. So we
consider first the well-posedness of the discrete problem (4.7). By the standard the-
ory, we only need to prove the following two conditions, based on their counterpart
at the continuous level.
(1) K-ellipticity. There exists a constant C > 0, independent of the meshsize
h such that
(Aτ, τ) ≥ C‖τ‖2H(div) for all τ ∈ Zh,(4.8)
where Zh is the divergence-free space defined in (4.6).
(2) Discrete B-B condition. There exists a positive constant C > 0 independent
of the meshsize h, such that
inf
06=v∈Vk,h
sup
06=τ∈Σ+
k,h
(divτ, v)
‖τ‖H(div)‖v‖0
≥ C.(4.9)
It follows from div Σ+k,h ⊂ Vk,h that div τ = 0 for any τ ∈ Zh. This implies the
above K-ellipticity condition (4.8). It remains to show the discrete B-B condition
(4.9), in the following two lemmas.
For the analysis, we need a subspace Σ˜k,h := Σk,h ∩ H
1(Ω, S) of Σk,h. For
τ ∈ Σ˜k,h, the degrees of freedom on any element K are: for each ℓ dimensional
simplex △ℓ of K, 0 ≤ ℓ ≤ n, the mean moments of degree at most k − ℓ − 1 over
△ℓ, of τ . A standard argument is able to prove that these degrees of freedom are
unisolvent.
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Lemma 4.2. For any vh ∈ Vk,h, there is a τh ∈ Σ˜k,h +
∑
F
B1F with 2 ≤ k ≤ n− 1
such that, for all polynomial p ∈ R(K), K ∈ Th,
(4.10)
∫
K
(div τh − vh) · p dx = 0 and ‖τh‖H(div) ≤ C‖vh‖0.
Proof. Let vh ∈ Vk,h. By the stability of the continuous formulation, cf. [10] for
two dimensional case, there is a τ ∈ H1(Ω; S) such that,
div τ = vh and ‖τ‖1 ≤ C‖vh‖0.
In this paper, we only consider the domain such that the above stability holds.
We refer interested authors to [21] for the classical result which states it is true
for Lipschitz domains in Rn; see [20] for more refined results. First let Ih be a
Scott-Zhang [35] interpolation operator such that
(4.11) ‖τ − Ihτ‖0 + h‖∇Ihτ‖0 ≤ Ch‖∇τ‖0.
These enriched bubble functions in
∑
F
B1F on the n − 1 dimensional simplices F
allow for defining a correction δh ∈
∑
F
B1F such that
(4.12)
∫
F
δhν · pds =
∫
F
(τ − Ihτ)ν · pds for any p ∈ R(K)|F .
Finally we take
(4.13) τh = Ihτ + δh.
We get a partial-divergence matching property of τh: for any p ∈ R(K), as the
symmetric gradient ǫ(p) = 0,∫
K
(div τh − vh) · p dx =
∫
K
(div τh − div τ) · p dx
=
∫
∂K
(τh − τ)ν · p ds = 0.
The stability estimate follows from (4.11) and the definition of the correction δh.
Remark 4.1. A modification of the above proof applies for the case where k = n.
In fact, the bubble functions in the spaces Σ˜k,h and
∑
F
B2F on the n− 1 dimensional
simplices F are able to control the constant subspace of R(K) and its orthogonal
complement, respectively.
We are in the position to show the well-posedness of the discrete problem.
Theorem 4.1. For the discrete problem (4.7), the K-ellipticity (4.8) and the dis-
crete B-B condition (4.9) hold uniformly. Consequently, the discrete mixed problem
(4.7) has a unique solution (σh, uh) ∈ Σ
+
k,h × Vk,h.
Proof. The K-ellipticity immediately follows from the fact that div Σ+k,h ⊂ Vk,h. To
prove the discrete B-B condition (4.9), for any vh ∈ Vk,h, it follows from Lemma
4.2 and Remark 4.1 that there exists a τ1 ∈ Σ
+
k,h such that, for any polynomial
p ∈ R(K),
(4.14)
∫
K
(div τ1 − vh) · pdx = 0 and ‖τ1‖H(div) ≤ C‖vh‖0.
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Then it follows from Lemma 2.3 that there is a τ2 ∈ Σk,h such that τ2|K ∈ ΣK,k,b
and
(4.15) div τ2 = vh − div τ1, ‖τ2‖0 = min{‖τ‖0, div τ = vh − div τ1, τ ∈ ΣK,k,b}
It follows from the definition of τ2 that ‖ div τ2‖0 defines a norm for it. Then, a
scaling argument proves
(4.16) ‖τ2‖H(div) ≤ C‖ div τ1 − vh‖0.
Let τ = τ1 + τ2. This implies that
(4.17) div τ = vh and ‖τ‖H(div) ≤ C‖vh‖0,
this proves the discrete B-B condition (4.9).
Theorem 4.2. Let (σ, u) ∈ Σ × V be the exact solution of problem (1.1) and
(τh, uh) ∈ Σ
+
k,h × Vk,h the finite element solution of (4.7). Then, for 2 ≤ k ≤ n,
‖σ − σh‖H(div) + ‖u− uh‖0 ≤ Ch
k(‖σ‖k+1 + ‖u‖k).(4.18)
Proof. The stability of the elements and the standard theory of mixed finite element
methods [14, 15] give the following quasioptimal error estimate immediately
‖σ − σh‖H(div) + ‖u− uh‖0 ≤ C inf
τh∈Σ
+
k,h
,vh∈Vk,h
(
‖σ − τh‖H(div) + ‖u− vh‖0
)
.
(4.19)
Let Ph denote the local L
2 projection operator, or element-wise interpolation op-
erator, from V to Vk,h, satisfying the error estimate
‖v − Phv‖0 ≤ Ch
k‖v‖k for any v ∈ H
k(Ω;Rn).(4.20)
Choosing τh = Ihσ ∈ Σk,h where Ih is defined in (4.11) as Ih preserves symmetric
Pk functions locally,
‖σ − τh‖0 + h|σ − τh|H(div) ≤ Ch
k+1‖σ‖k+1.(4.21)
Let vh = Phv and τh = Ihσ in (4.19), by (4.20) and (4.21), we obtain (4.18).
Remark 4.2. To prove an optimal error estimate for the stress in the L2 norm, we
can follow the idea from [36] to use a mesh dependent norm technique. In particular,
this will lead to
‖σ − σh‖L2(Ω) ≤ Ch
k+1|σ|Hk+1(Ω).
5. First order mixed elements
In order to get first order mixed elements, we propose to take the following
discrete displacement space
V1,h := {v ∈ L
2(Ω;Rn), v|K ∈ R(K) for any K ∈ Th}.(5.1)
To design the space for the stress, we define
(5.2) Σ1,h := {τ ∈ H
1(Ω; S), τ |K ∈ P1(K, S) for any K ∈ Th}.
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Since the pair (Σ1,h, V1,h) is unstable, we propose to enrich Σ1,h by some n − 1
dimensional simplex bubble function spaces. Given a n− 1 dimensional simplex F
of Th, let ωF := K
− ∪K+ denote the union of two elements that share F . Define
BˆF :=
{
τ ∈ Σˆ∗2,h, τ = 0 on Ω\ωF ,
∫
F
τν · pds = 0 for any p ∈
(
R(ωF )|F
)⊥
,
the values of
∫
K
τ : θdx vanish for any θ ∈M2(K),K = K
− and K+
}
.
(5.3)
This allows for defining the following enriched stress space
(5.4) Σˆ+1,h = Σ1,h +
∑
F
BˆF .
For this enriched space Σˆ+1,h, the number of degrees of freedom on each simplex
is 18 and 48 for n = 2, 3, respectively, which are the simplest conforming mixed
elements so far. A similar argument of Lemma 4.1 shows that Σˆ+1,h is a direct sum
of Σ1,h and
∑
F
BˆF .
The mixed finite element approximation of Problem (1.1) reads: Find (σh, uh) ∈
Σˆ+1,h × V1,h such that
(5.5)
{
(Aσh, τ) + (divτ, uh) = 0 for all τ ∈ Σˆ
+
1,h,
(div σh, v) = (f, v) for all v ∈ V1,h.
It follows from div Σˆ+1,h ⊂ V1,h that div τ = 0 for any τ ∈ Zh, which implies
the above K-ellipticity condition (4.8). A similar proof of Lemma 4.2 shows the
discrete inf–Sup condition 4.9. In particular, there exists an interpolation operator
Ih : H
1(Ω, S)→ Σˆ+1,h such that
(5.6) ‖τ − Ihτ‖0 + h‖ div(τ − Ihτ)‖ ≤ h
k‖τ‖k, k = 1, 2,
and
(5.7)
∫
K
div(τ − Ihτ) : pdx =
∫
∂K
(τ − Ihτ)ν · pds = 0 for any p ∈ R(K)
for any K ∈ Th. A summary of these results leads to the error estimates in the
following theorem.
Theorem 5.1. Let (σ, u) ∈ Σ × V be the exact solution of problem (1.1) and
(τh, uh) ∈ Σˆ
+
1,h × V1,h the finite element solution of (5.5). Then,
‖σ − σh‖H(div) + ‖u− uh‖0 ≤ Ch(‖ div σ‖1 + ‖u‖1),(5.8)
and
(5.9) ‖σ − σh‖0 ≤ Ch
2‖σ‖2.
6. The added face bubble functions in three dimensions
Let F := △2x1x2x3 be a face of element K := △3x0x1x2x3, we construct the
added face bubble functions. We have three face bubble functions of the Lagrange
element of order 4:
(6.1) ϕi,F = λ1λ2λ3(λi −
1
4
), i = 1, 2, 3.
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Note that ϕi,F vanish on face F
′ other than F of K.
Let ti,F , i = 1, 2, 3, be unit tangential vectors of three edges of F . Let
(6.2) Ti,F = ti,F t
T
i,F , i = 1, 2, 3.
Define T⊥j,F , j = 1, 2, 3 such that
(6.3) Ti,F : T
⊥
j,F = 0, T
⊥
j,F : T
⊥
l,F = δjl, i, j, l = 1, 2, 3.
This allows the definition of the following space
(6.4) ΣF,b := span{ϕi,FT
⊥
j,F , i, j = 1, 2, 3}.
On the face F , we have
(6.5) xi =
2∑
j=1
(xi,j − xi,3)λj + xi,3, i = 1, 2, 3,
where xi = (xi,0, xi,1, xi,2, xi,3), i = 0, 1, 2, 3. We need a basis of the restriction of
the rigid motion space on the face F :
(6.6) v1,F =
10
0
 , v2,F =
01
0
 , v3,F =
00
1
 ,
and
(6.7)
v4,F =
 (x2 − x2,F )−(x1 − x1,F )
0
 , v5,F =
 0(x3 − x3,F )
−(x2 − x2,F )
 , v6,F =
 (x3 − x3,F )0
−(x1 − x1,F )
 .
Here xF = (x1,F , x2,F , x3,F ) is the center of F . Define the basis v
⊥
i,F , i = 1, 2, 3,
of the orthogonal complement space of the restriction of the rigid motion space on
the face F with respect to P1(F,R
3), such that
(6.8)
∫
F
v⊥i,F · vj,Fds = 0, i = 1, 2, 3, j = 1, · · · , 6.
Then we define τ∗i,F ∈ ΣF,b, i = 1, · · · , 6 such that
(6.9)
1
|F |
∫
F
τ∗i,F νF · vj,Fds = δi,j , j = 1, · · · , 6, and
∫
F
τ∗i,F νF · v
⊥
k,F ds = 0, k = 1, 2, 3.
Finally, we take δi,F ∈ ΣK,4,b such that div τi,F = div(τ
∗
i,F + δi,F ) ∈ P1(K,R
3).
Then
(6.10) B1F = span{τi,F , i = 1, · · · , 6} and B
2
F = span{τi,F , i = 4, 5, 6}.
Example Let F = △x1x2x3 with x1 = (0, 0, 0)
T , x2 = (1, 0, 0)
T , and x3 =
(0, 1, 0)T and νF = (0, 0, 1)
T . We have
(6.11) T1,F =
1 0 00 0 0
0 0 0
 , T2,F =
 1 −1 0−1 1 0
0 0 0
 , T3,F =
0 0 00 1 0
0 0 0
 .
This implies that
(6.12) T⊥1,F =
0 0 00 0 0
0 0 1
 , T⊥2,F =
0 10 0 0
1 0 0
 , T⊥3,F =
0 0 00 0 1
0 1 0
 .
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In addition, a basis of the restriction of the rigid motion space on the face F reads
(6.13) v1,F =
10
0
 , v2,F =
01
0
 , v3,F =
00
1
 ,
and
(6.14) v4,F =
 (x2 − 13 )−(x1 − 13 )
0
 , v5,F =
 00
−(x2 −
1
3 )
 , v6,F =
 00
−(x1 −
1
3 )
 .
Hence
(6.15) v⊥1,F =
(x1 − 13 )0
0
 , v⊥2,F =
 0(x2 − 13 )
0
 , v⊥3,F =
(x2 − 13 )(x1 − 13 )
0
 .
7. Numerical test
We compute a 2D pure displacement problem on the unit square Ω = [0, 1]2 with
a homogeneous boundary condition that u ≡ 0 on ∂Ω. In the computation, we let
the compliance tensor in (1.1)
Aσ =
1
2µ
(
σ −
λ
2µ+ nλ
tr(σ)δ
)
, n = 2,
where δ =
(
1 0
0 1
)
, and µ = 1/2 and λ = 1 are the Lame´ constants. Let the exact
solution be
(7.1) u =
(
ex−yx(1 − x)y(1− y)
sin(πx) sin(πy)
)
.
The true stress function σ and the load function f are defined by the equations in
(1.1), for the given solution u.
In the computation, the level one grid consists of two right triangles, obtained
by cutting the unit square with a north-east line. Each grid is refined into a half-
sized grid uniformly, to get a higher level grid. In all the computation, the discrete
systems of equations are solved by Matlab backslash solver.
We use the bubble enriched P2 symmetric stress finite element with P1 discon-
tinuous displacement finite element, k = 2 in (4.1) and in (4.5), and k = 2 in (2.1).
That is, 3 P3 bubbles are enriched each edge. In Table 7.1, the errors and the con-
vergence order in various norms are listed for the true solution (7.1). The optimal
order of convergence is observed for both displacement and stress, see Table 7.1, as
shown in the theorem.
As a comparison, we also test the Arnold–Winther element from [10], which has
a same degree of freedom as ours, 21, on each element. But the displacement in that
element is approximated by the rigid-motion space only, instead of the full P1 space,
i.e., 3 dof vs 6 dof on each triangle. The total degrees of freedom for the stress for
the new element are 3|V|+ 3|E|+ 3|K|, where |V|, |E|, and |K| are the numbers of
vertices, edges and elements of Th, respectively, while those for the Arnold–Winther
element are 3|V|+ 4|E|. Since the three bubble functions on each element can be
easily condensed, these two elements almost have the same complexity for solving.
The errors and the orders of convergence are listed in Table 7.2. Because the new
element uses the full P1 displacement space, the order of convergence is one higher
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Table 7.1. The errors, ǫh = σ−σh, and the order of convergence,
by the 2D k = 2 element in (4.5) and (4.1), for (7.1).
‖u− uh‖0 h
n ‖ǫh‖0 h
n ‖ div ǫh‖0 h
n
1 0.27452 0.0 1.24637 0.0 6.97007772 0.0
2 0.07432 1.9 0.18054 2.8 2.13781130 1.7
3 0.01959 1.9 0.02429 2.9 0.57734125 1.9
4 0.00497 2.0 0.00314 2.9 0.14709450 2.0
5 0.00125 2.0 0.00040 3.0 0.03694721 2.0
than that of the Arnold–Winther element. Also as the new element includes the
full P2 stress space, the order of convergence of stress is one order higher, see the
data in Tables 7.1 and 7.2.
Table 7.2. The errors, ǫh = σ−σh, and the order of convergence,
by the Arnold-Winther 21/3 element[10], for (7.1).
‖u− uh‖0 h
n ‖ǫh‖0 h
n ‖ div ǫh‖0 h
n
1 0.30554 0.0 1.58058 0.0 10.31991249 0.0
2 0.22589 0.4 0.89927 0.8 6.81340378 0.6
3 0.10922 1.0 0.25584 1.8 3.61633797 0.9
4 0.05354 1.0 0.06633 1.9 1.83690959 1.0
5 0.02661 1.0 0.01674 2.0 0.92212628 1.0
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