Abstract: A drug is administered sequentially to incoming patients. A response Y to treatment and a covariate X is measured (X might be a side effect). The experiment is stopped when the covariate falls outside some acceptable region. We study the effect that this optional stopping has on the significance level of the test and we found that this effect is surprisingly small in the examples considered. An approximation to the problem is found. This approximation does not depend on the distribution of the variable X but only on the correlation coefficient between X and Y.
Introduction and summary
Suppose that there is an infinite sequence (X,, yi), i= 1,2, . . . , of covariateresponse pairs which are independent with common unknown distribution H, and that the parameter E(Y) =B is of primary interest. Let F,=o{X,, . . ..X.,} denote the smallest a-algebra with respect to which Xi, . . . ,X,, are measurable. We sample sequentially according to a stopping rule f depending on the Xi's. Suppose that a one-sided hypothesis about 0 is of interest, say HO: 8<t?,, and that He is to be rejected if at the time t =n of stopping, where Y,, is the sample mean, CT,', n> 1, denotes a consistent sequence of estimates of the variance of Y, and c is a constant. If we stop at time t, then the actual significance level is 
1
Then at = ~o@t), so we may determine the maximal effect of optional stopping on a, by attempting to maximize E,(Z,) by choice of t.
We present numerical solutions to the optimal stopping problem in Section 2 for some special cases. The effect of optional stopping on the significance level is surprisingly small in the examples considered, an increase by less than a factor of two.
Patients may be measured individually, but treated in batches of different sizes. In many situations treating in batches could be a more economical way of treatment. When we consider this complication, from the data we obtain it seems that 'the size of the batch' has a modest effect.
In Section 3, we find an approximation to the hypothesis testing problem which does not depend on the distribution of the variable X but only on the correlation coefficient (Q) between X and Y. The approximation is thus found when we formulate the analogous problem in continuous time.
Numerical solutions

Introduction
We consider a numerical solution using the method of backward induction. The examples contain a number of important special cases and provide motivation for the general theoretical approach in Section 3.
We calculate the maximal effect on the significance level for testing the mean of a response variable Y (E(Y) = 19) for a one sided null hypothesis He: 19 < 0,. The stopping time considered is defined with respect to a covariate X. where 6 is a constant and ,u = E(X).
Hypothesis testing
In the remainder of this section, the covariate variable X is assumed to be a dichotomous random variable taking the values 0 and 1 with probability 3 each. Then, the conditional expectation of Y given X is linear, say E(Y 1 X) = SX+/?. The conditional variance of Y given X is assumed to be independent of X, say V(Y 1 X) = 0% 03. By Lemma 2.1, the Central Limit Theorem suggests approximating 2, by
When Q = 0 this reduces to the nominal value 1 -@p(c). We solve the approximate problem, in which Z,, is replaced by Z,*. That is, we find V* = mEa; E,(Zy).
Observe that Z,*=Z, if the conditional distribution of Y given X is normal.
The binomial example
Consider the symmetric case in Table 1 .
that is, the conditional variance of Y given X is independent of X, and the conditions of Lemma 2.1 are satisfied.
We may write the approximate payoff as Table 1 x=0 x=1
Y=O
Y=l
(1-e)2+@e(l-e)
Dynamic programming
In this section we suppose that X takes the values 0 and 1 with probability + each and that the conditional variance of Y given X is independent of X. Then
where S, = I:= 1 Xi. Consider the restricted problem in which t is required to be at most some specified N, and at least some specified m. The value for this restricted problem is v," = sup E*(z,*) (EC,: where C,"= {t;t is a stopping rule, m<t<N}.
To find the optimal solution for V," we use the theorem which can be found in Chow, Robbins and Siegmund (1971, p. 50) . Let N be a fixed positive integer. Define successively y:, yc_ i, . . . , yl by setting y;yN= ZG= Vi&N), yN = max(Z* Eo(yN (2.4) n n, n+, 1%)) (n=N-l,...,m).
For each n=m,m+l,...,Nlet sN= inf(i>n,ZP = Y,?). n It follows from that theorem that s," is optimal in C,".
In our problem, the recursion has a very simple form. Let k denote a typical value of S,, i.e., k=O,l,..., n, and let rN(N, k)= t,uN(k) as defined in (2.5). Then y," = yN(n, S,), where
It is straightforward to compute yN(n, k) numerically for fixed N and m. For example, when N= 25, c= 1.96 and Q = 0.6, the actual (worst case) value is 3.89%, less than 1.5% larger than the nominal value of 2.4970, and this is the largest increase reported in any of the tables. For N= 10, c= 1.96, and Q = 0.2, the actual (worst case) value is 2.91%, less than 0.5% larger than the nominal value of 2.49%.
As expected, the effect increases with N and Q. By the law of the iterated logarithm, the value must approach one as N -+ m. The tables indicate that the limit is approached very slowly. One possible explanation for the small increase is that the Z, are conditional probabilities while the nominal alpha is unconditional. Comparisons with a nominal alpha computed conditionally given the covariates awaits future work.
Hypothesis testing: observations taken in batches
It might not be feasible to analyze the data one at a time; instead we might need to see them in groups of size M, say. We will study the effect of batch size in this section.
Denote the reward by G(k, j) where the sample size n is n =Mk and j is a typical value of S,, i.e. j=O, l,..., A4k. Then, the recursion takes the form G(K,J') = u(K,j) = VMK(J') (j=O, 1, . . ..MK). The size of a batch appears to have very little influence. 
Theoretical solution to the hypothesis testing problem
In Section 3.1 we prove that 2, -Zz + 0 with probability one. In Section 3.3 we approximate the discrete problem with the corresponding continuous problem. In doing so, we find that the approximate solution depends only on the correlation coefficient (Q) between X and Y, and not on the distribution of X.
I. Convergence of Z, -Z,* to zero with probability one
Since Zn=Po{fi(Yn-8,)/ao>cIX,,..., Xn> we see that 1 -Z, is a random variable. In addition to that, we know that Y,, . . . . Y, are conditionally independent variables given X,, . . . , X,, and that the conditional distribution of Y given Xi, . . . ,X,, is the same as the conditional distribution of Y, given Xi. Theorem 3.2 will give us an approximation which does not depend on the distribution of X. We use the corresponding continuous problem. 
Approximate solution using the corresponding continuous problem
k E
Then rk E C, (rk < t iff kTk < kt iff (k + 1)s < [kt] which implies that rk E C,) and Irk-Tl < l/k. It fOllOWS easily that III + 0 as k + co and a similar argument shows that sup, I + 0. 
