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ABSTRACT
In order to reach the sensitivity required to detect gravitational waves, pulsar timing
array experiments need to mitigate as much noise as possible in timing data. A dom-
inant amount of noise is likely due to variations in the dispersion measure. To correct
for such variations, we develop a statistical method inspired by the maximum likeli-
hood estimator and optimal filtering. Our method consists of two major steps. First,
the spectral index and amplitude of dispersion measure variations are measured via a
time-domain spectral analysis. Second, the linear optimal filter is constructed based
on the model parameters found in the first step, and is used to extract the dispersion
measure variation waveforms. Compared to current existing methods, this method
has better time resolution for the study of short timescale dispersion variations, and
generally produces smaller errors in waveform estimations. This method can process
irregularly sampled data without any interpolation because of its time-domain nature.
Furthermore, it offers the possibility to interpolate or extrapolate the waveform esti-
mation to regions where no data is available. Examples using simulated data sets are
included for demonstration.
Key words: pulsar: general — methods: statistical
1 INTRODUCTION
A pulsar timing array is a Galactic-scale experiment, which
involves observing an ensemble of pulsars and measur-
ing the times of arrival (TOAs) of electromagnetic pulses
from these pulsars (see Lommen (2012) for an up-to-date
review). Extracting and studying the common modes in
the TOA data of a pulsar timing array is important for
a wide range of astrophysical applications. Three exam-
ples of common modes are: (i) detecting a gravitational
wave background (Jenet et al. 2005), (ii) constructing a
pulsar timescale (Hobbs et al. 2012), and (iii) measuring
the masses of solar system planets (Champion et al. 2010).
Achieving these scientific goals will require the precise mea-
surement of the correlation between the signals emitted by
⋆ Email: kjlee@mpifr-bonn.mpg.de
all of the pulsars of the pulsar timing array. It is there-
fore critical to reduce the impact of the uncorrelated signals,
which represent the ‘noise’ of each individual pulsar.
Timing noise induced by variations in the dispersion
measure (DM) is one of the most significant bottlenecks for
high precision pulsar timing applications (Armstrong 1984;
Foster & Backer 1990; Cordes & Shannon 2010; Jenet et al.
2011). The dispersion results from the speed of electro-
magnetic waves being frequency-dependent in the dielectric
medium. Indeed, dispersion originates from the interaction
between the electromagnetic waves and electrons in the in-
terstellar medium. The electromagnetic waves perturb the
electrons, which generates a small correction to the arrival
times of the original electromagnetic waves. Because of the
mass of the electron, the phases of the corrections become
frequency dependent (Landau & Lifshitz 1960). In the free
electron gas, the difference between the TOA of the electro-
c© 2010 RAS
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magnetic pulses at two different frequencies (ν1 and ν2) is
given by:
∆T = κ
D
pc · cm−3
[( ν1
GHz
)
−2
−
( ν2
GHz
)
−2
]
, (1)
if the frequency of the electromagnetic wave is much higher
than the plasma frequency, and the magnetic field can be
neglected. Here, D is the DM in unit of pc · cm−3. The dis-
persion constant is κ = 4.15×10−3 s. The DM is the column
density of free electrons, i.e.
D =
∫
l
ne dl, (2)
where ne is the electron density, and the integral is per-
formed along the path of wave propagation parameterized
by the displacement (l).
Even some of the earliest observations of pulsars,
shortly after their discovery, showed clear evidence of
DM variations (Rankin & Roberts 1971). DM varia-
tions are due to fluctuations in the electron density
along the line of sight between Earth and the pulsar.
Studying DM variations provides valuable information
about the electron density fluctuations and turbulence
in the interstellar medium on the scales of 10−1000 AU
(Rankin & Counselman 1973; Isaacman & Rankin 1977;
Cordes & Stinebring 1984; Cordes et al. 1990; Backer et al.
1993; Phillips & Wolszczan 1991; Kaspi et al. 1994;
Wu & Chian 1995; Ramachandran et al. 2006; You et al.
2007; Keith et al. 2013; Petroff et al. 2013). Across a wide
spatial frequency range, the electron density fluctuation
spectrum usually follows a power law (Armstrong et al.
1995) 1. Recent results by Keith et al. (2013) (i.e. their
Fig. 6) had also shown that the structure functions of
the DM variations of Parkes Pulsar timing array pulsars
are approximately linear in log-log space. Such structure
functions imply that the power spectra of the DM variations
could be well-approximated by power-law spectra.
This paper builds a model-based algorithm designed to
measure DM variations via a unified statistical paradigm,
the maximum likelihood estimator (MLE). First, we show
in Section 2 that the well-known χ2 fitting for DM belongs
to one of the special cases of MLE. In Section 3, we build the
asymptotically optimal (AO) filter to measure the waveform
of DM variations, where the MLE for the model parameters
is described in Section 3.1 and the MLE for the waveform
is presented in Section 3.2. Section 4 contains a demonstra-
tion of the method using simulated data sets. In Section 5,
discussions and conclusions are presented.
2 ESTIMATING DM FOR A SINGLE-EPOCH
OBSERVATION
In this section, we construct the MLEs for the DM and
the infinite-frequency TOA. The high precision infinite-
1 The electron density fluctuations are usually described us-
ing power-law structure functions rather than a power spectrum
(Ishimaru 1978), because the phase correlation function of a scat-
tered wave diverges in a Kolmogorov turbulent medium. The two
descriptions are practically equivalent in the context here, where
a power-law power spectrum (∝ q−β) corresponds to a power-law
structure function (∝ rβ−2).
frequency TOAs are critical for pulsar timing array
projects, while the DM variation measurements are
important for investigating the properties of inter-
stellar medium. For a single-epoch observation, we show
that this estimator is identical to the standard χ2 fitting
method.
In one observing session, the data are acquired in Nf
frequency channels. We denote the center frequency of these
channels as νk, where k ∈ [1 . . . Nf ]. The TOA and its root-
mean-square (RMS) error in the k-th channel are Tk and
σk, respectively. Assuming that the noise in each channel is
described by uncorrelated Gaussian random variables, the
probability distribution of the TOA is
ρ0(Tk|D, T∞) =
Nf∏
k=1
1√
2πσk
exp
[
−
(
Tk − T∞ − κDν−2k
)2
2σ2k
]
,
(3)
which is a serial product of individual Gaussian distribu-
tions, each of which describes the data for a given channel.
T∞ is the effective TOA measured at ν =∞. The MLE for
D and T∞ is constructed to maximize the likelihood, i.e. the
value of ρ0. This is equivalent to minimizing
χ2 =
Nf∑
k=1
(
Tk − T∞ − κDν−2k
)2
σ2k
, (4)
which is the well-known χ2 used for fitting the DM and T∞.
Therefore, for single-epoch data, the DM χ2 fitting is the
MLE, assuming that the noise in each channel follows an
uncorrelated Gaussian distribution.
The MLE (or the χ2 fitting) can be found analytically
by solving ∂ρ0/∂D = 0 and ∂ρ0/∂T∞ = 0, which leads to
T̂∞ =
∑Nf
k=1
Tk
σ2
k
∑Nf
k=1
1
ν4
k
σ2
k
−∑Nfk=1 1σ2
k
ν2
k
∑Nf
k=1
Tk
ν2
k
σ2
k
B
,(5)
D̂ =
∑Nf
k=1
1
σ2
k
∑Nf
k=1
Tk
ν2
k
σ2
k
−∑Nfk=1 Tkσ2
k
∑Nf
k=1
1
ν2
k
σ2
k
κB
. (6)
Here the symbol ·̂ is used to denote the MLEs for the cor-
responding parameter. Symbol B is defined as
B =
Nf∑
k=1
1
σ2k
Nf∑
k=1
1
ν4kσ
2
k
−
(
Nf∑
k=1
1
σ2kν
2
k
)2
(7)
We use the Crame´r-Rao bound to estimate the covariance
matrix of the MLE, which states that the minimal variances
of the MLE are[ 〈δD2〉 〈δDδT∞〉
〈δDδT∞〉 〈δT 2∞〉
]
= 〈 ∂ ln ρ0∂D ∂ρ0∂D 〉 〈∂ ln ρ0∂D ∂ lnρ0∂T∞ 〉〈
∂ ln ρ0
∂D
∂ lnρ0
∂T∞
〉 〈
∂ ln ρ0
∂T∞
∂ lnρ0
∂T∞
〉 −1 , (8)
where δ denotes the deviation from the expectation, i.e.
c© 2010 RAS, MNRAS 000, 1–12
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δD = D − 〈D〉. From equation (8) we have
〈δT 2∞〉 = 1
B
Nf∑
k=1
1
ν4kσ
2
k
(9)
〈δD2〉 = 1
Bκ2
Nf∑
k=1
1
σ2k
(10)
CD,T∞ =
〈δDδT∞〉√
〈δD2〉〈δT 2∞〉
=
∑Nf
k=1
1
ν2
k
σ2
k√∑Nf
k=1
1
ν4
k
σ2
k
∑Nf
k=1
1
σ2
k
(11)
The estimations for T∞ and D are correlated, because the
off-diagonal correlation coefficients (CD,T∞) are not zero. In
order to evaluate the effects of frequency range and TOA
measurement accuracy on the estimation of T∞ and D, we
investigate the special case of k = 2, i.e. for dual-frequency
data. In this situation, we have
〈δT 2∞〉 = ν
4
1σ
2
1 + ν
4
2σ
2
2
(ν21 − ν22)2
, (12)
〈δD2〉 = ν
4
1ν
4
2 (σ
2
1 + σ
2
2)
κ2(ν21 − ν22 )2
, (13)
CD,T∞ =
√
(ν21σ
2
1 + ν
2
2σ
2
2)
2
(σ21 + σ
2
2)(ν
4
1σ
2
1 + ν
4
2σ
2
2)
. (14)
We can investigate the requirements needed to mitigate
DM variations in pulsar timing array observations. From
equation (12), one can see that the accuracy of infinite-
frequency TOA is determined by two major factors: the
TOA accuracies of individual bands and the frequency range
(|ν1 − ν2|). The figure of merit can be defined as Q = ν4σ,
which evaluates the impact of the particular data sets on
the accuracy of the final infinite-frequency TOA. The fre-
quency channel with the largest Q is the dominant source of
noise in T∞. From the denominator of equation (12), we can
also see that the wider the frequency range, i.e. the larger
|ν1 − ν2|, the smaller the error in T∞. The frequency range
has a similar effect on D, where a larger frequency range
gives a smaller error in DM, as well as a smaller correlation
between DM and T∞.
As shown in Figure 1, for the dual-frequency case, the
correlation coefficient CD,T∞ depends on the ratio between
the two frequencies and the corresponding noise level. The
correlation coefficient CD,T∞ achieves its maximal value
when ν1 = ν2. This is not surprising, since only single fre-
quency data are available, and we thus lose the ability to
discriminate between the effects of T∞ and DM. Figure 1
also suggests that one should further reduce the noise level
of the higher frequency channel in order to reduce the cor-
relation between DM and T∞, while the DM measurement
accuracy depends on the noise level of both higher and lower
channels as shown in equation (13).
We refer to the above DM estimation method (see also
Liu et al. (2013)), which applies to each epoch indepen-
dently, as the point-to-point χ2 fitting. One can further re-
duce the statistical error by including the temporal corre-
lation of DM variation in the analysis. Temporal correla-
tions are used in interpolation techniques using polynomials
(Kaspi et al. 1994; Freire et al. 2012) and piecewise linear
functions (Keith et al. 2013). In the next section, we present
the AO algorithm, which also uses temporal correlation in-
formation.
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Figure 1. The correlation coefficient CD,T∞ between the esti-
mation of DM and T∞ as a function of frequency and noise level
ratios. The x-axis represents the ratio between the two frequen-
cies, while the y-axis represents the ratio between the noise levels
of corresponding channels. The correlation coefficient achieves its
maximal value of 1 when ν1 = ν2. As indicated in the figure, the
parts of parameter spaces that show relatively low correlation val-
ues are in the upper-left and lower-right corners. The noise level
of the higher frequency channel therefore needs to be reduced in
order to resolve the correlation between DM and T∞.
3 THE AO ESTIMATOR FOR DM VARIATION
AT MULTIPLE EPOCHS
In this paper, the term ‘AO’ is used in a strictly statisti-
cal sense, i.e. only to describe the statistical properties of
the estimator, where the variance of the estimator achieves
the Crame`-Rao bound when the signal-to-noise ratio be-
comes large (Dodge 2006). The AO algorithm is a model-
based method, where power-law spectra with unknown am-
plitudes and spectral indices are assumed for red noise and
DM variations. The AO algorithm contains two major steps,
1) estimating the model parameters (in Section 3.1) and 2)
constructing the optimal filter to recover the waveform (in
Section 3.2).
3.1 MLE for model parameters
In order to use the information encoded in the temporal
correlations, we need the corresponding statistical model.
We assume that the pulsar TOA contains: 1) the TOA at
infinite frequency specified by the timing model (T∞), 2)
DM-variation induced noise (tD), 3) red-noise components
independent of observing frequency (r), 4) instrumental de-
lay for the particular equipment (ts), and 5) radiometer and
jitter noise (n). The statistical properties that we assume
for each of the components are described below.
• The TOA at infinite frequency (T∞) is a deterministic
signal specified by the timing model, i.e. it can be calcu-
lated from the timing parameters λ, e.g. pulsar period, pe-
riod derivative, binary parameters etc. (see Edwards et al.
2006 for details). Although the timing model makes T∞ non-
linearly dependent on the timing model parameters λ, we
c© 2010 RAS, MNRAS 000, 1–12
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can linearize the model around a given set of timing param-
eters (van Haasteren et al. 2009). Usually, we can choose the
pre-fit timing parameters as the reference point for this lin-
earization, which gives
T∞,i = T∞0,i +
∑
k
Dikλk, (15)
where i is the index of the TOA data, and k is the index
of the timing parameters. The T∞0,i are the TOAs specified
by the pre-fit timing parameters, Dik is the design matrix
2. Note that the data point index i is merely a label for the
TOA.
• The signal induced by DM variations (tD) is a
frequency-dependent stochastic signal. It is determined by
the DM value at each epoch, as well as the center frequency
as shown in equation (1). There usually are time offsets
between the TOA data from different instruments or tele-
scopes. These offsets together with the intrinsic pulse
profile evolutions, without calibration, spoil the measure-
ments of the absolute DM. On the other hand, the vari-
ation of DM introduces time-dependent differential delays
between frequency channels. It is thus possible to determine
the DM variation from the TOA data with arbitrary time-
constant offsets between different instruments. The DM vari-
ance induced signal is
tD,i = κδDiν−2i . (16)
We model the DM variation as a Gaussian stochastic signal
with a power-law spectrum, i.e. the DM variance spectrum
SδD is defined as
SδD(f) =
A2D
f
(
f
fc
)−2αD
. (17)
Without loss of generality in the rest of the paper, we use
the characteristic frequency fc = 1 yr
−1. Note that f is the
frequency of the signal in the TOAs, which is very different
from νi, the observing center radio frequency for the i-th
data point. The Fourier transform of the spectrum gives the
temporal correlation of tD such that
〈tD,i〉 = 0, (18)
CD,ij = 〈tD,itD,j〉 =
κ2
∫
∞
fL
SδD(f) cos(2πftij) df
ν2i ν
2
j
, (19)
where tij is the time lag between the i-th and j-th data
point. Lee et al. (2012) and van Haasteren & Levin (2013)
have shown that removing a constant value from the power-
law noise is sufficient for regularizing the signal, if αD < 1
(i.e. the power spectral index < 3). This gives fL ≃ 1/T ,
where T is the total time span of the available data. How-
ever, for general cases with a steeper spectrum, we need to
include fL as one of the model parameters, otherwise CD
diverges.
In order to see how we can measure the low frequency cut-
off from data of a shorter length, we plot the time domain
correlation functions of general red noise with different sets
2 Although the timing software usually iterates the fitting proce-
dure, the linearity is a valid approximation for the current appli-
cation, where the TOA differences between the full timing model
and the linearized model are smaller than the signals under in-
vestigation.
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Figure 2. The correlation function of power-law red noise nor-
malized by its autocorrelation. The time τ takes units of data
length T , while fL takes units of 1/T . The power indices and low
frequency cut-offs are given in the legend, where α is the spectral
index of the characteristic amplitudes as used in this paper.
of fL and spectral index α values in Figure 2. Since the
shape of the correlation function is sensitive to both the
power index and the low frequency cut-off, the values of the
two parameters can be inferred.
• Extra time-dependent delays (ts) could be introduced in
the TOAs due to instrumental effects. For example, chang-
ing the cable length or switching backends would introduce
sharp features in the TOA data. We assume that such an
instrumental delay has been calibrated or fitted via the tim-
ing parameters (e.g. the ‘jump’ parameter). In these cases,
the instrumental delay is either modeled or included in the
design matrix Dik, and therefore we do not discuss ts further
in this paper.
• The red-noise component (r) is used to describe the
intrinsic timing noise of the pulsar or other frequency inde-
pendent signals, e.g., a signal induced by the gravitational-
wave background, clock noise, or long-term stochastic sys-
tematics. We model this component as power-law spectral
Gaussian noise in the same way we modeled DM variations.
The spectrum and correlation of r are similar, such that
Sr(f) =
A2r
f
(
f
fc
)−2αr
, (20)
〈ri〉 = 0, (21)
Cr,ij = 〈rirj〉 =
∫
∞
1/T
Sr(f) cos(2πftij) df. (22)
Because of the fitting of the pulse period and its deriva-
tive, red noise signals with αr < 5 are regularized (Lee et al.
2012). We use 1/T as the low frequency cut-off.
• The white noise (n) comes from two main different
sources: the radiometer noise, which is due to the finite radio
flux, and the jitter noise due to pulse jitter (Liu et al. 2012;
Cordes & Shannon 2010). There are other possible sources
of white noise (Cordes & Shannon 2010). In this paper, we
assume that the RMS levels of the radiometer noise are the
TOA uncertainties multiplied by a coefficient called ‘Efac’,
where TOA uncertainties are determined using standard
pulsar timing software (Hotan et al. 2004). Because jitter
c© 2010 RAS, MNRAS 000, 1–12
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noise is uncorrelated with radiometer noise, the correlations
of the white noise components are
〈ni〉 = 0, (23)
Cn,ij = 〈ninj〉 = δij
(
Efac2σ2i + σ
2
J
)
, (24)
where σi is the error bar of the i-th data point, and the
Kronecker δij = 1|i=j , otherwise δij = 0. σJ is the RMS
of the jitter noise. The definition we use is slightly different
from the Tempo2 convention, which uses another parameter
‘Equad’ instead of σJ, such that
Cn,ij = δijEfac
2
(
σ2i + Equad
2
)
. (25)
With the statistical specification of the signal compo-
nents given above, the joint probability distribution of all
TOAs Ti is
ρ0(Ti|λk;AD, αD;Ar, αr;σJ) =
exp
[
−X2
2
]
√
(2π)Npt |Cij |
, (26)
where Npt is the number of data points and |Cij | is the
determinant of the correlation matrix Cij = 〈(Ti−〈Ti〉)(Tj−
〈Tj〉)〉. The Cij can be calculated from equation (19), (22),
and (24) as
Cij = CD,ij + Cr,ij +Cn,ij . (27)
X2 is the generalized χ2 defined as
X2 =
Npt∑
i,j=1
(Ti−T0,i−
∑
k
Dikλk)C
−1
ij (Tj−T0,i−
∑
k′
Djk′λk′),
(28)
where C−1ij is the inverse of Cij , i.e.
∑Npt
l=1 C
−1
il Clj = δij .
Since Ti − T0,i are the pre-fit timing residuals Ri, equa-
tion (28) can be re-written using pre-fit timing residuals as
χ2 =
Npt∑
i,j=1
(Ri −
∑
k
Dikλk)C
−1
ij (Rj −
∑
k′
Djk′λk′). (29)
The MLE is used to find the parameters AD, αD, Ar, αr,
Efac, and σJ in order to maximize the value of likelihood
(i.e. distribution function ρ0). This is similar to the general-
ized least squares (GLS) methods (Coles et al. 2011) 3. The
major difference between the two methods is that the GLS
assumes the correlation matrix to be known, while the MLE
does not. They become identical if the noise model param-
eters are known as prior information. The two methods are
asymptotically identical given that the noise model parame-
ters used in the GLS were estimated by the method asymp-
totically identical to the MLE. To the authors’ knowledge,
there is no work yet that addresses the asymptotic behavior
of GLS estimators (Coles et al. 2011) used in pulsar timing
applications.
Focusing on the noise model parameters, we find
that the linearized pulsar timing parameters (λk) can be
marginalized analytically (van Haasteren et al. 2009), i.e.
we define the reduced likelihood as
ρ(Ri|AD, αD;Ar, αr;σJ)
=
∫
ρ0(Ri|λk;AD, αD;Ar, αr;σJ)
∏
k
dλk, (30)
3 Although Coles et al. (2011) use the term ‘Cholesky method’,
we prefer to use ‘generalized least squares’ which is widely used
in the statistical literature (Kariya & Kuruta 2004).
and one can show that
ρ =
√
|C′
kk′
|(2π)M
|Cij |(2π)Npt exp
[−X ′2
2
]
, (31)
where
C′kk′ = DikDjk′C
−1
ij , (32)
and
X ′2 =
∑
i,j,l;k,k′
Ri(C
−1
ij − C−1il DlkC′−1kk′ Dl′k′C−1l′j )Rj . (33)
In this way, the parameter estimation problem after
marginalizing the pulsar timing parameters is still Gaus-
sian. The noise model parameters and their errors can
now be inferred using the Markov chain Monte Carlo
(MCMC) method as described in many standard references
(Press et al. 2007). We present examples in Section 4.
3.2 Waveform estimator given the noise
parameters
With the noise model parameters inferred using the MLE
described in the previous section, we are able to construct
the MLE for the waveform of each signal component. We
note that the identical filter has been derived independently
many times in several different areas of research (Lee 1967;
Enßlin & Frommert 2011; Deng et al. 2012). We therefore
describe the filter only briefly in this paper.
The joint probability distribution, as a function of the
individual waveforms, is
ρ(ri, ni, tD,i|Ar, αr, σJ, AD, αD) =
G(tDi, CD,ij(Ar, αr))G(ri, Cr,ij(Ar, αr))G(ni, Cn,ij), (34)
where the function G(xi, Cij) is the multi-dimensional zero-
mean Gaussian distribution for the vector xi, of which the
covariance matrix is Cij . Signals ri, ni, and tD,i are con-
strained such that their summation is equal to the timing
residual, i.e.
Ri = ri + ni + tD,i. (35)
The maximum likelihood waveform estimator (MLWE) is
found by maximizing equation (34) under the constraint
given by equation (35). This can be done by calculating
the variation of ρ with respect to the waveform r, n, and tD.
These MLEs are
r̂i = Cr,ijC
−1
jl Rl, (36)
t̂Di = CD,ijC
−1
jl Rl, (37)
n̂i = Cn,ijC
−1
jl Rl. (38)
R̂∞,i = C∞ikC
−1
kj Rj , (39)
where the R̂∞,j are the estimated effective timing residu-
als, which one would measure at infinite frequency. C∞ik is
defined as
C∞ik = Cr,ik + Cn,ik . (40)
We plot the optimal filter (i.e. a single row of the filter ma-
trix CD,ijC
−1
jl ) for the DM variation signal in Figure 3.
The spread of the filter around τ = 0 shows the optimal
weights used to combine nearby data points for the estima-
tion of DM variations. In the point-to-point fitting method,
c© 2010 RAS, MNRAS 000, 1–12
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Figure 3. An example of the optimal filter used to reconstruct
DM variations. The x-axis represents the time lag, while the y-
axis represents the amplitude of the filter. The data set contains
three frequencies (400 MHz, 1.4 GHz, and 2.5 GHz), resulting
in three curves in the figure, which together form the optimal
filter. The maximum of the filter at zero-time lag shows that most
of the information needed to estimate DM comes from nearby
data points, while the width of the filter shows the weights used
for combining data sets. This is different from the point-to-point
fitting algorithm, a delta function on this plot, in which no other
data points are used to estimate DM variation at any given epoch.
Note that we only plot a single row of the filter matrix here. This
corresponds to a filter at a single epoch. The filters are calculated
for Ar = 20 ns, ADM = 2 × 10
−6pc cm−3, αr = −1.67, and
αDM = −1.5.
one ‘subtracts’ the higher frequency residuals from the lower
frequency residuals in order to estimate the DM. In this way,
the filter functions take negative values at higher frequen-
cies. This naturally arises when constructing the optimal
filter.
Usually, the standard deviation of the estimator is
used as the error bar on the waveform estimator. How-
ever, here the ‘noise’ components are correlated, i.e.〈(
R̂∞,i − 〈R̂∞,i〉
)(
R̂∞,j − 〈R̂∞,j〉
)〉
6= 0, because of the
red-noise components (ri). This makes the error bar-type
interpretation for the RMS value meaningless, since the er-
ror bar is defined such that the noise is uncorrelated. How-
ever, for practical purposes, we suggest using the covariance
matrix to quantify the waveform uncertainties, where the
diagonal terms of the covariance matrix are the 1-σ error
bars of the estimator. Taking the red noise component as an
example, the covariance matrix of the estimated waveform
deviations from the true value is
ǫr,ij = 〈(r̂i − ri)(r̂j − rj)〉 . (41)
One can show that (Appendix A)
ǫr,il ≃ Cr,il − Cr,ijC−1jk Cr,kl . (42)
Table 1. Parameters used in the examples
Case Ar(ns) αr ADM (pc cm
−3) αDM fL,DM (Hz)
1 5.0 -1.67 2× 10−6 -1.5 3.17× 10−9
2 5.0 -1.67 2× 10−7 -1.5 3.17× 10−9
3 2.0 -1.67 5× 10−8 -1.5 3.17× 10−9
4 5.0 -1.67 2× 10−7 -1.5 6.34× 10−10
5 5.0 -1.67 N/A N/A N/A
The data length in all cases is 10 years with an average cadence of
1.5 month. In all simulations, we have used Efac= 0 and fL,red =
1/T . The white noise RMS levels are 100 ns for all frequencies and
cases. In case 5, a square-waveform DM variation is simulated,
with a duration of 1 year and an amplitude of 2× 10−5 pc cm−3.
Similarly the covariance of other waveform estimators are
ǫD,il =
〈
(t̂Di − tDi)(t̂Dj − tDj)
〉
≃ CD,il − CD,ijC−1jk CD,kl, (43)
ǫn,il =
〈
(t̂ni − tni)(t̂nj − tnj)
〉
≃ Cn,il − Cn,ijC−1jk Cn,kl , (44)
ǫR∞,il =
〈
(R̂∞i −R∞i)(R̂∞j −R∞j)
〉
≃ C∞,il −C∞,ijC−1jk C∞,kl , (45)
The square root of diagonal terms, i.e.
√
ǫii, is the 1-σ error
bar of MLWE.
The waveform estimators can be used to interpolate or
extrapolate the waveform in order to estimate its value when
no data is available. This can be done by simply adding a
fake observing epoch ifake at the time of interpolation or
extrapolation, where the value of data (Rifake) should be
chosen according to the statistical expectation, i.e. Rifake =
0. After introducing such a fake data point, we can apply
the MLE as discussed above to interpolate or extrapolate.
4 EXAMPLE
In this section, we use five different examples to show pos-
sible applications of the AO algorithm. In all cases, TOAs
are generated at three frequencies (400 MHz, 1.4 GHz, and
2.5 GHz), where the parameters for all examples are listed
in Table 1. Cases 1-3 are characterized by strong, intermedi-
ate and weak signal-to-noise, respectively. Case 4 shows the
ability to measure fL at a much lower frequency than 1/T
for the DM variation signal. In case 5, we explore the prfor-
mance of the AO algorithm on the deterministic waveform,
where a square waveform is used. Based on the five exam-
ples, we also compare the reconstructed DM variation wave-
form with the results from three other methods: polynomial
smoothing (Kaspi et al. 1994; Freire et al. 2012), piecewise
linear function fitting (Keith et al. 2013), and point-to-point
fitting.
The simulated data can be found in Figure 4 to 8, dis-
played in the barycentric reference frame. We first simu-
late the signal components, i.e. the time series of DM varia-
tions, red noise, and white noise. Here, the power-law spec-
tral signal is simulated using a large number of indepen-
dent monochromatic components. The number of compo-
c© 2010 RAS, MNRAS 000, 1–12
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nents (Ncomp) is taken to be 10
4 in this paper. These compo-
nents are distributed randomly with a uniform distribution
in the logarithmic frequency domain. For each monochro-
matic component, the amplitudes and phases follow zero-
mean Gaussian and 0-to-2π uniform distributions. The RMS
of the amplitudes A of each component is determined via
RMS[A(f)] = 2S(f)f ∆ ln f (46)
where S(f) is the single-side power spectrum that we want
to simulate, and ∆ ln f is the effective bandwidth of the sin-
gle monochromatic component, which is defined as ∆ ln f =
(ln fmax − ln fmin)/Ncomp. fmax and fmin are the maximal
and minimal frequencies that we are concerned with. fmin
is equal to fL. The choice of fmax is not crucial here, since
we are dealing with red noise, for which the high frequency
components have little contribution to the signal power. We
choose fmax = 1/∆T , where ∆T is the minimal time differ-
ence between two successive observing epochs.
After all of the noise components are computed, we
‘add’ them to the perfect TOA calculated by Tempo
2 (Hobbs et al. 2006). We perform the addition in the
barycentric frame. Because of the motion of the Earth, there
is a difference between the two methods used to simulate, i.e.
1) adding the noise to the barycentric TOA, and 2) adding
the noise to the telescope-site TOA. Directly adding the
DM-induced delay to the telescope-site TOA is incorrect in
principle, because the extra delay due to the Earth’s motion
is not accounted for. If one introduces a time shift of ∆t in
the telescope-site TOA in the simulation, the Earth’s posi-
tion, when the pulse is arriving, will be mistakenly shifted
by ∼ ve∆t, where ve is the Earth’s velocity. Depends on the
pulsar position, such a wrong position produces a one-year-
period residual with an amplitude about ve∆t/c ≃ 10−4∆t
in the TOAs. For example, if a 1-ms time shift were intro-
duced, a signal with an amplitude of about 100 ns would
appear in the residuals. To avoid these complexities, we use
the barycentric frame throughout our simulation.
The MCMC method is used to estimate the noise model
parameters required to construct the waveform estimators.
The detailed descriptions of MCMC methods can be found
in many standard references (e.g. Press et al. (2007)). The
basic idea of the MCMC is to get a large sample of the noise
model parameter sets, of which the distribution obeys the
likelihood. The statistical properties of the inferred param-
eters are directly measured using such samples. We use flat
priors in this paper. We have compared the MCMC using the
Metropolis-Hastings (Hastings 1970) with affine-invariant
ensemble (Goodman & Weare 2010) sampling schemes, but
no significant difference was found.
The posterior distributions for the five examples are
given in Figure 9 to 13, from which the errors on the
noise model parameter estimators are inferred. Our MLEs
of the noise parameters are found by applying an opti-
mization step to the MCMC likelihood distribution, where
the Nelder−Mead’s downhill simplex method (Jeffrey et al.
1998) is adopted to find the maximum of the likelihood, i.e.
equation (31). In this optimization, the initial values are
taken to be the set of parameters with maximum value of
ρ′ among the parameter samples from the MCMC. There
seems to be a small bias within a 2-σ level in estimat-
ing fL. However, the current algorithm is still safe
because of following two reasons. On one hand, the
MCMC posterior distribution already includes such
effect in the error estimation. On the other hand,
the ensemble statistics of the estimator may not be
affected by this apparent bias. The tail in the pos-
terior distribution towards lower fL naturally makes
it infer slightly higher values more frequently while
getting lower values on rare occasions.
With the noise model parameters, the waveform of each
signal component is reconstructed using equation (36), (37),
and (38). Although the covariance matrix C is symmetric,
we use the QR decomposition algorithm (Press et al. 2007)
instead of the Cholesky decomposition to invert the ma-
trix. This makes the computation slightly slower (still faster
than the singular value decomposition implementation), but
much more robust. The reconstructed waveforms are also
shown in Figure 4 to 8. One can see that the four algo-
rithms generally agree with each other as well as with our
injections.
The performances of the four DM reconstruction algo-
rithms can be compared using the standard deviations of the
differences between the reconstructed waveforms and the in-
jections. Point-to-point fitting is described in Section 2. The
AO waveform estimator is constructed using the parame-
ters found by the MCMC techniques. To apply the poly-
nomial fitting and piecewise linear function methods, one
needs the optimal polynomial order and the optimal aver-
aging timescale, respectively. In practical data analysis, the
two parameters can be determined through spectral anal-
ysis. In practice, estimating those two parameters through
spectral analysis can be challenging, and in order not to con-
cern ourselves with the details of such non-related schemes,
we use information from the injections. We perform grid
searches to find the best parameters that minimize the stan-
dard deviations of the differences between the reconstructed
waveforms and the injections. Here, using injections in-
sures that no other parameter search performs bet-
ter. This helps us determining the best-possible DM
variation estimation of the polynomial and piece-
wise linear function methods for the given data set4.
We summarized the results of the comparisons between the
methods in Figure 14. One can see that these three methods
(polynomial fitting, the piecewise linear function method,
and the AO algorithm) produce a comparable level of error,
while the AO algorithm generally has a smaller error than
the other methods.
The AO algorithm can also be used to recover the deter-
ministic waveforms with sharp jumps as shown in ‘case 5’,
although we have assumed a power-law signal model in this
paper. In fact, the power-law is the linear approximation of
the signal spectrum in log-log space. We expect it to work
for most cases, where the dominant part of the spectrum
can be approximated by a straight line.
As we have previously explained, the AO algorithm is
also capable of extrapolating and interpolating the wave-
form. The examples are given in Figure 15. For the interpo-
lation problems, polynomial fitting and the MLE give simi-
lar results; both are consistent with the simulated injections.
For the extrapolation application, the MLE produces much
4 It is worth noting that we did not use any injection information
for the AO algorithm!
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Figure 4. The simulation and waveform reconstruction of ‘case 1’. As shown in the left-most column, the timing residuals are simulated
for three frequency bands, i.e. 400 MHz, 1.4 GHz, and 2.5 GHz. The solid lines represent the simulated residuals, while the dashed
lines represent the timing residuals after DM variation correction with the AO algorithm. The second column shows the injected white
noise waveform at each frequency (solid lines), and the recovered AO waveform (with the grey stripe indicating the error bar). The red
noise component is shown in the third column, with the solid line corresponding to the injection, while the gray stripes represent the
recovered AO waveform with a 1-σ error bar. The DM variation waveform is shown in the fourth column. The solid line, gray stripe,
and dashed line represent, respectively, the injection, the AO estimator, and the polynomial fitting waveform. The square symbols are
for the piecewise linear function method. The point-to-point fitting results for DM are plotted with the symbol ‘+’. All of the methods
produce consistent results. The RMS of the difference between the estimations and injections for all cases and methods are summarized
in Figure 14.
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Figure 5. The same as Figure 4 but for ‘case 2’.
more stable results compared to polynomial fitting. Indeed,
polynomial fitting quickly diverges from the injections when
no observations are available.
5 DISCUSSION AND CONCLUSION
In this paper, we have constructed an algorithm to estimate
the waveform of DM variations and infinite-frequency TOAs
from multi-frequency datasets. This algorithm is based on
the MLE, which makes the presented algorithm AO, i.e. it
approaches the Crame`-Rao bounds as the signal-to-noise ra-
tio becomes high (Chen 2009). We demonstrated the appli-
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Figure 6. The same as Figure 4 but for ‘case 3’.
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Figure 7. The same as Figure 4 but for ‘case 4’.
cation of the algorithm on a simulated data set at 400 MHz,
1.4 GHz, and 2.5 GHz with DM variations and red tim-
ing noise included. Parameter estimates were found with a
likelihood analysis, carried out using an MCMC algorithm.
The maximum likelihood parameter inferences were subse-
quently found using the downhill-simplex algorithm, which
in turn was used to produce waveform estimators and a re-
construction of all components of the injected signal. One
can see from Figure 4 to Figure 13 that the noise model pa-
rameters and the waveform estimator both produce results
that are consistent with the injections.
Our current method resolves the structures at smaller
time scales better than the polynomial and piecewise linear
function methods, as shown in Figure 4 to 8. This is due to
the properties of equation (36), (37), and (38). We can in-
terpret the correlation matrix C as the ‘power of signal’, i.e.
the second order statistics of the waveform. The mechanism
of the filter can thus be understood as the weighted average
of inputs, i.e. in terms of Feynman’s illustration notation
Estimated signal [r] =
power of the signal [Cr]
power of all signals [C]
×all signals [s] .
In this way, as long as the power of the signal under inves-
tigation is higher than the power of the rest of the compo-
nents, one will be able to accurately estimate its waveform
on the relevant time scales. In the case of polynomial in-
terpolation, such small-scale resolutions are limited due to
polynomial order and numerical instability.
We have included the low frequency cut-off of DM varia-
tions as one of the model parameters. Such low frequency
cut-off, if measured, may shed light on the driven
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Figure 14. The standard deviations of the difference between the
reconstructed waveforms and injections of DM variations for all
five cases. In the legend, ‘opt’, ‘poly’, ‘p-line’, and ‘p2p’ denote
the AO algorithm, polynomial smoothing, the piecewise linear
function, and point-to-point fitting, respectively. We can see that
the AO algorithm, polynomial fitting and the piecewise linear
function method have similar performance, and that all perform
better than point-to-point fitting. The AO algorithm slightly out-
performs other methods for most of the cases in this paper.
mechanism of interstellar medium turbulence. On the
other hand, similarly to using the period and period deriva-
tive of pulsar timing parameters, we can use time deriva-
tives of DM to regularize the signal (for a good example, see
Lentati et al. 2013). Either of the methods can be used to
construct the optimal filter for the mitigation of DM vari-
ations. For the application of extrapolation however, using
such a polynomial regularization may impair long-term sta-
bility.
In this paper, both the MLEs of the noise model pa-
rameters and of the waveforms are purely time-domain op-
erations. This method therefore does not require uniform
sampling of the data nor synchronization of the observing
session, i.e. it does not require the data to be taken on a
regular basis nor to be perfectly aligned in time. Further-
more, this method does not need to interpolate the signal.
This makes it particularly suitable for pulsar timing prob-
lems, where the data are usually non-uniformly distributed
and the multi-frequency observations are not simultaneous.
As shown in Figure 15, this method can be used to inter-
polate or extrapolate the estimation of DM variations to
epochs where no observations are available. We can see that
interpolation using this method is comparable to polynomial
fitting, while its performance is much better when extrapo-
lating DM variations.
We have also investigated DM variations and infinite
frequency TOA measurement accuracy for single observ-
ing epochs analytically. From equation (9) and (10), we
can see that it is important to have good frequency cov-
erage to mitigate the effects of DM variations. The larger
the frequency range, the better accuracy we can achieve for
measuring D and T∞. From equation (9), the RMS error
of T∞ is the weighted sum of the noise level of individ-
ual frequencies with a weighting factor of ν4. In this way,
higher frequency data will have a higher weight in deter-
mining T∞. Additionally, we have shown in Section 2 that
increasing the accuracy of high frequency data is important
for breaking the degeneracy between D and T∞. Because
of the steep flux spectral index of pulsars, obtaining better
precision in high frequency data is a challenge. This fact
should be included in the efforts to optimize pulsar timing
array schedules (e.g. Lee et al. 2012). The weighting factors
for DM accuracy (equation (10)) are the same for both fre-
quencies. Therefore, the low frequency data from future tele-
scopes with a larger collecting area will become very useful
for measuring DM variations. We also expect that the Five-
hundred-meter Aperture Spherical Radio Telescope (FAST,
Nan et al. 2006; Smits et al. 2009) and the Square Kilometre
Array (SKA, Kramer & Stappers 2010; Smits et al. 2009)
will provide unique opportunities to study DM variations
and interstellar electron density fluctuations.
The MLE described here is also applicable to many
other pulsar timing related problems. For example, the same
c© 2010 RAS, MNRAS 000, 1–12
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framework can be used to measure the gravitational wave
waveform or to build a pulsar time scale for pulsar timing
arrays. The statistical properties (i.e. spectral indices and
amplitudes) and waveforms of gravitational waves are esti-
mated simultaneously. This will provide the most complete
description of the related processes. As we have shown, by
extrapolation, the current method can be used as a pre-
dictor to estimate the waveform of the signal at the epoch
where no data is yet available. This is critical for the pul-
sar time scale and pulsar navigation problems (Deng et al.
2013), where one needs an estimation of the quantities (e.g.
time defined by pulsar rotation) now. On the other hand, for
the problem of gravitational wave detection, DM variations
can be included in the likelihood, however it is not neces-
sary to estimate the waveform. As such, one can marginalize
over the DM variation model parameters after sampling, and
focus solely on gravitational wave detection.
As a caveat, the ‘AO’ algorithm is model-based, where
we have assumed: 1) a cold free electron model for DM,
i.e. DM-induced delays that scale with ν−2, 2) the noise
spectra are power-law. Armstrong et al. (1995) had shown
that a power-law spectrum holds for a rather wide range
of frequencies. Recently, Lentati et al. (2013) showed that
the DM variations of certain pulsars agree with a power-law
modeling. From recent structure function measurements of
DM variations (Keith et al. 2013), it was shown that most
of Parkes Pulsar Timing Array pulsars follow power laws, al-
though the spectral indices deviate significantly from that of
a Kolmogorov spectrum. However, it is possible that the two
assumptions could be violated in certain cases. For exam-
ple, the variation of scattering may introduce a fre-
quency dependent delay that causes deviations from
a ν−2 law (Hemberger & Stinebring 2008). This may
have been observed for some millisecond pulsars al-
ready (Keith et al. 2013).
Investigating the systematics with real data is impor-
tant for justifying the assumptions made. We anticipate that
future high precision timing data from pulsar timing array
experiments will help us better understand the noise models.
Once a better model for DM variations becomes available,
we can include the modeling in the current MLE framework
in a straightforward manner. In other words, future high
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Figure 10. The same as Figure 9 but for ‘case 2’.
precision timing data not only helps us justify the assump-
tions made, but will also help us improve the AO algorithm
itself.
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APPENDIX A: COVARIANCE MATRIX OF
ESTIMATOR
The covariance matrix of the waveform estimator is given
by
ǫr,ij = 〈(r̂i − ri)(r̂j − rj)〉
=
〈
(ĈrĈ−1R− r)(ĈrĈ−1R− r)T
〉
≃ CrC−1Cr −CrC−1Cr −CrC−1Cr +Cr
= Cr −CrC−1Cr , (A1)
where we neglect the small correlation between the estima-
tion of the covariance matrix C and the signal R, r.
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Figure 13. The same as Figure 9 but for ‘case 5’.
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Figure 15. Extrapolation and interpolation using the MLE. The left and right panels show the results of DM variation extrapolation
and interpolation, respectively. The solid curves represent the simulated DM variation injections, while the dashed curves with error bars
represent the results of the AO algorithm. The thin black curve represents point-to-point fitting, while the dash-dotted curve represents
polynomial interpolation estimates. In the waveform estimation process, the data points in the gray shaded region are removed to simulate
the effects of extrapolation and interpolation. The point-to-point fitting algorithm gives no prediction in the gray shaded region.
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