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1. INTRODUCTION {#sim7607-sec-0001}
===============

Elevated blood pressure (BP) is the most prevalent treatable risk factor for cardiovascular disease affecting 1 billion people globally.[1](#sim7607-bib-0001){ref-type="ref"}, [2](#sim7607-bib-0002){ref-type="ref"} It is well known that BP does not remain stationary but fluctuates throughout the day and follows a circadian rhythm. Morning surge refers to the phenomenon that occurs in individuals during the first few hours after waking up in the morning when there is an exaggerated spike or surge in BP.[3](#sim7607-bib-0003){ref-type="ref"}, [4](#sim7607-bib-0004){ref-type="ref"} It has frequently been suggested that this surge may be a risk factor for cardiovascular events occurring in the morning.[3](#sim7607-bib-0003){ref-type="ref"}, [4](#sim7607-bib-0004){ref-type="ref"}, [5](#sim7607-bib-0005){ref-type="ref"} However, the accurate quantification of this phenomenon remains a challenge. A recent meta‐analysis examining the prognostic significance of morning surge in 17 studies identified 7 different calculations for the term that highlights the problem.[6](#sim7607-bib-0006){ref-type="ref"} All but one of these 7 estimates involved simple subtraction of BP values where they subtracted some average night value minus an average of morning BP readings. While these measures can easily be calculated without the need for advanced methodology, they may not accurately quantify a surge or rate of change.

Rather than focusing on one value (mean BP) as obtained by traditional measurement techniques, ambulatory blood pressure monitoring (ABPM), which obtains multiple readings over a 24‐hour period, offers a unique insight into an individual\'s underlying circadian rhythm.[7](#sim7607-bib-0007){ref-type="ref"} Parati et al[8](#sim7607-bib-0008){ref-type="ref"} argue that rather than simplifying ABPM data into mean summary measures, incorporating all the data in more advanced models can lead to more robust estimates of clinically relevant parameters such as dipping status and morning BP surge. To get a more advanced measure of surge, it is paramount that we can first accurately model ABPM.

To date, the main approaches proposed to model 24‐hour BP that incorporate all the data and fully use the benefits of the longitudinal nature of ABPM include the cosinor method,[9](#sim7607-bib-0009){ref-type="ref"}, [10](#sim7607-bib-0010){ref-type="ref"}, [11](#sim7607-bib-0011){ref-type="ref"}, [12](#sim7607-bib-0012){ref-type="ref"}, [13](#sim7607-bib-0013){ref-type="ref"} cubic splines,[14](#sim7607-bib-0014){ref-type="ref"} polynomials,[15](#sim7607-bib-0015){ref-type="ref"} and recently a double logistic model.[16](#sim7607-bib-0016){ref-type="ref"}, [17](#sim7607-bib-0017){ref-type="ref"} Moreover, there is no accepted "standard" method for analysing ABPM,[15](#sim7607-bib-0015){ref-type="ref"} and research on the longitudinal analysis of 24‐hour ABPM is lacking.[14](#sim7607-bib-0014){ref-type="ref"} Cosinor analysis has traditionally been the most common approach to modelling 24‐hour BP. This method oversimplifies the data as it attempts to describe a 24‐hour circadian pattern with the use of a single sinusoidal function. The assumption of a simple symmetrical pattern for diurnal BP is unable to account for large variation in BP over a 24‐hour period.[8](#sim7607-bib-0008){ref-type="ref"} Although not as common as the single‐component cosinor model, attempts to extend the model by including multiple cosine terms (Fourier analysis) allow more flexible curves to be obtained while remaining periodic.[18](#sim7607-bib-0018){ref-type="ref"}, [19](#sim7607-bib-0019){ref-type="ref"}, [20](#sim7607-bib-0020){ref-type="ref"} Most studies to date exploring the use of sinusoidal functions for ABPM have focused on fixed‐effects where the inference is on population effects.[9](#sim7607-bib-0009){ref-type="ref"}, [10](#sim7607-bib-0010){ref-type="ref"}, [11](#sim7607-bib-0011){ref-type="ref"}, [12](#sim7607-bib-0012){ref-type="ref"}, [13](#sim7607-bib-0013){ref-type="ref"} A key feature of ABPM analysis however is the exploration of subject‐specific effects (random‐effects) where its use in cosinor models has been limited.[21](#sim7607-bib-0021){ref-type="ref"} Although mixed model approaches to cosinor analysis have previously been explored in different applications,[22](#sim7607-bib-0022){ref-type="ref"}, [23](#sim7607-bib-0023){ref-type="ref"}, [24](#sim7607-bib-0024){ref-type="ref"} this work is considered an extension of these in relation to ABPM.

Thus, the purpose of this study is two‐fold. To first demonstrate that extending the traditional single cosinor to a multiple‐component cosinor in a random‐effects model can be achieved while offering a substantial improvement in fit to ABPM data compared with the single‐component model. Moreover, the model is compared with a functional principal component analysis (FPCA) that determines the main components that account for most variation in the data. The parameters from the cosinor model are compared with the functional principal component scores. The purpose of this was to determine if model fits from a model with fewer parameters that are more interpretable (cosinor) compare favourably with a more flexible data‐driven approach (FPCA).

Secondly, by calculating first‐order derivatives of the model fit, we present a novel alternative method to locate and quantify the magnitude of slopes at critical points on the trajectory. This simple application of derivatives allows us to quantify a measure of morning BP that specifically represents a surge parameter. This may be beneficial in future studies exploring the prognostic significance of morning BP and chronotherapy effects of antihypertensive medication. For purposes of illustration of the models at a group level, we compare first derivative curves in those with and without evidence of subclinical target organ, specifically microalbuminuria. This is the first study to demonstrate the use of a multiple‐component cosinor random‐effects model to obtain a measure of morning BP surge.

2. METHODS {#sim7607-sec-0002}
==========

2.1. Study design and ABPM {#sim7607-sec-0003}
--------------------------

The analysis uses data from the Mitchelstown Study, a population‐based study of middle‐aged men and women, recruited in Ireland 2010‐2011. A description of the study design is available from previous publications.[25](#sim7607-bib-0025){ref-type="ref"}, [26](#sim7607-bib-0026){ref-type="ref"} The study recruited patients attending a single large primary care centre, the Livinghealth Clinic, in Mitchelstown. Participants completed a detailed health and lifestyle questionnaire including a question on use of antihypertensive medication and attended for a physical examination including height, weight, BP, and fasting blood samples. Each participant provided an early morning spot urine sample on the day of their appointment. Laboratory analyses included analysis for albumin : creatinine ratio. Microalbuminuria is defined as albumin : creatinine ratio ⩾1.1 mg mmol^−1^.[27](#sim7607-bib-0027){ref-type="ref"} Study BP was measured 3 times after 5 minutes of rest in a seated position by experienced research nurses using an OMRON M7 BP monitor (OMRON Healthcare, the Netherlands). The average of the second and third measurements was used. The classification of hypertension was based on SBP ≥140 mmHg and/or DBP ≥90 mmHg and/or on antihypertensive treatment. ABPM was offered to all participants and was measured using dabl ABPM system (dabl Ltd, Ireland) with the Meditech ABOM‐05 Monitor (Meditech Ltd, Hungary). The monitors were programmed to obtain readings every 30 minutes and remained in place for 24‐hours. Participants kept diaries of wake and sleep periods, which were used to calculate sleep and waking times. Only participants with a minimum of 20 measurements during the day and a minimum of 7 measurements during the night period were included in the analysis.[7](#sim7607-bib-0007){ref-type="ref"}, [28](#sim7607-bib-0028){ref-type="ref"} Additionally, any participants with data lacking for more than 2 consecutive hourly intervals were excluded.[7](#sim7607-bib-0007){ref-type="ref"}, [28](#sim7607-bib-0028){ref-type="ref"}, [29](#sim7607-bib-0029){ref-type="ref"} All participants provided written informed consent, and ethical approval was obtained from the Clinical Research Ethics Committee Cork.

3. STATISTICAL ANALYSIS {#sim7607-sec-0004}
=======================

3.1. Cosinor analysis {#sim7607-sec-0005}
---------------------

The single‐component cosinor model, which was first developed by Halberg,[30](#sim7607-bib-0030){ref-type="ref"}, [31](#sim7607-bib-0031){ref-type="ref"} uses a single cosine function as a model for physiological processes that have a circadian rhythm. This can be extended to a multiple‐component model in the context of BP: $$\mathit{BP}\left( t \right) = M + \Sigma_{i = 1}^{n}A_{i}\cos\mspace{9mu}\left( {\frac{2\mathit{\pi t}}{\tau_{i}} + \theta_{i}} \right) + e_{t},i = 1,2\ldots,n$$where *BP(t)* is BP as a function of time (*t*); *M* is the midline estimating statistic of rhythm (MESOR), the average value over the period; *A* is the amplitude for each cosine term (half the difference between the highest and lowest values, or the distance between the MESOR and the highest \[lowest\] value); *τ* is the period or duration of 1 cycle corresponding to each cosine term; *ϕ* is the acrophase (a measure of the time of the overall high values recurring in each cycle for each cosine term); *e* is the error term; and *n* represents the number of cosine curves (n = 1 represents the case of the single‐component cosinor model).

The fixed‐effects multiple‐component model in Equation [(1)](#sim7607-disp-0001){ref-type="disp-formula"} can be incorporated into a random‐effects model. The mixed‐effects model[32](#sim7607-bib-0032){ref-type="ref"}, [33](#sim7607-bib-0033){ref-type="ref"} is a well‐recognised tool in the analysis of longitudinal data that allows both population (fixed‐effects) and subject‐specific (random‐effects) trajectories to be obtained, which makes it useful for the analysis of ABPM data. It is assumed the random‐effects have mean zero and an unstructured variance‐covariance matrix. The individual level residuals (*e*) have mean zero and variance‐covariance matrix Σ~*e*~. As individual ABPM readings taken close in time are likely to be correlated, a model with an independent residual correlation structure may not be appropriate. We compared this to a model with a first‐order autoregressive AR(1) structure and examined a plot of the autocorrelation function (ACF) to detect violations of the assumption of independence. We determined the appropriate number of cosine terms by graphically comparing subject‐specific predicted BP fits to the data (while increasing the number of terms) and formally by comparing models with different number of cosines using a likelihood ratio test (LRT).[33](#sim7607-bib-0033){ref-type="ref"}, [34](#sim7607-bib-0034){ref-type="ref"} On the basis of an LRT we tested the inclusion of MESOR as a random effect compared with a model with it being set to a fixed‐effect only. Similarly, using an LRT, we compared a model that included both of the parameters comprising each harmonic (amplitude and acrophase) as random‐effects to a model with no harmonic terms set as random‐effects. If a significant improvement was obtained, the harmonic term (amplitude and acrophase) was included as a random effect in the final model. The appropriate variance and residual function structures were also identified using an LRT in addition with the ACF plot. Subject‐specific trajectories were based on empirical Bayes estimates of the random‐effects.[33](#sim7607-bib-0033){ref-type="ref"}

3.2. Cosinor derivatives and morning surge {#sim7607-sec-0006}
------------------------------------------

To obtain an estimate of the maximum morning surge we first estimate *BP(t)* for each individual from our random‐effects model and then obtain its first derivative, *BP(t)*′. The first derivative of *BP(t)*, Equation [(1)](#sim7607-disp-0001){ref-type="disp-formula"} above, is given by $$\mathit{BP}^{'}\left( t \right) = - \Sigma_{i = 1}^{n}A_{i}\frac{2\pi}{\tau_{i}}\sin\left( {\frac{2\mathit{\pi t}}{\tau_{i}} + \theta_{i}} \right),i = 1,2\ldots,n$$

This will give the rate of change or slope at each time of the day, and from this the maximum slope during the morning period (maximum morning surge) could be estimated. This was done explicitly by first obtaining the subject‐specific predicted trajectories (*BP(t)* for each individual) for each minute of the 24‐hour period based on the empirical Bayes estimates of the random‐effects, and from these estimates, the derivatives were then calculated. Next, by limiting our analysis between 02:00 and 12:00 we can obtain the maximum slope and corresponding time during this period by numeric estimation, for each individual. As participants kept diary entries, we know their waking times. The earliest waking time is 05:00, but we broadened our period of interest further back to 02:00 in the unlikely event that an individual\'s maximum surge occurred just before waking. As the shape of the data is not overly complex over this period, assuming only one local maximum for this time is a reasonable assumption.

3.3. Cosinor bootstrap and simulations {#sim7607-sec-0007}
--------------------------------------

Bootstrap estimation was performed to get an unbiased estimate of the standard error for the morning slope. A total of 1000 bootstrap datasets were created by randomly resampling from the original dataset with replacement. The bootstrap estimates were examined and determined to follow a normal distribution from which a standard error could be obtained. Results from the analysis were used to obtain bias corrected 95% CI for the slopes.

Additionally, to obtain an estimate of the between‐individual variance in maximum slopes we ran 1000 simulations based on our final model. From this we obtained an estimate of the distribution of the slopes. This is similar to exploring the distribution of the individual slopes from our final model but should result in a more precise estimate of between‐person variation.

3.4. Functional principal component analysis {#sim7607-sec-0008}
--------------------------------------------

The aim of FPCA is to find a combination of a few functions that capture the largest proportions of variation in the data. As a method of validation we compared model fits from the final multiple‐component cosinor model to a model arising from FPCA. The purpose of this was to determine if the cosinor model was capable of capturing fluctuations in BP as well as the FPCA, which is less restricted and can provide a flexible fit.

We implemented an FPCA which can be seen as an analogous to multivariate principal component analysis where we can identify the main types of variation in patterns as a function of time as opposed to discrete measures.[35](#sim7607-bib-0035){ref-type="ref"}, [36](#sim7607-bib-0036){ref-type="ref"} Instead of eigenvectors we obtain eigenfunctions that are associated with each eigenvalue and represent the functional principal component\'s (FPC) that describe the different variations in the data.

To begin with, the mean curve was obtained through a method developed by Yao et al, which first ignores the hierarchical structure of the data and then fits a smooth curve to the pooled data.[37](#sim7607-bib-0037){ref-type="ref"} This estimate of the mean curve is then used to obtain the covariance matrix of the deviations from the mean for each pair of time points. This covariance matrix is smoothed using a bivariate smoother, and the main diagonal is removed to normalise the data. This smoothed covariance matrix is then decomposed into a linear combination of orthogonal (uncorrelated) eigenfunctions and eigenvalues, ie, into its principal components and scores.[38](#sim7607-bib-0038){ref-type="ref"} The first principal component captures the most variation, the second captures the second most variation, and so forth. Therefore, a linear combination of a few efficient functions can account for a high proportion of the variance. In our analysis, 10 B‐spline basis functions were used to estimate the mean function, and for the bivariate smoothing of the covariance function. The number of FPCs to include was then determined by visual inspection of a scree plot. In the context of random‐effects models these FPCs can be seen as patterns of within‐subject variation remaining after the mean fit.

The weights that define the optimal fit to each function are the principal component scores. These can be used to obtain individual curves by multiplying the weights by the functions. Zero scores for an individual would result in their trajectory following the mean pattern. The scores would usually be estimated through numerical integration but with sparse data, as in the case of ABPM (compared with high sampling frequency data, eg, every second, that is often associated with functional data[39](#sim7607-bib-0039){ref-type="ref"}), the approximation is sometimes deemed inadequate, and in this case the scores were estimated by the principal component analysis through conditional expectation method.[37](#sim7607-bib-0037){ref-type="ref"}, [38](#sim7607-bib-0038){ref-type="ref"} Using this method the scores are estimated for each individual using their repeated measures while borrowing strength from the cohort with sample estimates of the mean function, covariance, eigenvalues, and eigenfunctions.[37](#sim7607-bib-0037){ref-type="ref"}, [38](#sim7607-bib-0038){ref-type="ref"}

As a final step the random‐effects of the multiple‐component cosinor model were correlated with the individual FPC scores from the FPCA. This allowed us to determine if the cosinor model and their parameters were capturing the main components of 24‐hour BP obtained through FPCA, which was a more elaborate, flexible, and data‐driven approach. If they correlated well it would help advocate the use of our model.

3.5. Group comparison: target organ damage {#sim7607-sec-0009}
------------------------------------------

Finally, after the model has been compared with FPCA and as a method to illustrate the approach outlined, we ran the final model separately on those with and without evidence of microalbuminuria. Subject‐specific curves are obtained and plotted for each group. In addition, mean curves for both groups, over the 24‐hour period are overlaid on the same plot giving a graphical comparison. We also obtain and compare first derivative curves in both groups. Individual maximum morning surge values were obtained for each participant as before in each group, and the 2 groups were compared using a *t* test.

3.6. Software {#sim7607-sec-0010}
-------------

All analysis including bootstrapping and simulations were implemented in R.[40](#sim7607-bib-0040){ref-type="ref"} Although the model can be rewritten in a linear form,[41](#sim7607-bib-0041){ref-type="ref"} when *n* (number of cosine terms) is greater than 1 it is easier to obtain estimates of the parameters directly from the nonlinear model as opposed to calculating them post hoc using trigonometry with the linear model. However, Mikulich et al[24](#sim7607-bib-0024){ref-type="ref"} note that convergence can be problematic when using the nonlinear approach and when considering more complicated models, eg, including multiple fixed and random harmonic terms, the linear model is typically more efficient and more easily implemented. Conversely, Mikulich et al[24](#sim7607-bib-0024){ref-type="ref"} also stress the benefits of the nonlinear approach, particularly as highlighted above, that "specifying the random‐effects as nonlinear coefficients has interpretation advantages in that covariance matrices of the parameters of interest (amplitude, acrophase) are directly estimated." For this reason the nonlinear mixed‐effects model was solved using the nlme command in the nlme R‐package.[42](#sim7607-bib-0042){ref-type="ref"} In this study, the authors did not have convergence issues, where initial starting values were obtained from a model incorporating fixed‐effects only. FPCA was used using the refund R‐package.[43](#sim7607-bib-0043){ref-type="ref"} A shiny app was also built in R using the shiny R‐package[44](#sim7607-bib-0044){ref-type="ref"} to illustrate different model fits that can be obtained from our final random‐effects model using simulated data based on the model. Shiny is an open package from RStudio, used to build web pages with interactive data visualisations with R. Data are uploaded to a server, and when the web page is visited, a user can easily cycle through different input values generating interactive visualisations.

4. RESULTS {#sim7607-sec-0011}
==========

The study questionnaire and physical examination was completed by 2047 participants (response rate, 67%). ABPM was completed by 1207 participants (response rate, 58%), of whom 886 had a minimum of 20‐day and 7‐night measurements and no data missing for more than 2 consecutive hourly intervals. Their main clinical characteristics are presented in Table [1](#sim7607-tbl-0001){ref-type="table-wrap"}.

###### 

Baseline characteristics

  Characteristic                      Total (n = 2047)   ABPM (Subsample) Total (n = 886)
  ----------------------------------- ------------------ ----------------------------------
  Age, y                              59.8 (5.5)         59.9 (5.5)
  Gender, male n(%)                   1008 (49.2)        401 (45.3)
  BMI, n (%)                                             
  Underweight/normal (\<25 kg/m^2^)   447 (21.9)         195 (22.0)
  Overweight (25‐30 kg/m^2^)          925 (45.3)         380 (42.9)
  Obese (≥30 kg/m^2^)                 668 (32.8)         310 (35.0)
  Office SBP, mmHg                    129.6 (16.9)       134.7 (17.7)
  Office DBP, mmHg                    80.1 (9.8)         83.1 (10.2)
  Hypertension, n (%)                 951 (46.5)         528 (59.7)

Abbreviations: ABPM, ambulatory blood pressure monitor; BMI, body mass index.

Data are mean (SD). Hypertension: ≥140/90 mmHg and/or on antihypertensive treatment.

Figure [1](#sim7607-fig-0001){ref-type="fig"} is a graphical representation of ABPM for 4 individuals. Included are subject‐specific fits from a random‐effects cosinor model with varying number of cosine terms; single, 2 and 3‐component models (n = 1, 2, 3). It can be seen that the single‐component model offers a very simplistic curve that struggles to capture the shape of the data. There is a large improvement observed however with both the 2‐ and 3‐component models where large fluctuations are accounted for more than in the restricted single model. When visually comparing all the 2‐ and 3‐component model fits, there was little difference between them. For this reason and to obtain the most parsimonious model we identified the 2‐component model as a satisfactory model to describe ABPM.

![ABPM readings (circles, thin black line) of 4 individuals along with predicted subject‐specific trajectories from a random‐effects model as a function of time using (1) single cosinor (thick black line); (2) 2‐component cosinor (thick red line); and (3) 3‐component cosinor (thick blue line) models](SIM-37-1682-g001){#sim7607-fig-0001}

The final 2‐component SBP cosinor model parameters estimates are presented in Table [2](#sim7607-tbl-0002){ref-type="table-wrap"}. Initially, all the parameters were included as fixed‐effects. A significant improvement in fit was observed when additionally including the MESOR and both the first and second harmonic terms as random‐effects, based on LRTs (all *P* \< .001). As a consequence we included all parameters as random‐effects. The MESOR or average BP over 24‐hours was 124 mmHg. The values of the parameters for the first and second cosine curves are presented separately. As expected, the first cosine with period 24‐hours is the dominant curve with amplitude of 13.2 mmHg while the second cosine curve with period 12‐hours has amplitude 5.6 mmHg. Similarly, the phase shift of the first cosine is larger than the second one that are both measured from 12:00 in units of 30 minutes, 5.3 (2.6 h) compared with 1.0 (0.5 h), which corresponds to a time of approximately 14:18 and 12:30, respectively. Exploring the random‐effects covariance matrix suggests that there is a moderate positive correlation between the 2 amplitudes (*r* = .51) and the 2 phase shifts (*r* = .44). However, there is a weak correlation between the amplitudes and their corresponding phase shifts (−0.01 and −0.16). As some correlations were quite low we considered reducing the size of the covariance matrix by removing weak correlation terms, but as Harrell[45](#sim7607-bib-0045){ref-type="ref"} suggests removing separate terms in this way provides very little gains in terms of precision and power. As a result the covariance structure was not altered. The variation between individuals in the first cosine amplitude was greater compared with the second (SD, 6.1 vs 2.8 mmHg). However, in contrast, there was less variation in the phase shift of the first cosine compared with the second (9 vs 18 min). The within‐subject SD (σ) was 11.9 mmHg. Examining the ACF plot indicated that the inclusion of an AR1 residual structure adequately accounted for the autocorrelation in the data. On the basis of an LRT, incorporating an AR1 structure resulted in a significant improvement in fit compared with a model assuming independence in residuals (ρ = .22, *P* \< .001). Residual diagnostic plots of the model (residuals vs fitted values, histogram of random‐effects and residuals) showed no violation of assumptions (results not shown).

###### 

Model parameter estimates (SBP) along with corresponding correlations and variances

  Parameter                     Model
  ----------------------------- ----------------------------------------------------
  Fixed‐effects                 Estimate (SE)
  24‐h MESOR, mmHg              124 (0.44)[\*](#sim7607-note-0003){ref-type="fn"}
  First cosine (24‐h period)    
  Amplitude, mmHg               13.2 (0.23)[\*](#sim7607-note-0003){ref-type="fn"}
  Phase shift, 30 min           5.3 (0.02)[\*](#sim7607-note-0003){ref-type="fn"}
  Time of phase shift           14:18
  Second cosine (12‐h period)   
  Amplitude, mmHg               5.6 (0.14)[\*](#sim7607-note-0003){ref-type="fn"}
  Phase shift, 30 min           1.0 (0.03)[\*](#sim7607-note-0003){ref-type="fn"}
  Time of phase shift           12:30
  Random‐effects                
  Σ                             172.3
  0.18 37.0                     
  −0.03 −0.01 0.1               
  0.30 0.51 −0.14 7.8           
  −0.03 0.01 0.44 −0.16 0.4     
  σ                             11.9
  ρ                             0.22

*P* \< 0.001.

Random‐effects matrix shown has variances on the diagonal and correlation coefficients on off‐diagonals. Phase shift measured from 12:00 noon. Time presented in 24‐h clock.

After applying the final 2‐component cosinor model to the data and obtaining the random‐effects coefficients, empirical Bayes estimates were obtained from which derivatives of the function were then calculated. Figure [2](#sim7607-fig-0002){ref-type="fig"} presents ABPM readings for 3 individuals with their fitted subject‐specific trajectories and corresponding first derivative curves along with the original model and corresponding first derivate equations. This represents the rate of change or slope at each time point during the day. By focusing on the morning period we can obtain the magnitude and location (time) of the maximum surge. The estimate of the maximum slope obtained from the derivatives from our final model was 2.84 mmHg/30 min (Table [3](#sim7607-tbl-0003){ref-type="table-wrap"}). Also presented in Table [3](#sim7607-tbl-0003){ref-type="table-wrap"} is the bias corrected bootstrap distribution estimates from which a standard error for the estimate of average maximum slope could be obtained (SE = .0012), resulting in 95% CI: 2.855 to 2.858 mmHg/30 min. The simulation results allowed us to quantify the between‐individual SD in maximum slopes, which was 1.01. Although we recommended the 2‐component model, for comparison purposes, we also included the average maximum morning surge from the simpler 1‐component model: 1.738 mmHg/30 min (Table [3](#sim7607-tbl-0003){ref-type="table-wrap"}). On the basis of a paired *t* test there was a statistically significant difference in the mean morning surge of the single‐ and 2‐component models using subject‐specific predictions, difference = −1.118 (95% CI: −1.155‐1.081) mmHg/30 min, *P* \< .001.

![ABPM readings of 3 individuals with fitted subject‐specific trajectories from a 2‐component cosinor random‐effects model (left panels). Their corresponding rate of change curves (first derivatives) are also plotted on right panels (red line indicating reference zero mark). The formulas for the 2‐component model and the corresponding first derivative are also presented](SIM-37-1682-g002){#sim7607-fig-0002}

###### 

Maximum morning surge (mmHg/30 min)

                             Median   Mean    Variance/CI
  -------------------------- -------- ------- ------------------
  Single‐component model     1.732    1.738   0.373
  Two‐component model                         
  Original model             2.779    2.857   0.994
  Simulations (1000)         2.840    2.840   1.040
  Bias corrected bootstrap   2.857    2.857   CI (2.855‐2.858)

Values are based on subject‐specific predictions.

B‐splines were explored in FPCA. From a visual inspection of the scree plot, 3 principal components were retained (see Figure [S1](#sim7607-supitem-0001){ref-type="supplementary-material"}). Results indicated that the first 3 FPCs that accounted for 76.3% (FPC1), 9.2% (FPC2), and 6.8% (FPC3) accounted for 92.3% of total variation in the data. To help visualise and interpret the individual FPCs, Figure [3](#sim7607-fig-0003){ref-type="fig"} illustrates the mean curve along with the effects to the pattern when a small amount of the component is added and subtracted from the mean. It is evident that the first component that accounts for most variance in the data represents a relatively constant shift in the mean. Individuals with positive scores on the second component have a slightly higher BP during the day and a lower BP at night indicating a large peak‐to‐tough value, those who score negatively have a slightly lower value during the day and higher value at night indicating a small peak‐to‐trough. It can be argued that this component is capturing dippers and nondippers. Individuals with positive scores on the third component are associated with an earlier dip at night and a large morning rise, those with a low value seem to be shifted to the right and have a slightly less pronounced morning rise. A larger version of Figure [3](#sim7607-fig-0003){ref-type="fig"} can be found in Figure [S2](#sim7607-supitem-0001){ref-type="supplementary-material"}, with the first 6 FPCs included. The correlation matrix presented in Figure [4](#sim7607-fig-0004){ref-type="fig"} shows strong correlations between the FPC scores and the individual random‐effects from the 2‐component cosinor model. It demonstrates, as expected that the first principal component score summarises the MESOR (mean curve). The second principal component score has a strong correlation with both amplitudes especially the first one (*r* = .9). Similarly the third principal component score has a strong correlation with both phases especially the first one (*r* = .9). A similar correlation matrix including all the FPC scores is included in Figure [S3](#sim7607-supitem-0001){ref-type="supplementary-material"}.

![FPCA: each of the first 3 FPCs as variations about the mean along with the percentage of total variation explained by the component. The solid black line represents the mean SBP over the day and the functions obtained by adding and subtracting ± SD of the eigenfunctions to the mean. Plus signs indicate addition, and minus signs indicate subtraction](SIM-37-1682-g003){#sim7607-fig-0003}

![Scatter plots and the corresponding correlations between the 2‐component random‐effects cosinor model parameters and the first 3 FPC scores from FPCA](SIM-37-1682-g004){#sim7607-fig-0004}

The model was applied separately to those with and without evidence of microalbuminuria. A graphical comparison of the mean curves and their associated first derivatives is presented in Figure [5](#sim7607-fig-0005){ref-type="fig"}. It can be seen that, on the average over 24‐hours, those with microalbuminuria had higher SBP but the patterns were similar. As a result, the overall pattern in the rate of change over time is broadly similar in both groups. Although significantly lower in those with microalbuminuria, the difference in the maximum surge reached in the morning period between both groups was small, (2.6 vs 2.3 mm Hg/30 min, *P* \< .01). The time of the maximum surge reached in the morning was 08:24 and 08:39 for those with and without microalbuminuria, respectively. At the point of their maximum first derivative or surge, a difference of 9 mmHg in average SBP was observed between those with and without microalbuminuria (129 vs 120 mmHg, *P* \< .01).

![A 2‐component cosinor random‐effects model implemented separately on those with and without presence of microalbuminuria. Subject‐specific curves for those with (black lines) and without (light grey lines) evidence of microalbuminuria are also displayed. Red (microalbuminuria) and blue (no microalbuminuria) lines represent average curves for both groups. The corresponding first derivative curves indicating the rate of change over the day for both groups are also presented](SIM-37-1682-g005){#sim7607-fig-0005}

In addition, we have created a simple shiny app to illustrate different fits our model can provide to the data. We have simulated data based on our model, and fits and derivatives are shown to different simulated individuals. The link to the app is <https://user632.shinyapps.io/App_Double_Cosinor>

5. DISCUSSION {#sim7607-sec-0012}
=============

In this study we have demonstrated that extending the traditional single cosinor to a 2‐component cosinor in a random‐effects model results in a substantial improvement in fit. From our findings, the evidence suggested that the 2‐component model offered similar fits to that of a 3‐component model and a spline model. In addition, using FPCA we have demonstrated that the main components of variation in the data correlate extremely well with the parameters from our model. By obtaining model derivatives we have demonstrated a novel approach to quantify rate of change of BP throughout the day. This is the first demonstration of a multiple‐component cosinor random‐effects model to obtain a measure of morning surge. The use of FPCA on ABPM data also offers a novel method to quantify blood pressure variability (BPV).

Considering the traditional single cosinor model in the fixed‐effects context has been the most commonly used approach for the longitudinal analysis of ABPM, further research in an attempt to extend the model into a random‐effects context while simultaneously including more harmonics seemed warranted. There has been much criticism of the single cosinor method,[8](#sim7607-bib-0008){ref-type="ref"}, [46](#sim7607-bib-0046){ref-type="ref"}, [47](#sim7607-bib-0047){ref-type="ref"} but we have illustrated that the inclusion of just one additional cosine term gives the model substantial flexibility, which helps alleviate many of the concerns raised. The main criticism has focused on the unrealistic assumption that diurnal BP follows a simple symmetrical pattern. Unlike the single model, multiple‐component models, while retaining the periodic property, can capture local minimum and maximum points as evident in this study. It has been stated that shapes closely approximating a single cosine curve are uncommon which is not under question.[46](#sim7607-bib-0046){ref-type="ref"} We realise that a 2‐component model does not offer a perfect fit but is much more flexible than a single model and to compromise for a parsimonious model and interpretable terms; it offers a good alternative to other methods with fewer parameters and a similar fit (eg, 3‐component cosinor).

The use of FPCA enabled us to obtain the main patterns of variation in the data and determine how much each component contributed to the total variation in the data. This offers a novel method to describe variation within BP that, to our knowledge, has not been used before on ABPM data. The use of functional data analysis allows flexible fits to be obtained without the need to prespecify a model. Although similar, this is not the same as a traditional random‐effects model. FPCA will be inherently more flexible. For example, if we consider a 2‐component cosinor random‐effects model---it would assume a mean and 2 cosine terms with 2 different periods---FPCA however will try to estimate the "optimal" functions that explain the variability in the dataset. However, if the mean, a 1‐period cosine and 2‐period cosine are close to optimal then the rest of FPCA and the model fitting will be similar: random‐effects will be used to estimate the subject‐specific coefficients for each of these functions. The fact that the random‐effects from our model correlated well with the FPC scores help justify the use of our model. To elaborate, the 2‐component model correlates well with the optimal fit obtained through FPCA. Our finding that the first FPC correlates exactly with the mean value is not surprising where other studies have found in practise; the first FPC is essentially a mean shift.[48](#sim7607-bib-0048){ref-type="ref"}, [49](#sim7607-bib-0049){ref-type="ref"} Not only do our values correlate, visually examining the effects of the scores on the mean pattern illustrate that the main components refer to a mean shift, peak‐to‐tough and a shift left to right which is being captured by the parameters of the cosinor model. In fact using FPCA and the cosinor model together complement each other well. Sometimes interpreting FPCs can be difficult and subjective but when it is used in parallel with a cosinor model and results correlate so well it is easier to explain findings. Although not as directly interpretable as a single cosinor model, the 2‐component model is still more intuitive than, for example, a spline model. An individual\'s amplitude being made up of the weighted sum of 2 cosine amplitudes throughout the day is more intuitive than an arbitrary spline coefficient. In addition, the MESOR, which is the average over 24‐hours, represents the most important parameter of BP.

Of the definitions identified in the recent meta‐analysis examining the prognostic significance of morning surge, only one used a more advanced technique than simply obtaining differences between arbitrary night and day averages.[6](#sim7607-bib-0006){ref-type="ref"} Head et al[16](#sim7607-bib-0016){ref-type="ref"}, [17](#sim7607-bib-0017){ref-type="ref"} developed a 6‐parameter double logistic model that is characterised by a day and night plateau of variable length, an independent slope for the fall and rise over the day and a midpoint for each transition. The double logistic model can be used to obtain the rate of rising during the morning period and the power of the morning surge, which is the derivative of the curve multiplied by the amplitude.[50](#sim7607-bib-0050){ref-type="ref"} However, it has been suggested that the parametric structure of the model is very simple and because of the day and night plateaus important BP fluctuations may be averaged out.[8](#sim7607-bib-0008){ref-type="ref"} The approach does however offer alternative morning BP measures that attempt to incorporate more data in a mathematical model than traditional methods, and Head et al have tried to refute some of the criticism. They argue that their model is quite flexible and can follow a single‐component cosinor model, a saw tooth shape in either direction as well as a square wave‐like shape.[51](#sim7607-bib-0051){ref-type="ref"} There are, however, some limitations. Importantly, they stress that the model cannot capture complex fluctuations associated with multiple‐component cosinor models and can miss short‐term peaks. Research suggests that more complex patterns such as the ones obtained through our approach are not necessarily an advantage as it may be difficult for an investigator to obtain a coherent picture from wavy curves.[51](#sim7607-bib-0051){ref-type="ref"} This may be true if the sole purpose is to decipher individual model fits. We argue however the main purpose of our method is to obtain an estimate of morning slope through derivative estimation, and this requires capturing the most accurate curve possible while simultaneously obtaining interpretable parameters that describe it. Obtaining the balance between obtaining complex curves and interpretable parameters is difficult. Complex wavy curves will not alter our ability to describe in simple terms the rate in change or surge. In addition their analysis has focused on analysing each individual ABPM curve one by one, which will result in inflated standard errors for their estimates unlike our model that incorporates random‐effects.

The use of estimated derivatives in medical research can often offer new, intuitive clinical markers.[52](#sim7607-bib-0052){ref-type="ref"}, [53](#sim7607-bib-0053){ref-type="ref"} In the context of modelling ABPM, considering the emphasis is on exploring curves, the use of derivatives is surprisingly rare. As highlighted we have demonstrated that obtaining derivatives from the cosinor model offers a novel method of determining morning slope that has not to the best of our knowledge been implemented elsewhere. An advantage of this approach is that it is not restricted to the analysis of morning slope but can be used to obtain critical points throughout the day, eg, dip. We have focused our analysis in this study to morning BP because of the substantial literature surrounding its potential prognostic significance and the debate surrounding its quantification.[3](#sim7607-bib-0003){ref-type="ref"}, [4](#sim7607-bib-0004){ref-type="ref"}, [5](#sim7607-bib-0005){ref-type="ref"}, [6](#sim7607-bib-0006){ref-type="ref"} Morning parameters to date have focused on summary measures, usually the difference between a pre‐awakening value and post‐awakening value.[6](#sim7607-bib-0006){ref-type="ref"} The primary issue with this approach is that by definition a morning surge represents a spike or rate of increase in BP during this period, which is not accurately captured by differences between 2 time points. We propose that our method that specifically obtains a rate of change parameter is a better estimate. In fact Parati et al[8](#sim7607-bib-0008){ref-type="ref"} argue that a tangent with the steepest slope to a curve from a model that accurately captures morning BP could be the most appropriate estimate of the morning rise in BP. Provided that the model fits the data well, estimates derived from it should be more robust, which in turn will lead to more precise inferences being made to outcomes. Despite our comprehensive knowledge of BP, obtaining new measures and methods to model BP remains a crucial research priority, which may help advance our understanding of different aspects of BPV including morning surge.[54](#sim7607-bib-0054){ref-type="ref"}, [55](#sim7607-bib-0055){ref-type="ref"} This may be particularly useful in clinical trials where we may be able to provide evidence that a new antihypertensive medication outperforms another in a way we would not traditionally be able to detect, eg, their mean values may indicate no difference. In this study, we illustrated how the model can be compared in 2 groups using those with and without evidence of microalbuminuria as an example. Although the microalbuminuria group had higher SBP, there was little difference in the pattern of the curves. A comparison using hard endpoints (cardiovascular events) as opposed to a surrogate marker of cardiovascular disease is recommended in future work.

There are a number of limitations to the study. Primarily, we note that the model does not give the optimal fit to the data (although the parameters correlated well with the more flexible FPCA). In fact, it is acknowledged that it is extremely difficult for any model to capture all the features of a 24‐hour BP profile simultaneously. Perhaps the chosen model should be dependent on the research question posed. For instance, as highlighted complex models may not be the most intuitive to understand directly but if the purpose is to obtain a BP measure (eg, morning surge, dip) from the model post hoc through additional analyses (derivatives), an initial simple model may not necessarily be the best choice. Another limitation of the study was that we not able to include the effect of antihypertensive medication in the analysis. Although we knew if a participant was on treatment, we had insufficient data on the specific class of antihypertensive medication the individual was prescribed, which means that drug‐class comparisons were not possible.

In conclusion, we have demonstrated a simple method to obtain a measure of morning BP surge using a random‐effects multiple‐component cosinor where our focus was not only at a group level but also at the individual level. In addition to the ability of the model to obtain estimates for the morning BP, we derived derivatives of the circadian curves, which allow us to locate and quantify the magnitude of other slopes at critical points on the trajectory. The approach offers novel alternative methods of quantifying new BP indices that may be useful in the exploration of BPV where there remains debate over its prognostic significance. The use of FPCA also offers a new alternative approach to quantify BPV. Considering the single‐component cosinor has been the most common method of analysis for ABPM, a recommendation for future studies from the evidence presented in this study is to incorporate a second cosine in the context of a random‐effects model. The method offers a substantial improvement in fit compared with the traditional cosinor that is capable of capturing short‐term peaks and can be implemented in standard statistical software. Future studies should also investigate the clinical prognostic significance of the morning surge parameter obtained through the analysis outlined in this study.
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Figure S1. FPCA: scree plot with eigenvalues and the eight principal components which make up 99% of the variation.

Figure S2. FPCA: Each of the six three FPC as variations about the mean along with the percentage of total variation explained by the component. The solid black line represents the mean SBP over the day. The "+" curves illustrate what happens when a small amount of the component is added to the mean and the "‐" curves illustrate the effect of subtracting the component.

Figure S3. FPCA: Scatter plots and the corresponding correlations between all the two‐component cosinor random‐effects model parameters and the principal component scores from FPCA. Eight FPCs contribute to 99% of the total variance in the data.
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Click here for additional data file.
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