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THE METHOD OF SUPER-SOLUTIONS IN HARDY AND
RELLICH TYPE INEQUALITIES IN THE L2 SETTING: AN
OVERVIEW OF WELL-KNOWN RESULTS AND SHORT
PROOFS
CRISTIAN CAZACU
Abstract. In this survey we give a compact presentation of well-known func-
tional inequalities of Hardy and Rellich type in the L2 setting. In addition, we
give some insights of their proofs by using standard and basic tools such as the
method of super-solutions.
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1. Introduction
This work is aimed to be an overview devoted to well-known functional in-
equalities of Hardy and Rellich type in the L2(Rd)-setting, in the presence of
singular potentials V with singularities of the form 1/|x|α, where α > 0 will be
well precised later. By |x| we understand the euclidian norm of a vector x ∈ Rd.
We have two main objectives: i) to present one of the most famous results in
the literature related to the subject; ii) to provide some classical techniques which
give rise to short proofs of the quoted results.
Meeting the objectives could be extremely useful ”at a first glance” for readers
who are not very familiarized with this topic.
The literature on Hardy and Rellich type inequalities is very vast and therefore
we will try to pick up the most common situations. We focus on inequalities in
smooth domains and on singular potentials V (x) = |x|α with critical homogeneity
(which is α = −2 in the case of standard Hardy inequality and α = −4 for the
standard Rellich inequality) as we will see later on.
1.1. A piece of history of the Hardy inequality. The history of the famous
Hardy inequality has about 100 years. It was in the 1920’s when Godfrey Harold
Hardy answered to a discrete inequality of David Hilbert with a new inequality
which was also discrete, asserting that: for any p > 1 and the positive numbers ai,
with i = 1, n, such that
∑
n≥1 a
p
n is convergent then
∑
n≥1A
p
n is also convergent
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(where An =
∑n
i=1 ai/n) and it holds
(1.1)
∞∑
n=1
Apn ≤
(
p
p− 1
)p ∞∑
n=1
apn.
It is worth mentioning that (1.1) was initially stated in [26] in a weaker form, i.e.
with a higher constant on the right hand side, namely
(
p2
p−1
)p
. In the same paper
Hardy stated the continuous version (in the Lp-setting) of the above inequality,
which is
(1.2)
∫ ∞
a
(
F (x)
x
)p
dx ≤
(
p
p− 1
)p ∫ ∞
a
f(x)pdx, with F (x) =
∫ x
a
fdt,
”for any a and f positive”, said Hardy, avoiding to say something about the
regularity, integrability or asymptotic behavior of the admissible function f . Ba-
sically, these results and auxiliary extensions appeared in the works [26, 27] and
they were highlighted later in [28]. Much more details about the origins of the
Hardy inequality and its first developments can be found in the book [29]. The
modern Lp version of the 1-d Hardy inequality (1.3) states that
(1.3)
∫ ∞
0
(
F (x)
x
)p
dx ≤
(
p
p− 1
)p ∫ ∞
0
|F ′(x)|pdx, ∀F ∈ C∞c (0,∞),
which could be easily extended by Fatou Lemma to test functions F in the Sobolev
space W 1,p0 (0,∞).
Since 1920’s the Hardy inequality turned out to represent one of the most im-
portant tools in the analysis of Partial Differential Equations (PDE). For instance,
Leray, in his celebrated paper [31] from 1934 when he studied the well-posedness
of the weak solutions of the Navier-Stokes equation, applied a Hardy-type in-
equality involving partial derivatives:
(1.4)
∫
R3
|∇u|2dx ≥
1
4
∫
R3
u2
|x|2
dx, ∀u ∈ C∞c (R
3).
This is the extension of the L2-version of (1.3) to three dimensions. More general,
(1.4) can be extended to any dimension d ≥ 3:
(1.5)
∫
Rd
|∇u|2dx ≥
(
d− 2
2
)2 ∫
Rd
u2
|x|2
dx, ∀u ∈ C∞0 (R
d),
where
(
d−2
2
)2
is the biggest admissible constant, i.e. the optimal one. This is what
we usually call nowadays the standard/classical Hardy inequality in L2 form.
1.2. The Rellich inequality. This started with the pioneering work of Franz
Rellich [38] in the ’50s when his inequality was first published in print form. The
Rellich inequality states that
(1.6)
∫
Rd
|∆u|2dx ≥
d2(d− 4)2
16
∫
Rd
u2
|x|4
dx, ∀u ∈ C∞c (R
d),
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It seems that Rellich proved it earlier and delivered it in some lectures at New
York University in 1953 which were published posthumously in [39]. The Rellich
inequality (1.6) has undergone extensive further developments beginning with the
Lp version in [18], in particular, being an important tool to study spectrum of
biharmonic-type operators.
1.3. The Hardy-Rellich inequality. The so-called classical Hardy-Rellich in-
equality is a mixture of both inequalities (1.5) and (1.6). It appeared as a conse-
quence of the Hardy inequality applied to special classes of vector fields deriving
from a potential gradient. More precisely, if we apply (1.5) for each component
of the potential gradient ~U = ∇u and sum up all the terms we get
(1.7)
∫
Rd
|∆u|2dx ≥
(
d− 2
2
)2 ∫
Rd
|∇u|2
|x|2
dx, ∀u ∈ C∞c (R
d).
This is a consequence of the fact that after integrating by parts twice we obtain
d∑
i=1
∫
Rd
|∇∂xiu|
2dx =
d∑
i,j=1
∫
Rd
|∂2xixju|
2dx =
∫
Rd
|∆u|2dx.
Notice that this is related to divergence free vector fields so important in fluid
mechanics since in 3-d we have div~U = 0. As we will see later the constant
(
d−2
2
)2
in (1.7) is not optimal.
2. The Hardy inequality in L2 setting: basic results and proofs
Next in the paper we will denote by Ω a smooth domain (open and connected
set) in Rd. In this section we mainly discuss the Hardy inequality
(2.1) µ > 0,
∫
Ω
|∇u|2dx ≥ µ
∫
Ω
V u2dx, ∀u ∈ C∞0 (Ω),
and analyze the biggest admissible constant µ in (2.1), i.e. the optimal/best Hardy
constant which is defined by
(2.2) µ⋆(V,Ω) := inf
u∈C∞c (Ω)\{0}
∫
Ω
|∇u|2dx∫
Ω
V u2dx
We focus on two type of potentials:
(1) 1 one singular inverse-square potential V (x) = 1/|x|2;
(2) multipolar potentials of the form V (x) =
∑
1≤i<j≤n
|ai−aj |2
|x−ai|2|x−aj |2 with finite
number of singular poles a1, . . . , an ∈ R
d.
I turns out that in general the best constant µ⋆(V,Ω) depends on the structure
of the potential V and the geometry of Ω. However, when there is no risk of
confusion, we will write µ⋆ or µ⋆(Ω) instead of µ⋆(V,Ω).
1For the sake of clarity we fix the singularity at the origin x = 0 but all the forthcoming
results are valid for more general potentials of the form V (x) = 1/|x− a|2, with the singularity
located at an arbitrary point a ∈ Rd.
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We also analyze the attainability of µ⋆ in (2.2). We will see that C∞c (Ω) is
not a good functional space for seeking for minimizers of µ⋆ but the energy space
D1,2(Ω) which is naturally defined as the completion of C∞0 (Ω) in the energy norm
‖u‖ :=
∫
Ω
|∇u|2dx.
It is straightforward that µ⋆ in (2.2) can also be characterized by
µ⋆(V,Ω) = inf
u∈D1,2(Ω)\{0}
∫
Ω
|∇u|2dx∫
Ω
V u2dx
.
The space D1,2(Ω) is the largest functional space where inequality (2.1) makes
sense. Clearly, D1,2(Ω) = H10 (Ω) if Ω is a domain for which the Poincare´ inequality
applies (such as bounded domains) otherwise the inclusion D1,2(Ω) ⊂ H10 (Ω) is
strict as it happens for the whole space Rd.
Thus, it is then obvious that (2.1) holds in the range µ ≤ µ⋆. In other words
the Hardy inequality (2.1)-(2.2) is equivalent to
H := −∆− µV ≥ 0, ∀µ ≤ µ⋆,
which means that the Hamiltonian H is nonnegative in the sense of L2 quadratic
forms, i.e. (Hu, u)L2(Ω) ≥ 0, for all u ∈ C
∞
c (Ω), where (·, ·)L2(Ω) denotes the scalar
product in L2(Ω).
In applications Hardy inequalities are in general both important and difficult.
In the spectral theory of (magnetic) differential elliptic operators it is of capital
importance to obtain sharp lower bounds for the corresponding quadratic forms in
order to control local singularities induced by different perturbations.The bound-
edness from below for the self-adjoint extension of a symmetric operator of the
form H means H ≥ c, where c is a real constant, not necessary positive. If c < 0,
writing in quadratic forms this is equivalent to the weak Hardy inequality
(2.3)
∫
Ω
|∇u|2dx ≥ µ
∫
Ω
V u2dx+ c
∫
Ω
u2dx, ∀u ∈ C∞0 (Ω).
In many circumstances the weaker inequality (2.3) may suffices because the L2
lower order term could be eventually absorbed so that it does not influence the
main result of the problem. In terms of quantum mechanics boundedness from be-
low is related to the stability of matter. For instance, in the case of the simplified
Coulomb potential, we can obtain the lower bound (which is actually sharp)
−∆−
Z
|x|
≥ −
Z
(d− 2)2
, in L2(Rd),
due to the Hardy inequality (1.5) as follows:
−∆−
Z
|x|
= −∆−
µ⋆
|x|2︸ ︷︷ ︸
≥0
+
µ⋆
|x|2
−
Z
|x|
≥ −
Z
4µ⋆
; µ⋆ =
(d− 2)2
4
.
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Important applications of Hardy inequalities in PDE appear in the well-posedness
or regularity theory of solutions and especially for those PDE with singular per-
turbations. Also, they play a crucial role in the theory of function spaces, see e.g.
[32]. Other applications could be consulted for instance in [13], [6].
2.1. The case of V (x) = 1|x|2 . In this case we distinguish two situations for the
Hardy inequality (2.1)-(2.2) with respect to the location of the singularity:
• x = 0 is located in Ω (interior singularity)
• x = 0 is located on ∂Ω (boundary singularity)
Theorem 2.1 (Interior singularity). Let d ≥ 3 and assume that 0 ∈ Ω. Then
(2.4)
∫
Ω
|∇u|2dx ≥ µ⋆
∫
Ω
u2
|x|2
dx, ∀u ∈ C∞0 (Ω),
and
(2.5) µ⋆(Ω) = µ⋆(Rd) =
(d− 2)2
4
.
Moreover, µ⋆ is never attained in the energy space D1,2(Ω).
It is worth to mention that the singular term
∫
Ω
u2/|x|2dx in (2.4) is finite due
to the fact that 1/|x|2 ∈ L1loc(R
d) as long as d ≥ 3.
The statement of Theorem 2.1 appears in a form or another in the majority
of papers on this topic. A reference paper which subsequently created a lot of
interest and developments on the subject is [6].
There are many proofs of (2.4) in Theorem 2.1 but here we present a very
simple one.
A ”two lines” proof of (2.4). Applying one integration by parts and the Cauchy-
Schwarz inequality we successively obtain∫
Ω
u2
|x|2
dx =
1
d− 2
∫
Ω
div
(
x
|x|2
)
u2dx = −
2
d − 2
∫
Ω
u
|x|2
x · ∇udx
≤
2
d− 2
(∫
Ω
u2
|x|2
dx
)1/2(∫
Ω
|∇u|2dx
)1/2
.
Taking the squares in the extreme terms above and simplifying we precisely get
(2.4). The same proof works in the whole space Rd when working with smooth
compactly supported functions. 
Remark 2.2. If we want to be totally rigorous in the ”two lines proof” we need to
avoid the singularity when doing integration by parts. An alternative option for
that is to ”regularize” the potential and to mimic the above proof starting with
the term
∫
Ω
u2
|x|2+ǫ2 and then pass to the limit as ǫց 0. We let the details to the
reader.
6 CRISTIAN CAZACU
Of course, from (2.4) we obviously have µ⋆(Ω) ≥ (d − 2)2/4 and µ⋆(Rd) ≥
(d − 2)2/4. In order to show (2.2) we need to design a minimizing sequence to
approach the constant (d−2)2/4. Let ǫ > 0 and let R > 0 be such that the ball of
radius 2R centered at the origin, denoted by B2R(0), is a subset of Ω. We define
(2.6) uǫ(x) = (|x|
2 + ǫ2)−
d−2
4 θ(|x|),
where θ : [0,∞) → [0, 1] is a smooth cut-off function such that θ(r) = 1 for
r ∈ [0, R] and θ(r) = 0 for r ≥ 2R. Obviously, uǫ ∈ C
∞
c (Ω). Moreover, a useful
exercise shows that
(2.7)
∫
Ω
|∇uǫ|
2dx∫
Ω
u2ǫ/|x|
2dx
ց
(d− 2)2
4
, as ǫց 0.
Therefore, (2.4) and (2.7) imply (2.5) (since a function u ∈ C∞c (Ω) could be
trivially extended to a function u ∈ C∞c (R
d)).
The inconvenient of the ”two lines” proof is the loss of evidence concerning the
attainability of the best constant. However, one can notice that the difference of
the terms in (2.4) could be written as (after integration by parts)∫
Ω
|∇u|2dx−
(d− 2)2
4
∫
Ω
|u|2
|x|2
dx =
∫
Ω
∣∣∣∣∇u+ d− 22 x|x|2u
∣∣∣∣2 dx
=
∫
Ω
∣∣∣∇(u|x| d−22 )∣∣∣2 |x|2−ddx, ∀u ∈ C∞c (Ω)(2.8)
By density, (2.8) can be extended to functions in D1,2(Ω). If the constant µ⋆ =
(d − 2)2/4 were attained by a function u ∈ D1,2(Ω) then it should satisfy (2.8).
In that case, the left hand side is zero and therefore u = C|x|−(d−2)/2 for some
real constant C. However, one can check that u 6∈ D1,2(Ω) (both terms in (2.4)
are infinite). Contradiction. So, the constant is not attained.
Remark 2.3. When d = 2 then (2.4) has no sense because µ⋆ = 0 and the singular
term is not integrable in general because 1/|x|2 6∈ L1loc(R
2)) (on the right hand
side we may have the nedetermination 0 · ∞).
Remark 2.4. Observe that the ”guess” of the minimizing sequence in (2.6) is
related to the singular function |x|−(d−2)/2 found when discussing the attainability
of the best constant µ⋆ above. Indeed, uǫ is a regularization of |x|
−(d−2)/2 because
uǫ converges to |x|
−(d−2)/2 as ǫ tends to zero, pointwise (except the origin) in a
small neighborhood of the origin.
Remark 2.5. Identity (2.8) seems to be ”magical” and difficult to find, but in
fact it has to do with the fact that the function |x|−(d−2)/2 is a solution of the
operator H := −∆ − µ⋆/|x|2 associated to the quadratic form induced by the
Hardy inequality (2.4). More exactly we have,
(2.9) φ(x) = |x|−
d−2
2 verifies −∆φ − µ⋆
φ
|x|2︸ ︷︷ ︸
=Hφ
= 0, ∀x 6= 0.
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In view of the remarks above next we give the statement of a more general
result, the so-called the method of super-solutions, which works to prove large
variety of functional inequalities, particularly both optimal Hardy and Rellich
inequalities.
2.2. The method of super-solutions. Rougly speaking it says that ”a second
order elliptic operator H is nonnegative in a domain Ω if there exists a positive
super-solution solution φ in Ω for Hφ ≥ 0” (see, e.g. [2, 3, 36]). To be more
specific, for our necessities in this section we need the following lemma
Lemma 2.6 (adapted from [17]). Let φ be a positive function in Ω with φ ∈
C2(Ω \ {0}) and let W ∈ L1loc(Ω) be a continuous function on Ω \ {0} such that
(2.10) (−∆−W )φ(x) ≥ 0, ∀x ∈ Ω \ {0}.
Then, −∆−W ≥ 0, in the sense of quadratic forms, i.e.
(2.11)
∫
Ω
|∇u|2dx ≥
∫
Ω
Wu2dx, ∀u ∈ C∞c (Ω).
This is a consequence of Proposition 2.7 below. Indeed, by taking φ in Propo-
sition 2.7 as in (2.10) we get (2.11) for test functions u ∈ C∞c (Ω \ {0}). The
conclusion follows by showing the closure identity
C∞c (Ω \ {0})
‖·‖
= C∞c (Ω)
‖·‖
, ‖u‖ =
∫
Ω
|∇u|2dx
(see e.g. [14] for the details of this density argument).
Proposition 2.7. Let φ be a positive function in Ω with φ ∈ C2(Ω \ {0}). Then
it holds that
(2.12)
∫
Ω
(
|∇u|2 +
∆φ
φ
u2
)
dx =
∫
Ω
∣∣∣∇u− ∇φ
φ
u
∣∣∣2dx = ∫
Ω
φ2|∇(uφ−1)|2dx,
for all u ∈ C∞c (Ω \ {0}).
Proof of Proposition 2.7. For a given u ∈ C∞c (Ω\{0}) we introduce the transfor-
mation u = φv. Then we get
|∇u|2 = |φ|2v2 + φ2|∇v|2 + 2∇φ · ∇vφv.
Applying integration by parts we successively obtain∫
Ω
|∇u|2dx =
∫
Ω
|∇φ|2v2dx+
∫
Ω
φ2|∇v|2dx+
1
2
∫
Ω
∇(φ2) · ∇(v2)dx
=
∫
Ω
|∇φ|2v2dx+
∫
Ω
φ2|∇v|2dx−
1
2
∫
Ω
v2div(2φ∇φ)dx
=
∫
Ω
|∇φ|2v2dx+
∫
Ω
φ2|∇φ|2dx−
1
2
∫
Ω
v2(2φ∆φ+ 2|∇φ|2)dx
=
∫
Ω
|∇v|2φ2dx−
∫
Ω
φ∆φv2dx.(2.13)
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Therefore we finally have∫
Ω
|∇u|2dx =
∫
Ω
|∇v|2φ2dx−
∫
Ω
∆φ
φ
u2dx.
In conclusion we get (2.12). 
Now we are in condition to ”guess” the function φ(x) = |x|−(d−2)/2 in (2.9)
which helped to prove the Hardy inequality (2.4). We apply Lemma 2.6 for
W (x) := µ/|x|2 and φ(x) := |x|α (it is quite natural to play with a radial function
because the singularity has a radial structure) where α and µ will be precise later.
Computing, we have
(−∆−W )φ(x) = (−α(α + d− 2)− µ)|x|α−2, ∀x 6= 0.
So, in view of Lemma 2.6, if −α(α + d− 2)− µ ≥ 0 we have
(2.14)
∫
Ω
|∇u|2dx ≥ µ
∫
Ω
u2
|x|2
dx.
With this argument, the biggest possible λ in (2.14) is
µ⋆ = max
α∈R
{−α(α+ d− 2)} =
(d− 2)2
4
,
which is obtained for α = −(d− 2)/2. Therefore we obtain the optimal pair
(W (x), φ(x)) =
(
(d− 2)2
4|x|2
, |x|−(d−2)/2
)
,
and this gives us another proof for the optimal Hardy inequality with interior
singularity.
It turns out that when the singularity x = 0 is located on the boundary ∂Ω of
Ω then the best constant µ⋆(Ω) improves with respect to the case of an interior
singularity and its value depends on the global geometry of Ω.
Theorem 2.8 (Boundary singularity). Let d ≥ 2 and assume that 0 ∈ ∂Ω.
(1) Then
(2.15)
∫
Ω
|∇u|2dx ≥ µ⋆(Ω)
∫
Ω
u2
|x|2
dx, ∀u ∈ C∞0 (Ω),
where
(2.16)
(d− 2)2
4
< µ⋆(Ω) ≤
d2
4
.
(2) If Ω is a convex domain (or more general, contained in a half-space2) then
µ⋆(Ω) =
d2
4
,
which is not attained in the energy space D1,2(Ω).
2see next page for the definition of the half-space Rd+ with respect to the last component xd.
The result remains valid for a half-space defined with respect to any of the components.
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(3) For any domain Ω there exists r > 0 depending on Ω (small enough) such
that
µ⋆(Ω ∩Br(0)) =
d2
4
.
(4) If Ω is bounded there exists a constant c ∈ R such that
H := −∆−
d2
4|x|2
≥ c.(2.17)
(5) If Ω is bounded and included in a half-space then (2.17) holds for some
c > 0.
(6) There exist domains Ω for which µ⋆(Ω) < d2/4.
(7) If Ω is bounded and µ⋆(Ω) < d2/4 then µ⋆(Ω) is attained in H10 (Ω).
Theorem 2.8 reflects the fact that in the case of a boundary singularity the
best Hardy constant depends on the entire shape of the domain.
Theorem 2.8 was completed in a series of works in the last 2 decades to whom
we will refer in the following and sketch some ideas of the original proofs or
alternative ones.
Short discussion on the results of Theorem 2.8. First, it was proved in [40]
that µ⋆(Rd+) = d
2/4 where Rd+ is the half-space in R
d defined by Rd+ := {x =
(x1, . . . , xd) ∈ R
d | xd > 0}. To our knowledge this was subsequently extended
to domains included in a half-space (roughly speaking, this is item (2)) inde-
pendently in the works [11, 10] and [20, 19], respectively. The quoted authors
also improved this by proving Hardy-Poincare´ type inequalities with positive re-
minder terms in bounded domains included in a half-space, which particularly
imply item (5). Probably the most surprising result of the theorem is item (3)
which was proved in [19]. It tells us that, locally near the singularity the best
constant does not depend on the geometry of the domain. As a consequence of
this local result one can easily show the upper bound in (2.16) and item (4) by
a localization argument using the partition of unity technique. The latter item
says that the constant d2/4 is optimal, up to lower order terms in L2(Ω)-norm.
The idea of item (6) is based on approximations with conical domains near the
singularity and it was proved in different presentations both in [10] and [20] with
the help of the characterization of the Hardy constant in conical domains (see,
e.g. [37]). The proof of item (7) was inspired from a proof originally from [7].
This and the non-attainability of the Hardy constant in the whole space imply
the strict inequality in (2.4).
In the following we will give some details on item (2) based on the pioneering
result µ⋆(Rd+) = d
2/4 proved in [40] and the nice and unexpected result in item
(3) due to [19]. To simplify the presentation, our proofs below may be different
in some aspects from the original proofs.
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Sketch of proofs of items (2) and (3) in Theorem 2.8. Assume first that µ⋆(Rd+) =
d2/4. By homogeneity, it is easy to see that the Hardy constant is invariant under
dilatations, i.e. µ⋆(Ω) = µ⋆(λΩ), with λ > 0, and invariant under rotations T
centered at x = 0, i.e. µ⋆(Ω) = µ⋆(T (Ω)). Moreover, it is straightforward that
µ⋆ is nonincreasing with respect to set inclusion, i.e. for any Ω1 ⊂ Ω2 we have
µ⋆(Ω1) ≥ µ
⋆(Ω2). These facts ensure that µ(R
d
+) = µ
⋆(B) for any ball B contain-
ing the origin x = 0 on its boundary. Then, just by comparison arguments one
has that µ⋆(Ω) = d2/4 for a domain Ω included in a half-space.
Now, let us prove the first result µ⋆(Rd+) = d
2/4.
For that we can apply Lemma 2.6. Consider W (x) = µ/|x|2 and φ(x) = xd|x|
α.
Then, by direct computations we get(
−∆−
µ
|x|2
)
φ(x) = (−α(α + d)− µ)|x|α−2.
If we choose µ := maxα∈R{−α(α+ d)} = d2/4 obtained by α = −d/2, we deduce
the admissible pair (W (x), φ(x)) = (d2/(4|x|2), xd|x|
−d/2) which implies∫
Ω
|∇u|2dx ≥
d2
4
∫
Ω
u2
|x|2
dx, ∀u ∈ C∞0 (Ω).
In consequence, µ⋆(Rd+) ≥ d
2/4. To prove the optimality we just have to regularize
and localize the solution φ(x) = xd|x|
−d/2 near the origin. For instance, we can
choose as a minimizing sequence in the energy space D1,2(Rd+) (not necessary in
C∞c (R
d
+)) the sequence
(2.18) uǫ(x) =
{
xd, if |x| ≤ 1
xd|x|
−d/2+ǫ, if |x| ≥ 1.
For the proof of item (3) it suffices to consider Ω a domain for which the points
on ∂Ω satisfy xd ≤ 0 in the neighborhood of the origin (e.g. Ω = R
d \ B1(−ed),
where ed = (0, . . . , 0, 1) is the d-th canonical vector of R
d) and find a positive
super-solution φ i.e. (
−∆−
d2
4|x|2
)
φ(x) ≥ 0,
in a small neighborhood Ω∩Br(0) of the origin x = 0. Such a super-solution was
first built in [19] in terms of a local parametrization of the boundary ∂Ω near
the origin (it requires tools like exponential maps and Fermi coordinates). In [12,
Appendix A] we proposed a simplified expresion of the supersolution, i.e.
φ(x) = ρ(x)|x|−d/2e(1−d)ρ(x)
(
log
1
|x|
)1/2
,
where ρ(x) = d(x, ∂Ω) := infy∈∂Ω |x − y| denotes the distance function from a
point x ∈ Ω to the boundary ∂Ω. Detailed computations can be found in [13,
Theorem 2.3.3]. 
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2.3. The case V (x) =
∑
1≤i<j≤n
|ai−aj |2
|x−ai|2|x−aj |2 . Throughout this section we dis-
cuss the qualitative properties of Schro¨dinger (Hamiltonian) operators −∆ −
µV (x), with inverse square potentials of the form
V (x) :=
∑
1≤i<j≤n
|ai − aj|
2
|x− ai|2|x− aj |2
,
for fixed configurations of singular poles ai ∈ R
d, i = 1, n, with n ≥ 2. We have
been motivated by the previous works on multipolar potentials of type V˜ (x) :=∑n
i=1 αi/|x− ai|
2 (with αi ∈ R and the singular poles ai ∈ R
d being fixed) which
are associated with the interaction of a finite number of electric dipoles where the
interaction among the poles depends on their relative partitions and the intensity
of the singularity in each of them (see, e.g. [30]). They describe molecular
systems such as the Hartree-Fock model (cf. [9]) consisting of n nuclei of unit
charge located at a finite number of points a1, . . . , an and of n electrons, where
Coulomb multi-singular potentials arise in correspondence with the interactions
between the electrons and the fixed nuclei.
In the case of the multi-singular potential V˜ (x) =
∑n
i=1 αi/|x−ai|
2 , the study
of positivity of the quadratic functional
(2.19) T [u] :=
∫
Ω
|∇u|2dx− µ
∫
Ω
V˜ (x)u2dx
is much more intricate. To our knowledge, it is a challenging open problem even
in the whole space Rd to determine the best constant µ⋆(Ω, V˜ ) which makes T
positive.
Despite of that, some partial results are known. Particularly, in [22] it was
proved that when Ω = Rd and µ = 1, T is positive if and only if
∑n
i=1 α
+
i ≤
(d − 2)2/4 for any configuration of the poles a1, . . . , an, where α
+ = max{α, 0}.
Conversely, if
∑n
i=1 α
+
i > (d − 2)
2/4, there exist configurations a1, . . . , an for
which T is negative (see also [40] for complementary results). These results were
improved later in [5] where the authors showed that for any µ ∈ (0, (d − 2)2/4]
and any configuration a1, a2, . . . , an ∈ R
d, n ≥ 2, there is a nonnegative constant
Kn < π
2 such that for all u ∈ C∞c (R
d)
(2.20)
Kn + (n + 1)µ
M2
∫
Rd
u2dx+
∫
Rd
|∇u|2dx− µ
n∑
i=1
∫
Rd
u2
|x− ai|2
dx ≥ 0,
whereM denotesM := mini 6=j |ai−aj|/2. The original proofs of the above results
require a partition of unity technique, localizing the singularities and the classical
Hardy inequality (2.4) in which the singularity x = 0 is replaced with the singular
poles ai. The ”weak” inequality (2.20) emphasizes that we can reach the critical
singular mass (d − 2)2/(4|x − ai|
2) at any singular pole ai paying the prize of
adding a lower order term in L2-norm with positive sign on the left hand side
(”bad sign”).
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Besides, using the so-called ”expansion of the square” method, the authors in
[5] proved the multipolar inequality without lower order terms with ”bad sign”:∫
Rd
|∇u|2dx ≥
(d− 2)2
4n2
∫
Rd
V u2dx
+
(d− 2)2
4n
n∑
i=1
∫
Rd
u2
|x− ai|2
dx, ∀u ∈ C∞c (R
d),(2.21)
for any fixed configuration a1, . . . , an ∈ R
d, with ai 6= aj for i 6= j. Particularly,∫
Rd
|∇u|2dx ≥
(d− 2)2
4n2
∫
Rd
V u2dx, ∀u ∈ C∞c (R
d).(2.22)
Unfortunately, the constant µ⋆(Rd, V˜ ) is not known neither for V˜ which corre-
sponds to αi = 1 for all i = 1, n. We only know that µ
⋆(Rd, V˜ ) ≥ (d − 2)2/(4n)
which is a consequence of the Hardy inequality (2.4) applied for any singular-
ity ai but it is also visible from (2.21). Nevertheless, motivated also by (2.21)
we can make a compromise and analyze µ⋆(Ω, V˜ ). It occurs that the constant
(d− 2)2/(4n2) in (2.22) is not optimal.
To answer to the optimality issue for V , we distinguish ans analyze two main
cases: i) all the singularities of V are in the interior of Ω; ii) all the singularities
of V are located on the boundary ∂Ω of Ω. We first have
Theorem 2.9 (interior singularities). Assume that Ω ⊂ Rd, d ≥ 3, is a bounded
domain such that a1, . . . , an ∈ Ω, n ≥ 2.
(1) It holds that
(2.23)
∫
Rd
|∇u|2dx ≥
(d− 2)2
n2
∫
Rd
V u2dx, ∀u ∈ C∞c (R
d).
and the constant is optimal, i.e. µ⋆(Rd) = (d−2)
2
n2
.
(2) Besides,
(2.24)


µ⋆(Ω) = (d−2)
2
n2
, if n = 2,
(d−2)2
n2
< µ⋆(Ω) ≤ (d−2)
2
4n−4 , if n ≥ 3.
Moreover, if n = 2 then (2.24) is verified in any open domain Ω (not
necessary bounded).
(3) For any constant µ < (d − 2)2/(4n − 4), there exists a finite constant
cµ ∈ R such that
−∆− µV ≥ cµ.
(4) If µ⋆(Ω) < (d− 2)2/(4n− 4) then µ⋆(Ω) is attained in H10 (Ω).
(5) If n = 2 then µ⋆(Ω) is never attained in D1,2(Ω).
Item (1) of Theorem 2.9 was proved in [14]. Later we extended this result
and proved items (2)-(5) in [15]. The second statement of item (2) is the most
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surprising result of this theorem showing that in the case of interior singularities
there is a gap between µ⋆(Ω) and µ⋆(Rd) when Ω ⊂ Rd is bounded and n ≥ 3.
Sketch of proof of Theorem 2.9. Item (1) is a consequence of the method of super-
solutions, i.e. Lemma 2.6. Indeed, we can check that(
W (x) :=
(d− 2)2
n2
V, φ(x) :=
n∏
i=1
|x− ai|
−(d−2)/n
)
is an admissible pair since(
−∆−
(d− 2)2
n2
V
)
φ(x) = 0, ∀x 6= ai.
We have to point out that Lemma 2.6 and Proposition 2.7 must be slightly mod-
ified because we have to avoid a finite number of singular points not just one.
The rest of items follow more or less similar ideas from Theorem 2.8. We leave
the details to the reader. 
It is a popular fact that when switching from interior to boundary singularities,
the Hardy constant increases. It is also the case here.
Theorem 2.10 (boundary singularities, cf. [15]). Assume Ω ⊂ Rd, d ≥ 2, is a
domain such that a1, . . . , an ∈ Γ, n ≥ 2. In addition, for items (2)-(4) below we
assume Ω to be bounded. We successively have
(1) If Ω is either a ball, the exterior of a ball, or a half-space in Rd, d ≥ 2
then
(2.25) µ⋆(Ω) =
d2
n2
.
If Ω is a ball, the constant µ⋆(Ω) in (2.25) is attained in H10 (Ω) if and
only if n ≥ 3.
If Ω is the exterior of a ball then µ⋆(Ω) is attained in D1,2(Ω) when d ≥ 3
and n ≥ 3, whereas if Ω is a half-space in Rd then µ⋆(Ω) is attained in
D1,2(Ω) when n ≥ 3.
(2) It holds that
(2.26)
(d− 2)2
n2
< µ⋆(Ω) ≤
d2
4n− 4
.
(3) For any constant µ < d2/(4n− 4), there exists cµ ∈ R such that
−∆− µV ≥ cµ.
(4) In addition, if µ⋆(Ω) < d2/(4n− 4) then µ⋆(Ω) is attained in H10 (Ω).
Sketch of proof of Theorem 2.10. The main novelty of this theorem with respect
to classical Hardy-type inequalities is concerned with the attainability of µ⋆(Ω) in
some particular cases and more precisely in balls. Again, item (1) is a consequence
of Lemma 2.6 and Proposition 2.7 adapted to a finite number of singularities.
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Indeed, if Ω = Br(c) is a ball of radius r centered at a point c ∈ R
d we can check
that (
W (x) :=
d2
n2
V, φ(x) := (r2 − |x− c|2)
n∏
i=1
|x− ai|
−d/n
)
is an admissible pair since(
−∆−
d2
n2
V
)
φ(x) = 0, ∀x 6= ai.
As we mentioned before, the novelty here is that the function φ belongs to the
energy space H10 (Ω) and it is a minimizer of the best constant, i.e.∫
Ω
|∇φ|2dx∫
Ω
V u2dx
=
d2
n2
.
The case of the exterior of a ball and the half-space are very likely similar. The
rest of items follow same ideas from Theorem 2.9. As before, the details are a
good exercise for the reader. 
3. The Rellich and Hardy-Rellich inequality in L2 setting
3.1. The Rellich inequality. Developments of the Rellich inequality have emerged
a lot in the last decades, especially when we refer to optimal results for weighted
Lp-versions. The literature on the topic is huge but a minimal bibliography could
be found for instance in [35, 18, 8, 34, 33] and the references therein. The aim
of this section is to present a simple proof of the Rellich inequality based on by
now, the powerful method of super-solutions.
Theorem 3.1 (Rellich inequality). Let d ≥ 5. For any u ∈ C∞c (R
d) it holds
(3.1)
∫
Rd
|∆u|2dx ≥
d2(d− 4)2
16
∫
Rd
u2
|x|4
dx.
Moreover, the constant µ⋆ := d
2(d−4)2
16
is optimal.
In order to prove Theorem 3.1 we need an auxiliary result.
Proposition 3.2. Let d ≥ 5 and W ∈ L1loc(R
d) such that W is a continuous
function in Rd \ {0}. Asssume φ is a C4 function in Rd \ {0} such that
(3.2)


(∆2 −W )φ(x) ≥ 0, ∀x ∈ Rd \ {0}
−∆φ(x) ≥ 0, ∀x ∈ Rd \ {0}
φ(x) > 0, ∀x ∈ Rd.
Then
(3.3)
∫
Rd
|∆u|2dx ≥
∫
Rd
Wu2dx, ∀u ∈ C∞c (R
d).
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Proof. We employ the change of variables u = φv and we obtain∫
Rd
|∆u|2dx =
∫
Rd
(
|∆φ|2v2 + φ2|∆v|2 + 4|∇φ · ∇v|2 + 2φv∆φ∆v
)
dx
+
∫
Rd
(
4v∆φ∇φ · ∇v + 4φ∆v∇φ · ∇v −
∆2φ
φ
u2
)
dx.(3.4)
On the other hand, integration by parts successively lead to∫
Rd
∆2φ
φ
u2dx =
∫
Rd
φv2∆2φ =
∫
Rd
(
|∆φ|2v2 + 2φv∆φ∆v
)
dx
+
∫
Rd
(
2φ∆φ|∇v|2 + 4v∆φ∇φ · ∇v
)
dx.(3.5)
Combining (3.4)-(3.5) we obtain
(3.6)∫
Rd
|∆u|2dx−
∫
Rd
(
∆2φ
φ
)
u2dx =
∫
Rd
(
|φ∆v + 2∇φ · ∇v|2 − 2φ∆φ|∇v|2
)
dx,
which is nonnegative. Due to hypotheses (3.2) satisfied by φ we finally obtain
(3.3). 
Proof of Theorem 3.1. We apply Proposition 3.2 for the pairs (W (x), φ(x)) =
(µ/|x|4, |x|α)) where µ > 0 and α ∈ R will be precise later. For such φ = φα we
get the computations
∆φα =
(
α2 + α(d− 2)
)
|x|α−2, ∆2φα = α(α− 2)(d− 2 + α)(d− 4 + α)|x|α−4.
Therefore, φα verifies (3.2) if (α, λ) is an admissible pair, i.e. it verifies
(3.7)
{
α(α− 2)(d− 2 + α)(d− 4 + α)− µ ≥ 0
α2 + (d− 2)α ≤ 0
The optimal Rellich inequality is the biggest µ > 0 for which there exists an
admissible pair (α, λ) for (3.7). In view of these we consider the function f : R→
R given by
f(α) = α(α− 2)(d− 2 + α)(d− 4 + α),
with the aim of maximizing f . Next we obtain the following table of variations.
Figure 1. The variation of f
α −∞ α1 =
−(d−4)−√d2−4d+8
2
α2 = −
d−4
2
α3 =
−(d−4)+√d2−4d+8
2
∞
f ′(α) - - 0 + + 0 - - 0 + +
f(α) ∞ ց f(α1)ր ր f(α2)ց ց f(α3)ր ∞
On the other hand, the second condition in (3.2) holds for φα if and only if
α ∈ [−(d − 2), 0], thus we have to restrict the function f to this interval and to
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maximize it. Finally, we get
(3.8) max
α∈[−(d−2),0]
f(α) = f
(
−
(d − 2)
4
)
=
d2(d− 4)2
16
.
Therefore (
W (x) =
d2(d− 4)2
16|x|4
, φ(x) = |x|−
d−4
2
)
is the admisible pair which provides the best constant µ⋆. We have
∆2φ−Wφ = ∆2φ−
µ⋆
|x|4
φ = 0, µ⋆ =
d2(d− 4)2
16
.
The optimality of µ⋆ can be proved by a classical approximation argument (ǫ-
regularization of the extremal function φ(x) = |x|−
d−4
2 ). Then the proof is com-
pleted. 
3.2. The Hardy-Rellich inequality. It occurs that the Hardy-Rellich inequal-
ity stated in (1.7), which is trivially deduced by applying the Hardy inequality in
the whole space, is not optimal. In fact, we have
Theorem 3.3 (Hardy-Rellich inequality). Let d ≥ 3. Then
(3.9)
∫
Rd
|∆u|2dx ≥ µ⋆(d)
∫
Rd
|∇u|2
|x|2
dx, u ∈ C∞c (R
d),
with the optimal constant
(3.10) µ⋆(d) =


d2
4
, d ≥ 5
3, d = 4
25
36
, d = 3.
As usual, by optimal constant we understand
(3.11) µ⋆(d) = inf
u∈C∞c (Rd)\{0}
∫
Rd
|∆u|2dx∫
Rd
|∇u|2/|x|2dx
,
To the best of our knowledge inequality (3.9) was firstly analyzed in the case
of radial functions in [1] where the authors showed that the best constant is
µ⋆radial(d) = d
2/4 for any d ≥ 4 (they do not give an answer for d = 3). Soon
after that Theorem 3.3 was proved in [41] in higher dimensions d ≥ 5 (the radial
restriction was removed from [1]). The method in [41] applies spherical harmon-
ics decomposition but the proof fails for lower dimensions d ∈ {3, 4}. This result
was subsequently completed in lower dimensions d ∈ {3, 4} independently in [4]
and [24] applying quite different techniques: Fourier transform tools, respectively
a quite general theory based on so-called Bessel pairs which allowed to obtain
the most classical functional inequalities and their improvements in the litera-
ture. It is also worth mentioning the work in [25] which complements the above
papers with Rellich-type inequalities for vector fields. In the recent paper [16]
we also refined the method implemented in [41], based on spherical harmonics
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decomposition, to give an easy and compact proof of the optimal Hardy-Rellich
inequality (3.9) in any dimension d ≥ 3. In addition, we provided minimizing
sequences which were not explicitly mentioned in the previous quoted papers in
lower dimensions d ∈ {3, 4}, emphasizing their symmetry breaking (see Theo-
rem 3.4 below). In order to state the following theorem we need to introduce
some preliminary facts. First let us consider the Hilbert space D2,2(Rd) to be the
completion of C∞c (R
d) in the norm
‖u‖ =
(∫
Rd
|∆u|2dx
)1/2
.
Of course, ‖ · ‖ is a norm on C∞c (R
d) due to the weak maximum principle for
harmonic functions. In addition, we consider a smooth cut-off function g ∈
C∞c (R) such
g(r) =
{
1, if |r| ≤ 1
0, if |r| ≥ 2.
Theorem 3.4 (Minimizing sequences). Let ǫ > 0 and define the sequence
(3.12) uǫ(x) =
{
|x|−
d−4
2
+ǫg(|x|), if d ≥ 5
|x|−
d−4
2
+ǫg(|x|)φ1
(
x
|x|
)
, if d ∈ {3, 4},
where φ1 is a spherical harmonic function of degree 1 such that ‖φ1‖L2(Sd−1) = 1
(Sd−1 denotes the unit (d − 1)-dimensional sphere centered at the origin in Rd).
Then {uǫ}ǫ>0 ⊂ D
2,2(Rd) is a minimizing sequence for µ⋆(d), i.e.
(3.13)
∫
Rd
|∆uǫ|
2dx∫
Rd
|∇uǫ|2/|x|2dx
ց µ⋆(d), as ǫց 0.
Moreover, the constant µ⋆(d) is not attained in D2,2(Rd) (there are no minimizers
in D2,2(Rd)).
Both Theorems 3.3 and 3.4 require non trivial proofs and we suggest to follows
the quoted papers for their details. However, next we provide an easy proof of
inequality (3.9) in dimensions d ≥ 8.
Proof of (3.9) for d ≥ 8. By integration by parts we get (starting from the mixed
term)
(3.14) (d− 4)
∫
Rd
|∇u|2
|x|2
dx = −4
∫
Rd
|x · ∇u|2
|x|4
dx+ 2
∫
Rd
x · ∇u
|x|2
∆udx.
As a consequence of (3.14) and Cauchy-Schwartz inequality we obtain
(3.15)
∫
Rd
|∆u|2dx ≥
d2
4
∫
Rd
|x · ∇u|2
|x|4
dx, ∀u ∈ C∞c (R
d),
which holds for any d ≥ 4 (we leave the few details to the reader).
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Let ǫ ∈ (0, 1/4] and d ≥ 4. Then from (3.14), and the arithmetic inequality we
get
(d− 4)
∫
Rd
|∇u|2
|x|2
dx ≤ −4
∫
Rd
|x · ∇u|2
|x|4
dx+
1
ǫ
∫
Rd
|x · ∇u|2
|x|4
dx+ ǫ
∫
Rd
|∆u|2dx
=
[(
1
ǫ
− 4
)
4
d2
+ ǫ
] ∫
Rd
|∆u|2dx.(3.16)
Let us consider the function f : [0, 1/4]→ R given by
f(ǫ) :=
(
1
ǫ
− 4
)
4
d2
+ ǫ.
it is obvious that f has as a critical point ǫ = 2/d ∈ (0, 1/4] if d ≥ 8. Therefore
min
ǫ∈(0,1/4]
f(ǫ) = f
(
2
d
)
=
4(d− 4)
d2
and taking ǫ = 2/d in (3.16) we conclude the proof.

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