Abstract. For a vertex operator algebra V , the regular representations are related to the An(V )-algebras and their bimodules, and induced V -modules from An(V )-modules are defined and studied in terms of the regular representations.
Introduction
In [Li2] , for a vertex operator algebra V and a nonzero complex number z, a weak V ⊗V -module D P (z) (V ) was constructed out of the dual space V * , and certain results of Peter-Weyl type were obtained. The weak V ⊗ V -modules D P (z) (V ) were referred as regular representations. In [Li3] , as a generalization, weak V ⊗ V -modules D P (z) (V, U ) were constructed for any vector space U . Furthermore, Zhu's A(V )-theory ( [Z1] , [FZ] ) was related to the regular representations in the spirit of the induced module theory for a Lie group (cf. [Ki] ), and a notion of an induced V -module from an A(V )-module was formulated in terms of the regular representations. The induced V -module from an A(V )-module U was defined in [Li3] as follows: First consider linear functions from V to U , which are lifted from linear functions from A(V ) to U , or simply just linear functions from A(V ) to U . Second, it was shown that Hom(A(V ), U ) is a subspace of D P (−1) (V, U ), and what is more, Hom(A(V ), U ) and Ω(D P (−1) (V, U )) (⊂ Hom(V, U )) coincide as natural A(V ) ⊗ A(V )-modules. Meanwhile, all the (left) A(V )-invariant functions from A(V ) to U give us the space Hom A(V ) (A(V ), U ), which is canonically isomorphic to U as an A(V )-module. Third, the induced module Ind V A(V ) U was defined to be the submodule of D P (−1) (V, U ), generated by Hom A(V ) (A(V ), U ) (= U ) under the action of V ⊗ C.
In [DLM2] , as a generalization of Zhu's A(V )-theory, a family of associative algebras A n (V ) were constructed and a family of functors Ω n from the category of weak V -modules to the category of A n (V )-modules and a family of functors M n (with certain properties) from the category of A n (V )-modules to the category of N-graded weak V -modules were constructed. By definition, Ω n (W ) consists of each w such that v m w = 0 for homogeneous v ∈ V and for m ≥ wtv + n. (Of course, Ω n (W ) can also be considered as the invariant space with respect to a certain Lie 1991 Mathematics Subject Classification. Primary 17B69; Secondary 17B68, 81R10. This research was supported in part by NSF grants DMS-9616630 and DMS-9970496. c 0000 (copyright holder) algebra.) In the case that W is a lowest weight generalized irreducible V -module, Ω n (W ) is the sum of the first n lowest weight subspaces.
In 1993, Zhu [Z2] gave a general construction of associative algebras from a vertex operator algebra for a certain purpose. The algebras A n (V ) might be related to those algebras in a certain way.
In this paper, we shall relate A n (V )-theory to the (generalized) regular representations of V on D P (−1) (V, U ). When n ≥ 1, unlike the n = 0 case [Li3] , there are certain complicated factors. It is proved (Propositions 3.11, 3.15, and Corollary 3.17 ) that as vector spaces, Hom(A n (V ), U ) is a subspace of Ω n (D P (−1) (V, U )). However, as natural A n (V ) ⊗ A n (V )-modules, Hom(A n (V ), U ) is not a submodule. It turns out that the A n ⊗ A n (V )-module structure on Hom(A n (V ), U ) coincides with a twisted or deformed A n ⊗A n (V )-module structure on Ω n (D P (−1) (V, U )) with respect to a certain linear automorphism on Ω n (D P (−1) (V, U )) (Theorem 3.18). Using this connection we formulate a notion of induced V -module from an A n (V )-module and we show that the induced modules are lowest weight generalized Vmodules if the given A n (V )-modules are irreducible.
An induced module theory from modules for a vertex operator subalgebra was established in [DLin] . As mentioned in [Li3] , the notion of induced module defined here and the notion of induced module defined in [DLin] are different in nature.
This paper is organized as follows: In Section 2, we review the construction of the weak V ⊗ V -module D P (z) (W, U ). In Section 3, we relate A n (V )-modules Hom(A n (W ), U ) with Ω n (D P (−1) (W, U )), and we define the induced V -module Ind
In this section we shall recall from [Li3] the construction of the weak V ⊗ Vmodule D P (z) (W, U ) and there are nothing new.
We use standard definitions and notations as given in [FLM] and [FHL] . A vertex operator algebra is denoted by (V, Y, 1, ω), where 1 is the vacuum vector and ω is the Virasoro element, or simply by V . We also use the notion of weak module as defined in [DLM2] -A weak module satisfies all the axioms given in [FLM] and [FHL] for the notion of a module except that no grading is required.
We typically use letters x, y, x 1 , x 2 , . . . for mutually commuting formal variables and z, z 0 , . . . for complex numbers. For a vector space
is the vector space of all (doubly infinite) formal series with coefficients in U , U ((x)) is the space of formal Laurent series in x, and U ((x −1 )) is the space of formal Laurent series in x −1 . We emphasize the following standard formal variable convention:
For vector spaces U 1 , U 2 , a linear map f ∈ Hom(U 1 , U 2 ) extends canonically to a linear map from
We shall use this canonical extension without any comments.
Let V be a vertex operator algebra. For v ∈ V , we set (cf. [FHL] , [HL1] )
, where by definition
for w ∈ W . Let W be a weak V -module and let U be a vector space, e.g., U = C. 
Definition 2.1. Let W be a weak V -module, U a vector space and z a nonzero complex number. Define D P (z) (W, U ) to be the subspace of Hom(W, U ), consisting of each f such that for v ∈ V , there exist k, l ∈ N such that
or what is equivalent, for all u * ∈ U * , w ∈ W , the formal series
an element of C((x −1 )), absolutely converges in the domain |x| > |z| to a rational function of the form
The following are equivalent definitions of D P (z) (W, U ) in terms of formal series:
Let v ∈ V, f ∈ D P (z) (W, U ) and let k, l ∈ N be such that (2.10) holds. Then by changing variable we get
Definition 2.3. Let W, U and z be given as before. For
for w ∈ W , where k, l are any pair of (possibly negative) integers such that (2.9) holds.
First, in view of (2.10) and (2.11), both (z + x)
f make sense. However, we are not allowed to remove the left-right brack-
. Second, they are also well defined, i.e., they are independent of the choice of the pair of integers k, l. Indeed, if k ′ , l ′ are another pair of integers such that (2.9) holds, say for example,
From definition we immediately have:
where k, l are any pair of (maybe negative) integers such that (2.9) holds.
w is a well defined element of C(x). In terms of rational functions and the ι-maps we immediately have:
Theorem 2.6. Let W be a weak V -module, U a vector space and z a nonzero complex number. Then the pairs
3. The associative algebras A n (V ) and induced modules Ind V An(V ) U In this section, the nonzero complex number z in the notion of weak V ⊗ Vmodule D P (z) (W, U ) will be specified as −1. We shall simply use
. Throughout this section, n will represent a nonnegative integer. We shall need the following notions. A generalized V -module [HL1] is a weak V -module on which L(0) semisimply acts. Then for a generalized V -module W we have the L(0)-eigenspace decomposition: W = h∈C W (h) . Thus, a generalized V -module satisfies all the axioms defining the notion of a V -module ( [FLM] , [FHL] ) except the two grading restrictions on homogeneous subspaces. If a generalized Vmodule furthermore satisfies the lower truncation condition (one of the two grading restrictions), it is called a lower truncated generalized module [H1] .
A lowest weight generalized V -module is a generalized V -module such that W = n∈N W (h+n) for some h ∈ C and W (h) generates W as a weak V -module. Furthermore, if W = 0, we call the unique h the lowest weight of W . Now we recall the construction of A n (V ) algebra and some basic results from [DLM2] .
Definition 3.1. Let V be a vertex operator algebra and let n ∈ N. Define a subspace O n (V ) of V , linearly spanned by elements
We have:
is a two-sided ideal of the nonassociative algebra (V, * n ) and the quotient algebra A n (V ) is an associative algebra with 1 + O n (V ) as its identity element, with ω + O n (V ) being central and with an involution (anti-automorphism)
For any weak V -module W and any n ∈ N, we define [DLM2] 
For w ∈ Ω n (W ) and for homogeneous v ∈ V , we have
We similarly define Ω −1 (W ), Ω −2 (W ), . . . . Since wt1 = 0 and 1 r w = δ r,−1 w, we have Ω −n (W ) = 0 for n ≥ 1.
The following result was proved in [DLM2] :
Let W 1 , W 2 be weak V -modules and let ψ be a V -homomorphism from W 1 to W 2 . It is clear that ψ(Ω n (W 1 )) ⊂ Ω n (W 2 ) and the restriction Ω n (ψ) := ψ| Ωn(W1) is an A n (V )-homomorphism. It is routine to check that we have obtained a functor Ω n from the category of weak V -modules to the category of A n (V )-modules.
Lemma 3.5. Let W be a weak V -module and set
Let u ∈ V be homogeneous and let r ∈ Z. Then
if r ≥ wtu − 1, and
Proof. Let w ∈ Ω n (W ), let v ∈ V be homogeneous and let m ∈ Z. By Borcherds commutator formula,
Then the first part follows immediately. Since S(W ) is a submodule of W , we have
). This completes the proof.
We shall need the result that L(1) is locally nilpotent on S(W ) for any weak V -module W . To prove this result, we recall from [Li3] the following result, which is a reformulation of a result in [DLM2] (Remark 3.3):
Lemma 3.6. Let W be a weak V -module, w ∈ W . Let u, v ∈ V and let k ∈ Z be such that
or equivalently,
where s is any nonnegative integer such that
As an immediate consequence we have ([DM] and [Li1] ):
Corollary 3.7. Let W be a weak V -module and let w ∈ W . Set
Then w is the sub-weak-module of W , generated by w.
Lemma 3.8. Let W be a weak V -module. Then for any r homogeneous vectors
In particular, for homogeneous v ∈ V and for m ≥ wtv,
Proof. We shall prove the first part by induction on r. From the definition of Ω n (W ), the lemma is true for r = 1. Assume it is true for any r homogeneous vectors in V . Now let v 1 , . . . , v r , v r+1 ∈ V be homogeneous and let m i ∈ Z with
Since w ∈ Ω n (W ), in Lemma 3.6, we may take k = wtu + n = wtv r + n. Let s be any nonnegative integer such that
. By Lemma 3.6, we have
Notice that wt(u p−wtu−n−i+j v) = wtu + wtv + wtu + n
Then it follows from the inductive hypothesis that
This finishes the induction and concludes the proof.
In view of Lemma 3.8, noticing that L(1) = ω 2 and wtω = 2, we immediately have:
Corollary 3.9. Let W be a weak V -module, let v ∈ V be homogeneous and let m ≥ wtv. Then v m is locally nilpotent on S(W ). In particular, L(1) is locally nilpotent on S(W ).
Let W be a weak V -module. We define O ′ n (W ) to be the subspace of W , linearly spanned by elements of the form:
for w ∈ W and for homogeneous v ∈ V . The proof of Lemma 2.1.2 of [Z1] with minor necessary changes directly gives:
Lemma 3.10. Let W be a weak V -module, let w ∈ W , and let v ∈ V be homogeneous. Then
In the following there will be several module structures on a certain vector space. For this reason, we shall use Ω n (W, Y W ) including the vertex operator map Y W in the notation for Ω n (W ). Since Hom(−, U ) is a contravariant functor for the category of vector spaces, for any vector spaces A, B and any surjective linear map g ∈ Hom(A, B), we have an injective linear map Hom(g, U ) from Hom(B, U ) into Hom(A, U ). In particular, if B is a quotient space of A, we may naturally identify Hom(B, U ) as a subspace of Hom(A, U ).
Proposition 3.11. Let W be a weak V -module and let U be a vector space.
Furthermore, elements α of Hom(A ′ n (W ), U ), a natural subspace of Hom(W, U ), are characterized by the following property:
Proof. Let T be the set defined by the property (3.25). We shall prove
because (Lemma 3.10)
By changing variable we get
By Lemma 2.2, α ∈ D P (−1) (W, U ) and by Lemma 2.4
Consequently,
. Then (3.32) holds for each homogeneous v ∈ V . Recall (2.20) with f = α, z = −1:
to (3.33), then using (3.32) and the fundamental properties of delta function we get
Furthermore, for any w ∈ W ,
. This completes the proof. It follows from Theorem 2.6 and Proposition 3.4 that Ω n (
is also a weak V -module under the vertex operator map Y L . Then it follows from Proposition 3.4 again that
For convenience, we refer to this A n (V ) ⊗ A n (V )-module structure as the canonical module structure. From definition, we have
(The equality of (3.36) holds when n = 0, but the equality does not hold for n ≥ 1.) It is easy to see that Ω n (
Motivated by [Li3] for n = 0, we should identify Hom(A
with a deformed A n (V ) ⊗ A n (V )-module structure. To achieve our goal we shall need the following result (cf. [Li2] , Remark 2.10):
Proposition 3.12. Let (E, Y E ) be a weak V -module on which L(1) is locally nilpotent, and let z 0 be any complex number. For v ∈ V , we define
E ) carries the structure of a weak V -module and e −z0L (1) is
E ). Furthermore, for homogeneous v ∈ V and for m ∈ Z, we have
In particular,
Proof. Recall the conjugation formula (5.2.38) of [FHL] :
Because L(1) is locally nilpotent on E, we may set x 1 = z 0 , so that we have
E (v, x). Then the first part of the proposition follows immediately.
By changing variable x = y/(1 − z 0 y) we get
This completes the proof.
By definition we have
Recall (5.3.3) of [FHL] :
From this we immediately get
In view of (3.44) we have
Continuing with Proposition 3.12 we have: (1) is locally nilpotent and let z 0 be any complex number. Then
Proof. From (3.38) we easily get
Using this and the fact that
This proves (3.47). The second part follows from Proposition 3.12 immediately.
We shall use Proposition 3.13 for z 0 = 0, −1, 1. Let W and U be given as before. Set
In view of Lemma 3.5 we have
and it follows from Corollary 3.9 that L(1) is locally nilpotent on E, so that we can apply Propositions 3.12 and 3.13 to E.
Let W be a weak V -module. For homogeneous v ∈ V and for w ∈ W , we define v * n w (3.52)
Then extend the definition by linearity. Now, we are in a position to prove our key result.
Proposition 3.14. Let W be a weak V -module and let U be a vector space. Let
and w ∈ W . Then
for homogeneous v ∈ V , where (3.4) ).
Proof. First, using (3.44) we get ( [FHL] , (5.3.1)):
Since for any homogeneous u ∈ V ,
(Proposition 3.11), we have
noting that wtL(1) i v = wtv−i for i ≥ 0. Using (3.39) and all the above information we have
Similarly, using the fact
we have
One can in principle use similar arguments to those in [Z1] , [FZ] and [DLM2] to show that the left and right actions of V on W , defined by (3.52) and (3.53), give rise to an A n (V )-bimodule structure on A ′ n (W ), or A n (W ) defined below. (From the proof of Theorem 2.3 of [DLM2] , to prove the associativity for the right action it seems that we need to prove at least one more combinatorial identity in addition to those proved in [DLM2] .) As a matter of fact, this easily follows from Proposition 3.14 and the (canonical and deformed) A n (V ) ⊗ A n (V )-module structures on
Proposition 3.15. Let W be a weak V -module. Then the left and right actions of V on W , defined by (3.52) and (3.53) , give rise to an A n (V )-bimodule structure on A ′ n (W ).
Then extend the definition by linearity. It follows from Theorem 2.6 and Propositions 3.4, 3.12 and 3.13 that o
The following arguments are classical and routine in nature. Let u, v ∈ V be homogeneous and let w ∈ W . For any
in view of Proposition 3.14 we have
Since f is arbitrary, we must have
Using Proposition 3.14 and (3.66) we have
Similarly, using the fact that θ gives rise to the involution θ of A n (V ) (Proposition 3.3) we have 
The proof of of Lemma 2.1 of [DLM2] directly gives:
Lemma 3.16. Let W be a weak V -module, let w ∈ W and let v ∈ V be homogeneous. Then 
Proof. In view of Proposition 3.15 we only need to prove
for v ∈ V , w ∈ W . Let us assume v is homogeneous. First, from the proof of Lemma 2.2 in [DLM2] we have
n (2n + 1) 2n + 1 n (v • n w) ∈ O n (W ). (This argument is also similar to one in the proof Lemma 2.2 of [DLM2] .)
Because A ′ n (W ) is an A n (V )-bimodule and θ is an involution of A n (V ), from the classical fact Hom(A ′ n (W ), U ) becomes an A n (V ) ⊗ A n (V )-module with ((a 1 , a 2 )f )(w) = f (θ(a 2 )wa 1 ) (3.81) for a 1 , a 2 ∈ A n (V ), f ∈ Hom(A ′ n (W ), U ), w ∈ A n (V ). We refer to this A n (V ) ⊗ A n (V )-module structure as the canonical dual module structure.
Combining Propositions 3.14 with 3.13 we immediately have:
Theorem 3.18. Let W be a weak V -module and U a vector space. Let
be the natural identification map (Proposition 3.11) . Then the linear map
is an A n (V ) ⊗ A n (V )-isomorphism where Hom(A ′ n (W ), U ) is equipped with the canonical dual A n (V ) ⊗ A n (V )-module structure and
is equipped with the canonical module structure.
Let U be an A n (V )-module. Then U = Hom An(V ) (A n (V ), U ). We also have the following A n -module inclusion relations:
With Theorem 3.18 we may and we should identify U as a submodule of the A n (V )-module Ω n (D P (−1) (V, U ), Y L ).
Definition 3.19. Let U be an A n (V )-module. We define Ind V An(V ) U to be the submodule of (D P (−1) (V, U ), Y L ), generated by U (= Hom An(V ) (A n (V ), U )).
Using the proof of Lemma 3.14 in [Li3] with some minor changes, we have:
Proposition 3.20. Let W be a weak V -module and let U be an irreducible A n (V )-submodule of Ω n (W ). Then the weak submodule M of W generated by U is a lowest weight generalized V -module such that M (h) = U for some h ∈ C and M (k+h) = 0 for k < −n. In particular, if U is an irreducible A n (V )-module, then Ind V An(V ) U is a lowest weight generalized V -module with U being the homogeneous subspace of some weight h such that the lowest weight is no smaller than h − n.
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