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ABSTRACT
Commuting networks describe the flows of individuals from one location to another.
These networks are present in many different application scenarios, including traffic model-
ing, infrastructure planning, and epidemic simulation. Traditionally, commuting networks
are created using data from costly and outdated surveys. This dissertation shows how in-
dividual’s location information can be data mined from social media communication and
be used to build commuting networks. Some of the problems discussed in this dissertation
include the quality aspects of location information obtained from social media and the lack
of representation of social media users in the overall general population. Two models for
commuting networks, the gravity model and the radiation model, are described and evalu-
ated. This dissertation also presents GeoDigger, a tool that can be used to help researchers
collect location information from Twitter, one of the most popular online social networks.
GeoDigger can exclude non-human social activity based on a machine learning technique
adapted to work with imbalanced data.
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We are living in the “Era of Big Data”, a term that has been defined to describe the
massive amounts of information we generate today. Nowadays, it is hard to identify a part of
our lives that does not emit some sort of data. If we consider the rising amount of wearable
technology and the “internet of things,” it seems the pace of data creation will only increase
in the future. Therefore, one of the most important challenges researchers are facing today
is how to use this unprecedented amount of information in ways that benefit society.
Numerous studies have shown that data mining individual’s location information from
social media communication is useful for an improved understanding of our world. For ex-
ample, researchers found strong correlations between influenza related terms in the contents
of messages posted on social media with official data of people reported to be sick in spe-
cific locations [1]. Location information collected from social media communication has also
helped researchers classify areas of a city according to their main use, such as residential,
business, leisure/weekend, or nightlife [2]. Surprising associations between the happiness
of individuals and their mobility patterns were also found from spatial-temporal informa-
tion data mined from social media [3]. Most recently, the U.S. Geological Survey (USGS)
has begun using location information from social media to detect earthquakes and improve
their alert system coverage [4]. In summary, applications of big data based on social media
communication are making a positive impact on our lives.
This dissertation focuses on a specific big data application, i.e., how to build commuting
networks from social media communication. From daybreak until the wee hours of the night,
a large percent of individuals in the world repeat the routines of their daily lives; we go to
work in the morning and we return back to our homes at the end of the day. Similarly, large
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population groups travel during national holidays, summer vacations, and major events.
Understanding the flows of people among different regions and places plays a central role in
numerous applications, from traffic modeling and infrastructure planning, to simulating the
mechanisms of how diseases spread.
Population flows between locations such as home, work, or trip destinations are com-
monly modeled by commuting networks. Specifically, these networks are shown as directed
graphs with nodes representing origin and destination locations and edges representing the
population flows among these locations. Traditionally, commuting networks are built based
on data obtained from expensive and quickly outdated census-type surveys. In other words,
commuting data is not collected on a regular basis due to the high costs. Furthermore, this
type of information is nonexistent in developing countries.
To reconstruct commuting networks from social media communication, several challenges
must be overcome. The first problem faced by researchers working in this area is how to
infer user origin and destination locations solely based on the users’ social media activity. Al-
though it is possible to monitor the locations visited by social media users, their social activity
does not reveal exactly what these locations represent to the individuals (i.e., whether they
refer to a residence, a place of work, or a trip destination). Second, non-human actors, such
as corporate users and programs, also contribute to social media communication. Because
commuting networks are intrinsically related to human behavior, classification algorithms
are needed to identify human users from the contents of their social media communication
or mobility patterns. These are a few of the problems addressed in this dissertation.
The search for a model that explains population movements has motivated researchers
for years. The availability of digital sources of location information on large population
groups, such as from social media communication, has initiated a renewed research interest
in large-scale human mobility modeling. Models are essentially simplified versions of reality
and are often quite practical for research purposes. They are also invaluable tools when the
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goal is to compare different situations. Using the same model to confront slightly different
scenarios helps us better understand how each individual aspect of a certain situation affects
our model’s parameters. This dissertation describes and evaluates two proposed models for
commuting networks, one from the mid-20th century called the gravity model and another
recently proposed called the radiation model.
This dissertation is structured as follows. Chapter 2 describes localization techniques
for mobile devices and strategies for collecting location information from digital sources. In
particular, we discuss how publicly available geolocated information can be automatically
retrieved from Online Social Networks (OSNs) using provided Application Programming
Interfaces (APIs). Chapter 2 concludes by describing applications that successfully used
location information from mobile devices in human mobility research and social studies.
Although mobile phone and social media communication can be used for human mobility
research, we wondered how location information obtained via these two event-based tech-
niques compare to each other. To help answer this question, we developed a data collection
tool called GeoDigger (described in Chapter 3), that can be used by researchers interested in
collecting and analyzing location information from Twitter, one of the most popular OSNs.
Chapter 3 also describes the results of our comparative analysis between mobile phone
and social media communication. In this chapter we describe two datasets of location infor-
mation, one based on mobile phone records and another based on geotagged messages from
Twitter. These datasets were collected under similar conditions in terms of the number of
users, geographical area, and time frame, and then were compared for metrics commonly
used to analyze human mobility. The main contribution of this analysis is to show that the
source of the location information used has a significant impact on what can be perceived
in terms of individual mobility within a population. For example, our study revealed that
people use social media sites much less frequently than traditional mobile phone communica-
tion. Moreover, social media activity is more common during traditional non-working hours,
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when people are more likely at their home locations. A direct consequence of these findings
is that it is more difficult to learn the mobility patterns of social media users when compared
to mobile phone users. As social media is being adopted as a way of general communication,
particularly among the younger generation, this reality is rapidly changing.
Chapters 4 and 5 present techniques we developed to extract commuting networks from
spatial-temporal data collected using GeoDigger. In Chapter 4 we investigate whether geolo-
cated messages can be used to understand the travel behavior of Americans during Thanks-
giving. The Thanksgiving holiday is one of the busiest travel periods of the year in the
United States. Results of two related studies are discussed. The first one uses geolocated
data collected during the 2013 Thanksgiving holiday and analyzes the flows of travelers be-
tween U.S. states. The second study uses data from the 2014 Thanksgiving holiday and
analyzes county-to-county holiday trips in the U.S.
Chapter 5 focuses on traditional commuting networks, i.e., networks that represent the
flows of commuters between home and work locations. This chapter shows that the commut-
ing flows estimated using Twitter correlate well with commuting data from official sources.
Chapter 5 also describes and evaluates two models for commuting networks: the gravity and
the radiation models.
Finally, Chapter 6 describes our latest improvements in GeoDigger which incorporates
a better user classifier. As social media becomes increasingly popular, more companies
and organizations are using this communication channel to create interactions with their
customers or target audience. Because our research on commuting networks is focused on
human behavior, non-human accounts need to be excluded from our analysis. Chapter 6
describes a naive Bayes classification technique that can be applied to our specific problem,
including a discussion on how this technique can be adapted to work with imbalanced data
(i.e., data where one of the classes are significantly underrepresented compared to the other).
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CHAPTER 2
MOBILE PHONE LOCALIZATION AND APPLICATIONS
The proliferation of mobile devices (such as cellular phones and tablets) brought a rel-
atively easy way to record location information from a large number of individuals during
extended periods of time. This invaluable data is shedding new light on human mobility
research, and is being applied in areas with high social impact, such as urban planning,
emergency response, and epidemic simulation. This chapter surveys the most common tech-
niques used to locate mobile devices, their localization accuracy, where location information
is stored, and how it can be retrieved and used in human mobility studies. Mobile phone and
social media communication are the most commonly used strategies for collecting location
information from mobile devices and, consequently, their users.
Disclosing location information on an individual can reveal a lot about an individual’s
personal habits and behaviors. Thus, mobile phone localization raises important questions
related to user’s privacy. We advocate that location information obtained from mobile phones
should only be used in an aggregated and anonymized way, i.e., using statistics inferred from
a collection of mobile phones. We conclude this chapter by showing, through examples using
cellular and social media communication, how mobile phone localization can benefit the
society in general.
2.1 Mobile Phone Localization
We define mobile phone localization as the use of localization techniques to determine the
physical coordinates (i.e., latitude and longitude) of a mobile device and, consequently, its
user. Mobile phone localization has been integrated into several smartphone applications that
provide specialized services based on the current location of their users. These applications
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enable users to search for services or friends that are nearby, associate location information
to content (geotagging), execute tasks based on where they are (geotasking), or publish their
current location in real-time.
Mobile phone localization can be implemented in different ways. They are generally
based on the collection of signal measurements and interactions between the mobile device
and service providers. Depending on where the computation takes place, mobile phone
localization can be classified as handset-based (at the mobile device), network-based (at the
service provider), or hybrid (both). The following sections describe the three types of mobile
phone localization.
2.1.1 Handset-based
In handset-based localization, the mobile device, equipped with appropriate hardware
and software, collects all the necessary signal measurements to calculate its own position.
The main example of this localization technique is the Global Positioning System (GPS),
a publicly available constellation of 24 specialized satellites orbiting around earth at an
altitude of about 20,000 kilometers [5]. GPS satellites periodically broadcast time-stamped
signals announcing their current position. Upon receiving these signals, a mobile device can
estimate its distance from satellites by measuring their traveling time. 3-D trilateration1 is
then applied to calculate the approximate position of the mobile device. Figure 2.1 illustrates
how 3-D trilateration works: a) two anchors reduce the possible locations of the object to the
circle where the two correspondent spheres intersect; b) three anchors narrow the possibilities
to only two locations; c) four anchors uniquely identify the location of the object.
1Trilateration is a geometric procedure that uses the estimated distances from known locations called anchors
to determine the position of an object. This can be done in a plane (2-D trilateration) or in the space (3-D
trilateration) depending whether or not altitude is considered in the calculations. The exact position of the
object lies at the intersection of circular shapes (or spheres) drawn based on the distance measurements
from the object and the anchors.
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The GPS system provides very accurate location information, most often positioning a
mobile device within a five meter range of their current location 95% of the time. However,
one of the major problems with GPS is that it can quickly drain the limited energy resources
of a mobile device. Furthermore, GPS performs poorly indoors and in underground locations
because of signal attenuation. Even in a city, GPS may experience temporary outages when
the mobile device is near tall buildings or tunnels. In summary, the GPS system requires
mobile devices to have a clear line of sight with a minimal of four GPS satellites, which may
not be achievable in many locations. These problems have limited the ubiquitous use of GPS
















Figure 2.1: 3-D Trilateration
2.1.2 Network-based
Simply put, a cellular system has its coverage area divided into cells, each of them
uniquely identified and associated to a base station that is responsible for providing access to
the network. Similarly, Wireless Local and Personal Area Networks (WLANs and WPANs)
can be divided in coverage areas served by base stations named Access Points (APs). Base
stations keep track of the mobile devices that are currently registered for service. The
cell-ID localization technique uses the identification number of the base station to roughly
approximate the mobile device’s position to the correspondent coverage area of the base
7
station.
Unfortunately, coverage areas vary in size and, if we think of cellular systems, can be
undesirably large (tens of kilometers), especially in rural areas with low population density.
Furthermore, because of radio propagation effects, a mobile device may experience a stronger
signal from a base station that is further away. In other words, a mobile device is not always
registered to the closest base station, which contributes to the low level of accuracy for
the localization technique. Nevertheless, cell-ID is a simple and cost-effective localization
technique that is mostly associated to users’ network activity logs. For example, Call Detail
Records (CDRs) are important logs that contain information about users’ calling and texting
activities. This information is generally maintained for billing and other administrative
purposes, but can also be used for mobile phone localization.
2.1.3 Hybrid
In hybrid localization, the mobile device is responsible for collecting all signal measure-
ments and then uses an external server in the network to determine the device’s position.
This external service assists the mobile device with additional required information or per-
forming calculations as needed. One hybrid localization technique is Assisted GPS (A-GPS),
which can be used to speed up the calculation of the first fix2 in a GPS system. A-GPS has
mobile devices download satellite metadata, called almanac, from a local server (usually a
cellular base station). These servers are constantly listening to visible GPS satellites and
storing metadata from them. With up-to-date almanac information easily accessible to GPS
receivers, the time required for the first fix can be reduced to tens of seconds. A-GPS is
also used to improve the performance indoors, where GPS signals can be highly attenuated
and, therefore, hard to be detected. Finally, another advantage of A-GPS, when compared
2The first fix is the first position acquired by a GPS receiver upon initialization. The first fix can take as long
as 12.5 minutes to be calculated because GPS receivers need to acquire metadata from all visible satellites
before the computation can be done.
8
to standalone GPS, is that mobile devices will likely use less processing power as fewer
calculations are required to construct almanac data, which prolongs battery life.
Although cell-ID is usually classified as a network-based localization technique, a mobile
device with an appropriate Application Programming Interface (API), such as the Android
API [6], can easily identify which base station or AP is providing services at the moment.
Therefore, cell-ID may also be considered a hybrid localization technique, provided that the
exact location of each base station or AP is known. Fortunately, many companies provide
this type of information as a localization service, including Google [7] and Yahoo [8].
Mobile devices constantly measure the strength of received beacon signals3 to decide
which base station or AP to connect to. The Received Signal Strength Indicator (RSSI)
is a measurement that is particularly important in cellular systems as it allows the imple-
mentation of handoff procedures4. RSSI can also be used to estimate the distance between
a mobile device and an anchor (e.g., a base station that knows its location). Therefore,
another possible hybrid localization technique uses RSSI combined with 2-D trilateration.
A successful approach that also uses RSSI is called fingerprinting. This hybrid localization
technique requires the prerecording of radio signal strengths from different sources (e.g.,
cellular base stations andWiFi access points) at various locations. At the end of the recording
phase, a signal strength map, which includes the effects of multipath propagation, is stored
in a database for future use. During the operation phase, a mobile device may send its own
current RSSI measurements to a location server. Based on the previously recorded database,
the server then returns the location that most closely matches the current radio strength
measurements of the mobile device.
3Signals constantly broadcast by based stations to announce their services.
4Handoff is the transfer of a user from one base station to another that may offer better quality of service.
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2.2 Data Collection Strategies
Depending on where location information is stored, the strategies for collecting it can
be classified into handset-based and network-based. Handset-based strategies may require
a direct access to the mobile devices (i.e., by reading the device logs) or an indirect access
through the help of an online service provider (e.g., an online social network). Network-
based strategies, on the other hand, depend on network operators (e.g., telecommunication






Figure 2.2: Paths to Obtain Location Information
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2.2.1 Handset-based
When location services are requested by a user, position information is temporarily
recorded into the user’s mobile device and kept confidential. In other words, location infor-
mation is stored privately and can only be viewed by others if the user decides to disclose
it, either allowing direct or indirect access to the information recorded in the mobile device.
Unfortunately, direct access to mobile devices is expensive and does not scale well, being
impractical for studies like ours that has a focus on studying the mobility behavior of popu-
lations, possibly spread over large geographical areas. Alternatively, indirect access, through
the aid of mobile applications, allow users to voluntarily share their location information
with other users or the general public using an online service provider. One example of such
application is provided by Online Social Networks (OSNs), described in the remainder of
this section.
OSNs are web platforms that enable their users to create public profiles, establish rela-
tionships, and share information with other users of the same service based on their common
interests, activities, backgrounds, or real-life connections. In their beginning, OSNs were on-
line communities where users could basically share personal information and ideas via web
pages. Interaction between users was mainly done through email communication or chat
rooms. By the end of the 90s, these communities evolved, allowing users to maintain lists
of friends or others with similar interests. One of the earlier examples of OSN as we know
today was SixDegrees, a service that lasted from 1997 to 2001. At its height, SixDegrees had
3.5 million of registered users. Just like today’s OSNs, SixDegrees allowed users to maintain
a list of friends, family members, and acquaintances. These contact lists could then be used
to send direct or broadcast messages to people distant by different degrees of relationship.
Nowadays, OSNs such as Facebook, Twitter, and FourSquare allow users to share not
only text information, but also photos and videos. Mobile communication makes it possible
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to use OSNs at anytime and anywhere. Another interesting capability of today’s OSNs
is the ability to geolocate the information shared on the network. This particular feature
has opened the possibility of using social media communication in human mobility research.
Using OSNs to monitor the location of individuals is being actively explored in many different
applications (see Section 2.3.1 for examples).
Publicly available geolocated information can be automatically retrieved from OSNs us-
ing their specific APIs. There are basically two types of OSN APIs, depending on the
communication paradigm they follow: publish/subscribe or request/response. OSN APIs
that follow the publish/subscribe communication paradigm allow information to be retrieved
from customized streams of data based on a search criteria. Information that is currently
being shared (by users) that satisfies the search criteria is instantly made available through
preconfigured streams. Therefore, OSN APIs based on the publish/subscribe paradigm are
ideal for collecting real-time generated data. Once a connection is established using the
publish/subscribe paradigm, there isn’t much communication overhead because the client
basically listens to the stream as new data arrives. On the other hand, OSN APIs that
follow the request/response paradigm return a subset of past information that matches the
search criteria. Therefore, for new data to be retrieved, a new request must be sent to
the service provider. This constant flow of request and response messages can significantly
increase the communication overhead, which is a major concern with the request/response
paradigm.
One drawback of using location information gathered from OSNs concerns localization
accuracy. Depending on what is currently available on the user’s mobile device, location
accuracy may vary from fine-grained (e.g., GPS) to coarse-grained (e.g., cell-ID). From the
data collector perspective, it is hard to identify the location accuracy of the users in an OSN
dataset.
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Social network users may not be good representatives of the entire population under
investigation. For example, young adults (25-34 years old) are more likely than older adults
to use social media [9], and the age distribution of users may vary depending on the specific
social service used [10]. Furthermore, social media use appears to be restricted (at least in
developing countries) to more affluent people who have easier access to high-end technology
such as smartphone and tablets (see Chapter 3 for details). Therefore, research based on
location information collected from social media communication may be biased towards a
younger and more affluent population and, therefore, not include the mobility patterns of
the entire population.
Despite the problems described, social media communication is still an attractive source
of location information because: 1) publicly available location information can be retrieved,
2) it is relatively easy to build large datasets (i.e., over extended periods of time), and 3) data
can be collected from users in different parts of the globe. We also note that the popularity
of OSNs has grown steadily each year [11]. Therefore, we believe that the concern of not
representing the entire population is reducing.
2.2.2 Network-based
Section 2.1.2 discussed cell-ID, a network-based localization technique. Cell-ID is used
regularly by network operators and is mostly associated to users’ network activity logs.
Among these network activity logs, we highlight CDRs, which record each call’s telephone
number, who originated the call, the destination number, the cell-IDs of the towers that
served the call, the duration of the call, and other fields. CDRs may also contain information
related to text messages, using a similar format. CDRs are maintained on a regular basis
by mobile phone carriers, initially for network management and billing purposes, and more
recently to create powerful data sources for human mobility and social interaction research
studies (see Section 2.3.2 for examples).
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CDRs are viewed as a cost-effective data collection strategy when compared to reading
location information directly from mobile devices. CDRs also facilitate data acquisition for
larger samples of a population during extended periods of time. In other words, CDRs
provide a mechanism to create large and rich datasets that realistically represent mobility
patterns and social interactions of a population due to the pervasiveness of mobile phone
use.
Unfortunately, datasets generated from CDRs (and other types of network collected logs)
are not easily accessible, as network operators are concerned about their customers’ privacy,
a concern that we share and respect. Therefore, CDR-based datasets are restricted to a few
research groups who agreed to sign confidentiality agreements with carriers before starting
to work with the data. To further protect user privacy, all information that could be used to
uniquely identify a user is removed from CDRs prior to their release for research. Another
current CDR limitation is that location information only provides cell-ID accuracy and, as
mentioned previously, areas with low population density have large coverage areas in cellular
systems (tens of kilometers). Besides the aforementioned limitations, CDRs are emerging as
an important proxy for research in human mobility and social interaction studies, including
as a source of data to build commuting networks.
2.3 Applications
This section describes example uses of mobile phone and social media communication
in human mobility and social studies related applications. This is a relatively new research
topic as only recently OSNs had made information stored in their networks publicly available
through programming APIs. Similar research using voice communication dates from less
than ten years ago. The examples shown in this section shows the potential use of these new
digital sources of location information in mobility studies of large population groups.
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2.3.1 Social Media Communication
In 2010, Lampos et al. [12] collected geolocated tweets5 in 49 urban centers in the UK for
nearly a year. By searching for influenza related terms in the contents of the messages, the
authors of the study were able to calculate a weekly “flu score” that was shown to correlate
well with the official data of people reported to be sick. Also in 2010, Scellato et al. [1] applied
data mining techniques using data from four social network services: Foursquare, Twitter,
LiveJournal, and Brightkite. Altogether the datasets collected location data from more than
1.5 million users worldwide. One of the main results of this study was the verification that
clusters of friends are often geographically close. Social relations were also the topic of Cho
et al. [13] when they compared datasets built using two social network services (Gowalla and
Brightkite) against location information collected from cellphone users. The study showed
how mobility is closely influenced by social relations.
Using data collected from Foursquare public check-ins, Noulas et al. [2] was able to track
925,030 user movements from 34 metropolitan cities around the world during a period of
six months. Using the empirically collected data, the authors of the study found enough
similarities in the observed mobility patterns to identify evidences of a universal law for
human mobility. Work such as this shows us that social media based empirical data on
human movements makes it possible to perform an unprecedented analysis both in terms of
scale and the amount of information.
In another study, Frias-Martinez et al. [14] applied an unsupervised neural network tech-
nique to analyze geolocated tweets in Manhattan (New York) during 49 days. The method
described in this study classified 64 land areas in Manhattan according to their main use:
residential, business, leisure/weekend, or nightlife. The study proved that it is possible to
classify areas of a city by looking at the patterns of Twitter activity.
5Short text messages sent using Twitter.
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Analysis of geolocated tweets has also been used to understand the relationships of ge-
ographical regions, neighborhoods, and gang territories. In 2013, Bora et al. [15] applied
machine learning to over ten million geolocated tweets from the city of Los Angeles to clas-
sify trips between gang territories as being rival or non-rival in nature. According to the
authors, their technique was able to reconstruct 89% of the actual spatial rivalry network
known to police and law enforcement agents.
More recently, Frank et al. [3] correlated happiness of individuals with their mobility pat-
terns. Happiness was measured by automatically analyzing the content of messages posted
by a subset of 180,000 Twitter users. The study found that expressed happiness increases
logarithmically with distance from an individual’s average location.
Finally, Hawelka et al. [16] collected geotagged posts from 13 million Twitter users all
over the world during 2012. The authors used the collected location information to study
country-to-country flows and the mobility profiles of international travelers, concluding that
Twitter is a viable source to understand and quantify global mobility patterns.
2.3.2 Mobile Phone Communication
Real-time information about urban behaviors can be obtained from mobile device call
information. One of the earlier studies based on this relatively new approach was Real Time
Rome [17], a project from the SENSEable City Laboratory at MIT. Real Time Rome was
the first example of an urban-wide real-time monitoring system that collected and processed
location data provided by a telecommunication network (Telecom Italia). All collected data
was later aggregated to create 250x250 meter cells of the area covered in Rome. Visual
representations of the data were then built to answer questions such as “Where in Rome
are people converging over the course of a day?”, “How do people occupy and move through
certain areas of the city during special events?”, and “Which landmarks in Rome attract
more people?”.
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Toole et al. [18] used CDR data to study the spatiotemporal dynamics of a population
and its relation to land use. As noted by the authors of the study, monitoring land use
over time may detect which parts of a city is experiencing growth and how the population
is using public spaces at different times of the day. This work was based on a CDR dataset
that comprised three weeks of anonymized phone metadata from 600,000 users living in the
Boston metropolitan region. After dividing the Boston geographical region into grids of
200x200 meters, this dataset was used to estimate the amount of activity at each grid during
different times of the day. This type of information provides city planners with important
insights of how each area of the city is used within the day and, as noted by the authors,
“may aid strategic planning decisions related to land use”.
In other work, Becker et al. [19] analyzed anonymized CDRs from more than 800,000
cellular phone subscribers living in three major metropolitan areas in the United States. The
authors applied a series of clustering and regression steps to infer user’s home/work locations
so they could compute the distribution of commute distances based on where people live.
Results were then combined with publicly available distributions for modes of transportation
per area code and carbon emissions per mode of transportation to produce a carbon footprint
distribution based on the individual’s home location. This type of information can help city
planners decide which future urban interventions may have the greatest impact in terms of
reducing both the daily commute distances and carbon footprints, and ultimately contribute
to the well being of the population.
More recently, Calabrese et al. [20] analyzed 829 million mobile location records for one
million devices collected by AirSage6. This data included not only the ID of the cell tower
the mobile phone was connected to, but also an estimation of its position within the cell.
Home location was assigned to each mobile phone user based on the number of nights the
user connects to the network, selecting as a home location the cell with the greatest value.
6AirSage (http://airsage.com) is a private company that had negotiated real-time access to location infor-
mation from two of the top three U.S. wireless carriers.
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Similarly, work location was defined as the most frequent stop area on weekday mornings
(i.e., between 8 and 10 a.m.). Data collected was then used to describe the commuting
network of people living/working in the Boston metropolitan area.
2.3.3 Conclusion
In this chapter we present a survey of several localization techniques for mobile devices.
We also discuss the localization process under different contexts: handset-based, network-
based, and hybrid. In addition, we present different strategies for collecting location infor-
mation. Lastly, we provide examples of applications that have successfully used these new
digital sources of location information in human mobility research.
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CHAPTER 3
SOCIAL MEDIA VERSUS MOBILE PHONE COMMUNICATION
Although mobile phone and social media communication can be used for human mobility
research, it is still unknown how location information obtained via these two event-based
techniques compare to each other. To shed some light on this topic, we configured two
datasets of location information, one based on mobile phone records and another based on
geotagged messages from a social media site (Twitter). We then compared these two datasets
for metrics commonly used to analyze human mobility, including: 1) the level of activity per
user, 2) the distribution of events throughout the day, and 3) the volume of activity per
location. The comparison was made under similar conditions, i.e., the two datasets are from
the same geographical area (a developing country in Africa), have the same number of users,
and were collected over a similar period of time (months and days).
Our analysis shows that the source of the location information used has a significant
impact on what can be perceived in terms of individual mobility within a population. Using
the results from our analysis of these two datasets, we conclude that mobile phone communi-
cation is a better source of location information for human mobility research when compared
to social media communication (specifically Twitter). We argue that our conclusion exists
due to the relation of social media communication to economic and demographic factors.
In other words, the use of social media communication appears to be restricted (at least in
developing countries) to more affluent people who have easier access to high-end technology,
such as smartphones and tablets. Additionally, the demographics of users of social media
communication appears to be very different from the demographics of the general population.
Our study also reveals that people use social media sites such as Twitter much less
frequently than traditional mobile phone communication. Moreover, social media activity is
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more common during non-working hours, when people are most likely at their home locations.
These last two revelations explain why it is more difficult to learn mobility patterns of social
media users. For example, our analysis showed that users of social media sites like Twitter
visit fewer locations and within a shorter range when compared to mobile phone users.
3.1 Data Collection and Preprocessing
This section describes the two sources of location information we configured for our anal-
ysis, named CDR-data and OSN-data. CDR-data is based on the Data for Development
(D4D) challenge on mobile phone data [21]. The D4D dataset was made available by Or-
ange Cote d’Ivoire, a leading network operator in the Ivory Coast (Africa), together with the
organizing committee of the 3rd Conference on the Analysis of Mobile Phone Datasets (Net-
Mob 2013). The D4D dataset comprises of CDRs collected from December 5, 2011 through
April 22, 2012. The five month period was divided into two-week groups, where 50,000 users
were sampled from the company’s total number of cellular phone users (approximately 5
million).
OSN-data was created by collecting publicly available geotagged messages from Twitter.
In Fall 2013, we tasked an undergraduate student within our group to develop a tool called
GeoDigger. We chose Twitter because it is one of the most popular OSNs, with 500+
million registered users that send approximately 60 million messages per day [22]. Twitter
was created in 2006 to allow users to share short text messages (limited to 140-characters)
called tweets with friends and to the general public. Twitter users can select other users
to follow in order to receive their broadcast notifications. In 2009 Twitter started to allow




Section 2.2.1 discussed how publicly available geolocated information can be retrieved
from OSNs using their specific APIs. The Twitter development interface implements two
common API paradigms, i.e., the publish/subscribe paradigm, through its streaming API
[24], and the request/response paradigm, through its RESTful API (also called search API)
[25]. Both APIs are available to the general public, as long as the use complies with Twitter’s
Terms of Use [26]. For example, use of the search API is limited to 180 requests per 15 minute
window interval. In addition, the search API only returns tweets from the past 1-2 weeks.
Also, the streaming API may limit the amount of tweets fed into the stream, depending on
the endpoint used; see the next paragraph for details.
GeoDigger uses the Twitter streaming API to read a subset of all public data flowing
through the social network. Within Twitter’s public streaming API, endpoints are used
to determine the specific type of data a user wishes to receive. For example, the “sample”
endpoint returns a small, random subset of all data, while the “firehose” endpoint returns all
status updates that pass through Twitter. The endpoint used by GeoDigger is the “filter”
endpoint, which allows GeoDigger to customize queries for status updates that match a
certain set of filters, such as users, keywords, or locations. To filter for geolocated tweets,
not all tweets, GeoDigger is configured to listen to the “filter” endpoint for tweets that have
a location set to a geographical area that covers the earth, i.e., the box delimited by the
coordinates (-180,-90) and (+180, +90).
3.1.2 GeoDigger Architecture
Between its deployment in the Fall of 2013 and March, 2015, GeoDigger successfully col-
lected approximately 290 million geolocated tweets from more than nine million Twitter users
all over the world. GeoDigger has three architectural components (illustrated in Figure 3.1):
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the Web Crawler, the Data Store, and the Front-end Filter. The Web Crawler component of
GeoDigger interacts with the Twitter streaming API to collect real-time geolocated tweets
that are sent. GeoDigger’s Web Crawler component maintains a connection to the Data
Store component that is responsible for temporarily saving the location information learned





Figure 3.1: GeoDigger Architecture
The last component of GeoDigger is the Front-end Filter. This component is used for
further preprocessing the data. The preprocessing functionality was developed to reduce the
time required for tedious, repetitive tasks. GeoDigger’s Front-end Filter component enables
the generation of subsets of the original dataset in order to filter the dataset by geographical
area, maximum number of users, and period of time. Figure 3.2 illustrates the user interface
for GeoDigger’s Front-end Filter component. As shown, the component allows users to enter
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the target area as a GeoJSON7 object. After clicking on the “Update Map” button, the
selected area is displayed on a map for immediate feedback. GeoDigger’s Front-end Filter
also offers the ability to select an intended period of time (from the days that are available
to filter) using a range slider component. As the user slides the start and end delimiters, the
interface displays approximately how many weeks the selection corresponds to. Lastly, this
interface allows the specification of the number of users to be selected and an email address
to be used to communicate the link from where the query results can be downloaded.
GeoDigger also has an embedded mechanism to automatically exclude non-human Twit-
ter users, such as corporate users and socialbots8. Specifically, GeoDigger has the following
three filter criteria that provide clues of possible non-human activity:
1. users that are not “following” any user,
2. users that have all tweets at the exact same coordinates, and
3. users that have at least one pair of consecutive tweets that would result in travel speeds
greater than 1,000km/h (i.e., faster than the typical cruising speed of commercial
passenger flights).
In Chapter 6 we will describe a more precise way to classify Twitter users based on a
machine learning profiling technique. This new classifier was incorporated in GeoDigger’s
latest version, which is also described in Chapter 6.
3.1.3 Spatial-temporal Filtering
We restricted our analysis to Abidjan, which is the largest city in the Ivory Coast and
has a population estimated at almost four million people [27]. CDR-data was built from the
7GeoJSON is a JavaScript Object Notation (JSON) format specifically designed for encoding a variety of
geographical data structures, including points, line strings, and polygons.
8A socialbot is a program designed to automatically post content on a social network. Socialbots are






Figure 3.2: GeoDigger Front-end
D4D dataset by randomly sampling 200 users in Abidjan from each of the following three
two-week periods: December 5, 2011 to December 18, 2011; December 19, 2011 to January
1, 2012; and January 2, 2012 to January 15, 2012. We then used GeoDigger to gather
spatial-temporal information (OSN-data) of 200 randomly selected Twitter users who were
active in Abidjan during each of the same three two week periods as the CDR-data, two
years later. Our research shows that there were no major incidents/events that took place
during these two six-week periods in the Ivory Coast of Africa. Thus, we believe no major
factors should have influenced the mobility of users in one dataset over the other.
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3.1.4 Spatial Clustering
Clustering is the task of grouping a set of objects in such a way that objects in the
same group (called a cluster) are more similar (in some sense or another) to each other
than to those in other groups. Spatial clustering groups objects based on their location.
The Density Based Spatial Clustering of Applications with Noise (DBSCAN) is a spatial
clustering algorithm proposed in 1996 [28] based on the notion of density reachability. In
other words, DBSCAN groups objects that have a minimum number (parameter MinPts) of
nearby neighbors. Neighbor objects are objects that are within ǫ distance of another object.
The idea behind DBSCAN is that if a particular object belongs to a cluster, it should be
near to many other objects in that cluster.
Before assigning a location to each of the activity records (calls and messages), we ran
DBSCAN in order to group cellular base stations (in Abidjan) that were close to each other
into one cluster. Originally, the number of cellular base stations in Abidjan was 383. A
detailed look at their geographical locations revealed that a significant number of cellular
base stations were very close to each other; we, therefore, classified base stations within
500m as one location, i.e., the size of a typical medium-sized cell. We choose DBSCAN as
the spatial clustering algorithm for our study because it is efficient to run and makes no
assumptions on the number of clusters that can be discovered.
DBSCAN classifies objects into three groups: core, non-core and outliers. Within the
core group are objects that have at least MinPts objects within reach (based on the ǫ
parameter). Non-core objects are objects that are reachable from a core object but cannot
reach MinPts other objects. They represent objects that are near the edge of the cluster.
Finally, outliers are the objects that are not within reach of any other object. Each cluster
is built from a core object, and may contain other core and non-core objects. Outliers are
discarded as not belonging to any cluster.
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Algorithm 1 shows the DBSCAN algorithm. Other than objects to be clustered (i.e.,
Locations), the algorithm requires two extra parameters: the range value ǫ and the minimum
number of neighbor objectsMinPts. By fine tunning the range parameter ǫ, the data analyst
can control the number and the sparsity of the resulting clusters. Intuitively, a high value
for ǫ tends to produce a smaller number of sparser clusters, while a small value for ǫ tends
to produce a higher number of denser clusters. MinPts is used to control how many objects
must be nearby for the group to be considered a cluster. The algorithm identifies core-objects
and creates new clusters based on these objects. Other core and non-core objects are added
into these new clusters as the algorithm expands the list of reachable objects from the core
objects.
Algorithm 1 DBSCAN(Locations, ǫ, MinPts)
1: for each location in Locations do
2: if location is not visited then
3: mark location as visited
4: N ← {objects that are within ǫ reach of location}
5: if |N | ≥MinPts then
6: create a new cluster C with location
7: for each n in N do
8: mark n as visited
9: N ’ ← {objects that are within ǫ reach of n}
10: if |N ’| ≥MinPts then
11: N ← N ∪N ’
12: end if
13: if n not already in a cluster then






For our study we set ǫ = 500m and minPts = 1, creating 263 clusters from the 383
cellular base stations in Abidjan. Each call in CDR-data was assigned to the centroid of
the cluster that contained the base station that served the call. The centroid of a cluster
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was defined as the geographical center of the cellular base stations that reside within the
cluster. Each message in OSN-data, which contained the location of where the user was
when he or she used the social network service, was assigned to the cluster of the closest
cellular base station in Abidjan. This procedure was done to ensure that both datasets used
the same reference points for their locations. Figure 3.3 illustrates Abidjan city limits and





Figure 3.3: Abidjan City Limits and Centroids of Clusters (better seen in color)
3.2 Analysis
We classify all users in each dataset based on their activity level, i.e., the average number
of calls or messages per day, using the following categories:
• less than two calls (or messages) on average per day,
• at least two and less than four calls (or messages) on average per day,
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• four or more calls (or messages) on average per day.
We analyzed users in each dataset based on the user’s activity level and we investigated
how a user’s activity is distributed throughout the day. The volume of activity per user
was compared in our two datasets in terms of the temporal sparsity of the location informa-
tion. By analyzing the volume of activity in each location, we were able to create a good
understanding on how users occupy the spaces of the geographical area under investigation.
Our spatial analysis also looked at the locations visited by each user in the two datasets
and calculated the radius of gyration (defined in Section 3.2.3) for each user. We also
measured the frequency of visits for each user per location, which represents the number of
calls sent or received in CDR-data and the number of messages posted in OSN-data for that
location visited. This metric can be used to classify locations in terms of their importance
to the user. Finally, we applied a simple method to create a home location for each user,
and then we evaluated the results obtained in each dataset in terms of how well the method
did as an estimator of population distribution.
3.2.1 User Activity
Our results show that users in CDR-data are more active than users in OSN-data. Specif-
ically, users in CDR-data made (or received) approximately 3.36 calls on average each day;
users in OSN-data, on the other hand, posted approximately 0.38 messages on average each
day. For understanding human mobility, more active users are preferred over less active
users because logging of location information depends on the frequency of calling and tex-
ting events. In other words, to understand mobility patterns of less active users usually
requires a long observation time.
Figure 3.4 classifies each user based on their activity level. As shown, approximately 27%
of users in CDR-data ((a) in figure) belong to the high activity level category, making (or
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receiving) at least four calls a day (on average). On the other hand, only approximately 1%
of users in OSN-data ((b) in figure) post at least four messages a day (on average). These
results indicate that users of CDR-data can potentially provide richer location information











Figure 3.4: Users Classification Based on Activity Level
To compare the activity levels of the two datasets in terms of temporal sparsity, we
computed the l0-norm for each user’s daily activity. We represent the activity of a user u
during day d by a vector X(u, d) of 24 tuples, each of which is associated to a value of
one or zero, depending on whether user u made (or received) a call or sent a message at the
corresponding hour of day d. The l0-norm of a user u during day d, represented as ||X(u, d)||,
is defined as the number of tuples of X(u, d) that are equal to one (e.g., ||X(u, d)|| = 6 if
user u made calls during six different hours of day d). To compute the sparsity S of an






where D and U represent the total number of days and users, respectively.
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Using Equation 3.1, S is 0.56 for CDR-data and 0.95 for OSN-data. If we consider only
working-hours (e.g., 08:00am - 06:00pm) during weekdays (i.e., Monday - Friday), then S is
0.46 for CDR-data and 0.96 for OSN-data. In other words, OSN-data is very sparse whether
we consider working hours or not. CDR-data is a lot less sparse than OSN-data, and more
calls are made/received during working hours. In conclusion, when we consider the sparsity
of the two datasets, CDR-data is (1) better suited to capture the locations visited by users
than OSN-data and (2) better able to capture the locations visited during working-hours.
Finally, Figure 3.5 shows how the average volume of activity is distributed throughout the
day for each dataset. Approximately 61.6% of the activity in CDR-data occurs during the
hours of 08:00am - 06:00pm (which we consider as working-hours on Monday-Friday), while
only 47% of the activity in OSN-data occurs during these hours. These ‘working-hours’ is a
key period of the day when people do most of their activities, including visiting important
places such as work and school. Comparing the two datasets, it is reasonable to say that
CDR-data provides more information to help researchers discover these important places
because most of CDR-data user’s activity is concentrated during the 08:00am - 06:00pm
period.
3.2.2 Activity Location
For each cluster’s centroid (described in Section 3.1.4) we counted the number of times
the cluster was visited by a user (i.e., user had an activity in the cluster). We then computed
the percentage of activity at each location (i.e., within each cluster). We visualize the result
of this computation using heatmaps9. Following convention, we use warm colors (such as
orange and red) for higher values and cold colors (such as aqua and blue) for lower values.
The two heatmaps for our two datasets are shown in Figure 3.6; we note that both maps are
scaled to use the same range of colors and corresponding percentage values. The heatmap of
9A heatmap is a two-dimensional representation of data where the data values, such as the percentage of






Figure 3.5: Calls × Messages Hourly Distribution
OSN-data shows users are more concentrated in the east part of the city, which is different
from the heatmap of CDR-data. In other words, users of CDR-data have more widespread
activity throughout the city than users of OSN-data. We note that the east part of Abidjan
is dominated by a commune10 called Cocody, which is a more upscale area within Abidjan.
The higher concentration of social network activity in Cocody is likely due to more affluent
people having easier access to high-end technology, such as smartphones and tablets with
mobile internet capabilities. The heatmaps of Figure 3.6 show that voice communication is
more pervasive in the general population than social networking. Since CDR-data provides
a more representative sample of Abidjan’s population, CDR-data is likely to yield more
realistic human mobility patterns than OSN-data.












Figure 3.6: Volume of Activity per Location (better seen in color)
3.2.3 Locations Visited
We counted the number of locations visited by each user during each two-week obser-
vation period. We found that users of CDR-data visited, on average, approximately 8.3
distinct locations, while users of OSN-data visited, on average, only 1.57 distinct locations.
This result is expected due to the high sparsity of OSN-data, which has a direct relation to
the number of locations than can be learned from the dataset. Figure 3.7 shows the Com-
plementary Cumulative Distribution Function (CCDF)11 of the number of locations visited
per user. Figure 3.7 shows that, for any x number of locations, users of CDR-data have a
higher probability of visiting more than x locations than users of OSN-data.
We also computed the radius of gyration for each user using the locations visited per user
and the frequency of visits per location. The radius of gyration is a measure that captures
the typical distance traveled by a user during a given period of time. In other words, the
radius of gyration represents the physical space where users carry out their daily activities.
Gyration is calculated as an averaged distance of the locations visited by each user from the






Figure 3.7: CCDF of the Number of Locations Visited per User
centroid of the locations visited, such that the frequency of visits per location is incorporated.
For example, Figure 3.8 illustrates the locations visited by a given user and the centroid
(in red) of the five locations. Within Figure 3.8, the size of the dot representing each location
visited by the user is proportional to the frequency of visits to that location. Because the
location in the bottom left of Figure 3.8 has a significantly higher frequency of visits when
compared to the other locations, the centroid of the five locations visited is pulled to this
higher-frequency location’s vicinity.
Equation 3.2 presents the formula used to calculate the radius of gyration, rg, from a
set of (x, y)i locations visited by a user, where i ∈ {1, ..., n} and n is the total number of






Figure 3.8: Locations Visited by an Example User and Centroid (better seen in color)







d[(x, y)i, (̂x, y)]2 (3.2)
Using Equation 3.2, the average value for the radius of gyration for users within CDR-
data is approximately 3.4km. On the other hand, the average value for the radius of gyration
for users within OSN-data is only approximately 0.6km. Figure 3.9 shows the CCDF for
the radius of gyration per user. As shown, for most of the values for the radius of gyration
(< 10km), users of CDR-data have a higher probability for the metric when compared to
users of OSN-data. In other words, this radius of gyration metric lead us to conclude that
OSN-data users are: 1) moving in a much smaller area on a daily basis, or 2) only posting






Figure 3.9: CCDF of the Radius of Gyration per User
Finally, we consider how CDR-data and OSN-data serve as estimators of home locations
for their users. For each user in each dataset, we assigned the most frequently visited location
(i.e., the location where the most activity in the dataset occurs) as the user’s home. This
method of assigning home location based on the frequency of visits is commonly used in
similar studies (see [19, 20, 29, 30]). We then counted the number of users who have their
home locations in each of the ten communes of Abidjan. Results were then compared to the
high resolution gridded data (100m×100m) provided by the WorldPop project [27], which
is the most up-to-date population distribution for Abidjan. We also include in our analysis
the results for the D4D dataset with all 500,000 users. In all cases, we compare our results
against the WoldPop data (our baseline) via a Mean Squared Error (MSE) calculation.
See Table 3.1 for details; the numbers in parenthesis represent the order of the three most
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populated communes according to each data source.
Table 3.1: Estimated Population Distribution in Abidjan for Four Datasets
The MSE values in Table 3.1 illustrate that CDR-data more closely matches the data
obtained fromWorldPop than OSN-data. For example, OSN-data significantly overestimates
the number of individuals in the Cocody commune, which corresponds to the results discussed
in Section 3.2.2. We also note that CDR-data is a subset of the D4D data (i.e., data within
the three two week period analyzed), and the D4D data even more closely matches the data
obtained from WorldPop than CDR-data. In other words, using the full D4D dataset would
allow researchers to understand mobility patterns even better than a subset of the D4D
dataset; furthermore, D4D data more accurately represents the population than OSN-data.
3.3 Conclusion
In this chapter, we present a comparative analysis of two location-based datasets created
from two different sources: 1) mobile phone communication, which is based on call log
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information gathered from mobile users whenever users make (or receive) a call, and 2)
social media communication, where location information is collected from Twitter geotagged
messages that are publicly available. Although both datasets have similarities, such as the
same geographical area, the same number of users (200 distinct users in three consecutive
time frames), and similar periods of time, each dataset provides very different conclusions
about the mobility characteristics of the population under investigation. Using the results
presented herein, we conclude that mobile phone communication provides a better source
of location information for human mobility research than social media communication. We
make this conclusion from the following observations of the results presented herein:
• users of mobile phone communication are more active than social media users,
• location information from mobile phone communication is less sparse than location
information from social media communication,
• mobile phone users have more activity during the 08:00am - 06:00pm time period,
while social media users have more activity in the evening (when people are likely at
their home locations),
• the activity of social media users is more concentrated in the wealthier districts of a
city, i.e., social networking sites appears to be restricted to more affluent people (at
least in developing countries), and
• the distribution of mobile phone users resembles the general population distribution
more closely than social media users.
With respect to the distribution of social media users, our last conclusion is consistent
to prior work that showed: 1) young adults (25-34 years old) are more likely than older
adults to use social media [9] and 2) the age distribution of users may vary depending on
the specific social service used [10].
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Despite our conclusion that mobile phone communication is a better source of data, we
still believe in the potential of social media as a source of location information for human
mobility related studies. One technique that can be applied to overcome the low quality of
location information of OSN-mined data is to increase the geographical scale of the study
(e.g., city, state, or country level). For example, in a recent work, Hawelka et al. [16] collected
geotagged posts from 13 million Twitter users all over the world in the course of 2012. The
authors used the collected location information to study country-to-country flows and the
mobility profiles of international travelers around the world, concluding that Twitter is a
viable source to understand and quantify global mobility patterns. This is the line of research
we follow in the next chapters, where we show examples of the use of Twitter as source of





In this chapter we investigate whether geolocated tweets can be used to understand the
travel behavior of a large population. More specifically, we show how location information
collected from Twitter can be used to study the domestic travel behavior of Americans
during Thanksgiving, one of the busiest travel periods of the year in the United States [31].
Studies such as this can help authorities plan ahead and make changes in transportation
infrastructure and public services when facing large population movements in a short period
of time. In addition, companies related to the tourism industry can also greatly benefit from
a better understanding of preferred destinations during holiday periods. For example, hotels
can increase their capacity or airlines can create new temporary routes to face short-lived
demand increases.
Traditionally, studies such as the one described in this chapter rely on data obtained from
expensive census-type surveys. For example, the American Automobile Association (AAA),
a U.S. non-profit organization, annually interviews thousands of household individuals to
infer domestic holiday traveler profiles. Using data from its 2013 survey, AAA predicted
that 43.4 million Americans were going to travel 80km (approximately 50 miles) or more
from home during the Thanksgiving holiday of that year [32]. For the 2014 Thanksgiving,
AAA forecast an increase of almost three million travelers [33].
Another potential source for travel behavior information in the U.S. comes from the
official census data. Unfortunately, this type of information is only updated every ten or
more years due to the high cost involved. For example, the latest U.S. National Household
Travel Survey (NHTS)12 was done in 2009 [34]. In addition to being six years old, the NHTS
12The NHTS is the U.S. Department of Transportation inventory of daily travel. Data is collected on daily
trips taken in a 24-hour period and includes origin and destination, month, day of week, and mode of
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census aggregates results on a monthly basis, which makes it difficult to analyze travel
behavior during short holiday periods such as Thanksgiving. Furthermore, the scope of the
NHTS is restricted to only 14 states and 25,000 people. In short, survey data is expensive
to conduct, has low spatial/time resolutions, and is usually incomplete and outdated.
Alternatively, data based on air traffic volume, such as the U.S. Airline On-time Per-
formance Data13, can be used to collect the daily numbers of long-distance domestic flights
between airports in the U.S.; air traffic data, however, only identifies the total number of
passengers on each flight. Therefore, it is not possible to determine whether passengers are
in transit or at their final destinations with this data. Another limitation is that air traffic
data is biased toward air travel; however, according to AAA, air travel accounts for less than
10% of the Thanksgiving holiday mode of transportation.
On the other hand, it is common today for people to carry their smartphones and
tablets throughout the day. Additionally, these mobile device are increasingly being used for
location-aware social media communication (i.e., geotagged posts). In this chapter we are
interested in studying the use of this type of communication, in order to understand large
population movements over a short period of time. More specifically, we show that it is
possible to infer travel behavior in the United States by analyzing geolocated tweets during
the latest Thanksgiving holidays (2013 and 2014). Our research aims to answer questions
such as:
• Which locations had the largest number of travelers?
• What were the preferred destinations?
• What was the average distance traveled?
transportation.
13The Airline On-time Performance Data [35] contains on-time arrival data for non-stop domestic flights by
major air carriers, including origin and destination airports, flight numbers, and departure/arrival times.
As with the NHTS, this dataset is also maintained by the U.S. Department of Transportation.
40
• What can we say about the bonds between different regions (states and counties) in
the U.S. based on the flow of travelers during Thanksgiving, America’s favorite, family-
related holiday?
This chapter presents the results of two related studies. The first study uses geolocated
tweets collected during the 2013 Thanksgiving holiday and analyzes the flows of travelers
between U.S. states (including Washington D.C.). The second study uses data from the 2014
Thanksgiving holiday and focuses on county-to-county holiday trips in the U.S.
4.1 State-to-State Travel Behavior
For this study, data was collected using GeoDigger, our tool we use to save and preprocess
geolocated tweets (described in Section 3.1.2). In GeoDigger, the geographical constraint is
configured to exclude users who had at least one activity outside the target area. For
our study this means users who traveled outside the U.S. during the period of time from
November 6 to December 22, 2013 (i.e., three weeks before and three weeks after the 2013
Thanksgiving holiday). Using GeoDigger’s Front-end Filter we identified 1,766,598 Twitter
users in the U.S. that sent geolocated tweets within the target period of time. The tool then
excluded 19,786 (approximately 1.12%) users, as we believe these users to be non-human
users, resulting in a final dataset of 1,746,812 users and 39,059,386 tweets.
After preprocessing procedures were completed, our first task was to determine each user’s
“home state”. From the subset of users whose “home state” was possible to determine, we
noted which of the users actually traveled during the Thanksgiving holiday and to where
the users went. The actual volume of holiday travelers was then estimated using official
state population information and Twitter data. The flows of travelers between each pair
of locations were then represented using an origin/destination (OD) matrix (essentially a
graph). This graph was then analyzed to answer our research questions, which are stated in
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the beginning of this chapter.
4.1.1 Home Location
The home location of each user was considered to be the state14 that was visited the most
number of days, excluding the 2013 Thanksgiving holiday period (i.e., November 27th15 to
December 1st). This method of assigning a home location based on Twitter activity is similar
to what was done in related studies (see [19,20,29,30]). For example, Pontes et al. [30] found
that assigning the most popular location visited as the user’s home location provides an
accuracy of 79.1% at the city level. Our own findings suggest a slightly lower value when
using the same technique as we explain next.
In the Spring of 2014, we monitored geolocated social activity of a control set of 23,418
Twitter users in Colorado for one week. From this initial set of users, we preselected 15,295
users that had a non-empty location profile field. The location field is an open text profile
attribute where Twitter users can describe where they live. Twitter makes no validation on
this field and, in theory, users can provide a random city, a general description as their home,
or simply fail to keep their location updated (e.g., after moving to a different city). In our
study, a location field was considered valid if the associated text was within a Levenshtein
distance [36] of two to at least one valid city name in Colorado. The Levenshtein distance
between two words measures the number of single-character edit operations required to
change one word into another. A character edit operation may include insertion, deletion,
or substitution of a character. Therefore, using a Levenshtein distance of two, we allowed
valid city names with small spelling errors. For example, “Denvar” would match “Denver”.
After applying the Levenshtein distance of two to our preselected 15,295 users, we iden-
tified 3,449 users having valid Colorado cities as home. We then looked at their geolocated
14When we refer to “state” we mean any of the 50 United States plus Washington D.C..
15Although the 2013 Thanksgiving holiday officially started on Thursday November 28th, we included Novem-
ber 27th in the holiday period because people often travel one day earlier.
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social activity and counted the frequency of the locations visited by each of user. Our ex-
periment showed that selecting the most popular city (based on the number of tweets in the
area) as their home location resulted in an accuracy of 69.56% at the city level. Because we
are interested in studying travel patterns at state and county levels, which are much bigger
areas compared to city boundaries, Pontes et al. method for assigning home locations to
users should be more accurate than 69.56%.
Continuing our study, we assigned a home location to all of the 1,746,812 users of our
Twitter dataset based on the frequency (in days) of their tweets outside the holiday period
(i.e., three weeks before and after the Thanksgiving period). Of all these users, 81,398 (or
4.6%) users could not be assigned a home location because they lacked social activity during
the selected period of time. These users were excluded from further analysis. Figure 4.1





Figure 4.1: Distribution of Twitter Users in the United States (better seen in color)
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Using the home location of the Twitter users identified and the estimated population
of each state from the most recent official census data [37], we computed the Twitter’s
penetration rate of each location (i.e., the ratio of the number of Twitter users over the
population). Results show that all states have a very small penetration rate (below 0.01),
with Washington D.C. having a higher rate of approximately 0.017. Figure 4.2 shows all





Figure 4.2: Twitter Penetration Rate in the United States
4.1.2 Holiday Travelers
To determine where each user spent their Thanksgiving, we looked at the locations visited
during the holiday period (i.e., from November 27th to December 1st). The most popular
location, considering the number of days it was visited, was then assigned to be the user’s
holiday destination. Users were removed from further analysis if they did not have any social
activity during the holiday period, which identified 112,851 holiday travelers (i.e., users who
traveled to a location different than their place of residence). Although this number of
travelers represents a significant decrease from our set of approximately 1.7M of users with
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home locations, it is still significantly higher than the number of people normally interviewed
in census-based studies. For comparison, our number of travelers is more than four times
the 25K people interviewed for the latest U.S. NHTS survey and more than 80 times higher
than the 1,353 surveyed individuals for the AAA’s 2013 Thanksgiving forecast.
We then used information about each user’s home location and holiday destination to
compute the origin/destination (OD) matrix, which defines the number of individuals that
traveled from/to each possible location. In our study, we estimated the actual volume of
travelers by dividing the number of Twitter holiday travelers by the Twitter penetration rate
at the location of origin. After calculating the OD matrix, we estimated the total number of
U.S. domestic travelers during the 2013 Thanksgiving holiday to be approximately 20 million
people. Although our estimate is about half of what AAA projected (43.4M), we note that
our method only counts state-to-state holiday travelers. This difference in scale is addressed
in our second study of travel behavior, which is described in Section 4.2.
4.1.3 Communities
A commuting network of travelers is a directed graph where each location represents the
vertices and each origin/destination flow represents the edges. The weight of each edge is set
to match the estimated volume of travelers between each origin/destination location pair.
We are interested in identifying communities within our graph of domestic holiday travelers.
Communities in a graph are groups of vertices, regardless of their number or sizes, that have
stronger connections between them when compared to vertices outside the group [38].
One way to detect communities in a graph is to look for partitions that have high modu-
larity scores. Modularity is a scale value between -1 and 1 that measures the density of edges
inside communities to edges outside communities. In other words, modularity is higher when
the number of edges that fall within the partition is significantly higher than what would
be expected if edges were distributed at random. Modularity maximization is a complex
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problem [38], but many heuristic algorithms have been proposed to identify communities in
graphs in a reasonable computation time. We chose one of the most widely used methods
for detecting communities in large networks: the Louvain method [39]. This method uses a
greedy optimization approach in two steps. First it looks for small communities by optimiz-
ing modularity locally. The method then repeats itself aggregating small communities into
larger ones by looking at each small community as a single node.
Using Louvain’s algorithm, we found five communities in our graph, illustrated with
different colors in Figure 4.3; the same color indicates states that belong to the same com-
munity. Also, in Figure 4.3, an edge’s size is proportional to the volume of travelers, with the
edge’s color matching the color of the origin vertex. For simplification, Alaska and Hawaii





Figure 4.3: Commuting Network of 2013 Thanksgiving Travelers in the U.S. (better seen in
color)
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As shown in Figure 4.3, the communities detected are geographically close. Because
Thanksgiving is a family-related holiday, we believe that the observed geographical cohe-
siveness of the communities is a consequence of people having a tendency to: 1) establish
family bonds with people that are relatively close to their place of residency and 2) live close
to others in their family.
4.1.4 Inflows and Outflows
Analysis of the traveler inflows (i.e., the flows of travelers arriving at each destination)
revealed that the three top destinations for the 2013 Thanksgiving holiday were: Texas (TX),
California (CA), and Illinois (IL). To illustrate, Figure 4.4a shows the inflows to Texas, with
the major source of travelers coming from California and Oklahoma (OK). Analysis of the
traveler outflows (i.e., the flows of travelers leaving each location) revealed that the three
top origins (or source of travelers) for the 2013 Thanksgiving holiday were: California, New
York (NY), and Texas. Figure 4.4b shows the outflows from California, with most of the
travelers going to Nevada (NV), Texas, and Arizona (AZ).
4.1.5 Distance Traveled
Finally, we computed the distance traveled by each user. According to our results,
Americans traveled on average 2,155km (approximately 1,340 miles) round-trip during the
2013 Thanksgiving holiday. This result is significantly higher than what AAA projected
for the same holiday: 967km (or 601 miles). We note, however, that our computation only
considers state-to-state trips, which might explain the difference in the AAA average distance
traveled. Figure 4.5 shows the Cumulative Distribution Function (CDF)16 of the round-trip
distance traveled per user during the 2013 Thanksgiving holiday. In other words, Figure 4.5
shows, for any distance x, the probability of finding users that traveled x or less (i.e., the












Figure 4.4: Inflows to Texas (a) and Outflows from California (b)
probability of users traveling less than or equal to 4,000km is over 0.8).
Table 4.1 illustrates how the distance traveled varies with the five communities found in
Section 4.1.3. As expected, individuals from western states (community “E”) traveled longer
distances when compared to northeastern states (community “A”). All community letters
are identified in Figure 4.3.






Figure 4.5: CDF of Distance Traveled per User
4.2 County-to-County Travel Behavior
One limitation of our state-to-state travel study is that home and trip destinations were
defined at the state level. In other words, we only counted traveling flows between states;
thus, nothing can be said about the individuals that traveled within the boundaries of
their state. To overcome this limitation, we devised new techniques to estimate the flows of
travelers between counties in the U.S., a much smaller geographical area than states. Results
of this study are provided in this section.
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Using GeoDigger we identified 2,518,221 users that sent 92,677,490 geolocated tweets
from November 5 to December 21, 201417 (i.e., three weeks before and three weeks after the
2014 Thanksgiving holiday). We noted that a small group of users sent a relatively large
number of tweets when compared to the other users. We consider this group of users more
closely in the next paragraph.
An outlier is an observation that lies outside the overall pattern of a distribution [40].
We suspect a large number of tweets sent by the same user over a short period of time is
an indication of non-human (automated) activity (see discussion in Chapter 6). A common
technique to identify outliers in a dataset is via a box-and-whisker plot [41], i.e., a visual
display of numerical data through their quartiles. A box-and-whisker plot identifies outliers
as data points that are 1.5 times the interquartile range (IQR)18 below and above the first
and the third quartiles, respectively. The IQR value and the third quartile on the number
of tweets sent by users in our dataset is equal to 20 and 30 tweets, respectively. Therefore,
we defined as outliers any users that had a number of tweets higher than 60 (30+ 1.5× 20).
Applying this definition to our dataset, we identified 310,144 outliers (approximately 12%
of the users). These 310,144 outliers each sent an average of 229 tweets. After removing
outliers, our dataset was reduced to 2,208,077 users and 21,544,816 geolocated tweets.
4.2.1 Home Location
In the previous study, home location was defined to be the state that was visited the
most number of days (excluding the holiday period). To apply the same definition using
counties (instead of states) would require identifying the county where every tweet was sent.
In our previous state study, we had 51 possible locations (50 states plus Washington D.C.);
this county study, on the other hand, has 3,142 possible locations (which is the number of
17Per Twitter’s terms of use, we cannot store data after data analysis is complete; thus, we had to use 2014
data in this study.
18The IQR is the difference between the third and the first quartile.
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counties in the U.S.). To reduce computation time, we used a clustering approach for our
county-to-county study.
Following previous studies that define the home location of users by how frequent loca-
tions are visited, we clustered together (on a per user basis) the location of the tweets that
were sent outside the Thanksgiving period of time (i.e., November 26th to November 30th,
2014). The centroid of the largest cluster found was then assigned to be the user’s home
location. In other words, the home location of a user is the geometric center of the cluster
that had the highest number of locations associated with it. If no cluster was identified
outside the Thanksgiving period of time, then the user was discarded.
We chose DBSCAN (described in Section 3.1.4) as the spatial clustering algorithm. For
this study, we set ǫ = 2km and MinPts = 1 in order to produce clusters with distance 2km
or more from one another. The average size of a county in the U.S. corresponds to a circular
area with a radius Rcounty = 39km; thus, clusters with sizes close to Rcluster = 2km (as
we would expect from setting ǫ = 2km) would roughly have 90% of all clusters within the
same county (see Figure 4.6). Increasing the size of clusters would decrease the computation
time, but also decrease the odds that tweets of a user are from the same county. Setting
MinPts = 1 means that, for a geographic coordinate (i.e., a point) to be considered as part
of a cluster, it needs to have at least one neighbor. Therefore, a cluster in this study requires
a minimum of two (core) objects, each of them with exactly one neighbor. Setting a higher
value for this parameter would reduce the number of clusters and, potentially, the number
of users in our study.
4.2.2 Holiday Travelers
To determine each user’s trip destination, we looked at all tweets sent within the Thanks-
giving period of time. Again, these locations were clustered (on a per user basis) and the






Figure 4.6: Clusters in a County with Average Size
identified during the Thanksgiving period, then the user was removed from further analy-
sis. We select users with social activity during Thanksgiving in order to compare the users’
defined holiday location with their home location, and, therefore, identify travelers.
After removing users that we could not assign a home or trip destination, our initial
dataset of approximately 2M users was reduced to 213,049 users. Although this reduction
in the number of users is significant, our final number of users is still orders of magnitude
greater than the number of interviewed individuals of traditional survey studies (see Section
4.1.2). We note that these 213,049 users had significant social activity (enough to identify
at least one cluster) during two periods of time, i.e., during the five Thanksgiving days and
outside the five Thanksgiving days.
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Once cluster centroid locations were assigned as home and trip destinations to each user,
our next task was to identify the county of each of these 426,098 locations (2 centroid loca-
tions× 213,049 users). Instead of using a costly geolocation API (e.g., [7,8]), we implemented
our own geolocation procedure using cartographic county boundaries made available by the
U.S. Census Bureau. These boundaries were converted from their original format (shapefile)
to an open format (GeoJSON) and saved in a local geodatabase. A geodatabase (or spatial
database) is a database that is optimized to store and query objects defined in geometric
space. In our study we used mongoDB [42] as our geodatabase. We then made customized
spatial queries to identify counties for home and trip of each user.
After assigning a county home location and trip destination to each user of our dataset,
we consider the relationship between the number of Twitter users in each county and the
correspondent county’s population. Inferring statistics about the general population of all
counties from Twitter makes sense if the Twitter population at each county is proportional
to the corresponding general population at each county. Using the Pearson product-moment
Correlation Coefficient (PCC) test, we found a strong positive linear correlation between
the two populations (i.e., 0.938). This correlation is illustrated in Figure 4.7, which shows a
scatter plot comparing the two populations. For simplification, Twitter populations greater
than 2,000 users are not shown in Figure 4.7.
To estimate the total number of travelers, we multiplied each commuting flow (i.e., the
number of individuals traveling between two locations) by an adjustment factor equal to the
county population at the origin location divided by the total number of flows leaving that
location (which is essentially the same method we used in the state-to-state travel study).
As mentioned previously, the Twitter population correlates well with the general population.
Therefore, by applying this adjustment factor, we are determining an estimated number of







Figure 4.7: Twitter Population versus Census Population
Using AAA’s definition of travelers (i.e., individuals that traveled 80km or more away
from home), we estimate the total number of travelers during the 2014 Thanksgiving holi-
day to be approximately 55.6 million. This result is more realistic than our state-to-state
travel study (20 million of travelers) because we are now considering individuals who trav-
eled within their state of residence. As a reminder, AAA’s prediction for the number of 2014
Thanksgiving travelers was 46.3M. We note that AAA’s domestic travel forecast is based on
a completely different methodology that uses historical data, collected from post trip inter-
views, as well as economy indicators and variables related to travel and tourism, including
prices of gasoline, airline travel and hotel stays.
One possible explanation for our number of travelers (55.6 million) being significantly
higher than AAA’s forecast (46.3 million) is due to travelers being more likely to post on
social media (e.g., to share their trip experiences with friends and family) than non-travelers.
According to Berger and Milkman [43], happiness is the main driver of social media sharing
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and people tend to feel happier the further they travel from home [3]. Another related study
that analyzes words and expressions shared on Twitter [44] states that the Thanksgiving
holiday is the period of the year when people tend to feel happier. Finally, as we discussed
in Chapter 3, mobile social media communication is more widespread among people with
higher income and wealthier people likely have the means to travel more often and longer
distances than others. Besides the inherent bias that is present in our results, our technique
improves travel forecasts by providing an inexpensive way to collect data from a large number
of individuals.
4.2.3 Communities
Similar to our state-to-state travel study, we ran Louvain’s algorithm for community
detection on the new county-to-county graph of travelers. Louvain’s algorithm identified 16
communities in our graph, six of them considerably large. For the purposes of our study, a
large community was defined as a community having at least 1% of the total number of 3,143
possible locations. All six large communities that were identified are shown in Figure 4.8.
For simplification, Alaska and Hawaii counties are not represented in Figure 4.8, although
the majority of the counties in those two states belong to the “E” western community.
As we found in the state-to-state travel study, nodes belonging to the same community
are geographically close. We also note that the large communities found from the county-to-
county flows are closely related to the communities found from the state-to-state flows (with
the exception of the extra community “F” found in the current study). In other words,
our results indicate that geographical cohesiveness at the state level is a consequence of






Figure 4.8: Commuting Network of 2014 Thanksgiving Travelers in the U.S. (better seen in
color)
4.2.4 Inflows and Outflows
Analysis of the traveler inflows (i.e., the flows of travelers arriving at each destination)
revealed that the three top destinations for the 2014 Thanksgiving holiday were: Los Angeles
County (CA), Cooks County (IL), and Harris County (TX). Cooks county corresponds to
the Chicago metropolitan area, and Harris County corresponds to the Houston metropolitan
area. Not surprisingly, these three locations are also the three largest counties in the United
States (by population) according to the latest census. To illustrate, Figure 4.9 shows all
inflows to Los Angeles County, with the two major source of travelers arriving from Orange
and San Bernardino counties, both of which are close to Los Angeles (but still 80km away).







Figure 4.9: Inflows to Los Angeles County (better seen in color).
Analysis of the traveler outflows (i.e., the flows of travelers leaving each location) revealed
that the three top source of travelers for the 2014 Thanksgiving holiday matched the three
top destinations, i.e., Los Angeles County (CA), Cooks County (IL), and Harris County
(TX). Figure 4.10 shows all outflows from Los Angeles County, with emphasis on the two
major destinations: Orange County (CA) and Clark County (NV). We note that Clark
County corresponds to the Las Vegas metropolitan area, a major tourist destination in the
U.S. Again, for simplification, Alaska and Hawaii counties are not represented in Figure 4.10.
4.2.5 Distance Traveled
AAA’s survey predicted that the average distance traveled during the 2014 Thanksgiving
holiday was approximately 883km (or 549 miles) round-trip. Our study found that the






Figure 4.10: Outflows from Los Angeles County (better seen in color)
social media users travel further from home for Thanksgiving when compared to AAA’s
general population. As mentioned in Section 4.2.2, economic factors might explain why
social media users travel longer distances during holidays. Also, the further social media
travelers are from home the more likely they are to post to social media (because of the
happiness factor). Table 4.2 shows how distance varies with the six communities identified
in Section 4.2.3. As expected, the community located further west (“E”) has longer trips
(on average) when compared to other communities.
4.3 Conclusion
In this chapter, we present two studies that use geolocated tweets to understand travel
behavior during Thanksgiving, Americans busiest travel period of the year. The first study
uses Twitter data from 2013 to estimate state-to-state traffic flows during the Thanksgiving
holiday period. The second study uses Twitter data from 2014 to estimate county-to-county
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Table 4.2: Average Distance Traveled by Community
flows during the Thanksgiving holiday period. The techniques discussed in this chapter
take advantage of the ubiquitous use of mobile devices and increasing popularity of social
networking services, which allow users to publicize their current location with social media
while traveling.
To conduct our study, we collected and preprocessed geolocated messages from millions
of Twitter users in the United States during the weeks surrounding the 2013 and 2014
Thanksgiving holidays. We identified 112,851 travelers during the 2013 Thanksgiving holiday
and 213,049 travelers during the 2014 Thanksgiving. We note that these numbers are much
higher than the number of people interviewed in traditional census-based forecast studies
of travel behavior. Other advantages of our technique, compared to census-based data,
include: low cost, more up-to-date information, coverage of the whole U.S., and more precise
resolution in time.
Table 4.3 summarizes the results of our studies for the number of travelers and the av-
erage distance traveled. This table also compares our results with AAA’s 2013 and 2014
Thanksgiving forecasts. Looking only at our own results, we note that the growth of travel-
ers in 2014 is due to including travel within a state. Comparing our 2014 results with AAA’s
forecast for that year, our estimates for the number of travelers and the average distance
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traveled (round-trip) are both much higher than AAA’s predictions. More research is nec-
essary to fully understand the differences found in these numbers. We do, however, identify
possible reasons based on current research of travel behavior and social media use:
• people are more socially active while traveling,
• happiness increases the further individuals travel from home,
• people share more on social media when they are happier,
• social media users are wealthier and, therefore, can afford to travel longer distances
compared to the general population.
Table 4.3: Summary of Results
Because Thanksgiving is a family-related holiday, we believe that the observed geograph-
ical cohesiveness of communities identified is a consequence of people having a tendency to
1) establish family relations with people that are relatively close to their place of residency
and 2) live close to family relatives. We also conclude that the geographical cohesiveness of
the communities found at the state level is a consequence of the geographical cohesiveness
found at the county-level.
Perhaps the most important issue in studies such as ours (i.e., use of social media as
a proxy for human mobility) concerns the representativeness of the population of social
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network users. The good news, however, is that the popularity of social network services
has grown steadily each year [11]. Therefore, this representativeness concern will not be as




The Oxford dictionary defines “commuter” as “a person who travels some distance to
work on a regular basis” [45]. In this context, a commuting network describes the flows
of commuters between home and work locations. The most common representation of a
commuting network uses a directed graph, with nodes representing the locations and edges
representing the flows of people traveling between them. Different spatial resolutions can
be used to define what a location is in these graphs, varying from a precise latitude and
longitude pair, to larger administrative domains (e.g., ZIP code areas, city boundaries, or
counties).
Traditionally, commuting networks are created using data from costly and outdated sur-
veys. For example, the latest U.S. Department of Transportation inventory of daily travelers,
called the National Household Travel Survey (NHTS), was done in 2009 [34]. In some places,
particularly in developing countries, census data may not be available due to budget con-
straints. In recent years, researchers started using digital sources of location information,
such as those obtained from mobile phone and social media communication, to build up-to-
date commuting networks. For example, social media communication provides a relatively
easy way to obtain location information programmatically at low cost. Furthermore, this
type of communication allows the collection of large sets of data over a short period of time.
In Section 5.1 we show how to use location information collected from Twitter, one of the
major Online Social Networks (OSNs), to create a commuting network of workers in the
United States at the county level. Analysis of the resulting network shows that it correlates
well with the network built using a traditional census-based data source.
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Models are commonly used in science to help us understand observable phenomena.
Models are simplified versions of reality and are often more practical for research purposes.
If a model’s assumptions are correct (i.e., close to reality) it can be used to make accurate
predictions of future events or assist in understanding other similar scenarios (where empirical
data might not be available). For example, in the absence of reliable data about commuters in
a particular region, a model can be used to estimate the flows of commuters using parameters
learned from other (similar) regions. Lastly, models are essential tools when the goal is to
compare different realities using objective parameters. Using the same model to confront
slightly different scenarios can help us better understand how each individual aspect of some
reality may affect our model’s parameters.
The search for a model that explains the population movements has motivated researchers
for many years. For example, in 1885 Ernest Ravenstein [46], a Fellow of the Royal Geo-
graphical Society (UK), used the terms “attraction force” and “absorption” in an attempt to
explain human migration patterns, both within and between nations. Almost half a century
later, Ernest Young [47], after studying the migration of farmers to urban areas, concluded
that “the relative number of migrants to a given area from each of several areas would vary
directly with the force of attraction of the receiving area and inversely with the square of
the distance between the source and terminal areas.” In 1946, these ideas were formalized
by George Zipf [48] in what became known as the gravity model for commuting networks.
The gravity model is described and evaluated in Section 5.2.
In recent years, the availability of digital sources of location information on large pop-
ulation groups, especially from voice and social media communication, brought a renewed
research interest in understanding the mobility patterns of large population groups. In Sec-
tion 5.3 we discuss and evaluate a recently proposed model for commuting networks called
the radiation model [49]. As the name suggests, the radiation model compares the behavior
of a person commuting to nearby destinations to a particle being radiated and absorbed by
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surrounding matter. Just like the gravity model, the radiation model incorporates popu-
lation counts at the locations and the distance between them into the model’s definition.
However, different than the gravity model, the radiation model does not require parameter
adjustment, which simplifies the application of the model in different scenarios.
5.1 Commuting Networks from Twitter
In this section, we show how Twitter can provide valuable information for building com-
muting networks. Using GeoDigger, we collected 164,303,090 geolocated tweets in the U.S.
sent by 3,506,355 users during the first three months of 2015. Because we were interested in
capturing the regular behavior of typical commuters, our first preprocessing procedure was
to filter out users that did not send messages in all three months of the selected period of
time. This procedure reduced our initial dataset to 920,298 users.
We then applied the same outlier removal procedure described in Section 4.2. The inten-
tion of this procedure was to remove possibly non-human users from our dataset. Specifically,
research on social media habits shows that non-human users (such as brand users) tend to
have a much higher level of social activity when compared to traditional human users (see
discussion in Chapter 6). That is, for commuting network building, we are only interested in
genuine human behavior. The third quartile and the interquartile range of our dataset was
101 and 88 tweets, respectively. Therefore, we defined an outlier (i.e., potential non-human
user) as any user that sent more than 233 (101 + 1.5 × 88) tweets during the three month
period of the study. After applying this rule, we identified 109,929 outliers. After removing
these outliers, our dataset was further reduced to 810,369 users and 104,705,431 geolocated
messages.
Each geolocated message on Twitter identifies the coordinate (a longitude and latitude
pair) where a user is when a message is sent. We identified the county location of each
message based on its geocontent. The county level was chosen because it is the highest
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level of resolution currently available from official sources. That is, ultimately, we want to
compare the commuting network learned using Twitter with the network built using the
latest census data (the closest data we have for ground truth information).
In addition to location information, each message on Twitter also contains a timestamp
that specifies when the message was posted on the social media. On Twitter, all time-related
information is saved relative to UTC ± 019. After geolocating all messages at the county
level, we converted the timestamp on each message from UTC± 0 to local time. Using local
time was necessary to allow the identification of exactly when (during the day) a message
was sent. We were then able to classify messages as sent during working hours (defined as
Monday-Friday between 8am and 6pm) or sent during non-working hours (all other times).
For each user, the most popular location (or county) visited (measured in terms of the
number of messages sent) during working hours was assigned to be the user’s work location.
Similarly, each user’s most popular location visited during non-working hours was set to be
the user’s home location. This home and work assignment procedure is in accordance with
previous studies [19,20,29,30]. After applying this procedure, we noticed that approximately
5% of our users did not have activity during both periods of the day. These 43,662 users
were discarded from further analysis.
After each user was assigned to home and work locations at the county level, we counted
the number of commuters (including the ones that commute within the same county). The
commuting flows were then represented in percentage values relative to the total number of
commuters identified. According to official data [37], the U.S. national number of commuters
is approximately 45.18% of the total population. Using the national ratio of commuters and
the population at each county, combined with the percentage of commuters identified in our
dataset, we were able to estimate the number of commuters for each of the flows according
to Twitter.
19UTC ± 0 is the time zone zero of the Coordinated Universal Time (UTC).
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Using the technique described previously, we were able to identify 23, 410 commuting
flows in our dataset. We then compared these flows with the matching flows (i.e., matched
by origin and destination counties) obtained from the 2009 National Household Travel Survey
(NHTS). The NHTS survey interviewed 150,147 households asking specific questions related
to daily and other trips, including mode of transportation, duration, distance, and purpose of
trips. NHTS estimates the number of commuters between counties in U.S.20 as 139,679,674
with a 90% confidence interval around the estimate.
Correlation measures the degree of relation between one or more variables. It is measured
on a scale of −1 to +1, where zero indicates no correlation and either −1 or +1 suggest
high correlation. In particular, a negative correlation happens when two variables correlate
and when the value of one increases, the other decreases. The Pearson’s Product Moment
Correlation Coefficient (PPMC) correlation, named after statistician Karl Pearson, shows the














where X = {x1, ..., xn}, Y = {y1, ..., yn}, x and y represent the average, and n is the number
of elements.
The commuting flows obtained from Twitter had a high correlation (0.9856) with the
matching flows obtained from NHTS. Figure 5.1 compares the county-to-county commuting
flows from NHTS and our analysis for the Twitter dataset. The figure shows that the two
commuting flows correlate well. For example, the best fitted line for the data points (dashed
line in the figure) is very close to the identity line (solid line in the figure). The identity line
corresponds to a perfect match between the two datasets. For simplification, flows higher
than 1M are not shown in the figure.






Figure 5.1: Comparison of County-to-county Commuting Flows (NHTS vs. Twitter)
The difference between the values of the commuting flows (i.e., number of people com-
muting from location A to B) obtained from NHTS and the corresponding values obtained
from our Twitter analysis defines the residual between the two datasets. The average resid-
ual, computed as the sum of the absolute values of the residual points divided by the total
number of commuting flows, was approximately 2, 036. Furthermore, approximately 70% of
the residuals were relatively small when compared to the population at the origin, i.e., they
represented less than 1% of the population.
Figure 5.2 shows the residual plot of our comparison. The plot exhibits heteroscedasticity,
meaning that the absolute value of the residual points gets larger as the number of commuters
increases. For simplification, Figure 5.2 only shows residual points for commuting flows that
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Figure 5.2: Residual Plot (NHTS - Twitter)
We note that our dataset is only three months of monitoring. We believe that better
results can be obtained by extending the period of observation (for example, 12 months).
Extending the observation period would also allow us to identify a higher number of com-
muting flows; that is, the 23, 410 flows identified in Twitter represent only 17.53% of the
flows in NHTS. We also believe higher resolution levels, such as ZIP code areas, should be
considered in the future, which would provide richer information for organizations interested
in data about home/work commuting.
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5.2 The Gravity Model
As discussed previously, the gravity model defines the flow of individuals from one lo-
cation to another as directly proportional to the populations at the locations and inversely
proportional to the distance between the locations. The name of the model comes from an
analogy with Newton’s Law of Gravity, which describes the attraction of two objects based
on mass and distance. Intuitively, the gravity model attempts to represent the fact that ar-
eas with large population most likely attract commuters from the surrounding areas because
of the jobs and opportunities the areas potentially offer. This “attraction force”, however,
decreases as distance to these large population areas increases. One possible explanation for
this phenomenon is that workers might prioritize jobs near their place of residency to reduce
commuting costs or stress associated with longer commutes to work. Equation 5.2 formally
describes the gravity model.






where Tij represents the flow of people moving from location i (source) to location j (desti-
nation), ni and nj are the populations of locations i and j, respectively, α and β are fitting
parameters of the model, dij describes the distance between the two locations, f(dij) is a
distance-dependent function, and C is a proportionality constant.
To use the gravity model, empirical data must be first fitted in order to estimate the
parameters of the model. To illustrate, Viboud et al. [50] studied the relationship between
human movement and the spread of influenza. Using U.S. workflow data by county, the
authors found the distance-dependent function f(dij) to be best approximated by the power
function dρij (with ρ being a parameter to the model). In another study, Merler and Ajelli [51]
used the same distance-dependent function proposed by Viboud et al., but with a different
gravity model equation that considered the Gross Domestic Product (GDP) per capita (in-
stead of population sizes). To fit the model, Merler and Ajelli analyzed air and railway
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transportation data of 27 European countries. Finally, Balcan et al. [52] studied the spread
of infectious diseases by analyzing mobility data of 29 countries. In this study, the gravity
model was applied using the exponential function e
dij
r (with r being a parameter to the
model) as the distance-dependent function.
5.2.1 Regression
To derive a regression model, Equation 5.2 was rewritten as Equation 5.3, which shows
(more explicitly) the relationship between the explanatory variables {X1, X2, X3} and the
response variable Y .








where X1 and X2 represent the populations at the source and destination locations, respec-
tively, X3 contains the distances between source and destination locations, and Y represents
the flows of people commuting between source and destination locations.
By applying logarithms to both sides of Equation 5.3, the complexity of our regression
model can be reduced from a nonlinear case to a multiple linear case (see Equation 5.4 for
details).


































logY = logC + α× logX1 + β × logX2 − ρ× logX3






where Y ′ = logY , C ′ = logC, X ′1 = logX1, X
′
2 = logX2, and X
′
3 = logX3.
The regression procedure was completed using county-to-county commuting flows in the
U.S., which we obtained from the 2009 NHTS dataset (i.e., the same dataset used in Section
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5.1). Official census data was also used to feed the regression model with county population
data (i.e., input variables X1 and X2 of the regression model). Lastly, input variable X3,
which represents the distances between each pair of counties, was estimated using the straight
line distances of the counties’ geographical centers.
Before running the regression procedure, we had to decide how to process commuting
flows when the destination county matched the source county. In these cases, the distance
between source and destination counties is equal to zero. Our regression model does not
allow distance measures equal to zero (because the model requires the computation of the
logarithm of the distance between locations). For each of these cases, we assigned a randomly
generated distance measure between 1.5 and 3 miles, which corresponds to a very small
commute within a county. We leave as a future study to devise more realistic ways to assign
this distance value, e.g., to consider a commute that takes into consideration a county’s area
size.
The results obtained from the regression procedure show a moderate correlation between
the commuting flows of the gravity model and the commuting flows from the NHTS. Specif-
ically, the Pearson’s correlation was 0.8291. Figure 5.3 compares the county-to-county com-
muting flows obtained from NHTS and the gravity model (predictions). We note the large
difference between the best fit line and the identity line, which shows the gravity model sig-
nificantly underestimates the commuting flows when compared to NHTS. For simplification,
flows higher than 1M are not shown in Figure 5.3.
The average residual for the gravity model comparison with NHTS was approximately
976, with approximately 92% of the residuals considered small (i.e., less than 1% of the
population at the origin). The residual plot for this comparison (Figure 5.4) shows a high
degree of heteroscedasticity. The apparent linearity of this heteroscedasticity is a sign that
our model has room for improvement. For simplification, Figure 5.4 only shows residual






Figure 5.3: Comparison of County-to-county Commuting Flows (NHTS vs. Gravity Model)
100K or less than -20K were omitted as well.
5.3 The Radiation Model
The radiation model is a recently proposed model (see Simini et al. [49]) that attempts to
explain the commuting decision of an individual using an analogy with radiation emission and
absorption. In this analogy, a person seeking a job is compared to a particle being radiated.
Possible commuting destinations are compared to “surrounding matter” trying to absorb
radiated particles (i.e., offer a job to job seeking individuals). According to the radiation






Figure 5.4: Residual Plot (NHTS - Gravity Model)
In the radiation model, the particle emission/absorption process involves two steps. In
the first step, an absorption threshold value is generated for each particle (commuter). The
higher this threshold value is, the less likely the particle will be absorbed by another location.
The absorption threshold value of a particle emitted from location i with population ni is
defined as “the maximum number obtained after ni random extractions from a preselected
distribution”. Particles emitted from a highly populated location have, on average, a higher
absorption threshold than those emitted from scarcely populated locations. In other words,
individuals that live in areas with large population have a tendency to work in the same
area.
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In the second step of the process, each location j with population nj is given a cer-
tain probability to absorb a particle. This probability is based on the absorbance value of
the location, defined as “the maximum number obtained after nj random extractions from
a preselected distribution”. Locations with higher populations have a higher absorbance
value and, therefore, have a higher probability to attract particles. In the radiation model,
the commuting flows between all possible locations can be generated by simulating the two
steps of the particle emission/absorption process. More specifically, to simulate the radia-
tion model, we first generate absorption threshold values for each particle/commuter and
absorbance values for each possible location. The commuting flows are then estimated by
having each particle absorbed by the closest location whose absorbance value is greater than
the absorption threshold of the particle.
Algorithm 2 Radiation Model Simulation
1: flows← {}
2: for each location j in locations do
3: nj ←population at j
4: absorbancej ← max(nj random extractions)
5: end for
6: for each location i in locations do
7: ni ←population at i
8: commuters ← ni × 0.4518 (national average rate of commuters)
9: for each commuter k in commuters do
10: absorptionk,i ← max(ni random extractions)
11: destinations← {}
12: for each location j in locations such that distance(i,j) <= 200 miles do
13: if absorbancej > absorptionk,i then
14: add j to destinations
15: end if
16: end for
17: destination← closest j in destinations (relative to i)





Algorithm 2 describes the steps for simulating the radiation model. The algorithm begins
by assigning zero to the commuting flows between all possible destinations (line 1). It then
randomly assigns an absorbance value to all locations based on their population sizes (lines
2-5). For each source location, the algorithm estimates the number of commuters using
the national average rate (45.18%) and the population at the location (lines 7-8). Each
commuter then receives a randomly generated absorption value based on the population of
the commuter’s current (home) location (line 10). The algorithm then searches for possible
destinations that are at most 200 miles from the commuter’s home location (lines 11-16); that
is, we assume a commuter travels less than 200 miles to work. The algorithm then filters this
initial list based on the locations that have an absorbance value greater than the commuter’s
own absorption value (lines 13-15). The location that is closest to the commuter’s home is
then assigned as the commuter’s work location (line 17). Lastly, the commuting flows are
updated accordingly (line 18).
Using Algorithm 2, we ran 100 simulation experiments and computed a 95% confidence
interval for the commuting flows predicted by the radiation model. We found 90% of the
commuting flows have a small confidence interval of less than 500 commuters. Figure 5.5
compares the county-to-county commuting flows between NHTS and the radiation model.
We found a Pearson’s correlation between the correspondent flows of 0.9747. Figure 5.5 also
shows the best fitted line (dashed line in the figure), which is quite close to the identity
line (solid line in the figure). For simplification, flows higher than 1M are not shown in the
figure.
The average residual for this comparison was smaller than what we found during the
Twitter and the gravity model evaluation: approximately 225 commuters. The residuals






Figure 5.5: Comparison of County-to-county Commuting Flows (NHTS vs. Radiation
Model)
proximately 85% of them corresponding to less than 1% of the population. Figure 5.6 shows
the residual plot for the comparison between the radiation model and NHTS. For simplifi-
cation, Figure 5.6 only shows residual points for commuting flows that are smaller than 1M.
Also, residual points greater than 200K or less than -200K were omitted as well.
5.4 Conclusions
Commuting networks are essential tools used by city administrators to help them better
understand the city’s transportation system. Traditionally these networks are built using






Figure 5.6: Residual Plot (NHTS vs. Radiation Model)
discussed three alternatives that can be used to build commuting networks. The first one
explores the increasing popularity of OSN, such as Twitter, to collect location information
on a large representative population in U.S. The other two uses a different approach that
attempts to understand and reproduce the mechanisms behind the commuting process.
The results found are summarized in Table 5.1. Twitter and the radiation model showed
a good correlation with NHTS, the closest data we have for ground truth information. The
gravity model showed a moderate correlation. Although Twitter had the highest correlation
score of the three techniques evaluated, results are still far from adequate (e.g., results for
the residuals). As a future study, we plan to monitor Twitter users over an extended period
of time, which would also allow us to identify a higher number of commuting flows. Lastly,
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Table 5.1: Summary of Commuting Networks Evaluation
when we compare the two modeling techniques (gravity and radiation), the radiation model
has the advantage of not depending on empirical data.
In Section 5.1, we used Twitter as the source of data to build a commuting network of
workers in the U.S. Human users were selected from Twitter based on a straightforward
outlier removal procedure. In the next chapter, we discuss how GeoDigger was updated
to incorporate a more precise user classifier in order to provide better data for building




One of the challenges we faced in the development of GeoDigger (described in Section
3.1.2) was how to distinguish between human and non-human activity. It is well known that
many companies and organizations are using social media to establish collaborative interac-
tions with their customers or target audience. Brands, in the broadest sense of the word,
such as corporations, governments, products, services, events, and places, are often repre-
sented in Twitter and other online social media services. In addition, some companies post in
social media via messages automatically sent by programs, usually referred to as socialbots.
Socialbots are mainly used for advertisement by companies or to disseminate malicious con-
tent. Because our research on commuting networks is focused on human behavior, we need
filtering algorithms to exclude non-human accounts, such as brands and socialbots, from our
analysis. This chapter describes our improvements in GeoDigger to address this problem.
Tavares and Faisal [53] proposed a Twitter user classification technique based on time-
related metrics, independent of the content in the messages. To validate their technique,
the authors monitored social activity from three types of accounts on Twitter, i.e., humans,
brands, and socialbots. The authors implemented a classifier to distinguish between these
three types of accounts with an accuracy of 75.8%. One of the selected features in Tavares
and Faisal classifier was the hours of the day when tweets are sent. Results of this work
show that the standard deviation of this feature is smaller for brands, followed by humans
and then socialbots. In other words, brand users mainly tweet during the same hours of the
day (most likely working hours), while humans and socialbots show more variance in their
Twitter activity times throughout the day.
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In another study, Chu et al. [54] also looked at the tweet activity of different types of
users. In Chu et al., brand accounts are referred to as “cyborgs”, i.e., bot-assisted human
or human-assisted bot accounts, while the traditional socialbot accounts are referred to as
simply “bots”. As the authors state, “A large proportion of cyborg accounts are registered by
commercial companies and websites as a new type of media channel and customer service”.
Results of the study suggest that “cyborg” accounts have a tendency to post relatively more
messages than human and “bots”. Also, human users usually have more followers than
friends (people followed), which is the opposite of what “bot” accounts have. Chu et al.
suggested an explanation for “bots” having lots of friends: “A common strategy shared by
bots is following a large number of users [...] and expecting some of them will follow back.”
Chu et al. also looked at the activity level of the three category of users throughout the
week and observed that “bot” users have a nearly even activity, regardless of the day of the
week. On the other hand, humans and “cyborg” accounts are more active from Monday to
Friday and both categories experience a drop in their activity levels during the weekends.
Finally, Chu et al. study revealed that “bot” users have more embedded links in their tweets
compared to human and “cyborg” users. In fact, socialbots are known to post unsafe links
with malicious content.
Using their observations, Chu et al. developed an automated system for classifying Twit-
ter users. Their proposed system consists of four components: entropy, machine learning,
account properties, and decision maker. The entropy component represents the timing of
messages posted by a Twitter user; specifically, the entropy of a user increases as the ran-
domness (or non uniformity) of the timing of the messages posted increases. Thus, lower
entropy values is a stronger indication of “bot” activity. The machine learning component
uses the content of tweets to detect spam (another indication of automation), which is im-
plemented using a Bayesian classifier. The account properties component represents the
external link ratio (i.e., how often a user includes external links in the user’s posts), link
safety (i.e., whether the link posted by the user is malicious or not), and followers and friends
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ratio. Finally, the decision maker component applies Linear Discriminant Analysis (LDA)
to classify a user based on the features extracted by the previous three components. The
proposed system was evaluated using a dataset of 1,000 manually mined users from each
category. Results show a classification accuracy of 94.9% for humans, 82.8% for “cyborgs”,
and 93.7% for “bots” [54].
Although our classification problem is similar to the problem addressed by the two studies
previously described, we are restricted to users that geolocate their tweets. This narrower
focus makes it much harder to manually identify users for the different categories because
of the imbalanced nature of the data. Specifically, after screening 50K Twitter users that
normally geolocate, we conclude that non-human users are significantly underrepresented
among users that geolocate. Also, we only care about human users; thus, we classify brands
and socialbots into one category, i.e., non-human.
The rest of this chapter is organized as follows. We begin by describing the naive Bayes
classification technique and how it can be applied to our specific problem, including a discus-
sion on how this technique can be adapted to work with imbalanced data. We then provide
details on profile fields of Twitter users that are relevant to our classification problem; profile
and timeline information is used by GeoDigger to configure a training set of human users. In
continuation, we describe the set of features chosen by our new classifier and how GeoDigger
was updated to incorporate these features. The last section is reserved for our conclusions.
6.1 Naive Bayes Classification
Machine Learning (ML) is the subfield of computer science that studies raw data to
gain knowledge. There are many applications of ML, including pattern recognition, natural
language processing, and fraud detection. ML problems are basically divided into two classes:
supervised and unsupervised ML problems. In supervised ML problems, a subset of the
original data (called the training set), which contains ground-truth information about a set of
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objects, is used to improve our understanding of another set of objects. In unsupervised ML
problems, we are interested in finding patterns in the data, such as which objects belong to
the same group or what relationships exist among the objects. Our Twitter user classification
problem is a supervised ML problem.
More formally, a supervised ML problem consists of a training set D containing d objects
in the form of (x(i), y(i)), with 1 ≤ i ≤ d, where x(i) is a vector of n features that we know
about the object and y(i) is a new feature that we learned about the object. If the domain
of possible values for y is a finite set, then the supervised ML problem is a classification
problem; alternatively, if the domain of y is the set of real numbers, then the supervised
ML problem is a regression problem. The domain of our problem is finite, i.e., the possible
values for y are human or non-human. Thus, we use a supervised ML technique called naive
Bayes classification.
In a supervised classification ML problem, we are interested in identifying which of a set
of categories, C = {c1, ..., ck}, a new object belongs to. Designing a solution for this type of
problem begins by crafting a training set containing objects whose category membership is
known. The objects of the training set are then observed to discover quantifiable properties
(or features). The set of features chosen are selected among the ones that the data analyst
believes are relevant to the classification problem. The values of these properties define the
vector of features x(i) described in the previous paragraph. Considering n number of features,
i.e., x = [x1, ..., xn] ∈ R
n, we are interested in computing the probability of y = cj, where
j ∈ {1, ..., k}. According to Bayes’ theorem, this probability can be written as Equation 6.1.




P (cj)[P (x1|cj)P (x2|cj)...P (xn|cj)]
P (x)
(6.1)
The naive Bayes classification technique uses the knowledge obtained from observing a
training set D (with d elements) to estimate probabilities P (x|cj). It then classifies new
sample objects as belonging to a class cj based on the highest probability of occurring, i.e.,
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largest P (y = cj|x). To estimate probabilities P (x|cj) (i.e., the probability of a feature
given that the object belongs to a class cj), the data analyst observes the empirical data
to determine which probability distribution is the most appropriate. In other words, the
training set D is used to estimate the parameters of the probability distribution that best
explains whether an object belongs to a specific class cj. The naive Bayes classification is
called “naive” because of the assumption that all features selected are independent to each
other (i.e., features associated to events do not maintain any relationships to each other).
In many real-world problems, sometimes it is not possible to estimate probabilities P (x|cj)
for a given class cj due to the lack of empirical evidence. These type of problems are
characterized by imbalanced data, where at least one class is underrepresented relative to
others [55]. Our Twitter classification problem falls into this category: identifying users
belonging to the non-human category was practically impossible because of their low rate
of occurrence within users that normally geolocate. Developing a solution for problems of
this nature is more challenging because the underrepresented class cannot provide sufficient
training data to the classifier.
According to Tax [56], problems with imbalanced data can be solved by measuring how
similar a new object is to other objects of the “target” class (i.e., the class that is represented
the most by the training data). In our specific problem, the target class consists of human
users. A similarity measure is calculated for a new object (based on the probability of that
object belonging to the target class) and then compared to a predefined threshold; if the
similarity of the new object is greater than or equal to the threshold, then the object is
classified as belonging to the target class. According to Tax, the similarity threshold can be
derived directly from the training set and “It is adjusted to accept a predefined fraction of
the target class.” In other words, the similarity threshold is set to select the fraction of users
from the target class that has the highest probability of actually belonging to the target
(human) class. In Section 6.3 we discuss how we measure similarity of a user to a human
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class, as well as how we derive the similarity threshold.
6.2 Twitter User Profile
In Section 3.1.1 we described how GeoDigger interacts with the Twitter’s streaming API
to collect geolocated tweets sent all over the world. Originally, GeoDigger automatically
excluded possible non-human users using the following filters:
1. users that are not “following” any user,
2. users that have all tweets at the exact same coordinates, and
3. users that have at least one pair of consecutive tweets that would result in travel speeds
greater than 1,000km/h (i.e., faster than the typical cruising speed of commercial
passenger flights).
To improve GeoDigger’s user classifier, we updated our tool. GeoDigger’s new version
now records user’s profile and timeline information, in addition to user’s geolocated tweets.
Collecting profile information helps GeoDigger acquire account related data such as the user
name, the creation date of the account, the Uniform Resource Locator (URL) associated with
the account (if present), whether the account is verified or not, and three social counters:
total number of messages sent, number of friends, and number of followers. Additionally,
timeline information allows GeoDigger to collect time related data of the most recent (geolo-
cated or not) tweets that were sent by the user. In other words, timeline information gives
a snapshot of a user’s current social activity.
Twitter verifies accounts on an ongoing basis to “... establish authenticity of identities
of key individuals and brands on Twitter.” [57] In other words, accounts associated with
well known brands are very likely verified accounts. Unfortunately, not all verified accounts
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represent non-human users; that is, some accounts might be associated with notable indi-
viduals, such as artists, politicians, journalists, executives, and scientists. According to our
findings, verified accounts represent less than 0.5% of Twitter users that normally geolocate.
Therefore, filtering out verified accounts does not have a large impact on the number of users
that are being monitored by GeoDigger. On the other hand, just because a Twitter account
is not verified does not mean the user is human. Also, it is not clear how Twitter defines
the criteria for having one’s account verified and how often this procedure is done.
As mentioned, Twitter users that normally geolocate are mostly associated to humans.
But how can we increase our certainty that an account with geolocated messages is associated
to a human user? Generally, a non-verified account without a URL is more likely a human
user. That is, we noticed that URLs are commonly used by brands and notable individuals
on Twitter to refer to their internet website. In the next section we show how to dynamically
derive a training set of human users based on the verification status of the account, whether
the account has a URL associated with it, and the account’s user name. We then describe
how this training set is used by GeoDigger’s new user classifier.
6.3 Twitter User Classification
GeoDigger implements a naive Bayes classifier to distinguish between human and non-
human Twitter accounts. To empirically support our classification strategy, we collected
account-related information from a randomly selected sample of 50K Twitter users that had
at least one geolocated tweet in the U.S. during a 24 hour period of time. This section
describes how the collected information was used to identify Twitter accounts of human
users and how this acquired knowledge can be used to build a Twitter user classifier.
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6.3.1 Training Set
If a Twitter account satisfies all of the following conditions, we claim the account is very
likely represented by a human user:
• the account has not been verified,
• the account has no URL associated with it,
• the account’s user name consists of two names only (first and last), and
• both the first and last names are typical names of individuals21.
Approximately 15% (i.e., 7,471) of the initial set of 50K Twitter accounts satisfied all four
of these conditions. We then used this set of 7,471 most likely human users as our training
set. To validate this set, we completed a manual inspection of 1K randomly selected accounts
from this training set; we found that 99.5% of the accounts were humans. We, therefore,
conclude that our selection criterion with the previously listed four conditions is an effective
method to identify human user accounts on Twitter.
There are, however, a lot of humans in the 85% of the Twitter accounts that do not
satisfy our four conditions. In other words, the four conditions allowed us to learn a profile
for genuine human users; this profile can then be extended by classifying the other 85% of
the Twitter accounts into either human or non-human users.
6.3.2 Features Selection and Evaluation
Using results of previous research (see the beginning of this chapter), we selected the
following features to train our classifier:
21To assert whether a name is a typical name, we used a list of frequently occurring first and last names
provided by the U.S. Census Bureau [58].
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• the standard deviation of the hours of the day when tweets are sent,
• the average number of messages sent per day, and
• the followers to friends ratio.
The standard deviation of the hours of the day when tweets are sent (standard deviation
feature for short) was obtained from messages sent by each user. More specifically, for each
user we recorded the hours of the day when the last 200 messages (geolocated or not) were
sent. To avoid an incomplete reading of a user’s daily activity on Twitter, we did not consider
messages that were sent during the first and last days of the user’s timeline. To illustrate,
Figure 6.1 shows the CDF of this standard deviation feature for the users of our training set.
Next, we fitted several parametric probability distributions to our data. We then selected
the probability distribution that best fitted the data according to a standard Likelihood Ra-
tio Test (LRT) procedure. The likelihood is the probability of observing the empirical data
given the model. According to our tests, the extreme value distribution, with parameters
µ = 8.1132 and σ = 0.6966, is the distribution that best fits the standard deviation fea-
ture. Figure 6.1 shows the CDF for the best fitted probability distribution. A Q-Q plot22,
comparing the empirical values with the extreme value predictions, is presented in Figure 6.2.
To certify that the standard deviation feature is, in fact, relevant to our classification
problem, Figure 6.1 also shows the CDF of the standard deviation feature for 300 accounts
that were manually identified as brands. We note that these brand accounts are not part
of the 50K group of accounts that we selected previously (i.e., accounts that geolocate). As
shown, the CDF curve for brand users has a faster growth than the CDF curve for human
users. In other words, most of the values for the standard deviation feature from brand
accounts are smaller than the values obtained from human accounts, which is in agreement








Figure 6.1: CDFs for the Standard Deviation (STD) of the Hours of the Day When Tweets
Are Sent per User
The number of tweets sent by each user was divided by the number of days since each
user’s account was created, resulting in the average number of messages sent per day feature.
Figure 6.3 shows the CDF of the average number of messages sent per day feature for the users
in our training set. According to our results, human users send an average of approximately
4.2 messages per day. On the other hand, brand users have a higher volume of social activity,
sending an average of approximately 8.9 tweets per day. This observed difference in social






Figure 6.2: Q-Q Plot for the Standard Deviation (STD) of the Hours of the Day When
Tweets Are Sent per User
Figure 6.3 shows the CDF for brand users and the CDF for the best fitted model found
for the human users, which is a generalized pareto distribution with parameters k = 0.4617,
σ = 2.3748, and θ = 0.0011. For example, the probability of brand users sending five or less
messages per day is approximately 50%, while the same probability is approximately 75%
for human users. For simplification, Figure 6.3 does not show results for average number
of tweets greater than 70. Finally, a Q-Q plot for the assessment of the generalized pareto
model fit is presented in Figure 6.4.
The last feature evaluated was the ratio between the number of followers and friends. As
previously discussed, research suggests that human users have more followers than friends
when compared to socialbots, which shows the opposite behavior (i.e., more friends than






Figure 6.3: CDFs for the Average Number of Tweets Sent per Day per User
than human users as well, which our results have proven to be correct. For example, the
CDFs of Figure 6.5 show that the probability of a human user having ten or less followers to
friends ratio is practically 100%, while this same probability is much lower for brand users
(approximately 12%).
The best fitted model found for the followers to friends ratio for human users (also shown
in Figure 6.5) was the logistic distribution, with parameters µ = 1.0848 and σ = 0.2294.
For simplification, Figure 6.5 omits values for the followers to friends ratio that are higher







Figure 6.4: Q-Q Plot for the Average Number of Tweets Sent per Day per User
In summary, the three features we selected to classify Twitter users are highly relevant to
the classification problem. Specifically, the values obtained for the features for human users
were quite distinct when compared to the values obtained for the same features for brand
users. The chosen features are easy to obtain from a user’s timeline and profile information.
In addition, the selected features are independent to each other; that is, Pearson product-
moment Correlation Coefficient (PCC) tests comparing each pair of features are all less than
6%. This test of independence is required before applying the naive Bayes classification
technique, which is done in the next section.
The Q-Q plots presented in this section show that our models could be improved, specially
the models for the standard deviation and the followers to friends ratio features. We leave






Figure 6.5: CDFs for the Followers to Friends Ratio per User
6.3.3 Similarity Threshold Determination
As discussed in Section 6.1, our input data is highly imbalanced as the majority of users
who geolocate their tweets fall into the human category. In Section 6.3.2, we used a training
set of human users to understand the probability distributions of three selected features that
we identified as important to distinguish human users from non-humans. Now, given a set of
features from an arbitrary account, we want to estimate how similar the account features are
from features obtained observing human accounts. If the account features found are highly
similar to human features, based on a predefined similarity threshold value, we classify the






Figure 6.6: Q-Q Plot for the Followers to Friends Ratio per User
can be estimated.
In order to classify a new user as human, we need to estimate a similarity threshold
value that defines how close we require the new user to be to the learned human profile.
As suggested by Tax [56], the similarity threshold value should be based on accepting some
predefined fraction of the users of the target class. Intuitively, a higher similarity threshold
value will result in a more reliable classifier, at the expense of less users being classified as
humans. On the other hand, a smaller similarity threshold value means that we are willing
to accept more users as humans, even if they are not that similar to the learned human
profile.
From Equation 6.1, we derive that the probability of a user being human, given a set
of features, is directly proportional to the product of the conditional probabilities of each
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individual feature, given the user is classified as human. In other words, the higher the
product of the conditional probabilities of the individual features, the closer the user is from
being classified as human. In Section 6.3.1 we showed that 99.5% of a manually inspected
sample of 1K users of our training set belonged to the human class. We define the similarity
threshold value of our classifier a bit more conservatively in order to accept approximately
90% of our training set. The tenth percentile of the product of the conditionals probabilities
corresponds to a similarity threshold value of approximately 0.0004. In other words, a new
user is classified as human if the user’s product of the conditional probabilities (based on
the values found for the three selected features) is at least 0.0004.
For verification purposes, we computed the product of the conditional probabilities for
our selected set of brand users and found that 98.93% of the users have values below our
0.0004 threshold value. This result shows that our classification technique offers a high level
of accuracy when classifying brand users as non-humans. Using the 0.0004 threshold value,
we applied our classification to the full dataset of 50K users and found that 37,255 users out
of 47,24023 (approximately 78.86%) were classified as human users. In other words, 78.86%
of the users that normally geolocate have feature values that are very similar to what we
observe in normal human users. We also note that the human profile for this study was
created from the 7,471 initial users that satisfied the four conditions stated in Section 6.3.1.
In the next section we describe how GeoDigger was modified to determine whether a Twitter
user is a human user in real-time.
6.4 GeoDigger Updates
In this section we describe how GeoDigger was changed to incorporate our user classi-
fication procedure. GeoDigger’s new version now collects tweets from the users as well as
profile and timeline information. We developed a new component, called User Classifier,
23Twitter’s search API failed to return profile or timeline information for 2,760 users, typically due to users’
privacy settings.
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to communicate with the Twitter’s search API and collect the new required information.
The profile information includes the user’s name, whether the account is verified or not, the
account’s URL (if it exists), the date when the account was created, and the three social
activity counters: number of tweets sent, number of friends, and number of followers. The
timeline information contains the hours of the day when the most recent tweets of a user were
sent. This information is then used to compute the standard deviation feature described in
Section 6.3.2.
A training set is dynamically configured from users who satisfy all four conditions listed
in Section 6.3.1. An offline procedure can then be started to 1) extract the parameters of
the probability distributions used by the classifier and 2) classify each user as human or non-
human based on the naive Bayes classifier procedure with a 0.04% threshold (see Section
6.3.3). GeoDigger’s new architecture is illustrated in Figure 6.7.
6.5 Conclusions
This chapter presents an updated GeoDigger to better identify human users among Twit-
ter accounts. GeoDigger’s new version implements a naive Bayes classifier (with a threshold)
to identify accounts whose features closely resemble features observed in accounts of human
users. Our new classification procedure is based on three features that previous research
showed to be relevant to the problem: 1) the standard deviation of the hours of the day
when tweets are sent, 2) the number of tweets sent per day, and 3) the followers to friend
ratio. These features can easily be collected by reading each user’s profile and timeline infor-
mation. This chapter also shows how to use the collected information to dynamically build
a training set of human users. This training set allowed us to learn a profile of human users










This dissertation shows how individuals’ location information can be data mined from
social media communication and be used to build commuting networks. These networks
are present in many different application scenarios, including traffic modeling, infrastructure
planning, and epidemic simulation. We provide an alternative way to build commuting
networks, which are currently created from census-based data that is quickly outdated. We
also contribute to relevant, on-going discussions in the field.
In Chapter 3, we evaluated the quality aspects of location information obtained from
Twitter, one of the major Online Social Networks (OSNs). After performing a controlled
comparative analysis, we conclude that social media communication presents a few short-
comings when compared to mobile phone communication. The most relevant social media
shortcoming is the lack of representation of users in the overall general population. In other
words, human mobility research based on social media is biased towards younger and more
affluent members of the population.
Despite limiting user representation, we argue that social media communication is still
an extremely attractive source of location information for human mobility research. First,
location information from social media communication is easily accessed through Application
Programming Interfaces (APIs). Second, the global reach of OSNs gives researchers the
ability to gather location information from an unprecedent number of users all over the
world. Lastly, because of the rapidly increasing adoption of social media communication,
the representation issue will not be as relevant in the near future.
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A second limitation discussed in this dissertation relates to the lower level of activity of
social media users when compared to voice communication users. As demonstrated in our
analysis in Chapter 3, this lower level of activity has a direct consequence on the number of
locations visited that we can obtain from monitoring social media users. Chapters 4 and 5
discuss that the effects of this particular problem can be attenuated by: 1) using lower levels
of spatial resolutions (e.g., state and county levels) and 2) extending users’ monitoring time.
Chapter 4 presents the results of two related studies on travel behavior during Thanks-
giving, a major U.S. holiday travel period. The first study built a state-to-state traveler
commuting network using geolocated tweets collected in 2013. Geographically close commu-
nities were then found after analyzing the resulting network. The second study created a
similar network of 2014 Thanksgiving holiday travelers using county level resolution. Using a
county level resolution allowed us to learn about individuals traveling within the boundaries
of their home state. During this second study, we found that the community map built at
the county level closely resembled the map built at the state level. When we compared the
results for our county-to-county travel behavior study with the American Automobile Asso-
ciation (AAA)’s forecast for the same year, we learned that our estimates for the number of
travelers and the average round-trip distance traveled were both higher than AAA’s predic-
tions (the closest data we have to ground truth). We expect this difference is partly due to
the fact that affluent travelers (i.e., OSN users) often travel further than those less affluent.
We also plan to study AAA’s methodology in more detail and refine our own technique in
the future, to determine whether more accurate results are possible.
The county level was also used in Chapter 5 to build a network of commuters in the U.S.
The resulting network was then compared with the one built using the National Household
Travel Survey (NHTS) dataset. Although the estimated commuting flows closely correlate
with the surveyed numbers, the residual analysis revealed that the estimated numbers are
different from numbers provided by NHTS. More research is necessary to understand the
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discrepancies that were detected.
Chapter 5 also describes two models used for building commuting networks: the gravity
model and the radiation model. Both models were evaluated by comparing the predicted
commuting flows with the flows obtained from the NHTS dataset. The gravity model showed
a moderate correlation with NHTS flows. We also found a linear heteroscedasticity when
evaluating the residuals of the comparison. This linearity suggests that this particular appli-
cation scenario for the gravity model can be improved. Finally, the results for the radiation
model were obtained from one simulation run. We plan to run further experiments of the
model and reevaluate the results in the future.
Another contribution of this dissertation is the development of GeoDigger, a tool that
can be used to help researchers collect location information from Twitter. GeoDigger pro-
vides a user-friendly interface that allows researchers to perform simple filtering tasks: by
geographical area, period of time, and number of users. Chapter 6 describes recent im-
provements made to the tool that offers a better user classifier. As discussed in Chapter 6,
many companies and organizations are using social media to establish new communication
channels with their customers or target audience. Because a human mobility study requires
genuine human behavior, GeoDigger was improved to detect (and exclude) non-human social
activity. This enhancement is based on a Machine Learning (ML) technique adapted to work
with imbalanced data. In the future we plan to improve GeoDigger further, by adding the
ability to collect data from other social networks.
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[18] J. Toole, M. Ulm, M. González, and D. Bauer. Inferring Land Use from Mobile Phone
Activity. In Proceedings of the 18th ACM International Conference on Knownledge
Discovery and Data Mining (KDD), 1st Workshop on Urban Computing (UrbComp),
pages 1–8, Beijing (China), 2012.
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