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ABSTRACT This paper aims to construct signal sets from quotient rings of the quaternion over a real number
field associated with the arithmetic Fuchsian group 04g, where g is the genus of the associated surface. These
Fuchsian groups consist of the edge-pairing isometries of the regular hyperbolic polygons (fundamental
region) P4g, which tessellate the hyperbolic plane D2. The corresponding tessellations are the self-dual
tessellations {4g, 4g}. Knowing the generators of the quaternion orders which realize the edge-pairings of
the polygons, the signal points of the signal sets derived from the quotient rings of the quaternion orders are
determined. It is shown by examples the relevance of adequately selecting the ideal in the maximal order to
construct the signal sets satisfying the property of geometrical uniformity. The labeling of such signals is
realized by using the mapping by set partitioning concept to solve the corresponding Diophantine equations
(extreme quadratic forms). Trellis coded modulation and multilevel codes whose signal sets are derived from
quotient rings of quaternion orders are considered possible applications.
INDEX TERMS Arithmetic Fuchsian group, Diophantine equation, hyperbolic tessellations, quaternion
orders, signal sets, signal space codes.
I. INTRODUCTION
A generalization of the concept of geometrically uniform
(GU) signal sets, [1], was done in [2] by considering the
extension of the previous uniform tilings and the corre-
sponding groups related to the Euclidean geometry to those
corresponding to the hyperbolic geometry.
In [3] it is shown that the better performance achieved by
a communication system, when considering the hyperbolic
version of the Additive White Gaussian Noise (hyperbolic
AWGN) channel, depends on the genus, g (or equivalently,
on the sectional curvature), a topological invariant, of a com-
pact oriented surface on which the signal set lives on, [4].
As g increases, the error probability decreases; see [5] and
references within. Such a surface is obtained by pairing the
fundamental (Dirichlet) region’s edges, a regular hyperbolic
polygon with p edges [4]. This regular hyperbolic polygon
is the decision region of each signal of the signal set. In the
The associate editor coordinating the review of this manuscript and
approving it for publication was Guitao Cao .
quest for the signal set leading to the best performance, some
creative constructions of such signal sets associated with
surfaces with genus g ≥ 2 for use in lattice codes were
proposed, [6], [7] and [8] among others. Such surfaces may
be obtained by the quotient of Fuchsian groups of the first
kind [9]. In addition to the regular hyperbolic tilings (con-
sisting of only one regular polygon), there are quasiregular
hyperbolic tilings (consisting of two regular polygons) and
semiregular hyperbolic tilings (consisting of more than two
regular polygons), which can be used for the construction of
signal sets, see [10] and references within. These later cases
are considered in topological quantum color codes, [11], [12].
This paper aims to construct signal sets from quotient rings
of the quaternion over a real number field associated with
the arithmetic Fuchsian group 04g. The labeling of the signal
set signals is specified by using the L-level set partitioning
wherein each level the solution of a Diophantine equation
provides the rule for the set to be partitioned.
Hence, the following concepts and procedures have to
be employed: 1) Construction of signal sets derived from
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quotient rings of the quaternion orders associated with the
arithmetic Fuchsian group 04g [13]1; 2) Identification of the
maximal orders derived from the {4g, 4g} tessellations for
complete algebraic labeling of the hyperbolic lattices, [14];
3) Construction of arithmetic Fuchsian groups derived from
quaternion algebras and maximal quaternion orders for the
construction of complete hyperbolic lattices, [15].
This paper is organized as follows. In Section II, basic
concepts of geometrically uniform signal sets, quaternion
algebras, quaternion orders, and arithmetic Fuchsian groups
are presented. In Section III, the identification of the arith-
metic Fuchsian groups derived from a quaternion algebra
A over a number field K, for [K : Q] = g, where
[K : Q] denotes the degree of the field extension, and g
denotes the genus of the surface D2/04g in a quaternion
order, is made. In Section IV, the characterization of max-
imal quaternion orders, which realize the complete alge-
braic labeling, is presented. In Section V, quotient rings of
the quaternion orders and some new results are obtained.
In Section VI, hyperbolic codes over quotient rings of the
quaternion orders are considered. Besides, the mapping by
set partitioning concept, which realizes the signal labeling,
is considered from the corresponding Diophantine equations’
solutions. In Subsections VI-B and VI-C, two examples
of these signal sets derived from quotient rings of quater-
nion orders are considered in trellis coded modulation and
multilevel codes, respectively. Finally, in Section VII, the
conclusions are drawn.
II. PRELIMINARIES
In this section, some basic and important concepts
regarding geometrically uniform signal sets, quaternion alge-
bras, quaternion orders, and arithmetic Fuchsian groups
for this paper’s development are presented. For a detailed
description of these concepts we refer the reader to [1], [2]
and [16]–[22].
A. GEOMETRICALLY UNIFORM SIGNAL SETS
Let (M , d) be a metric space. A discrete set of signal points of
(M , d), is called signal set and denoted by S. In other words,
S is a signal set if given s ∈ S, there exists r > 0 such that
B(s, r) ∩ S = {s}, where B(s, r) denote an open ball with
center s and radius r .
Definition 1 [1]: S is a geometrically uniform signal set
if for any two given points s1, s2 ∈ S, there exists an isometry
T ∈ Isom(S) such that T (s1) = s2. In this case, we say that
Isom(S) acts transitively on S, that is, Isom(s0) = {T (s0) :
T ∈ Isom(S)} = S.
Note that S coincide with an orbit of s0.
Definition 2 [2]: Let s0 ∈ S. The set RD(s0) = {x ∈ H2 :
d(x, s0) ≤ d(x,T (s0)), ∀T ∈ Isom(S)} is called Dirichlet
region associated with the signal s0.
1This Fuchsian group consists of the edge-pairing isometries of the regular
hyperbolic polygon (fundamental region) P4g, which tessellates the hyper-
bolic plane D2. The corresponding tessellation is the self-dual tessellation
{4g, 4g}.
The Dirichlet region definition, RD(.), in the hyperbolic
sense, is equivalent to the Voronoi region definition, RV (.),
in the Euclidean sense.
Theorem 1 [2]: If S is a geometrically uniform signal set,
then all the Dirichlet regions have the same shape.
Next, we show the conditions such that a geometrically
uniform signal set is related to a group.
Definition 3 [16]: A geometrically uniform signal set S
is matched to a group G if, there exists a mapping η : G →
S such that d(η(a), η(b)) = d(η(e), η(a−1b)), ∀a, b ∈ G,
where e is the identity element of G and d is a distance in S.
Furthermore, η is called matched mapping.
B. QUATERNION ALGEBRAS AND QUATERNION ORDERS
In this subsection, we provide the elements of a quaternion
algebra A in order to determine a maximal order O in it to
obtain the corresponding arithmetic Fuchsian group0(A,O).
Let K be a field. A quaternion algebra A over K is a
K-vector space of dimension 4 with a K-basis B =
{1, i, j, k},where i2 = a, j2 = b, ij = −ji = k , a, b ∈ K−{0},
and denoted by A = (a, b)K. Note that ij 6= ji, thus the
quaternion algebra is not commutative.
Let α ∈ A be given by α = a0 + a1i + a2j + a3ij,
where a0, a1, a2, a3 ∈ K. The conjugate of α, denoted by
ᾱ, is defined by ᾱ = a0−a1i−a2j−a3ij. Thus, the reduced





aba23, and the reduced trace of α as Trd(α) = α + ᾱ = 2a0.
Let A = (a, b)K be an algebra andM0,M1,M2 andM3 be


































ϕ(a0 + a1i+ a2j+ a3k) = a0M0 + a1M1 + a2M2 + a3M3.
Since ϕ(M21 ) = aI2, ϕ(M
2
2 ) = bI2 and ϕ(M1)ϕ(M2) =
−ϕ(M2)ϕ(M1), where I2 is the 2×2 identity matrix, it follows
that ϕ is an involution isomorphism (commutes with the
involution) fromA = (a, b)K to a subalgebra ofM2(K(
√
a)).
Thus, each element of A is identified as








































LetA = (a, b)K be a quaternion algebra over a fieldK and
ϕ : K −→ F a field homomorphism. Define
Aϕ = (ϕ(a), ϕ(b))ϕ(K) and Aϕ ⊗ F = (ϕ(a), ϕ(b))F,(1)
whereAϕ⊗F denotes the tensor product of the algebraAϕ by
the field F, [17]. Each homomorphism ϕ in the algebraAϕ =
(ϕ(a), ϕ(b))ϕ(K) is called place of the quaternion algebra A.
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Let K be a totally real algebraic number field of degree n.
This means that the n monomorphisms ϕi, i = 1, . . . , n
are all real, that is, ϕi : K → Q̄, where Q̄ denotes an
algebraic closure of Q, fixed from now on, and R is the field
of real numbers. Therefore, the n distinct places are defined
by R-isomorphisms
ρ1 : Aϕ1 ⊗ R −→ M2(R) and ρi : Aϕi ⊗ R −→ H, (2)
where H denotes a division subalgebra of M2(K
√
a), ϕ1 is
the identity and ϕi an embedding ofK onR, for i = 1, . . . , n.
Hence, A is not ramified at the place ϕ1 and ramified at the
places ϕi, for 2 ≤ i ≤ n.
Let NrdH and TrdH be the reduced norm and the reduced
trace inH, respectively. Given α ∈ A, it is easy to verify that
NrdH(α) = det(ρ1(α)) and TrdH(α) = tr(ρ1(α)).
Now, from the identification of αi with ϕi(αi), for i =
0, 1, 2, 3, it follows that for every 2 ≤ i ≤ n,
ϕi(NrdH(α)) = NrdH(ρi(α))
and ϕi(TrdH(α)) = TrdH(ρi(α)). (3)
Furthermore, as the reduced norm of an element is given by
the determinant of the isomorphism ρ1 one may verify that
NrdH(α.β) = Nrd(α)H.NrdH(β), for any α, β ∈ A.
Given A, a quaternion algebra over K, and R a subring of
K, an R-order O in A is a subring with unity of A which is
a finitely generated R-module such that A = KO. Hence,
if A = (a, b)K and IK, the integer ring of K, where a, b ∈
IK − {0}, then
O = {a0 + a1i+ a2j+ a3ij : a0, a1, a2, a3 ∈ IK},
is an order in A denoted by O = (a, b)IK .
Example 1: Given H = (−1,−1)R the Hamilton quater-
nion algebra, the ring of integers of H, denoted by H[Z],
is given by
H[Z] = {a0 + a1i+ a2j+ a3ij : a0, a1, a2, a3 ∈ Z},
and it is called integer ring of the Hamilton quaternion,
or the Lipschitz integers, [18]–[20].
C. ARITHMETIC FUCHSIAN GROUPS
Consider the upper-half plane H2 = {z ∈ C : Im(z) > 0}






where z = x+yIm, and Im denotes the imaginary unit, Im2 =
−1. With this metric, H2 is a model of the hyperbolic plane
or the Lobachevski plane. Let PSL(2,R) be the set of all the




: a, b, c, d ∈ R, ad − bc = 1
}
. (5)






det(g̃) = ad − bc = 1, and Tr(g̃) = a + d the trace of the
matrix g̃. This group is called unimodular and it is denoted
by SL(2,R).
The set of linear fractional Mobius transformations of C
over itself as in (5) is a group such that the product of two
transformations corresponds to the product of the correspond-
ing matrices and the inverse transformation corresponds to
the inverse matrix. Each transformation T is represented
by a pair of matrices ±g̃ ∈ SL(2,R). Thus, the group
of all transformations (5), called PSL(2,R), is isomorphic






A Fuchsian group 0 is a discrete subgroup of PSL(2,R),
that is, 0 consists of the orientation preserving isometries T :
H2→ H2, acting on H2 by homeomorphisms.
Another Euclidean model of the hyperbolic plane is given




[1− (x2 + y2)]2
, (6)
where z = x + yIm. Analogously, the discrete group 0p of
orientation preserving isometries T : D2 → D2 is also a





, a, b ∈ C, |a|2 − |c|2 = 1.
Furthermore, we may write Tp = f ◦ T ◦ f −1, where T ∈





Therefore, the Euclidean models of the hyperbolic plane,
such as the Poincaré disk and the upper-half plane, are iso-
morphic, and they will be used according to the need. Notice
that the Poincaré disk model is useful for the visualiza-
tion, whereas the upper-half plane is useful for the algebraic
manipulations.
For each order O in A, consider O1 as the set O1 = {α ∈
O : NrdH(α) = 1}.
Proposition 1 [21]: O1 is a multiplicative group.
Now, note that some Fuchsian groups may be obtained by
the monomorphism ρ1 in (2). In fact, we have NrdH(α) =
det(ρ1(α)). Furthermore, from Proposition 1 we know that
O1 is a multiplicative group, and so ρ1(O1) is a subgroup of
SL(2,R), that is, ρ1(O1) < SL(2,R). Therefore, the group
derived from a quaternion algebra A = (a, b)K and whose









Theorem 2 [22]: 0(A,O) is a Fuchsian group.
In general, an arithmetic Fuchsian group of the first kind
is a subgroup of PSL(2,R) which is commensurable with a
group of the form 0(A,O). A group G is commensurable
with a group F if the intersection has finite index in both G
and F .
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Theorem 3 establishes the necessary and sufficient
conditions for arithmeticity of Fuchsian groups, and its char-
acterization makes use of the set consisting of the traces of its
elements, that is,
Tr(0) = {±Tr(T ) : T ∈ 0}.
Theorem 3 [21]: Let 0 be a Fuchsian group where
the fundamental region, H2/0, has finite area, that is,
µ(H2/0) < ∞, where µ(α) denotes the area of α (Gauss-
Bonnet Theorem). Then 0 is derived from a quaternion alge-
bra A over a totally real number field K, if and only if,
the following conditions are satisfied by 0:
1) If K1 = Q(Tr(T ) : T ∈ 0), then K1 is an algebraic
number field of finite degree, and Tr(0) is contained in
IK1 , the ring of integers of K1;
2) If ϕ is an embedding ofK1 in C such that ϕ 6= Id , then
ϕ(Tr(0)) is bounded in C.
III. ARITHMETIC FUCHSIAN GROUP DERIVED FROM
QUATERNION ORDERS
In this section, we review some relevant results regarding
the arithmetic Fuchsian group 04g derived from a quaternion
algebra A over a number field K, for [K : Q] = g, where
[K : Q] denotes the degree of the field extension, and g
denotes the genus of the surface D2/04g in a quaternion
order.
In [15] the authors provide a necessary condition to ensure
that a Fuchsian group 0p is in fact an arithmetic Fuchsian
group. In this direction, let 0p be a Fuchsian group whose
fundamental region is associated with a tessellation {p, q}.
Then, the generators of the associated arithmetic Fuchsian
group 0p can be found, if p and q can be factored as,
2k or 2kp1p2 . . . ps, (8)
where k is a positive integer and the pi’s are distinct Fermat
numbers.
Using this fact, we have the following results for the
group 04g:
Theorem 4 ( [14], [15]): Given g satisfying (8), where g
is the genus of an oriented compact surface associated with
the self-dual tessellation {4g, 4g}, the elements of the Fuch-
sian group 04g are identified, via isomorphism, with the
elements of a quaternion order O = (θ,−1)IK or O =
(θ1,−1)IK , where IK denotes the integer ring of K = Q(θ ),





θ Im} is an IK-basis for the lattice O, where Im
is the imaginary unit.
Theorem 5 ( [14], [15]): Given g satisfying (8), where g
is the genus of an oriented compact surface associated with
the tessellation {4g, 4g}, the Fuchsian group 04g associated
with the regular hyperbolic polygon P4g, is derived from a
quaternion algebra A = (θ,−1)K or A = (θ1,−1)K, over a
totally real algebraic number field K = Q(θ ), where θ1 ∈ K
and θ or θ1 depends on the genus g.
The next section takes into consideration the corresponding
θ , as mentioned in the previous theorems. The derivations of
the values of θ and θ1 can be found in [23].
To show that the Fuchsian groups associated with the
orders established in Theorems 4 and 5 are, in fact, arithmetic,
it suffices to show that the quaternion algebra is not ramified
at ϕ1 and it is ramified at the remaining places. On the other
hand, since we are interested in realizing complete algebraic
labeling, we have to find an order O in A such that it is
maximal, [14].
IV. MAXIMAL QUATERNION ORDERS DERIVED FROM
{4g, 4g} TESSELLATIONS
In this section, we briefly review some of the results that
are important to what follows. Since our interest is to have
complete algebraic labeling, we have to find an order O in
A such that it is maximal. Although we consider the case
g = 2.2n the procedure to obtain the corresponding results
for each of the remaining cases, g = 3.2n, 5.2n, and 3.5.2n,
is analogous to the present case, as shown in [14].
Let 04g be a Fuchsian group, where g = 2.2n, for n ∈ N.
From Theorems 4 and 5, 04g is derived from a quaternion
algebra A = (θ,−1)Q(θ ) or A = (θ1,−1)Q(θ ). Let pm(x) be
the minimal polynomial of θ with degree m, where pm(x) =
xm+ am−1xm−1+· · ·+ a1x+ a0. Hence, it can be shown the
discriminant of amaximal orderM inA depends on a0. Thus,
the basis of a maximal order inA containingO = (θ,−1)Z[θ ]
is derived as shown in the next theorems, we refer the reader
to [14] for more detailed information.
Theorem 6 [14]: Given n = 0 and g = 2, the Fuch-
sian group 08 is derived from the quaternion algebra A =
(θ,−1)Q(θ ), where θ =
√
2. The minimal polynomial of θ
has degree 2, a0 = −2 and a basis B of a maximal order M

















Theorem 7 [14]: Given n > 0 and g = 2.2n, the Fuch-











contains n + 1 radicals. The minimal polynomial of θ has
degree m = 2n+1 and a0 = 2. If M ⊇ (θ,−1)Z[θ ] with a






















is such thatNrd(α) ∈ Z[θ ] for allα ∈ B, thenM is amaximal
quaternion order in A.
Example 2: Let g = 8 = 2.22. By Theorem 4, the asso-





2. The minimal polynomial is
p8(x) = x8 − 8x6 + 20x4 − 16x2 + 2,
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then the constant term is a0 = 2. Thus, by Theorem 7,
the basis of a maximal order M in the quaternion algebra
















and the discriminant is d(M) = 1 = d(A).
V. QUOTIENT RINGS OF QUATERNION ORDERS
ASSOCIATED WITH 04g
Considering the self-dual tessellation {4g, 4g}, for g = 2.2n,
from Theorems 4 and 5 the arithmetic Fuchsian group is
derived from a quaternion algebra over K = Q(θ ), with the
identification of the generators by the order O = (θ,−1)IK ,
where θ depends on the genus g and IK is the ring of





θ Im} be a basis of the quaternion algebra A =
(θ,−1)K, where i2 = θ, j2 = −1, k = ij =
√
θ Im, and Im
denotes the imaginary unit Im2 = −1. The remaining cases,
g = 3.2n, g = 5.2n, and g = 3.5.2n, follow an analogous
procedure as considered in this paper.
Next, we consider the following equivalence relation.
Definition 4: Let 0 6= α ∈ O. We say that β1, β2 ∈ O
are right congruent modulo α if there exists β ∈ O such that
β1 − β2 = βα. We denote it by β1 ≡ β2(mod α).
Note that this equivalence relation is well defined. Now,
the following theorem can be stated; see [13] for the proof.









Nrd(α) = 2. FromTheorem 8, O
〈α〉
has 16 elements, which are
obtained by the quotient of the order O and the ideal 〈1+ j〉,
that is, we take the elements of O and reduce them modulo
(1+ j), yielding
O


































Example 4: Given α =
√







2](α) = 2 and NrdZ(α) = −2. From Theorem 8,
O
<α>





= { 0, 1, i, j, k, 1+ i, 1+ j, 1+ k, i+ j, i+ k,
j+ k, 1+ i+ j, 1+ i+ k, 1+ j+ k,
i+ j+ k, 1+ i+ j+ k }.
Note that this set represents the 16 vertices of a 4-
dimensional cube.
Example 5: Given α =
√

































































































































































































































































Corollary 1: If β ∈ O = (θ,−1)Z[θ ] is a right divisor of α














2)2 = 9. Now, α = 1 + 2
√





2 + j)2, hence β is a right divisor of α
and NrdZ[
√
2](β) = 3 ∈ Z, then the left ideal generated by
β = 〈
√








As shown in [23], the order O = (θ,−1)Z[θ ] is not
maximal, unless θ =
√
2. Therefore, we have to consider
a maximal order M, for which the basis B is given by
Theorems 6 and 7 for g = 2.2n and n ≥ 0. Hence, given
K = Q(θ ) and A = (θ,−1)Q(θ ), such that:
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+ . . .+ θ
m







∈ Z[θ ]. (10)
Now, for a maximal order, the results for the cardinality of
the quotient ring remain true.
Example 7: Let α = (
√
2 + i) ∈M. Hence, from (9) we
have that NrdZ[
√




Example 8: Let α = 2 ∈ M. Hence, from (10) we have
that NrdZ[
√




VI. SIGNAL SETS OVER QUOTIENT RINGS OF THE
QUATERNION ORDERS
The concept of geometrically uniform (GU) signal sets,
GU partitions, and GU signal space codes, [1], as well as
signal sets matched to groups, [16], are generalized in [2] by
taking into consideration hyperbolic geometry. Nevertheless,
when the signal set is nonuniform, some uniformity has to be
sought. Example 3 is such a case, whereas, in Example 4,
the uniformity is there. Now, in Example 3, either if the
coordinate axes are placed at the barycenter of the given
signal set, or using the mapping as shown in Fig. 4, then
the resulting arrangement of signal points is symmetric. This
condition is sufficient to use a quadratic form to partition the
signal set and label each signal point.
A signal space code (which encompasses trellis coded
modulation and multilevel codes) is defined as geometrically
uniform if, for any two given sequences of the code, there
FIGURE 1. Signal space encoder.
exists an isometry taking one sequence to the other while
leaving the code invariant. A signal space encoder is shown
in Fig. 1. Thus, geometrically uniform codes partition a
signal set by Dirichlet regions (colored squares), as shown
in Fig. 2 (b). As a consequence of being geometrically uni-
form, the same statement holds when considering Dirichlet
regions’ sequences.
Given an element α ∈ O, a signal set is generated by the
quotient ring O
〈α〉
. Thus, choosing β, a divisor of α, a geo-
metrically uniform hyperbolic code is constructed since β
is the generator of a cyclic group. Therefore, knowing the
Dirichlet region of a given codeword, the remaining ones are
found by the action of β on the given codeword. Furthermore,
for a self-dual tessellation {p, p}, with regular fundamental
polygons with p sides where each vertex p other polygons
meet, a ball of radius r from the center to the sides of the fun-
damental polygon leads to a packing radius. We call attention
to the fact that the construction of the signal set O
〈α〉
is strongly
dependent on the ideal 〈α〉. Additional property to be satisfied
by 〈α〉 is that it has to be factorable. To systematize the
procedure for the construction of the signal set, the problem
to be solved is formulated as follows: given a maximal order
O and a set of coset representatives R, find the ideal I,
equivalently, OI ' R.
Example 9: Let α be given by α = 1 + 2
√





2). From Example 6, NrdZ[
√
2](α) = 9. From








∣∣∣ = 6561. Since α = 1+2√2j




2 + j)2 = β2, it follows
that β is a right divisor of α and NrdZ[
√
2](β) = 3 ∈ Z.











= 81 signals. This signal set is shown
in Fig. 2 (a).
A. MAPPING BY SET PARTITIONING FROM DIOPHANTINE
EQUATIONS
The mapping by set partitioning may be viewed as an L-
depth root tree with its root node the set to be partitioned
and the intermediate nodes the partitioned sets. At depth L,
the terminal nodes are the leaves of this rooted tree, and
each set contains only one signal. However, depending on the
number of additional data, see Fig. 1, the terminal node depth
may be shortened to less than L, depending on the number of
uncoded input.
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FIGURE 2. GU hyperbolic cyclic code generated by 〈3, 1〉.
FIGURE 3. Mapping from Z9 to a+ b
√
2, where a, b ∈ {0,±1}.
The frequency allocation problem, as considered in [24],
is equivalent to placing central stations operating at the same
set of frequencies, as farther apart as possible from each other
to minimize co-channel interference, subject to a specified
number of frequencies to be used in a region. Note that this
is essentially the same as the problem of partitioning a given
set of signal points to be used in conjunction with a code in a
signal space code, see Fig. 1, to enhance the performance of
the communication system, [25] and [26].
In Example 9 the signal set consists of the arrangement of
signals as shown in Fig. 2 (a). Hence, by using the mapping
shown in Fig. 3 results in the coset representatives being Z
2
9Z2
as illustrated in Fig. 2 (b), regarding the arrangement of the
81 cells where there is only one signal in each cell.
Note that the set consisting of the cells marked with an
‘‘X’’ is a cyclic code, C′, generated by γ = (3, 1), that is,
C′ = {(0, 0), (3, 1), (6, 2), (0, 3), (3, 4), (6, 5), (0, 6), (3, 7),
(6, 8)}. Note that C′ is geometrically uniform since the
Voronoi regions are congruent.
Note that the coset leader is the 2-tuple (0, 0). If the eight
remaining sets are obtained from the translation of the pre-
vious code by each one of the coset leaders (p, 0), where
p = 1, 2, 3, 4, 5, 6, 7, 8, then the mathematical model of the
first level 9-ary set partitioning problem for this lattice is
equivalent to solving a Diophantine equation of the type,
x2 + y2 =
V (TZ2)
V (Z2)
= |det(T )| = 9, (11)
where T is a 2 × 2 matrix with integers elements. In words,
knowing the number of cosets q, find T .
To find T , is equivalent to solving (11) for x and y integers.
The existence of solutions to (11) is guaranteed by the
following pair of classical theorems:
Theorem 9 [27]: The equation x2+ y2 = q can be solved
for x and y integers with q prime, if and only if q ≡ 1 (mod 4),
or q = 2.
Theorem 10 [27]: Let q be factorable by the product RS,
and let A(x ′, y′) = R and A(x ′′, y′′) = S. Then A(x, y) = q
can be obtained by using
A(x ′, y′)A(x ′′, y′′) = A(x ′x ′′ − y′y′′, x ′′y′ + x ′y′′).
If q does not satisfy the conditions in Theorem 9, there
exists a greedy algorithm to provide an answer to the sum
of two squares is equal to det(T ) = q, see [24].
Let us assume the original set has q′ = q2|P| elements,
where |P| denotes the number of signal points (number of
frequencies) in a cell (region), and q2 is the number of differ-
ent cells (regions). Suppose that |P| is of the form |P| = γ 2,
for some positive integer γ . The transformation matrix T for
the q-ary partition is obtained either by Theorem 9 or by the
greedy algorithm. Consequently, the minimum distance of
the resulting code is the product of
√
|P| by the minimum




Now, consider the case shown in Example 9. The whole
signal set has q′ = 6561 signals. The possible cases satisfying
the condition q′ = q2.γ 2 are q′ = q2.γ 2 = (9)(729) =
(81)(81) = (729)(9) = (6561)(1) = q2|P|. Among these
four possibilities, let us consider the case where q2 = 81
cells (regions) each one with |P| = 81 signals (frequencies).
The signals in |P| are generated by β. Fig. 2 (a) shows
the symmetric arrangement of these q2 = 81 cells, each
containing |S| = 81 signals, as shown in Fig. 2 (b).
From equation (11) with q = 9, leads to the following
solutions,
x2 + y2 = 9 −→ (x, y) = (±3, 0)






This solution leads to a linear block code C =
{(0, 0), (0, 3), (0, 6), (3, 0), (3, 3), (3, 6), (6, 0), (6, 3), (6, 6)}
with Lee distance, dLee = 3. Note that this code is equivalent
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TABLE 1. 9-ary one level partitioning.
to the coset having (0, 0) as its coset leader. The remaining
cosets are simple translations of C. However, we are interested
in a cyclic code. Thus, from equation (11), and by use of the
greedy algorithm, among the infinite possibilities, a solution
is given by






The cyclic code, C′, related to Z29, is generated by the ideal
C′ = 〈(3, 1)〉 = {(0, 0), (3, 1), (6, 2), (0, 3), (3, 4), (6, 5),
(0, 6), (3, 7), (6, 8)} .
Thus, the 9-ary cyclic code C′ has parameters (n, k, dLee)9 =
(2, 1, 3)9. In Fig. 2 (b), the cells marked with an ‘‘X’’ may
be seen as either ‘‘codewords of a code’’ or ‘‘one of the nine
subsets of a 9-ary one level set partitioning’’. The latter case is
shown in Table 1, for instance, as A0. The remaining subsets
are just translations of the previously mentioned subset of
code. The ‘‘X’’s viewed as codewords belong to a code having
minimum Lee distance equal to 3, the least number of squares
from one fixed ‘‘X’’ to its neighbor. Note that attached to each
‘‘X’’ is its Voronoi region, a 3×3 region. Since the minimum
distance between two fixed elements in neighboring cells is 9,
the code’s minimum distance equals 27.
To show that the previous strategy leads to a better solution,
consider the same previous problem with q′ = (6561)(1) sig-
nals. Now, the rectangular grid is an 81×81.Wemay interpret
such a grid as Z81×Z81. From Theorem 9, the solution to the
Diophantine equation.
x2 + y2 = 81 −→ (x, y)






This solution leads to a linear block code C′ consisting
of 81 codewords with minimum distance dLee = 9. Since
we are interested in a cyclic code, it follows from the greedy
algorithm that a solution is given by






The code resulting from this solution has dmin = 11 whereas
the previous case has dmin = 27. Table 2 shows the possible
cases when q′ = 6561.
The code considered in the first row of Table 2 may be dis-
regarded, since it in addition to detecting errors (dmin(C′) =
2), the cardinality of the set of frequencies is too high.
In Fig. 5 (b) it is shown a 4-level binary set partitioning
for q = 16. The mapping shown in Fig. 4, implies that each
TABLE 2. |P| and minimum distance.
FIGURE 4. Mapping from Z4 to a+ b
√
2, where a, b ∈ {0, 1}.
FIGURE 5. Set partitioning from diophantine equations.
signal in the signal set, see Fig. 5 (a), is a coset representative
of Z
2
4Z2 , of the 16 cells arrangement with only one signal in
each cell.
In Fig. 6 (b) a 4-level ternary set partitioning for
q = 81. The two previous set partitionings may be used either
in trellis-coded modulation or multilevel coded modulation,
as described in the next subsections.
B. TRELLIS CODED MODULATION
Massey in [28] has shown that improvement in the
performance of a communication system could be achieved
if coding and modulation could act together. The com-
bined form of modulation and coding, or equivalently, the
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FIGURE 6. Set partitioning from diophantine equations.
generalized concatenation, was established in [25] and [29].
In [25] it is proposed a channel coding procedure where
the cardinality of the signal set is increased by an expand-
ing factor of the number of redundant bits to transmit the
same information. In this proposal, a convolutional encoder
is employed, and the encoded bits are mapped to signals in
the expanded constellation. Hence, the branch signals take
place instead of the branch codewords in the trellis. This
technique is known as Trellis Coded Modulation (TCM),
providing coding gains without increasing the bandwidth.
FIGURE 7. Ungerboeck’s encoder structure.
In [29], generalized concatenated codes are introduced where
the combined form could be between modulation and coding,
coding and coding. On the other hand, in [3] it is shown that
the better performance achieved by a communication system
when considering the hyperbolic version of the Additive
White Gaussian Noise (hyperbolic AWGN) channel depends
on the hyperbolic distance and on the genus, g, a topological
invariant, of a compact oriented surface on which the signal
set lives on.
Under the latter proposal, a TCM encoder may be viewed
as a convolutional encoder followed by a mapping taking
the encoded bits to signals in the expanded quaternionic
constellation, as shown in Fig. 7.
Hence, each trellis branch is labeled by a signal from
this constellation, and a good TCM code, CQTCM , is the one
achieving the maximum free distance, dfree, that is,
dfree = min
{xn}, {x ′n} ∈ CQTCM






where dQ is the Lee distance under the mappings shown
in Fig. 3 and Fig. 4, that is, dQ = dLee.
The constellation expanding factor depends on the number
of redundant bits; it suffices to expand the signal set from qk
to q(k+1) to achieve most of the gain of the channel capacity.
Therefore, the convolutional encoder rate should be r =
k/(k + 1), [25], [30].
Definition 5 [30]: An L-level partition chain
00/01/ · · · /0L is characterized by successive partitions of
the set 00, that is, the set 00 is partitioned into |00/01(a0)|
subsets 01(a0) where the intrasubset distance is δ(1). Each
one of these subsets, at the second level, is subpartitioned into
|01(a0)/02(a0, a1)| subsets 02(a0, a1), where the intrasubset
distance is δ(2). This process continues until achieving 0L .
Definition 6 [30]: An L-level partition chain
00/01/ · · · /0L is said to be q-ary if every one of the
L involved partitions are q-ary. A partition is said to be
homogeneous if every subset 0i(a0, a1, · · · , ai−1), with i =
1, · · · ,L, has the same cardinality and the same minimum
distance δ2.
Definition 7 [30]: The intrasubset distances δ(i), i =
0, 1, · · · ,L − 1, associated with the involved partitions must
satisfy: δ(0) ≤ δ(1) ≤ · · · δ(L), where δ(0) is the minimum
distance in 00 and δ(L) = ∞ by definition.
Definition 8 [30]: The vector a = (a0, a1, · · · , a(L−1),
aj ∈ {0, 1}, is chosen to label the subsets such that the j-th
level are labeled by the first j coordinates of the vector a.
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FIGURE 8. Mapping from Z4 to Z22.
Therefore, at the L-th level, each signal belonging to 00 is
labeled by the complete vector 0L(a0, a1, · · · , a(L−1)), that
is, each q-ary L-tuple a = (a0, a1, · · · , a(L−1)) is mapped to
the signal 0L(a) of the constellation 00, giving rise to what is
known as ‘‘mapping by set partitioning’’.
A GU signal set is matched to a group if there exists
a mapping η : G → S such that d(η(a), η(b)) =
d(η(e), η(a−1b)), ∀a, b ∈ G. Hence, the labelling of each
quaternionic signal is realized by use of the mapping by set
partitioning as proposed by Ungerboeck.
On the other hand, the labeling procedure provided by
solving the Diophantine equation, or the extreme quadratic
form, is a systematic procedure to follow [31], as shown in
the previous subsection, Fig. 5 and Fig. 6.
Example 10: Consider Example 3. The signal set in this
case is a 16-QAM type of modulation as shown in Fig. 5 (a).
Note also from Fig. 5 (b) that the first level partitioning
provides us with a linear cyclic block codewithminimumLee
distance dLee = 2 whose codewords are shown by an ‘‘X’’.
Under the Z4-linear mapping, Fig. 8, the Lee distance (dLee)
equals the Hamming distance (dH ). Now, let us consider
the case of a trellis coded modulation by using a binary
convolutional encoder with rate r = 3/4. Note that the
expansion factor is from 3 to 4. Therefore, from the 3 input
bits 2 are to be encoded and 1 is uncoded. Let us use the
best known time-invariant nonsystematic unit-memory con-
volutional encoder with rate r = 2/3 and generator matrices
G0 = (3, 6) and G1 = (2, 5) in octal representation. The
intrasubset distances in this case are given by δ(0)H = 1,
δ
(1)
H = 2, δ
(2)
H = 2, and δ
(3)
H = 4. Note that the trellis
has parallel transitions, and the free Hamming (Lee) distance
achieved by such encoder is dfree = 1 + 1 = 2, a path
from node (00) to node (10) and returning to node (00). The
remaining transitions achieve Hamming distance 3. Note that
the best rate r = 2/3 binary time-invariant nonsystematic
convolutional encoder led to a TCM code achieving the same
minimum Hamming distance as the linear cyclic block code.
However, in other cases, maybe a search is needed to find a
convolutional encoder leading to a better achieving minimum
distance TCM code.
C. MULTILEVEL CODES
The next L-level definition generalizes Definition 5 by
allowing partitions with different values taking by q at each
level. However, we consider only nested L-level partition.
See [26], [29], [32]–[38] for more detailed information
regarding the Euclidean case.
Definition 9 [39]: An L-level partition is a sequence of
partitions 00, 01, 02, . . . , 0L , with the partition 0i being
a refinement of 0i−1 in the following sense: The L-level
partition determines a rooted tree with L+1 levels. The root is
the hyperbolic signal set itself (namely, 00), and the vertices
at level i are the subsets that constitute the partition 0i.
A vertex y at level i is joined to the unique vertex x at level
i − 1 containing y and to every vertex z at level i + 1 that is
contained in y. The subsets that form the partition 0L are the
leaves of this tree. We shall only consider nested partitions
in which every subset at level i is joined to the same number
pi+1 of subsets at level i+1. However, we do allow the degree
of a vertex to vary from level to level. For every subset at
level i, we use the numbers 0, 1, . . . , pi+1 − 1 to label the
edges from that subset to the subsets at level i+1. The subsets
in the partition 0L can then be labeled by paths (a1, . . . , aL),
0 ≤ aj ≤ pj−1, 1 ≤ j ≤ L, from the root to the corresponding
leaf; more generally, the subsets in the partition 0j can be
labeled by paths
(
a1, . . . , aj
)
.
For the multilevel code construction, we assume nested
partitions up to a certain level.




d(si, sj) : si, sj ∈ S, si 6= sj
}
, with 0 ≤ l ≤ L.
(13)
It is worth mentioning that the intrasubset distance of the
leaves in S ∈ 0L is established as∞.
Consider an L-level partition of 00. Let us obtain a mul-
tilevel code with a prescribed minimum distance d based on
this multilevel construction. Take L ′ ≤ L the minimum level
with d(0l) ≥ d , for all l ≤ L ′, and such that the partitions are
nested up to this level.
Definition 10 [39]: An L ′-level code
C = [C1, C2, . . . , CL ′ ] in which the component codes Ci
are traditional block codes, for all 1 ≤ i ≤ L ′, and
{0, 1, 2, . . . , pi − 1} is the alphabet, is given by sequences(
ak1, a
k




, with aki ∈ Ci. The minimum Hamming
distance dH (Cl) of the component codes must satisfy
min
{
δ (0l−1) · dH (Cl) : 1 ≤ l ≤ L ′
}
≥ d . (14)
From these previous definitions, we can describe the mul-
tilevel codes based on multilevel construction with minimum
distance d , as shown in Fig. 9. A multilevel code is obtained
from the array consisting of L ′ rows and m columns, with the
l-th row being represented by a codeword of the component
code Cl . The i-th coordinate of a codeword of C is obtained
as follows: consider the array A. Note that the i-th column of
this array, denoted by
(
a1,i, a2,i, . . . , aL ′,i
)T , describes a path
in the partition tree starting from the root node 00 and going
up to the corresponding subset 0L ′ , for 1 ≤ i ≤ m.
Example 11: Let us consider a 4-level system of coded
modulation making use of the 81-QAM type modulation,
as shown in Fig. 6 (b). Let the component codes be:
• C1 : [n, k1, d1] = [15, 1, 15]3;
• C2 : [n, k2, d2] = [15, 3, 9]3;
• C3 : [n, k3, d3] = [15, 4, 9]3;
• C4 : [n, k4, d4] = [15, 6, 7]3;
Now suppose that an information sequence, u of length
14 is input to the encoders. One bit inputs to encoderC1, three
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FIGURE 9. Multilevel code.
bits input to encoder C2, four bits input to encoder C3, and
six bits input to encoder C4. From Fig. 6 (b), the intrasubset
distances are: δ(0)Lee = 1, δ
(1)
Lee = 2, δ
(2)
Lee = 3, and δ
(3)
Lee = 6.
Hence, the minimum distance of the 4-level code is
d(C) = min { 1.d1, 2.d2, 3.d3, 6.d4 }
= min { 15, 18, 27, 42 } = 15.
VII. CONCLUSION
In this paper, we have considered: the construction of lat-
tice constellations given a self-dual tessellation {4g, 4g} in
four-dimensional spaces whose signal points are on compact
oriented surfaces of genus g = 2.2n satisfying the Fermat
condition; the identification of its elements by Mobius trans-
formations from a quaternion algebra and a maximal order,
equivalently an arithmetic Fuchsian group; the construction
of trellis codedmodulation andmultilevel codes over quotient
rings of quaternion orders (θ,−1)Z[θ ], which are identified by
the arithmetic Fuchsian groups 04g. These groups tessellate
the hyperbolic plane by regular hyperbolic polygons P4g. The
labeling of the signals belonging to a signal set was real-
ized using the mapping by set partitioning concept to solve
the corresponding Diophantine equations (extreme quadratic
forms).
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