Abstract. We examine the sensitivity of a climate model to a wide range of radiative forcings, including changes of solar irradiance, atmospheric CO2, 03, CFCs, clouds, aerosols, surface •bedo, and a "ghost" forcing introduced at arbitrary heights, latitudes, longitudes, seasons, and times of day. We show that, in general, the climate response, specifically the global mean temperature change, is sensitive to the altitude, latitude, and nature of the forcing; that is, the response to a given forcing can vary by 50% or more depending upon characteristics of the forcing other than its magnitude measured in watts per square meter. The consistency of the response among different forcings is higher, within 20% or better, for most of the globally distributed forcings suspected of influencing global mean temperature in the past century, but exceptions occur for certain changes of ozone or absorbing aerosols, for which the climate response is less well behaved. In •1 cases the physic• basis for the variations of the response can be understood. The principal •nechanisms involve •terations of lapse rate and decrease (increase) of large-sc•e cloud cover in layers that are preferentially heated (cooled). Although the magnitude of these effects must be model-dependent, the existence and sense of the mechanisms appear to be reasonable. Overall, we reaffirm the value of the radiative forcing concept for predicting climate response and for comparative studies of different forcings; indeed, the present results can help improve the accuracy of such an•yses and define error estimates. Our results also emphasize the need for measurexnents having the specificity and precision needed to define poorly known forcings such as absorbing aerosols and ozone change. Available data on aerosol single scatter •bedo ixnply that anthropogenic aerosols cause less cooling than has co•nmonly been asstuned. However, negative forcing due to the net ozone change since 1979 appears to have counterbalanced 30-50% of the positive forcing due to the increase of well-xnixed greenhouse gases in the same period. As the net ozone change includes halogen-driven ozone depletion with negative radiative forcing and a tropospheric ozone increase with positive radiative forcing, it is possible that the h•ogen-driven ozone depletion has counterbalanced more than h•f of the radiative forcing due to wellxnixed greenhouse gases since 1979.
aided by section 5, which shows the model sensitivity to arbitrary "ghost" forcings introduced at different places and times, and by section 6, which shows the model sensitivity to cloud changes at arbitrary levels. Section 7 examines the model sensitivity to chlorofluorocarbon (CFC) changes, including dependence on the assumed height profile of CFC in the stratosphere. Sections 8 and 9 examine the model sensitivity to changes of aerosols and surface reflectivity.
Control Runs
The Wonderland model is a sector GCM with idealized geography covering 120 ø of longitude. The model physics and the resulting zonal mean climatology are nearly the same as the full GCM of Hansen et al. [1983] . The horizontal resolution is 7.83 ø (latitude) by 10 ø (longitude). The nine vertical layers include one to two layers in the stratosphere. Control run 1, documented in paper W1, has specified sea surface temperatures. Run 1 is used to infer, from the assumption of energy conservation at each grid box, the horizontal transport of heat by the ocean, which is then used in all other control runs and in the sensitivity experiments with calculated ocean temperature. This •nethod of specifying ocean heat transports, defined by Russell et al. [ 1985] and used by Hansen et al. [1984] , is sometimes called the "q flux" method. In the calculation of implied ocean transports, the ocean mixed layer has a seasonally varying depth based on climatology of the real-world grid boxes indicated in Figure 2 of paper W1. The global-mean annual-maximum mixed layer depth is 107 m.
Control run 2, with calculated ocean mixed layer temperature, has a mean climate practically identical to that of run 1. However, the free ocean temperature allows greater interannual climate variability, as illustrated by the global mean surface air temperature in Figure 1 . The standard deviation of the annual mean global temperature about the long-term mean is 0.13 øC for run 2, for both the 200-year period (Figure 1 a) and the 1000-year period (Figure lb) .
Control run 3 has diffusive mixing of temperature anomalies between the mixed layer and deeper ocean, with a stability dependent diffusion coefficient which varies from grid point to grid point as specified by Hansen et al. [ 1984] . The global ocean average of the diffusion coefficient (k) is 2.5 cm2/s (for either the whole ocean or the grid points employed in the Wonderland model), but the value of k required in a one-dimensional climate model [Hansen et al., 1984] We use run 2, and its variants described below, as the control runs for experiments in this paper. This is because our interest here is the equilibrium climate response to various forcings, and the mixed layer ocean approaches equilibrium rapidly. Run 3 is the control for transient climate experiments, such as those reported by Hansen et al. [ 1993a] .
In variants of run 2, such as those listed in Table 1 , one or more quantities (clouds, sea ice, water vapor, tropospheric lapse rate, and ground temperature) are held fixed; that is, they are not allowed to vary from year to year. One purpose of these runs is tt• allow the influence of certain global climate feedbacks to be studied. We do not focus on feedback studies in this paper, but the variants of run 2 help reveal the relation between radiative forcing and climate response. The values of fixed quantities are those computed at each time step and grid point in a specific year (year 217) of control run 2. Thus the weather patterns in these runs are not necessarily consistent with the geographical distributions of the specified quantities. This inconsistency should not affect the general conclusions of interest to us here. The geographical distribution of year to year variability of surface air temperature is illustrated in Plate 1 for six control runs. Run 1 shows that there is very large interannual variability over high-latitude continental and sea ice regions even when the ocean temperature and sea ice cover are fixed. Run 2 reveals that allt•wing the mixed layer temperature to change increases the variability substantially over the ocean but only modestly increases variability over land. Run 3 shows that although the deep ocean heat capacity damps the variability of global mean temperature (Figure 1 ), it has practically no effect on the larger local variability. Thus it appears that at least with fixed ocean heat transport, the variability over land is mainly a result of fluctuating atmospheric dynamics. Although extraneous to the thesis of our present paper, this conclusion is discouraging for possible prediction of unforced interannual regional climate fluctuations. Of course, changing ocean transports, not included in the current model, may increase variability over land. For exmnple, long-term changes of the thermohaline circulation can alter the extent of continental ice sheets, and E1 Nino events contribute to short-term variability. However, comparison with observed variability [Hansen et al., 1996 , also manuscript in preparation, 1997] suggests that unforced atmospheric fluctuations account for the larger part of interannual to decadal variability at most latitudes.
Comparison of runs 2, 2c, 2i, and 2ci reveals a positive interaction among feedback processes which increases the variability, especially an interaction between the clouds and sea ice in the region of southern hemisphere sea ice. This positive interaction, or feedback, between these two feedbacks also increases the regional and global climate sensitivity, as we show The adjusted forcing can be calculated at the top of the atmosphere because the net radiative flux is constant throughout the stratosphere in radiative equilibrium. The calculated F a depends on where the tropopause level is specified. We specify this level as 100 mbar from the equator to 40 ø latitude, changing to 189 mbar there, and then increasing linearly to 300 mbar at the poles. We calculate flux changes twice, letting the fixed lapse rate region extend to the discrete GCM levels just below and just above this specified tropopause level, and then interpolate to obtain F a at this specified level. Although the specified tropopause level is somewhat arbitrary, we have verified that the conclusions in this paper are not altered qualitatively by the precise level selected.
We anticipate that investigators will continue to use different choices for the radiative forcing (instantaneous or adjusted) and the level at which it is calculated. Thus we provide values for alternative choices, which may aid comparisons among different investigators provided that they define their choice of forcing and ahnospheric level. However, we caution that quantitative variations in computed forcings will also be caused by differing approxi•nations in radiative calculations, differing methods of averaging in l-D, 2-D, and 3-D •nodels, and other such factors.
Finally, the cartoons in Figure 2 illustrate the differences among the instantaneous forcing (Fi) , the adjusted forcing (Fa) , the no-feedback surface temperature response (AT0) , and the equilibrium response (ATe). It is apparent that one might anticipate F, and AT 0 to differ only by a scale factor, and indeed, we usually find AT0(øC) -0.3 F a(w/m2). IPCC [ 1994] takes this empirical proportionality between F a and AT 0 as an indication that Fa is an adequate measure of the expected climate response. However, F a and AT 0 are simply different expressions of the same physical assumption, specifically, that the lapse rate in the troposphere is fixed and the lapse rate in the stratosphere is determined by radiative equilibrium. The real issue is whether ATe, the surface temperature change, is proportional to F, when the tropospheric lapse rate is allowed to change in response to climate feedbacks including cloud changes (Figure 2d ).
The 2xCO 2 and Spectrally Uniform +2% S o Forcings
The 2xCO 2 and +2% S O forcings are used in Figure 3 , in an elaboration of a cartoon used to illustrate the Earth's greenhouse effect and the expected radiative-convective response to these two forcings [Hansen et al., 1993a] . The Earth absorbs about 240 W/m 2 of solar energy and, on average, must radiate that amount of thermal energy back to space. The effective radiating temperature required to yield that outgoing flux is 255øK (-18øC), which is the temperature at the mean level of emission to space at about 6 km altitude. The mean tropospheric temperature gradient is about 5.5øC/km, so the surface temperature is about 33øC warmer than it would be if the atmosphere were transparent (and the planetary albedo were still 0.3).
If solar irradiance increases 2% (at all wavelengths), the instantaneous flux change at the top of the atmosphere is 4.7 W/m 2. However, a fraction of this energy is absorbed in the stratosphere, which is not well coupled by at•nospheric motions to the troposphere, so much of the stratospherically absorbed solar radiation is radiated back to space without affecting the surface te•nperature. Thus the instantaneous flux change at the tropopause, which is about 4.4 W/m 2, is a better •neasure of the forcing of surface temperature. The adjusted forcing, Table 2 , is close in value to the instantaneous forcing at the tropopause, because the stratospheric temperature change is s•nall. In order for the planet to radiate 4.5 W/m 2 more energy back to space, The responses to these c()mparable global fi-•rcings, 2xCO 2 and +2% S 0, are similar in a gr()ss sense, as found by previous investig2t,_-:s. H,,we•,er, as w,• qhc•w in the qectic•nq helow, the sinfilarity {•f the responses is partly accidental, a cancellation of tw{) c{•ntrary effects. We show in section 5 that the climate model (and presumably the real world) is much more sensitive to a fi}rcing at high latitudes than to a forcing at low latitudes; this tends to cause a greater response for 2xCO 2 (compare Figures 4c  and 4g ); but the model is also more sensitive to a forcing that acts at the surface and lower troposphere than to a forcing which acts higher in the troposphere; this favors the solar forcing (c{m•pare Figures 4a and 4e) , partially offsetting the latitudinal sensitivity.
It is useful to define a nmnber •neasuring the effectiveness of any cli•nate ibrcing ibr altering surface temperature. We take the climate sensitivity to a spectrally uniform change of solar irradiance (perhaps the simplest global climate forcing) as a stand We have calculated ATs(AS0) only for AS 0 = +2% ( conclude that it will not be possible to infer climate sensitivity from observed response to a small forcing with such a short period. At best, a measured response to solar irradiance variability can be used to set a lower limit on climate sensitivity but probably not a practically useful limit. Comprehensive study of the relation between solar variability and climate sensitivity would need to account more realistically for the climate forcing change over the solar cycle. One reason that the actual climate forcing is different than in the above idealized experiment is that solar cycle irradiance variations are not spectrally uniform. The range of total (spectrally integrated) solar irradiance is about 0.08% for the most recent complete solar cycle, based on smoothed data of the Active Cavity Radiometer Irradiance Monitor (ACRIM) instruments [Willson and Hudson, 1991; Lean, 1991; Willson, 1994] . However, the range of variability varies strongly with wavelength; J. Lean (private communication, 1995) has provided data indicating that the smoothed range of variability is about 1%, 0.3%, and 0.07% for the spectral intervals less than 0.295 lum, between 0.295 and 0.31 lum, and greater than 0.31 lum, respectively. For a typical zenith angle, solar radiation in these three intervals is absorbed above layer 9 (i.e., above the 10 mbar level), within layer 9 (between 10 and 70 mbar), and beneath layer 9. As these three spectral intervals contain about 0.95%, 0.65%, and 98.4% of the solar irradiance, the proportions of the solar variability 
()zone Experiments
The ozone distribution in the control runs for our equilibrium change experiments is shown in In the fourth experiment, all ozone is removed froin the atmosphere. The stratt•sphere cools by as much as -80øC, but at the surface the change is a cooling of less than 1 øC, the impacts t•f increased solar heating and decreased greenhouse effect c(fincidentally canceling t(• first order. Because this experiment is so extreme, we also consider a case with (-)3 reduced by half at all levels (Table 3) .
These ozone experiments, including the calculated F,, F, and AT• for the fixed clouds version of the model, are summarized in Figure 6 and Table 3 . The results illustrate that climate response does nt•t have a fixed proportionality to the forcing. In one case (removal of all ozone) the surface temperature response is not even of the same sign as the instantaneous flux change at the tropopause. The adjusted fi•rcing is a much better indicator of the equilibrium response, although the ratio of response to forcing, R, varies by more than a factor of two and it depends substantially on how the clouds are handled.
Quantitative interpretation of these results requires a systematic study of the dependence of the surface temperature change on the location of the ozone change, which we carry out in sectiron 4.2, but understanding of these results requires in turn that we exmnine a simpler, more general forcing (section 5) and that we quantify specifically the influence of cloud changes (section 6).
()zone Sensitivity Profile
We carry out a set of GCM runs with ozone added to each m(,del layer individually, the control run being run 2 (mixed layer ocean). The mean over the last 50 years of each 100-year run is taken as the new equilibrium. The amount of ozone added to a layer is large (100 DU) because we want the calculated surface temperature change to be large coinpared to the unforced variability in the model. As a result, it is not obvious that the response for smaller perturbations necessarily would scale linearly in ozone amount. Therefore we reran two cases using a 50 DU oz(,ne change, finding that the response was approximately linear in ozone amountø Figure 7 and Table 3 temperature {•f the middle and upper stratosphere. Thus the result is a large m•pospheric warming (1-3øC) and a very large strat•spheric cooling (up to -80øC).
In the second experiment tropospheric ozone is increased, specifically ozone below the 400 mbar level is doubled, yielding a 5.5% increase of total ozone. The principal effect is a greenhouse warming of the troposphere by about 0.5øC. The stratosphere cools, a few tenths of a degree, as the radiation from the troposphere to the stratosphere in the ozone infrared band arises from a higher colder level due to the increased opacity.
In the third experiment ozone in the tr{•popause region is removed, specifically, all ozone is removed from m{ (Figure 7) . This is not a consequence of the large value of the ozone forcing (100 DU), as we verified by using a change half as large. We conclude that negative feedbacks can change the sign of the surface temperature response in a GCM, as will be discussed in section 6. Although this conclusion •nay be counter-intuitive, such intuition derives from 1-D radiativeconvective models which suffer from the constraint of a specified tropospheric lapse rate. Such a constraint applies neither to a GCM nor to the real world.
Another conclusion is that the profile of the sensitivity (of surface te•nperature) as a function of the height of ozone change is broadened by physical processes represented in a GCM. Thus the climate sensitivity to ozone change in the middle troposphere and in the lower stratosphere is larger than would be inferred 
Ghost Forcing Experiments
How does the cli•nate response depend upon the time and place at which a forcing is applied? The forcings considered above all have complex te•nporal and spatial variations. For example, the change of solar irradiance varies with time of day, season, latitude, and even with longitude because of zonal variations in ground albedo and cloud cover. We would like a simpler test forcing.
We define a "ghost" forcing as an arbitrary heating added to the radiative source term in the energy equation [Hansen et al., 1983 , Table 1 (Table 4 ). The adjusted forcing F, is similar to F, for ghost heating added in the troposphere (Table 4) , but ghost heating in the stratosphere yields a substantial adjusted forcing, which is a consequence of the increased stratospheric temperature and the resulting infrared flux across the tropopause. Because the infYared opacity in the stratosphere is small at most wavelengths, it is not surprising that the adjusted forcing is about half of the heating added t(• the stratosphere (Table 4) . We m)te that the feedback factor for the ghost forcing varies with the altitude of the forcing by about a factor of two. We also m)te that a substantial surface temperature resp•)nse is obtained even when the forcing is located entirely within the stratosphere. Analysis of these results requires that we first quantify the effect of cloud changes (section 6). However, the results can be understt)od qualitatively as follows.
Consider AT• in the case of fixed clouds. As the forcing is added to successively higher layers, there are two principal competing effects. First, as the heating mt)ves higher, a larger fractitm ()f the energy is radiated directly to space without warming the surface, causing AT s to tend to decline as the altitude of the forcing increasesø However, second, warming of a given level alh)ws mr)re water vapor to exist there, and at the higher levels water vapor is a particularly effective greenhouse gas. The net result is that AT• tends to decline with the altitude t•f the fi)rcing, but it has a relative maximum near the trt)p(•pauseo When chmds are free tt) change, the surface temperature change depends even more on the altitude of the forcing ( Figure  8 ). The principal mechanism is that heating of a given layer tends tt• decrease large-scale cloud cover within that layer. The dt•minant effect t)f decreased lt)w level chmds is a reduced planetary albedt), thus a war•ning, while the dominant effect of decreased high chmds is a reduced greenhouse effect, thus a ct)oling. However, the cloud cover, the cloud cover changes, and the surface temperature sensitivity tt) changes may depend on characteristics of the fi)rcing t)ther than altitude, e.g., latitude, so quantitative evaluatitm requires detailed examination of the cloud changes (sectitm 6). We conclude that the resp(msivity R to a globally uniform ght•st fi•rcing varies by ab(mt a factt)r of 2 with the altitude ()f the forcing (Table 4) . Also, if the fi•rcing is distributed unift)nnly thrt)ugh the tr()pt)sphere, the ghost fi)rcing is about as effective as a st4ar i•Tadiance forcing tff the same magnitude (Table 4) .
Latitude sensitivity. A limited examinatit)n of the climate sensitivity to the latitude t)f the forcing is included in Table 4 . Specifically, we ctmqpared cases in which ghost forcing was added in the northern hemisphere, the southern hemisphere, latitudes equatt)rward ()f 30 ø, and latitudes poleward t)f 30 ø. In each case, a heating of 8 W/m 2 was added at the surface, yielding a global mean instantaneous forcing F, = 4 W/m 2.
The difference of climate sensitivity between hemispheres in our model is moderate, the northern hemisphere being more sensitive with cltmds fixed and the southern hemisphere being more sensitive with calculated clouds. The latter result occurs because of the positive interaction between calculated clouds and sea ice cover in this GCM, which is most significant in the southern hemisphere. In addition to the uncertainty in the modeling of sea ice/cloud interactions, it should be noted that the present equilibrium mixed layer ocean calculations are most relevant to the century timescale. ()n shorter timescales the thermal inertia of the (•cean prt•bably reduces the transient response more in the st)uthern hemisphere than in the northern hemisphere. ()n palcoclimate timescales the crucial ice sheet feedback p•(•cess is expected to be larger in the northern hemisphere, which also increases the expected response relative to that in the southern hemisphere.
A forcing at high latitudes yields a larger response than a forcing at low latitudes. This is expected because of the sea ice feedback at high latitudes and the more stable lapse rate at high latitudes. the latter tending to ct•nfine the thermal response to low levels. The largest latitudinal variatit)ns occur with calculated cl()uds. These results are examined in section 6.
Dependence on Temporal Variation of Forcing
Seasonal sensitivity. Seasonally dependent forcing presents a curious case, revealing a foible of AT 0. In four experi•nents (Table 4) However, the number of calculations and complexity of this case is so great that it seems better pursued as a separate study.)
Diurnal sensitivity. The model response is not sensitive to the diurnal character of the forcing, judging from the test case in Table 4 . In this case a forcing of 8 W/m 2 was added to layer 1 either in the day or at night, with little difference in the response coinpared to a uniform 4 W/m 2. Presumably, this is a consequence of the radiative relaxation time being significantly longer than a day.
Cloud Forcing Experiments
We want to understand how the climate responds to a specified change of cloud cover or cloud properties for two reasons. First, imposed cloud changes, for example, those caused by anthropogenic aerosols, are a climate forcing that should be coinpared to other forcings. Second, cloud changes that occur in response to climate change are a key feedback that we need to an alyze.
GCM Response to Specified Cloud Cover Changes
The spatial distribution of clouds in the GCM control run is illustrated in Plate 6.
We determine the climate model's sensitivity to cloud cover change by arbitrarily increasing the large-scale clouds in a given model layer. In each case we increase the cloud cover by 5% of the global area, by adding clouds in regions that are cloud-free in all layers of the control run. Thus, for example, the cloud cover in layer 1 is increased from the 32.5% in the control run to 37.5%. The optical depth of the added clouds is the same as that of the other large-scale clouds in that layer, as defined in Table 5 
Analysis of Cloud Feedback Effect
We use the GCM's sensitivity to specified cloud changes to estimate the contribution of cloud feedbacks to climate sensitivity in the ghost and ozone experiments that were carried out with the standard (all feedback) version of the GCM. Many feedbacks contribute to the difference in the responses of the "fixed clouds" and "all feedbacks" models, including cloud changes as a function of height, latitude, season and time of day, as well as water vapor, sea ice, and dynamical changes. However, we anticipate that the cloud changes themselves will be the dominant mechanism, and among those, the above experiments suggest that the main effect may be cloud change as a function of height. We first illustrate the annual-mean global-mean temperature and cloud cover changes that occur in the ghost and ozone experiments. We then estimate quantitatively the contributions of the principal cloud changes to the temperature changeø Cloud feedbacks are simplest for the ghost forcing. Figure 11 shows the temperature changes and cloud changes that occur in the GCM when a globally uniform ghost forcing is added at one of four different levels: the surface, layer 1, layer 4, and layer 7. Calculated clouds are a positive feedback for a ghost forcing added in the lower troposphere, neutral for a forcing in the mid troposphere, and a negative feedback for an upper tropospheric ghost forcing. The principal effect of the ghost heating on cloud cover is a reduction of large-scale clouds within the layer that is heated, as illustrated in Figure 1 le. This mechanism qualitatively explains the dependence of the cloud feedback on the altitude of the ghost forcing, as reduction of low level clouds causes warming, while reduction of high clouds causes cooling. A second effect of the ghost heating is to increase the local static stability, thus decreasing convection from below; in the lower part of the troposphere this reduced convection increases the cloud cover in the layer below. This second effect reduces the positive cloud feedback in the low troposphere, and it eliminates the positive feedback in the middle troposphere. When the ghost heating is added to layer 1, however, there is no lower layer with a negative feedback, so this case yields the strongest positive feedback. Finally, we note that surface warming causes an increase of high level clouds, which is one reason that the GISS GCM has a relatively high climate sensitivity [Hansen et al., 1983] .
The cloud feedback for ozone change (Figure 12 ) has some characteristics in common with the ghost forcing (Figure 11 ), but ozx•ne change, because ozone effectively emits thermal radiation and absorbs solar radiation, alters the amount of heat added to a layer in a more complicated way. Consider first the case when ozone is added to layer 1. The added ozone allows layer 1 to cool to space more effectively (via the 9.6 pm ozone band, in the •niddle of the Earth's infrared "window"), thus lowering the temperature of layer 1 and increasing the cloud cover there. Cooling from the added clouds exceeds warming from the added ozone. When ozone is added to layer 3, it cools that layer and thus slightly increases cloud cover there; but the decreased vertical stability decreases cloud cover in layers 1 and 2 (Figure  12e ), ,and thus the net effect of the ozone and cloud changes is a strong warming (Figure 12b ). When ozone is added to layer 7, which is near a minimum in the vertical profile of temperature, it warsns that layer and thus decreases the large-scale cloud cover there. Now let us examine how well the cloud cover changes can "explain" the climate model sensitivity when all feedbacks are allowed to operate. First, consider the "paradoxical" case in which ozone added to layer 1 causes a planetary cooling. Table  6 gives the annual-mean global-mean cloud cover change (6C) for each atmospheric level. Table 6 This simple calculation, accounting only for the altitude dependence of the cloud change, does not explain the effect of calculated clouds on climate sensitivity so accurately in all cases. The latitude dependence of the cloud change also affects the simulated surface temperature change; the principal latitudinal variation is between low latitudes and high latitudes, with a smaller variation between hemispheres (Table 7) . Furthermore, the sensitivities to cloud changes (Table 5) were obtained by Radiative forcings and equilibrium responses are for nine experiments in which cloud cover of a layer is increased 5% of global area, and three experiments in which optical depth in a layer is doubled.
adding clouds in regions that were cloud-free in all layers, which tends to overestimate the effect of the cloud change for other situations. A •nore precise accounting requires consideration of cloud overlap effects.
½)ther Cloud Forcings
Cloud forcings, in addition to change of cloud cover, include change of cloud height, cloud optical thickness, cloud liquid water content, and cloud particle size, but the effect of changing cloud height is iinplicitly included in our tabulated results for change of cloud cover (Table 5 ). For any cloud height change of interest it is only necessary to determine the corresponding change of cloud cover in our fixed atmospheric levels and sum over the nine levels.
Similarly, although we have not explicitly examined the effects of changing either cloud liquid water content or cloud particle size, the climate sensitivity to changes of these parmneters can be inferred from the sensitivity to changes of cloud optical thickness to a reasonable approximation, assuming that the cloud particles are sufficiently large, say greater than 5 pm in effective radius. Therefore we include in Table 5 [1979] find that the maximum greenhouse effect for high level clouds occurs at optical depth about 2, and the effect shifts to cooling only for optical depths greater than ab•ut 10, the optical depth of this switchover depending on cloudtop temperature.
Chlorofluorocarbon (CFC) Experiments
The increase of radiative forcing due to chlorofluorocarbons, which are entirely of anthropogenic origin, has exceeded the radiative forcing of all other greenhouse gases except CO 2 for the past three decades [Hansen et al., 1989 ]. Thus it is important that the CFC forcing be accurately determined. Also it is of special interest to examine the net forcing due to CFC plus ozone changes, as observed ozone depletion is presumed to be caused pri 
CFCs Versus ()3: An Extreme Experiment
As CFCs are known to cause ozone depletion in the tropopause region, it is of interest to compare CFC and O 3 radiative forcings and climate responses. As a first experiment we use the CFC ainount required to yield F a equal in magnitude to the Tropospheric CFCs with Ho= 10 kin, H= 10 km 1996) . However, these changes should not qualitatively alter our conclusions here. Indeed, we mention below empirical evidence that the radiative forcing we obtain with profile B is realistic. Although ozone profiles A and B are superficially similar, the climate forcing is about 40% larger for profile B than for profile A (Table 3) The question is whether our estimated ozone change for the full profile exaggerates the ozone depletion and the resulting climate forcing. Observational data for ozone change, especially in the critical tropopause region, are limited and tend to change as calibrations and analyses are modified, but there is empirical evidence in observed temperature change suggesting that we have not exaggerated the forcing due to ozone depletion. The temperature change is particularly relevant, because the mechanism by which the ozone depletion cools the surface is via reduction of longwave radiation to the surface due to cooling of the local atmospheric level. The most precise relevant measure of temperature change during the period of ozone depletion is Our inference of a large negative ozone climate forcing in the period 1979-1994 is based on a rather crude estimate of the ozone change. Given the calculated magnitude of the forcing, it would be useful to obtain the best possible estimate of ozone change from all observations now available, compute the resulting climate forcing and temperature change, and compare the temperature change with observations including the profile of temperature change in the tropopause region.
Implications for Net Greenhouse Forcing
We compare our calculated radiative forcing due to observed ozone change with forcings due to well-mixed greenhouse gases in Figure 15 . If profile A were correct, ozone change more than balanced all CFC forcing (and was about one third of the total greenhouse forcing). Profile B yields an even larger effect, the ozone change balancing all of the non-CO 2 greenhouse forcing (about half of the total greenhouse forcing). Of course, a balancing of global forcings does not imply a balancing of temperature changes, especially on a regional scale.
However, the bar graph presentation in Figure 15 understates the impact of stratospheric ozone depletion on the net global radiative forcing. To first order, the observed ozone change probably can be thought of as the combined effect of "stratospheric" ozone depletion, driven by anthropogenic chlorine and bromine, and a tropospheric ozone increase driven by anthropogenic pollution and biomass burning. The C1/Br driven depletion seems likely to cause ozone depletion in the troposphere, as well as in the stratosphere, as ozone depletion in the lower stratosphere should reduce the downward flux of stratospheric ozone. Based on either the results for the two ozone profiles in Figure 14a or on the sensitivities in Table 3 
Stratospheric Aerosols
The equilibrium response in our 100-year GCM simulations with stratospheric aerosol single scatter albedo in the visible spectrum (•c) ranging from 0.8 to 1.0 is summarized in Table 9 and Figures 16a and 16b . In all cases we use a size distribution of spherical sulfuric acid aerosols with effective radius about 0. Table 9 ) can be understood readily with the help of the sensitivities tabulated for "ghost" heating of different atmospheric layers (Table 4 ). The principal terms that must be accounted for are cooling due to the blocking of incoming solar radiation by the aerosols and heating due to absorption of solar radiation by the aerosols, which warms the stratosphere and in turn warms the surface at the rate specified by "ghost" heating. More precise analysis requires including the effect of • on the amount of diffuse solar radiation and changes of absorption of upwelling radiation.
The mechanisms which cause the strong deviations of the climate response from that which would be predicted based on the adjusted forcing (or from AT0) are as follows. First, for the case of fixed clouds, AT s increases much more rapidly with decreasing • than indicated by AT 0 or F a. This is because energy absorbed in the stratosphere causes a greater warming of the surface in our GCM (and presumably in the real world) than that calculated from only radiative processes (say in a radiativeconvective model). This phenomenon, demonstrated in our ghost forcing experiments (section 5), works via alteration of the lapse rate, which makes warming of the lower stratosphere more effective on surface temperature than in a radiative-convective model (Table 4 , R values for fixed clouds).
Second, for the case of calculated clouds, warming of the stratosphere reduces high level (cirrus) clouds, thus causing a surface cooling which adds to the aerosol cooling, making the total feedback factor -4. This phenomenon was isolated in our ghost forcing experiments, as quantified by the values of R less than unity for ghost heating of stratospheric layers with calculated clouds (Table 4) 
Tropospheric Aerosols
In the troposphere, absorption by aerosols has an even greater impact than it does in the stratosphere, for two reasons. First, energy absorbed within the troposphere is more effectively transferred into a T s increase, as illustrated by the effectiveness of ghost heating vs. altitude (Figure 8 and Table 4 ). Second, tropospheric aerosols are concentrated in the lower layers of the atmosphere, where aerosol absorption causes a positive climate Table 10 for aerosols in layers 5-6 and layers 1-7.
Restricting the aerosols to occur over land, which has higher albedo than the ocean, also increases •* (Table 10; Summary. Our general conclusion is that in comparing aerosol and greenhouse gas cli•nate effects, it can be misleading and is thus insufficient to simply compare their radiative forcings. Our specific conclusion regarding anthropogenic aerosols is that their net "direct" impact on global surface temperature, including "semidirect" changes of cloud cover, is probably small and even its sign is uncertain. (Table 4) , which was discussed in section 5. For example, the low responsivity with calculated clouds is in part a result of the forcing being confined to northern hemisphere latitudes, where it does not excite the strong southern hemisphere sea ice feedback (Table 4) .
We conclude that surface albedo change is a reasonably well-behaved forcing. However, its effectiveness is a function of the geographic location of the albedo change.
Finally. it is of interest to ask whether a surface albedo change is equivalent to an aerosol forcing of equal value. Mitchell et al. [1995] implicitly make that assumption in their GCM simulations, as for convenience they use albedo change as a proxy for aerosol change. Although we have not made calculations of those forcings applied to the same region, our results suggest that the substitution is not a bad approximation for the case of conservatively scattering aerosols (• =1). However, based on results in section 8.2, it is not in general a good approximation for aerosols with absorptions typical of the real world.
Discussion
Radiative forcing is an invaluable to•l for analysis of cli•nate change. We have found that the magnitude of the forcing is a fairly accurate predictor of the climate response in our GCM for most globally distributed radiative forcings, provided that the forcing is calculated after the stratospheric temperature has adjusted to the perturbation. However, there is a sensitivity of the climate response to the altitude and latitude of the forcing, which can alter the response/forcing ratio by several tens of percent or more in particular cases. Thus precise climate change studies must take into consideration the nature of the climate forcing as well as its magnitude in watts per square meter.
The principal mechanisms causing the climate responsivity to vary from one forcing to another can be understood readily. One mechanism involves the tropospheric lapse rate, which can be altered depending upon the atmospheric level at which the radiative forcing is applied. A forcing in the upper troposphere, for example, preferentially warms or cools those layers, which adjust in part via radiation to space rather than by causing a temperature change uniformly through the column.
A second mechanism causing the climate responsivity to vary from one forcing to another is the change of cloud cover caused by the forcing. The principal effect of heating within a given atmospheric layer is to reduce large-scale clouds within that layer. A specific case in which this mechanism may be imp•)rtant is absorbing tropospheric aerosols. We describe this The precision with which these mechanisms are represented is dependent upon the degree of realism in our global climate model, which is limited by the use of the physical representations in the primitive GCM of ltansen et at. [1983] . Although the existence and sense of these mechanisms appear to be We note that the broad range of climate mechanisms and forcings investigated in our present study serves to illustrate the merits of a highly efficient GCM for climate studies, as discussed in paper W1. Realistic simulation of climate mechanisms depends upon unconstrained coupling of the fundamental equations describing the system, as is permitted in a three-dimensional GCM, but it also requires a model with an efficiency permitting multiple experiments with different parameter values.
Our present experiments yield, in addition to the above general conclusions• information on several specific climate forcings. We summarize here results for three of these forcings. {)zone change. At face value, observed values of ozone change during the period (1979-1994) imply a large negative radiative forcing• which offsets most of the positive forcing due to increasing carbon dioxide. The forcing due to ozone change is uncertain because it depends particularly on ozone changes in the middle and upper troposphere, where there are few measure•nents, especially at low latitudes. Unless the ozone changes are determined more precisely, it will be difficult to interpret quantitatively observed climate change. Nevertheless, available ozone data suggest that ozone change was a strong negative forcing over the past 1 1/2 decades. The calculations support the contention that the net greenhouse gas climate forcing will increase more rapidly in the near future as global ozone recovers from current anthropogenic depletion. Tropospheric aerosols. Absorbing tropospheric aerosols are a case in which the fixed proportionality between radiative forcing and climate response can break down. Aerosols with single scatter albedos as large as • = 0.9 can lead to net global warming, in part because of a semidirect cloud effect which reduces large-scale cloud cover in layers with absorbing aerosols. Present aerosol measurements are inadequate for a global assessment, but limited available data suggest that on average anthropogenic aerosols are probably in the range • = 0.9-0.95. If so, the mean effect of aerosols on surface temperature is nearly neutral, excluding their indirect effect on cloud microphysics, and their overall effect is less of a negative forcing than has commonly been assumed. Solar irradiance. The net radiative forcing due to solar cycle irradiance variations and associated atmospheric ozone changes is about 0.2 W/m 2. This is sufficient to yield a climate response that is probably detectable, but of little practical significance. The climate response to solar variations on the timescale of the solar cycle is practically insensitive to uncertainties in equilibrium climate sensitivity, i.e., to the magnitude of radiative feedbacks. We conclude that it is not possible to infer climate sensitivity from observed cyclic variability of surface air temperature on decadal timescales. Solar variability may have more important climate effects on longer time scales, as the irradiance changes may be larger and the climate system has time to respond more fully.
These findings have relevance to the interpretation of global climate change and assessment of the possible role of humankind in altering climate. The overall conclusion that radiative forcings are usually a good predictor of equilibrium climate response, and that exceptions are understandable and can be appropriately accounted for, is an optimistic one for climate interpretation and assessment, but the sensitivity of the net global forcing to ozone changes in the middle and upper troposphere and even more the sensitivity to small amounts of aerosol absorption and associated changes in cloud cover imply that present global measurements are inadequate for reliable interpretation of long-term climate change [Hansen et al., 1993b] .
