Abstract. This is the second in a series of three papers in which we investigate the rational Chow ring of the stack M 0 consisting of nodal curves of genus 0. Here we define the basic classes: the classes of strata and the Mumford classes.
Introduction
In the first paper [Fulg] we described the stack M 0 , its stratification by nodes and more precisely by topological types given by dual graphs. When the graph Γ corresponding to a curve C has maximal multiplicity 3, we have an equivalence:
This explicit description allows us to describe completely two kinds of classes.
Strata classes: for each tree Γ with δ edges and maximal multiplicity 3, we get a class γ Γ of codimension δ in M 0 : the class of the closure of M Γ 0 in M 0 . We also compute the restriction of each γ Γ to all the rings A * (M Γ ′ 0 ) ⊗ Q for any other tree Γ ′ with maximal multiplicity 3 (Proposition 3.14).
Mumford classes: as the map from the universal curve is not locally projective we cannot define these classes as in the usual sense because in Kresch's theory one has only pushforwards along projective morphisms.
However we are able to extend these classes in the following way (Section 4): let C Π − → M 0 be the universal curve. Call K ∈ A 1 (C ) ⊗ Q the first Chern class of the relative dualizing sheaf ω C /M 0 , and set
Here we encounter a hard technical problem: the morphism C → M 0 is not projective (not even represented by schemes, as we have seen in [Fulg] ). 
Chow rings of strata
In this paper we work on a fixed tree Γ with maximal multiplicity 3 and δ edges. We indicate with ∆ 1 , ∆ 2 , ∆ 3 the sets of vertices that belongs respectively to one, two and three edges (and with δ 1 , δ 2 , δ 3 their cardinalities).
We restrict the universal curve C → M 0 to M Γ 0
. and consider the normalization (see [Vis] Definition 1.18)
Remark 2.1. Given a curve C
We notice that when T is a reduced and irreducible scheme C n − → C is the normalization.
The map πn : C → T is proper as ΠN :
is. Then there exists a finite covering T − → T (see [Knu] Chapter 5, Theorem 4.1) such that we have the following commutative diagram
where the map g has connected fibers.
Definition 2.2. We define M Γ 0 as the fibered category on Sch C whose objects are rational nodal curves C 
is representable finiteétale and surjective.
We have a more explicit description of M Γ 0 : if we call M n 0,i the stack of rational curves with n nodes and i sections, we can exhibit an equivalence
where, for each α ∈ Γ, e(α). The proof of this is straightforward, however in the following we assume that the maximal multiplicity k of Γ is at most 3. In this case, as we have seen in [Fulg] :
m . Let us call σ the order of AutΓ.
Theétale covering of degree σ
where H is the group
m . In order to compute the Chow ring on each stratum we only need equivariant intersection theory.
Let Γ be a tree of maximal multiplicity at most 3 and let C be the unique isomorphism class of curves of topological type Γ. Let [1, 0] are the nodes. Let us define on each component
where the action of an element g ∈ Aut(Γ) on Q[x ∆ 1 , y ∆ 2 ] is the obvious permutation on the ∆ 1 ∪ ∆ 2 variables together with multiplication by (-1) of r-variables corresponding to components of which g exchanges 0 and ∞.
Proof. The group
m is a normal subgroup of Aut(C). So we can apply the following Lemma 2.5. [Vez] Given an exact sequence of algebraic groups over C
So we have reduced to compute A * E ∆ 1 ×(Gm) ∆ 2 and the action of Aut(Γ) on it.
Lemma 2.7. For every linear algebraic group G, we have
, where r is an order one class, we have
Using the fact that the group E is the semidirect product
. Now we describe the action of Aut(Γ) on
In order to do this we need a more explicit description of the classes
Let α be a vertex of Γ such that e(α) = 1 or 2. On the component M We can write
Let us consider on P 1 C the linear bundles O(z ∞ ) and O(z 0 ). We have a natural action of G m on global sections of both of them induced by the action of G m (that, we recall, fixes z ∞ and z 0 ) on P 1 C . Similarly we have an action of the group E on global sections of O(z ∞ ). When e(α) = 1 set ψ
. Clearly, when e(α) = 2, we have
We can write for each α such that e(α) = 2
Clearly all the classes t ∆ 1 and r ∆ 2 are of order one and independent. From what we have seen above these classes generates the ring
. Now we can describe the action of AutΓ on Q[t ∆ 1 , r ∆ 2 ]. An element g ∈ Aut(Γ) acts on C with a permutation g 1 on the components with one node and a permutation g 2 of components with two nodes. As we have chosen coordinates on C 0 such that ∞ corresponds to the node of the terminal components, we make g 1 act directly to the set {t ∆ 1 }. We make g 2 act similarly on the set {r ∆ 2 } but we have in addition to consider the sign, that is to say that when g 2 sends a vertex P of Γ to another vertex β (such that e(α) = e(β) = 2), we have two possibilities
• the automorphism g exchange coordinates 0 and ∞ and so we have
• the automorphism g sends 0 in 0 and ∞ in ∞; in this case we have g(r α ) = r β . 
Let C Γ be the components of C (which we see as vertex of Γ). Let E(Γ) be the set of edges. If (α, β) ∈ E(Γ) we call z αβ the common point of C α and C β . Then, by following notation of Proposition 2.4, we have
In particular the classes of each stratum of M ≤3 0 after fixing coordinates on C and ordering components of ∆ 1 and ∆ 2 , are:
Proof. For every tree Γ of maximal multiplicity at most three (except the single point), let us consider the regular embedding
where δ is the number of edges of Γ. Let us consider the normal bundle
As usual let us consider theétale covering
and set N Γ = φ * N Γ . We notice that the point z αβ on each component C α (which we call z αβ | α ) is 0, 1 or ∞.
By using notation of Proposition 2.4 we have on
where
We have the following relation in
and so
Remark 2.10. Given a choice of coordinates the class φ * γ Γ is invariant for the action of Aut(Γ) given in Proposition 2.4, so we actually can see it as the class γ Γ in M Proof. From Proposition 2.9 and Remark (2.10), we have, for each δ ≤ 3, the following exact sequence of additive groups
are the natural closed embeddings. Let us consider the morphism
as the product of the maps i 3 * , i 2 * j 3 * , i 1 * j 2 * j 3 * and j 1 * j 2 * j 3 * . Let a be an element of
We can continue till we obtain that j 1 * j 2 * j 3 * is different from zero: absurd.
Restriction of classes to strata
Let us consider two trees Γ and Γ ′ with maximal multiplicity at most 3 and number of edges respectively equal to δ and δ ′ .
Definition 3.1. Given two graphs as above we call an ordered deformation of Γ into Γ ′ any surjective map of vertices d :
We denote by def o (Γ, Γ ′ ) the set of deformations.
Example 3.2. Let Γ and Γ ′ be the following graphs
we have the following 8 ordered deformations
There exist two different equivalence relations in def o (Γ, Γ ′ ). We say that two elements d 1 , d 2 are in ∼ Γ if there exists a γ ∈ Aut(Γ) such that d 2 = γd 1 . Similarly we say that two elements
Definition 3.3. We call Γ−deformations (or simply deformations) from Γ to Γ ′ the set
In the above example we take as representatives of Γ−deformations the first 4 ordered deformations. On the other hand we have
From topological arguments we have the following We call M 0,i the stack of rational nodal curves with i sections. Let
be the substack of
whose fibers have at most δ ′ − δ nodes (the sum of nodes is taken over all the connected components). Polynomials in Q[t 1 , . . . , t δ 1 , r 1 , . . . , r δ 2 ] has a natural extension to M Γ 0 ≤δ ′ −δ . Let us fix one of such polynomials a which are invariants for the action of AutΓ.
Theétale covering
is obtained by gluing sections in a way which depends on Γ.
By gluing sections in the same way we obtain a functor
Corollary 3.5. With the above notation we have that the closure
Proof. From Proposition 3.4 we have
On the other hand let
In order to show that C Ω 
Proposition 3.7. The map
is finite.
Proof. (sketch) We have to prove that Π is representable, with finite fibers and proper. The not trivial property to verify is properness. We can prove it through the valutative criterion (see [Hrt] p.101).
Therefore the map Π is finite hence projective, so we have the pushforward [Kre] 
Definition 3.8. Let Γ be a tree with maximal multiplicity ≤ 3 and Γ ′ a deformation of Γ (with maximal multiplicity ≤ 3) with δ ′ edges. Let a be a class in A * (M Γ 0 ) ⊗ Q andã its δ ′ -lifting. With reference to the cartesian diagram
Topological arguments show the following Proposition 3.9. Ψ(Γ, Γ ′ ) is a disjoint union of components that we write as Ψ(Γ, Γ ′ ) =:
where the union is taken over the set of ordered deformations up to 
We have that Ψ(Γ, Γ ′ ) has 6 components which corresponds to deformations (enumerated in Example 3.2) up to ∼ Γ ′ , with the following inclusions:
• deformation 1 (which is Γ ′ -equivalent to 2) and 4 correspond to two connected components of M For every ξ ∈ def Γ ′ (Γ, Γ ′ ) we have the related commutative diagram
The map pr ξ 2 is a closed immersion of codimension δ ′ − δ. Let us still call a the pullback of the polynomial a through pr ξ 2 . By the excess intersection formula (Section 6.3 [Fulton] , similar arguments show it for algebraic stacks) we have
we have anétale covering
We have the following commutative diagram
from which we have
We want to explicit
being invariant for the action of Aut(Γ ′ ) we can see it as a class in M Γ ′ 0 which is the restriction of the extension of the class a ∈ A * M Γ 0 ⊗ Q. Proposition 3.13. We have
Proof. Putting together all the above remarks and definitions we have
We explicit now the computation of classes corresponding to strata.
Proposition 3.14. Given a tree Γ with maximal multiplicity ≤ 3, let γ Γ be the class of M Γ 0 in M 0 and let Γ ′ be another tree with maximal multiplicity ≤ 3.
If Γ
′ is a deformation of Γ, then the restriction of γ Γ to A * M Γ ′ ⊗Q is (following the above notation)
If Γ ′ is not a deformation of Γ then the restriction is 0.
Proof. In case Γ ′ is a deformation of Γ, the polynomial a of Proposition (3.13) is 1, consequently a is 1/σ. With reference to theétale covering
0 , from Proposition 3.13 we obtain
If Γ ′ is not a deformation of Γ then using Corollary 3.5 and basic topological arguments, we have that M 
We have seen in Proposition 2.9 how to compute c top (φ ′ * N in ), similarly we can compute c top (f * ξ N pr ξ 2 ) and finally we consider the following relation (that follows from the exact sequence)
We carry on the calculation for trees with at most three nodes in the last Section.
Mumford classes
Given a tree Γ with at most four vertices, we have the restriction of the dualizing sheaf
We consider two kinds of classes on A * Aut(C 0 ) induced by the sheaf ω [Mum2] for the moduli spaces of stable curves) are called Mumford classes.
Mumford classes on M 0 0
The stack M 0 0 is BPGl 2 . Let us consider the universal curve
We call Π the induced map P 
By applying the equivariant Grothendieck-Riemann-Roch Theorem we obtain
By applying GRR to the trivial linear bundle we obtain:
If we subtract the second equation from the first, we obtain
from which we get the following 
Mumford classes on strata of singular curves Now let us consider the following cartesian diagram (see Section 2)
Proposition 4.2. Using the above notation, the Mumford classes
Proof. Let us fix an index i ∈ N. Since the map N is finite and generically of degree 1 we have N * N * = id therefore
, since F is projective and φ isétale we can apply the projection formula and obtain
Furthermore the map N • ξ is finite and so
We conclude by noting that φ * φ * is multiplication by σ. 
Proof. From Proposition 4.2, we have reduced the problem to computing K and then writing pushforward along F . With respect to each component of the stack
we fix coordinates on P In order to make computations we need to render explicit the action of
Roughly speaking we can say that we obtain the stacks in the top row by fixing the point 0 on components with a node. The functor Ψ forgets these points. We have the following ring isomorphisms
We have defined the classes t ∆ 1 , r ∆ 2 in A * H . By using the same notation of Section 2, the map Ψ * is the identity on r ∆ 2 . For each vertex P in Γ such that e(P ) = 1 the map Ψ * sends t P to c
) of the same component, which we still call t P . Consequently, with reference to the following diagram
we have reduced the problem to consider the action of (G m ) ∆ on
where, again with abuse of notation, we call ω Γ 0 the sheaf Ψ * ( ω Γ 0 ). The map F is the union of maps
where only the component of (G m ) ∆ corresponding to P ∈ ∆ does not acts trivially on P 1 C and the action is γ :
We have that F := ( ω 0 ) ∨ is the sheaf on
• to the components with one node it is
• to the components with two nodes it is
• to the components with three nodes it is
where ω is the canonical bundle on P 1 C . In the following, Chern classes will be equivariant for the action of G m . For each P ∈ ∆ let us indicate on each component
In order to determine Mumford classes it is then necessary to compute the pushforward classes
for every natural h. Let us start with computing the push-forward along F ∆ of every power of K ∆ = c
Gm
We have
Now it is necessary to determine the action of (G m ) on global sections of ω ∨ . Let z := X 1 /X 0 be the local coordinate around z ∞ , the global sections of ω ∨ are generated as a vectorial space by
. Relatively to this basis, the action of G m is given by
the multiplicity of the action is therefore (1, 0, −1), so the Chern character of F ∆ * (ω ∨ ) is e t ∆ + 1 + e −t ∆ . Let us observe that ω ∨ is the tangent bundle relative to F ∆ , so by applying the GRR Theorem we get
from this, by distinguishing between even and odd cases, it follows that
Let us notice that there exist two equivariant sections of F ∆ given by the fixed points z 0 and z ∞ , that we will call respectively s 0 and
From the self intersection formula we have
then by applying the projection formula (see [Fulton] p.34) for every cycle D ∈ A * (Gm) ∆ (P 1 ) we have
With reference to the previous relations, the Mumford classes are determined on every component (we separate between even and odd cases)
and in a completely analogous way, we have the following relations
The last relation allows us to ignore components with two nodes. By following the notation of Proposition 4.2 we notice that
and consequently, if we order elements of ∆ 1 from 1 to δ 1 , we have
Definition of Mumford classes on M ≤3 0
Now we consider the universal curve
. We have seen in [Fulg] that the pushforward Π * ω ≤3 0 ∨ is a well defined rank three vector bundle. Consequently from [Kre] Section 3.6 we have that c i (Π * ω ≤3 0 ∨ ) = 0 for i > 3. We fix the following notation
We still call c 1 , c 2 , c 3 their restriction to each stratum of M ) ⊗ Q over trees with at most three edges. Consequently in order to verify that the above is a good definition we only need to prove that the restrictions of Mumford classes to each stratum are the given polynomials.
Proposition 4.6. Let Γ be a tree with at most three edges. Set
Then we have
Proof. We consider first of all the case M (sl 2 ) (Proposition 4.1). Now let us consider any other tree Γ with at most three edges. With reference to diagram (4), as Chern classes commutes with base changing, we have φ
Given Γ we order elements of ∆ 1 from 1 to δ 1 . By putting together the above relation and the equation ( We recall that the universal curve C Γ on M The last case to consider is when Γ equals to • • n n n n n n n P P P P P P P
• •
We have that global sections of ω 
