ForecastQA: A Question Answering Challenge for Event Forecasting by Jin, Woojeong et al.
ForecastQA: Machine Comprehension of Temporal Text for
Answering Forecasting Questions
Woojeong Jin Suji Kim Xiang Ren
Department of Computer Science, University of Southern California
{woojeong.jin, sujikim, xiangren}@usc.edu
Abstract
Textual data are often accompanied by time in-
formation (e.g., dates in news articles), but the
information is easily overlooked on existing
question answering datasets. In this paper, we
introduce FORECASTQA, a new open-domain
question answering dataset consisting of 10k
questions which requires temporal reasoning.
FORECASTQA is collected via a crowdsourc-
ing effort based on news articles, where work-
ers were asked to come up with yes-no or
multiple-choice questions. We also present
baseline models for our dataset based on a
pre-trained language model. In our study, our
model achieves 61.6% accuracy on the FORE-
CASTQA dataset. We expect that our new
data will support future research efforts. Our
data and code are publicly available at https:
//inklab.usc.edu/ForecastQA/.
1 Introduction
Machine reading comprehension has become a cru-
cial task in natural language understanding. In or-
der to test the reasoning and inference over natural
language, we turn to the task of question answer-
ing (QA). Recently there have been various QA
datasets created to test single-hop reasoning (Ra-
jpurkar et al., 2016; Trischler et al., 2016) and
multi-hop reasoning (Yang et al., 2018; Welbl et al.,
2017; Dua et al., 2019; Talmor and Berant, 2018)
abilities. Current approaches have shown success-
ful progress on natural language understanding and
also trigger huge improvement on model architec-
tures (Seo et al., 2016; Devlin et al., 2019; Nie
et al., 2019; Liu et al., 2019).
However, existing QA datasets are limited in that
they focus on testing QA system’s ability to find or
locate answers from single or multiple paragraphs.
For example, HOTPOTQA (Yang et al., 2018) ques-
tions are designed to be answered given a set of
paragraphs as the context, and most questions can
Q: Will primary schools in Europe admit non-vaccinated 
children around September 2019?
(3/8/18) Public officials and health experts had given several 
warnings: Do not allow a student in school if they had not been 
vaccinated against measles.
(6/27/19) Fines for parents refusing measles jab. Parents will be 
fined up to € 2,500 if they don’t vaccinate their children against 
measles under draft legislation in Germany which also threatens 
exclusion from crèches, nurseries and schools.
Yes, No
Q: How long will Mexican asylum seekers be held in the 
US by April 2019?
(1/26/19) Asylum seekers will wait in Tijuana Mexico agrees to 
take at least some while they await processing by U.S… they 
await a hearing in U.S. courts.
(3/24/19) those of migrants who claimed asylum at the US-
Mexico border and were turned back to Mexico to await their 
hearing date…
A) 3 weeks, B) 3 months, C) 3 years, D) IndefinitelyNews 
Corpus
Figure 1: Two kinds of forecasting questions in FORE-
CASTQA: a multiple-choice question and a yes-no
question. The questions require temporal reasoning
over the evidence in the retrieved articles. The bold
choices are answers.
be answered by locating answers from multiple
sentences. While this dataset does test a systems’
ability to reason over multiple pieces of evidence,
it does not examine systems’ temporal reasoning,
or the ability to leverage temporal information in
articles.
Although textual data are often accompanied
by time information (e.g., dates in news articles),
it is easily overlooked and not focused on exist-
ing datasets. For example, to answer the question
“How long will Mexican asylum seekers seekers be
held in the US by April 2019?” in Figure 1, we
need to figure out the temporal relations between
retrieved articles, and subsequently the temporal
trajectory of each relevant supporting fact. Finally,
humans would be able to infer the answer by using
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Dataset Answer Type
Multiple
Evidence
Multi-hop
Reasoning
Time
Stamps
Temporal
Reasoning
Temporal
Commonsense
FORECASTQA Multiple choice,
Yes/no
3 3 3 3 3
SQuAD 2 (Rajpurkar et al., 2018) Spans 7 7 7 7 7
HOTPOTQA (Yang et al., 2018) Spans 3 3 7 7 7
NewsQA (Trischler et al., 2016) Spans 7 7 3 7 7
DROP (Dua et al., 2019) Numbers, entities 3 3 7 7 7
NarrativeQA (Kocisky´ et al., 2018) Free form 7 7 7 7 7
COSMOSQA (Huang et al., 2019) Multiple choice 7 7 7 7 7
COMMONSENSEQA (Talmor et al., 2018) Multiple choice 7 7 7 7 7
MCTACO (Zhou et al., 2019) Multiple choice 7 7 7 7 3
Table 1: Comparison of the FORECASTQA dataset to other question answering datasets.
the information from each article and the extracted
temporal relations, as long as the question is indeed
answerable given the information available.
In this work, we construct FORECASTQA, a new
dataset that assesses a model’s temporal reasoning
ability: resolving time information, causal rela-
tions, temporal relations, and inferring based on
past events. To answer questions in FORECASTQA,
a model must figure out the temporal-related infor-
mation on articles, as well as the temporal trends
of evidence, while still demonstrating the previ-
ously displayed natural language understanding.
FORECASTQA is collected via a crowdsourcing
effort based on news articles, where workers are
shown articles and asked to come up with yes-no or
multiple-choice questions and find supporting evi-
dence for the questions. As a result, crowd workers
crafted 5,704 yes-no questions and 4,513 multiple-
choice questions that can test a model’s temporal
reasoning ability. We also provide manually anno-
tated articles for a subset of questions to test how
helpful the curated articles are.
In our experiments, we investigate the diffi-
culty of FORECASTQA given gold articles from
which the questions were made. We find that
RoBERTa (Liu et al., 2019) achieves 77.9% ac-
curacy, suggesting FORECASTQA is a difficult and
valid dataset. Also, we design a method based on a
pre-trained approach to deal with retrieved articles
for an open-domain setting. The method achieves
61.6% accuracy on the FORECASTQA dataset with
retrieved articles by a BM25 information retriever.
2 Related Work
In this section, we review related work on question
answering datasets. We divide question answer-
ing datasets into three categories: (1) extractive
question answering, (2) temporal question answer-
ing, and (3) commonsense question answering. We
summarize the key features of a collection of recent
datasets in Table 1.
Extractive Question Answering. Recently there
have been many extractive questions answering
datasets produced, which ask single-hop ques-
tions (Rajpurkar et al., 2016, 2018; Trischler et al.,
2016), and multi-hop questions (Yang et al., 2018).
Although SQuAD (Rajpurkar et al., 2016, 2018)
and HOTPOTQA (Yang et al., 2018) generate ques-
tion answering datasets based on Wikipedia arti-
cles, their main difference lies in the number of
passages needed to answer the question. Specifi-
cally, SQuAD finds the answer from one paragraph
while HOTPOTQA requires multiple pieces of evi-
dence from more than one paragraph to extract the
answer to the question. However, both provide the
answer to the question by locating a span of text
from the passage. Similarly, NewsQA (Trischler
et al., 2016) uses the same extraction method to
answer the question but this dataset is based on
CNN news articles. Compared to their task, our
FORECASTQA dataset requires temporal reasoning
ability, i.e., reasoning over the historical evidence
from multiple news articles. Also our answer type
is yes/no or one of the given multiple choices.
Temporal Question Answering. There were
attempts to build temporal question answering
datasets (Jia et al., 2018a,b; Sun et al., 2018) that fo-
cus on analysis of temporal intent. Temporal intent
being defined as the detection of key context words,
such as before, which depict time dependency be-
tween events, also known as temporal relation. It
can also identify cause and effect events, i.e., causal
relations. Some examples of datasets which uti-
lize temporal intent are TempQuestions (Jia et al.,
2018a) and TEQUILA (Jia et al., 2018b). Both
decompose each of their questions into two sub-
questions to investigate temporal relations. In ad-
dition, (Sun et al., 2018) proposes event graphs ac-
Q: What will help provide access to vital medicines in Africa by October 2019?
Choices: Infrastructure, New technologies (answer), Health workers, Basic medical care.
Article: Drones carrying medicines and blood to Ghana’s rural millions. (4/24/19)
The worlds largest drone delivery network has been launched in Ghana where it will have the capacity to dispense
medicines and vaccines to millions of people even in the remotest corners of the west African country.
The service will enable staff at 2,000 health centres to receive deliveries via a parachute drop within half an hour of
texting in their orders.
Reasoning Process: The worlds largest drone delivery network = one of new technologies (commonsense world
knowledge). Ghana is in Africa (commonsense world knowledge). Dispense medicines and vaccines = provide
access to vital medicines (paraphrase). They were delivered in April which will help them to provide vital medicines
in October (temporal reasoning - inferring based on past events).
Table 2: Detailed example to show how to solve the question. The bold word in the choices is the answer. The
question requires commonsense world knowledge, paraphrase, and temporal reasoning.
cording to the given text and uses those to figure out
which event happened first. The aforementioned
datasets only concentrate on analyzing questions
that contain temporal relation or causal relation. In
contrast, our FORECASTQA requires more com-
plex reasoning in addition to temporal relations or
causal relations.
Commonsense Question Answering. Most QA
systems focus on factoid questions while Common-
senseQA (Talmor et al., 2018) asks about com-
mon sense and is designed to map the answer to
each question according to common sense knowl-
edge without additional information. Likewise,
SocialIQA (Sap et al., 2019) is a commonsense
dataset about social situations. This dataset rea-
sons over social and emotional interactions to ap-
ply human commonsense; it does this by reasoning
about motivation, what happens next, and emo-
tional reactions. On the other hand, our FORE-
CASTQA dataset uses supporting evidence from
relevant articles and might need common sense to
answer questions. Furthermore, MCTaco (Zhou
et al., 2019) also deals with temporal questions that
require temporal commonsense reasoning. The
major difference between it and ours is that ques-
tions in MCTaco are answerable by common sense,
whereas ours require complex reasoning including
commonsense.
3 The FORECASTQA Dataset
Now we introduce our FORECASTQA task and
data collection. The goal of the FORECASTQA
task is to test a temporal reasoning ability, different
from existing QA datasets.
FORECASTQA Task. The input of our task is a
forecasting question Q and a news article corpus
A, while the output is yes/no or one of the given
choices. The distinction of our FORECASTQA
dataset is that models have access only to the ar-
ticles such that Tarticles < Tquestion, i.e., only past
news articles are accessible. For example, given
a question “How long will Mexican asylum seek-
ers be held in the US by April 2019?” in Figure 1,
models can access articles that were released be-
fore April 2019. This setup makes our dataset more
challenging and distinct from existing QA datasets.
Next, we will show how we created the FORE-
CASTQA dataset.
Data Collection. To get questions that require tem-
poral reasoning, we should collect questions about
future events. However, creating future questions
are not straightforward; we never know what will
happen in the future. Instead, we make questions
from past news articles. Our question answering
dataset is collected in the following three steps: (1)
curating articles, and (2) crowdsourcing question-
answers on those articles. Additionally, we also
collect relevant news articles for a subset of ques-
tions that are manually annotated by crowd workers
to analyze how helpful human-curated articles are.
Below we will go deeper into the three stages
mentioned above; how we collect news articles
(Section 3.1), how we make questions (Section 3.2),
and how we find appropriate and relevant articles
(Section 3.3).
3.1 Collecting News Articles
We gather news articles from LexisNexis1, a third-
party service that collects news articles. After ob-
taining news articles, we find that the collected
1https://risk.lexisnexis.com/
our-technology
Statistics Train Dev Test All
Number of questions 8,172 683 1,362 10,217
Yes-no questions 4,562 382 760 5,704
Multi-choice questions 3,610 301 602 4,513
Average length 14.45 14.73 14.47 14.47
Table 3: The basic statistics of FORECASTQA data.
The average length refers to the average number of to-
kens in the questions.
Figure 2: Date distribution of gold articles for ques-
tions. Each question is made from gold articles. The
dates denote release dates of news articles and they
range from 01-01-2019 to 11-31-2019.
news articles include non-English articles and un-
reliable sources. Hence, we manually select 21
news sources and filter out articles before 2015-01-
01 and after 2019-11-31, and finally get a total of
509,776 articles.
3.2 Making Questions via AMT
Next, we employed crowdsourcing to create ques-
tions via Amazon Mechanical Turk2. We randomly
selected the news articles ranging from Jan. 2019
to Nov. 2019 in our news article corpus to create
questions. It is non-trivial to make questions about
the future event since we don’t know answers to the
questions. Instead, we asked crowd workers to sim-
ply create questions about the events in the news
articles. Also, they were asked to add a time frame
into the questions to inject a temporal element. By
doing this, our question answering dataset tests a
model’s temporal reasoning aspect.
To diversify questions, we create two kinds of
questions: yes-no questions and multiple-choice
questions. The former ones are questions whose
expected answer is either “yes” or “no”, while the
2https://www.mturk.com
# Articles 1 2 3 4 5 6 7 8 9 10 All
Yes/no 64 83 96 158 70 34 12 2 2 5 526
Multichoice 155 93 46 32 18 6 2 1 1 3 357
Questions 219 176 142 190 88 40 14 3 3 8 883
Table 4: Distribution of manually annotated articles.
Yes/no refers to yes-no questions and multichoice
refers to multi-choice questions. We collect articles for
883 questions, a subset of our data: 526 yes-no ques-
tions and 357 multi-choice questions.
latter ones are questions whose expected answer
is one among choices. Yes-no questions can be
formed in positive and negative forms, e.g., “Will
primary schools admit non-vaccinated children?”
and “Won’t primary schools admit non-vaccinated
children?” However, we try not to use negative
forms and try to use antonym instead to make ques-
tions more natural. Such yes-no questions require
the capability of finding correctness of questions.
On the other hand, multiple-choice questions start
with five Whs (i.e., who, what, when, where, and
why). Multi-choice questions are more challeng-
ing since they require the capability of finding the
correctness of each choice.
Crowd workers were encouraged to make a yes
and a no questions from each article, and one multi-
choice question with four choices from each. To
control lazy crowd workers, they were tasked with
finding a sentence or evidence from the given ar-
ticle and make a question from the evidence. In
addition, they were encouraged to ask questions
in their own words, without copying word phrases
from the articles. We employed a rule-based fil-
tering method to rule out undesirable questions.
Therefore, we collected 5,704 yes-no questions
and 4,513 multi-choice questions. Table 3 shows
the basic statistics of the questions. Figure 2 shows
the date distribution of gold articles (the ones used
to collect questions and answer). The dates range
from 01-01-2019 to 11-31-2019.
3.3 Collecting Relevant Articles to Questions
Here, we are collecting relevant articles to a subset
of questions in order to get a sense of how helpful
the human-curated articles are. To get manually an-
notated articles we rely on crowdsourcing, Amazon
Mechanical Turk. Crowd workers were given a set
of articles and a question, and asked to find relevant
articles to the question. We used BM25 (Qi et al.,
2019) to get the set of articles for each question.
They were also encouraged to find a piece of evi-
SentenceQuestion
Q: How long will Mexican asylum seekers be 
held in the US by April 2019? 
Reasoning Detailed Reasoning Type
Sen.: The cases were those of migrants who 
claimed asylum at the US-Mexico border.
Language 
Understanding
Lexical varia2ons 
(synonymy, coreference)
Q: Which country’s weapons will be used in the 
attack on Saudi oil sites by September 2019?
Sen.: Weapons in attack on Saudi oil sites were 
Iranian.
Syntac2c varia2ons 
(paraphrase)
Q: How old will Coco Gauff be in July 2019? 
Sen.1: Cori ‘Coco’ Gauff is 15 on June 27th, 
2019. 
Sen.2: Cori Gauff is 14 on October 31st, 2018.
Mul2-hop 
Reasoning
Checking mul2ple proper2es
Q: Which county police officer will be charged 
with killing an unarmed naked man in October 
2019?
Sen.1: a jury will decide the fate of a former 
police officer charged with murder for killing an 
unarmed black man. 
Sen.2: Jurors on Friday began deliberating the 
case against former DeKalb County, Georgia, 
police officer Robert "Chip" Olsen.
Bridge en2ty
Addi2on, Subtrac2on Q: How long will Xiyue Wang remain behind 
bars in Iran from August 2019?
Sen.: He was sent to Iran’s notorious Evin Prison 
and sentenced to 10 years in August 2016.
Comparison Q: Who will launch $1000+ per night luxury 
rental tier in June 2019?
Sen.: Airbnb is selling $5,000 rafting tours and 
other adventures.
Numerical 
Reasoning
Commonsense 
Reasoning
World knowledge Q: When will summer end by September 2019?
Sen.: Labor Day weekend informally ends 
summer. 
Knowledge: Labor day is in September.
Social commonsense Q: Where will Washington travel to for Sunday's 
Game in October 2019?
Sen.: Washington Mystics star Elena Delle 
Donne has a small disk herniation in her back, 
and it is unclear whether the league MVP will be 
able to play in Game 3 of the WNBA Finals on 
Sunday in Connecticut. 
Social commonsense: Game will be held in 
Connecticut  → Washington will move there.
Temporal commonsense
Q: Which musical artist is going to have a single 
called “You Need to Calm Down” in August 
2019?
Sen.: Taylor Swift has released her new song, 
“You Need to Calm Down” in June. 
Temporal 
Reasoning
Resolving 2me informa2on Q: What will be blocking the US-China deal in 
November 2019?
Sen.: Sanctions was imposed against Chinese 
products since last year. (9/24/19)
Causal rela2ons Q: What wild animal will be found at the Outer 
Banks of North Carolina in September 2019?
Sen.: U.S. Senator Thom Tillis introduced the 
Corolla Wild Horses Protection Act, legislation 
that would provide responsible management of 
the wild horse population around Corolla, North 
Carolina and the Outer Banks. 
Reasoning: Protection Act in the Outer Banks → 
Wild horses will be protected in the Outer Banks.
Temporal rela2ons Q: How much will Google be fined in billion 
dollars by November 2019 in Europe?
Sen.1: the European Union announced a $2.7 
billion fine in 2017 against Google 
Sen.2: Google Fined $1.7 Billion By E.U 
(9/11/19) 
Reasoning: $2.7 billion in 2017, $1.7 billion in 
September 2019
Inferring based on past 
events
Q: Which celebrations of China will the pro-
democracy protests of demonstrators spoil in 
Hong Kong in September 2019?
Sen.: China’s leaders will not want 
overshadowed by protests in Hong Kong, which 
have grown in intensity since mass 
demonstrations began in June.
Figure 3: Examples of each type of reasoning in FORECASTQA. Words relevant to the corresponding reasoning
type are bolded.
dence to get an answer or a hint for the question.
As a results, articles for 883 questions were anno-
tated by workers. Table 4 shows the distribution
of articles. For example, 219 out of 883 questions
have one relevant article. In the next section, we
are going to analyze our dataset.
4 Data Analysis
We now look deeper into the final quality of our
FORECASTQA dataset, mainly looking into the:
1) types of questions, and 2) types of reasoning
required to answer the questions.
4.1 Types of Questions
We perform the analysis of the question types by
analyzing the first two words in the questions. Fig-
ure 4 shows a sunburst plot of the first two words
in questions. Empty colored blocks indicate words
that are too rare to show individually. As is shown,
nearly half of the questions are dominated by will
questions, which is because most yes-no questions
start with will. Since FORECASTQA contains fore-
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Figure 4: Distribution of the first (the inner circle) and
second words (the outer circle) in questions. Empty
colored blocks indicate words that are too rare to show
individually.
Reasoning Type Detailed Reasoning Type %
Language
Understanding
Lexical variations (synonymy, coreference) 17.03
Syntactic variations (paraphrase) 24.44
Multi-hop
Reasoning
Checking multiple properties 3.33
Bridge entity 1.85
Numerical
Reasoning
Addition, Subtraction 1.85
Comparison 2.96
Commonsense
Reasoning
World knowledge 13.33
Social commonsense 2.59
Temporal commonsense 3.33
Temporal
Reasoning
Resolving time information 8.88
Causal relations 6.29
Temporal relations 2.22
Inferring based on past events 11.85
Table 5: Types of reasoning required to answer ques-
tions in the FORECASTQA dataset. 100 questions are
manually analyzed. On average, 2.7 reasoning types
are required for each question.
casting questions, some questions start with In and
a month to specify a time frame.
4.2 Reasoning Types
To get a better understanding of the reasoning re-
quired to answer the questions, we sampled 100
questions and manually analyzed the reasoning
types, which is summarized in Table 5. Figure 3
shows representative examples.
Language Understanding. We introduce lexical
variations and syntactic variations following Ra-
jpurkar et al. (2016, 2018). Lexical variations rep-
resent synonyms or coreferences between the ques-
tion and the evidence sentence. When the question
is paraphrased into another syntactic form and the
evidence sentence is matched to the form, we call
it syntactic variations. We find that many questions
require language understanding; lexical variations
account for 17.03% and syntactic variations do for
24.44%.
Multi-hop Reasoning. Some questions require
multi-hop reasoning (Yang et al., 2018), such as
checking multiple properties (3.33%) and bridge
entities (1.85%) . The former one requires finding
multiple properties from an article to find an an-
swer. The latter one works as a bridge between two
entities, where one must identify a bridge entity,
and find the answer in the second hop.
Numerical Reasoning. To answer our questions,
one needs numerical reasoning (Dua et al., 2019).
The answer is found by adding or subtracting
two numbers (1.85%), or comparing two numbers
(2.86%) in the given articles.
Commonsense Reasoning. The questions also re-
quire world knowledge (Talmor et al., 2018), social
commonsense (Sap et al., 2019), and temporal com-
monsense (Zhou et al., 2019). Apart from the given
articles, we must exploit world knowledge or social
interactions to answer the questions. We find that
13.33% of the questions need world knowledge and
2.59% of questions require social commonsense.
The other type of commonsense reasoning is tem-
poral commonsense which is related to temporal
knowledge (Zhou et al., 2019). 3.33% of questions
are related to temporal commonsense.
Temporal Reasoning. To answer FORECASTQA
questions, one must leverage temporal information
since each event is related to a certain time stamp
and each question asks about the future event. So
we define sub-types of temporal reasoning: resolv-
ing time information for individual events men-
tioned in each document, causal relations between
events, temporal relations, and inferring future
events based on past events. As shown in Figure 3,
a question requires resolving time information to
answer the question, e.g., ‘last year’ refers to 2018
in the example. Causal relations indicate cause and
effect; one event is influenced by another event,
process, or state. In addition, temporal relations
refer to precedence between two events. Based on
past evidence or events, we can infer the future
events or states, which is called “inferring based on
BERT
Question
Article 1
BERT
Question
Article 𝑛
...
Aggregator
[CLS]
[CLS]
yes
no
Figure 5: Our model architecture. The aggregator
collects the information from each article. For multi-
choice questions, we train the model with each choice
separately and treat them as a binary classification task.
past events.” In our analysis, questions require re-
solving time information (8.88%), causal relations
(6.29%), temporal relations (2.22%), and inferring
based on past events (11.85%).
5 Models for ForecastQA
To test the performance of leading QA systems
on our data, we model our design based on the
pre-trained language models, BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019). Figure 5
shows the architecture of our method.
Formally, the model receives a question
Q = [q1, ..., qm] and a set of articles A =
{A1, ..., An}, (t1 < ... < tn) where Ai =
[a1, ..., ak] as input. Following (Devlin et al.,
2019), S = [[CLS], q1, ..., qm, [SEP], a1, ..., ak]
where [CLS] is a special symbol added in front
of every input example, and [SEP] is a special sep-
arator token to separate questions and answers. S
is fed into f :
S′ = f(S) ∈ Rh×(m+n+2), (1)
where f is the BERT or RoBERTa and h is the hid-
den dimension. The function f produces one vector
for each token, including the vector corresponding
to [CLS] which is used as a pooled representation
of the sequence. Next, we use an AGGREGATE
function g and add a 2-way classifier to get the
probability of yes:
P (yyes) = σ(W · g(S′[CLS])), S′ = f(S), S ∈ A
(2)
where σ is a sigmoid function, W ∈ Rh×1, and A
is a set of articles.
In the case of multiple choice questions, we train
the model with each choice separately and treat
them as a binary classification task. We concatenate
the question, a choice, and an article, and use them
as an input. Given a question Q = [q1, ..., qm],
a choice C = [c1, ..., co], and an article Ai =
[a1, ..., ak], then input will be [[CLS], q1, ..., qm,
[SEP], c1, ..., co, [SEP], a1, ..., ak].
Next, we introduce the various AGGREGATE
functions we used.
Sequential Aggregate. The news articles are rep-
resented as a sequence by release dates. The idea of
the sequential aggregate is to utilize the sequential
nature of news articles. To do this, we introduce a
Gated Recurrent Unit (Cho et al., 2014) as our g
function. We first sort the news articles by release
dates, and feed them into a GRU as follows:
g(S′[CLS]) = GRU(S
′
[CLS], ht−1). (3)
We also introduce the time encoding to the GRU
so that GRU is aware of dates. Dates are first con-
verted to the UNIX time format and we embed
this time into a vector, and the encoded vector is
appended to the representation of the [CLS] to-
ken. Then, the equation (3) becomes g(S′[CLS]) =
GRU([S′[CLS],W1 · t], ht−1).
Set Aggregate. Other ways of dealing with mul-
tiple articles are via a max-pooling operation or a
summarizer. Different from the sequential aggrega-
tor, these do not take the order of articles into con-
sideration. The max-pooling operator is defined as
a element-wise max operation over the vector rep-
resentations of [CLS] tokens, e.g., g(·) = max(·).
In addition, we adopt an MMR summarizer (Car-
bonell and Goldstein, 1998), an extractive and
multi-document summarizer to summarize the set
of news articles into one short document. The sum-
marized document is fed into a language model,
and the transformed representation of the [CLS]
token is used for prediction.
6 Evaluation on ForecastQA
In this section, we describe experimental setups
and experimental results.
6.1 Experimental Setup
Before diving into our main task, we first analyze
the difficulty of our dataset given gold articles to
show the validity of our dataset. Then, we eval-
uate our method in an open-domain setting using
BM25 (Qi et al., 2019), which is to examine the dif-
ficulty of the FORECASTQA dataset with retrieved
articles. In this setting, models should answer the
Methods / Metrics
Accuracy Brier score
yes/no multi all yes/no multi all
Random guessing 0.478 0.238 0.372 0.705 0.819 0.755
BERT (text encoder)
− Question 0.650 0.423 0.549 0.504 0.679 0.581
− Title 0.659 0.636 0.649 0.455 0.470 0.461
− Article content 0.701 0.808 0.748 0.437 0.283 0.369
− Title & content 0.730 0.838 0.778 0.419 0.243 0.342
− Gold evidence 0.775 0.868 0.816 0.383 0.199 0.302
RoBERTa
− Question 0.650 0.425 0.550 0.473 0.686 0.567
− Title 0.700 0.616 0.662 0.406 0.468 0.433
− Article content 0.702 0.840 0.763 0.389 0.279 0.341
− Title & content 0.722 0.852 0.779 0.377 0.235 0.314
− Gold evidence 0.806 0.892 0.844 0.326 0.177 0.260
Table 6: Results on gold articles on the FORECASTQA test set. We give different inputs to the BERT and RoBERTa
to find out which part is important for the questions.
question given past news articles where models can-
not directly infer answers. This is because we are
testing a temporal reasoning ability of the model. If
answers are already in the article, then it becomes
a simple language understanding task.
We also test our model with manually annotated
articles. We retrieve 10 articles for the first setting
and use BERT-base and RoBERTa-base. Random
guessing is a random predictor which is defined by
the uniform distribution.
Evaluation metrics. To evaluate performances,
we adopt accuracy and Brier scores. The Brier
score measures the accuracy of probabilistic pre-
diction; it is the mean squared error of the proba-
bilities. So formal definition of the Brier score is:
Brier =
1
N
N∑
i=1
C∑
c=1
(pic − yic)2, (4)
where pic is the probability of prediction, yic is a
label of the instance, N is the prediction instances,
and C is the number of classes. The lower the Brier
score is, the better the performance is.
6.2 Performance Study and Analysis
In this section, we first analyze the validity of our
dataset and discuss experimental results on an open-
domain setting and on manually annotated articles.
Analysis of the Difficulty of FORECASTQA.
Now we examine our dataset by testing our dataset
with pre-trained models, BERT (Liu et al., 2019)
and RoBERTa (Liu et al., 2019) with different types
of inputs. We use a fully connected layer with a
sigmoid activation function on top of the vector cor-
responding to the [CLS] token. We vary the input:
article titles (T), article contents (C), titles and con-
tents (T,C), evidence (E), only questions. Evidence
is a sentence from gold articles, and questions are
made from evidence; the questions can be answered
by evidence. As shown in Table 6, RoBERTa with
evidence exhibits the best performances among
other variants, which indicates the pre-trained mod-
els can achieve good performances given evidence.
From the comparison between BERT with titles (T)
and BERT with contents (C), contents may have
more useful information to answer the question
than titles. Interestingly, BERT and RoBERTa with
only questions show decent performances, which
is better than the random guessing. This analysis
suggests that our dataset is not an easy task and
proves the validity of our dataset.3
Experiments on an Open-domain Setting. Ta-
ble 7 shows the results of the proposed approaches
with a BM25 retriever. We compare the pre-
trained language models with various aggregate
functions. We find that BERT with the maxpool
operator shows the best performances. Also it out-
performs BERT with GRU, which is probably be-
cause the set of articles may not show a mean-
ingful sequence. Instead, the maxpool operator
picks important information from the set of arti-
cles. We notice that RoBERTa with GRU+Time en-
coding does not make differences from RoBERTa
with GRU, suggesting that sophisticated modeling
is required. The MMR summarizer helps com-
pressing the given articles and thus BERT with
summarization achieves similar performances to
BERT+Maxpool.
3We will update human performances in the future update.
Methods / Metrics
Accuracy Brier score
yes/no multi all yes/no multi all
BERT
+GRU 0.502 0.355 0.436 0.565 0.751 0.647
+GRU+Time encoding 0.501 0.370 0.442 0.567 0.751 0.649
+Maxpool 0.630 0.598 0.616 0.550 0.523 0.538
+Summarization 0.623 0.488 0.563 0.588 0.631 0.607
RoBERTa
+GRU 0.501 0.327 0.423 0.583 0.751 0.657
+GRU+Time encoding 0.501 0.330 0.424 0.582 0.749 0.656
+Maxpool 0.515 0.549 0.530 0.505 0.557 0.528
+Summarization 0.628 0.443 0.546 0.502 0.722 0.599
Random Guessing 0.478 0.238 0.372 0.705 0.819 0.755
Table 7: Results on retrieved articles on the FORECASTQA test set. Yes/no refers to yes-no questions and multi
refers to multi-choice questions. Given the retrieved articles by BM25, we also assess the various models based
on pre-trained language models, BERT and RoBERTa. We add additional aggregator to the language models as
discussed in Section 5.
Methods / Metrics
Accuracy
yes/no multi all
BERT+Maxpool
+BM25 0.630 0.598 0.616
+TF-IDF 0.622 0.441 0.542
RoBERTa+Maxpool
+BM25 0.515 0.549 0.530
+TF-IDF 0.509 0.330 0.430
Table 8: Results on different retrieval models, BM25
and TF-IDF.
Methods / Metrics
Accuracy
yes/no multi all
Annotated articles 0.631 0.677 0.650
BM25 0.625 0.672 0.644
Table 9: Results on annotated articles. We compare
results with the annotated articles and retrieved articles
with BM25, and use a BERT+Maxpool method. We
manually curate articles for a subset of questions and
test the performances.
In addition, we test retrieval methods: BM25 (Qi
et al., 2019) and TF-IDF (Chen et al., 2017). As
is shown in the Table 8, the BM25 retriever shows
the better performances than the TF-IDF retriever
for BERT and RoBERTa.
Experiments with Manually Annotated Arti-
cles. Table 9 shows the results on manually an-
notated articles. We annotated articles for a subset
of questions to show how helpful the curated arti-
cles. 82.3% questions have 4 or less curated articles
as shown in Table 4, while we use retrieved 10 ar-
ticles for the counterpart. To avoid information
loss, we also exploit additional retrieved articles to
the curated ones, and thus each questions have 10
articles including annotated articles. As is shown,
BERT+Maxpool with manually annotated articles
slightly outperforms with BM25.
6.3 Error Analysis
We randomly select 50 errors made by our best ap-
proach from the test set, and identify 4 phenomena:
Wrong Retrieved Articles. In 28% of the errors,
wrong articles are retrieved and models cannot find
supporting facts from articles. Our approach re-
lies on information retrieval models such as BM25.
Some retrieved articles do not have supporting
facts for the questions, and thus our model pre-
dicts wrong answers. To resolve this error, we can
adopt improved retrieval models.
Finding Wrong Evidence. 24% errors are due to
finding wrong evidence. Even though appropriate
articles are retrieved, model find a wrong sentence
as a support fact. For example, there is a question,
“Who will be responsible for the Pentagon cloud
lawsuit in November 2019?” The model predicted
an answer, Amazon, from a sentence “Amazon will
deliver the pentagon to the cloud.” However, this
is not supporting evidence to the question.
Lacking Human Common Sense. In 32% of the
errors, the model selected the wrong choice since it
lacks common sense or world knowledge. For ex-
ample, we have a question, “Which European city
will not be part of Jet Airways long haul suspended
service cities by April 2019?”. To answer this ques-
tion, the model should know the country of the city.
Lack of the knowledge causes the wrong answer.
Ambiguous Questions. 12% errors are from am-
biguous questions. Some questions are not clear
and it can have multiple answers depending on
time. For example, a question, ”What will Pope
Francis apologize for in September 2019?”, might
have multiple answers depending on a time.
7 Conclusion
To test the temporal reasoning ability of cur-
rent question answering approaches, we introduce
FORECASTQA, a forecasting question answer-
ing dataset on news articles with crowdsourced
question-answer pairs. The task is inherently chal-
lenging as the questions require temporal reason-
ing and complex compositions of various types of
reasoning such as commonsense, multi-hop reason-
ing. Most widely used baseline methods including
BERT and RoBERTa do not show desirable per-
formances. We believe our benchmark dataset can
benefit future research beyond natural language un-
derstanding and expect the performances will be
significantly improved.
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Q: What wild animal will be found at the Outer banks of North Carolina in September 2019?
Choices: Horses (answer), Cows, Turtles, Donkeys.
Article: Tillis Introduces Legislation to Protect Corolla Wild Horses Washington: Office of the Senator Thom Tillis has
issued the following news release: (1/29/19)
U.S. Senator Thom Tillis (R-NC) introduced the Corolla Wild Horses Protection Act, legislation that would provide
responsible management of the wild horse population around Corolla, North Carolina and the Outer Banks. Represen-
tative Walter Jones (R-NC) introduced companion legislation in the House of Representatives in previous Congresses
and has been a long time champion of protecting the Corolla wild horse population.
Reasoning Process: The Corolla Wild Horses Protection Act will make people to protect the wild horses (temporal
reasoning - causal relations). If people start to protect the wild horses from January, the wild horses will be found in
September (temporal reasoning - inferring based on past events - we can find the answer from this part). Horse is
an animal (commonsense - world knowledge). The Outer banks of North Carolina = North Carolina and the Outer
Banks (language understanding - paraphrase).
Q: Will Trump offer financial assistance to farmers financially struggling because of the trade standoff with China
around July, 2019?
Choices: Yes (answer), No.
Article: Farmers Stung By Trade Strife Get $16 Billion. (5/24/19)
WASHINGTON – President Trump on Thursday unveiled a $16 billion bailout for farmers hurt by his trade war with
Beijing, signaling a protracted fight ahead that is already prompting some American companies to shift business away
from China.
Reasoning Process: Bailout = financial assistance (language understanding - synonym). Beijing is in China
(commonsense - world knowledge). President Trump unveiled a $16 billion bailout for farmers in May, so Trump
might offer to farmers in July (temporal reasoning - inferring based on past events - we can find the answer from
this part). The trade war with China caused farmers to struggle (temporal reasoning - causal relations).
Table 10: Detailed examples to show how to solve questions.
(a) Interface of creating multiple choice questions.
(b) Interface of finding relevant articles. Crowd workers were given 30 articles.
Figure 6: Interface for crowdsourcing.
