We prove that exponential decay of correlations implies an area law for the entanglement entropy of quantum states defined on a line, despite several previous results suggesting otherwise. As a consequence, we show that 1D quantum states with exponential decay of correlations have an efficient classical approximate description as a matrix product state of polynomial bond dimension. The entropy bound is exponential in the correlation length of the state, thus reproducing as a particular case Hastings' area law for groundstates of 1D gapped Hamiltonians.
I. INTRODUCTION
Quantum states of many particles are fundamental to our understanding of many-body physics. Yet they are extremely daunting objects, requiring in the worst case an exponential number of parameters in the number of subsystems to be even approximately described. How then can multiparticle quantum states be useful for giving predictions to physical observables? The intuitive explanation, based on several decades of developments in condensed matter physics and more recently also on complementary input from quantum information theory, is that physically relevant quantum states, defined as the ones appearing in nature, are usually much simpler than generic quantum states. In this paper we prove a new theorem about quantum states that gives further justification to this intuition.
One physical meaningful way of limiting the set of quantum states is to put restrictions on their correlations. Given a bipartite quantum state ρ XY , we quantify the correlations between X and Y by Cor(X : Y ) := max where M is the operator norm of M . Such correlation function generalizes the more well-known two-point correlation function, widely studied in condensed matter physics, in which both X and Y are composed of a single site.
We say a quantum state ρ 1,...,n composed of n qubits defined on a finite dimensional lattice has (ξ, l 0 )-exponential decay of correlations if for every l ≥ l 0 and every two regions X and Y separated by more than l sites (see Fig. 1 ),
Here ξ is the correlation length of the state and l 0 the minimum length for which correlations start decreasing. Such a form of exponential decay of correlations is sometimes also termed the exponential clustering property (see e.g. [1] [2] [3] ).
An important class of quantum states with exponential decay of correlations are groundstates of non-critical, gapped, local quantum Hamiltonians. In a seminal work Hastings proved that in any fixed dimension the groundstate of a gapped local Hamiltonian exhibits exponential decay of correlations, with l 0 of order unit and the correlation length ξ of order of the spectral gap of the model [4] (see also [3, [5] [6] [7] for subsequent developments and [1, 2] for a previous analogous result in the context of relativistic quantum systems). Recently a simpler proof of exponential decay of correlations, of a combinatorial flavour, was given in Ref. [8] for the class of frustrationfree models with a unique groundstate.
Another physically motivated way of limiting the set of quantum states is to put restrictions on their entanglement [9] . Given a quantum state |ψ we say it satisfies an area law for entanglement entropy if for every region X, S(ρ X ) ≤ O(∂X), where ρ X is the reduced density matrix of |ψ in the region X, S(X) := −tr(ρ X log ρ X ) the von Neumann entropy, and ∂X the perimeter of the region X [10] . The term entanglement entropy is due to the interpretation of S(X) as the amount of entanglement between X and X (the complementary region) in the quantum pure state |ψ XX [11] . Generic states typically have an extensive behaviour of entanglement entropy. Thus states satisfying an area law have a strong restriction on their amount of entanglement.
What kind of quantum states are expected to obey an area law? Starting with the seminal work of Bekenstein in the context of black hole entropy [12] , and more recently in the context of quantum spin systems [13, 14] and quantum harmonic systems [15] [16] [17] (see [10] for more references), an increasing body of evidence appeared suggesting that states corresponding to the ground or to low-lying energy eigenstates of local models satisfy an area law 1, 2 . It turns out however that this is not always the case: One can construct local Hamiltonians, even in one dimension [18] and with translational symmetry [19, 20] , whose groundstate entanglement entropy follows a volume law. Yet, these are critical models, with the spectral gap shrinking to zero with the number of sites. Gapped models, on the other hand, are expected to satisfy an area law, although a general proof in arbitrary dimensions is still lacking.
In a ground-breaking work, Hastings proved that this is indeed the case for one-dimensional systems, i.e. 1D gapped Hamiltonians with a unique groundstate always obey an area law [21] . Hastings proof is based on locality estimates in quantum spin Hamiltonians known as LiebRobinson bounds [22] and gives an exponential dependency between the entanglement entropy and the spectral gap of the model. Recently, Arad, Kitaev, Landau and Vazirani found a combinatorial proof of the area law for groundstates of 1D gapped models, with a bound on entanglement entropy only polynomially large in the spectral gap [23, 24] , matching (up to polynomial factors) explicit examples [19, 25] .
Both proofs of the area law explore extensively the fact that the quantum state is a groundstate of a local Hamiltonian with a constant spectral gap, what gives much more structure than merely the fact that the state has exponential decay of correlations. However, as pointed out already in Ref. [26] , exponential decay of correlations by itself already suggests the entanglement of the state should satisfy an area law. Indeed, consider a quantum state |ψ XBY as in Fig. 1 , with B the boundary region between X and Y . If |ψ has exponential decay of correlations and the separation between X and Y is of order of the correlation length of the state, X will have almost no correlations with Y , and one would expect the entanglement of X with BY to be only due to correlations with the region B, thus obeying an area law.
Perhaps surprisingly, and as also pointed out in Ref. [26] , the argument presented above is flawed. This is because there are quantum states for which X and Y have almost no correlations, yet X has very large entropy. This is not only a pathological case among quantum states, but it is actually the general rule: The overwhelming majority of quantum states will have such peculiar type of correlations, whenever the regions X and Y have approximately equal sizes [27] . Quantum states with this property are termed quantum data hiding states, due to their use in hiding correlations (and information) from local measurements [28] . Developing a classification of entanglement in such states is one of the outstanding challenges in our understanding of quantum correlations 3 .
We therefore see it is not possible to obtain an area law from exponential decay of correlations by considering only one fixed partition of the system (into XBY regions). However this leaves open the possibility that an area law could be established by exploring exponential decay of correlations simultaneously in several different partitions of the system. 
II. RESULTS
Area Law for Pure States: Quantum data hiding states, and the related quantum expander states [31, 32] , have been largely recognized as an obstruction for obtaining an area law for entanglement entropy from exponential decay of correlations (see e.g. [8, 21, 24, 26, [31] [32] [33] [34] [35] ). In this paper we show that such implication, at least for states defined on a 1-dimensional lattice, is in fact false. Our main result is the following (see Fig. 2 ): Theorem 1. Let |ψ 1,...,n be a state defined on a ring with (ξ, l 0 )-exponential decay of correlations and n ≥ Cl 0 /ξ. Then for any connected region X ⊂ [n] and every l ≥ 8ξ,
with C, c, c > 0 universal constants.
We leave as an open question whether a similar statement holds true in dimensions larger than one.
The quantity H ε max (X) is the ε-smooth max-entropy of ρ X := tr \X (|ψ ψ|), where tr \X (|ψ ψ|) denotes the partial trace of |ψ ψ| with respect to all sites expect the ones in region X. The ε-smooth max-entropy is defined as [36, 37] 
with B ε (ρ X ) := {ρ X : D(ρ X ,ρ X ) ≤ ε} the ε-ball of quantum states around ρ X and D(σ 1 , σ 2 ) the purified distance between σ 1 and σ 2 4 . In words, H ε max (X) gives the logarithmic of the approximate support of ρ X , i.e. the number of qubits needed to store an ε-approximation of the state ρ X .
We now present two simple corollaries of Theorem 1. The first is an area law for the von Neumann entropy: Corollary 2. Let |ψ 1,...,n be a state defined on a ring with (ξ, l 0 )-exponential decay of correlations and n ≥ Cl 0 /ξ. Then for any connected region X ⊂ [n],
Note that combining Corollary 2 with the fact that groundstates of gapped local Hamiltonians have exponential decay of correlations [4] , we recover Hastings' area law for groundstates of gapped models, with the same exponential dependence of the entropy on the inverse spectral gap of the model [21] .
The second corollary gives an approximation of a state |ψ 1,...,n in terms of a matrix product state of small bond dimension. A matrix product representation of the state |ψ 1,...,n is given by
The parameter D is termed bond dimension and measures the complexity of the matrix product representation. When D = poly(n) the quantum state |ψ 1,...,n admits an efficient classical description in terms of its matrix product representation, with only polynomially many parameters and in which expectation values of local observables can be calculated efficiently. We call such states themselves matrix product states (MPS) [38] [39] [40] [41] . Combining Theorem 1 and the results of Ref. [40] (see also [26] ), we find Corollary 3. Let |ψ 1,...,n be a state defined on a ring with (ξ, l 0 )-exponential decay of correlations. For every δ > 0, there is a matrix product state |φ k of bond dimension k = poly(n ξ log(ξ) , δ) such that
Thus we see that one-dimensional pure quantum states with exponential decay of correlations have a very simple structure, admitting a classical efficient parametrization. In fact, such a representation is more than of theoretical interest, as matrix product states are the variational ansatz for the most successful known method for simulating one-dimensional quantum systems, the Density Matrix Renormalization Group (DMRG) [39, 42] .
Area Law for Mixed States: So far we have focus in the case of pure states satisfying exponential decay of correlations. How about mixed states? It is clear that Theorem 1 cannot be true in this case. As an example, consider the maximally mixed state: It has no correlations, yet the local entropies are all maximum. Although we do not present a full answer to the mixed state case in this paper, we can prove the following extension of Theorem 1: Theorem 4. Let ρ 1,...,n be a state defined on ring with (ξ, l 0 )-exponential decay of correlations and n ≥ Cl 0 /ξ. Then for any connected region X ⊂ [n] and every l ≥ 8ξ,
Long-Range Correlations in Quantum Computation:
A perennial question in quantum information science is to understand what gives the apparent superiority of quantum computation over classical computation. A fruitful approach in this direction is to find conditions under which quantum circuits have an efficient classical simulation (see e.g. [40, [45] [46] [47] [48] [49] [50] [51] ). In this way one can at least say what properties a quantum circuit should have if it is supposed to give a superpolynomial speed-up over classical computing.
In [40] Vidal gave an interesting result in this context: Unless a quantum computation in the circuit model involves states that violate an area law, with the entropy of a certain subregion being bigger than the logarithmic of the number of qubits, it can be simulated classically in polynomial time. A direct corollary of this result and Theorem 1 is the following:
Corollary 5. Consider a family of quantum circuits V = V k ...V 2 V 1 acting on n qubits arranged in a ring and composed of two qubit gates V k . Let |ψ t := V t ...V 2 V 1 |0 n be the state after the t-th gate has been applied. Then if there are constants ξ, l 0 independent of n such that, for all n and t ∈ [n], |ψ t has (ξ, l 0 )-exponential decay of correlations, one can classically simulate the evolution of the quantum circuit in poly(n, k) time.
The corollary says that one must have at least algebraically decaying correlations in a quantum circuit if it is suppose to solve a classically hard problem. Interestingly such kind of long range correlations are usually associated to critical phases of matter. From a quantum information perspective, the result gives a limitation to the possibility of hiding information in 1D quantum circuits.
Random States and Quantum Expanders:
It is interesting to analyse how Theorem 1 fits together with the entanglement properties of random states and quantum expander states, since these have been thought of giving an obstruction to a statement of a similar flavour [8, 21, 24, 26, [31] [32] [33] [34] [35] .
Random States: The situation for random quantum states is fairly simple: Even though they have exponentially small two-point correlations, they do not exhibit general exponential decay of correlations, and thus nothing prevents the extensive behaviour of entanglement entropy found in such states. Indeed we show in Appendix D that for a quantum state |ψ 1,...,n drawn from the Haar measure, with overwhelming probability, for every region X with |X| ≤ n/4,
where τ X is the maximally mixed state on X. Now let us consider the sites {1, ..., n} arranged in a ring and divide the region X into two subregions A and B of equal size n/8, and call C the region composed by the remaining 3n/4 sites. The region B is further divided into two subregions B L and B R of equal sizes, one to the left and the other to the right of A (see Fig. 3 ). In quantum information terminology, Eq. (8) says that A is approximately decoupled from B, since their joint state is close to a product state [43] . From Uhlmann's theorem (Lemma 11 in Appendix A) it thus follows that there is an isometry V : C → C 1 C 2 that can be applied to C such that
with
|k, k a maximally entangled state between A and C 1 . Thus it is clear that the regions A and C, separated by n/16 sites, are correlated, since A and C share a maximally entangled state (and are separated by a distance given by the size of B L and B R ).
Expander States: Quantum expander states were introduced in Refs. [31, 32] in order to find a more explicit example of states in which exponential decay of correlations does not directly imply an area law. Let Λ :
, with D(C D ) the set of density matrices acting on C D , be a quantum channel with Kraus decomposition
We say it is a (η, d)-quantum expander if its maximum eigenvalue is one and its second largest eigenvalue is smaller than η < 1 [31, 32, 44] . Given a quantum expander, its associated quantum expander state is defined as the translational-invariant matrix product state whose correlation matrices are given by the
Following the original approach of Fannes, Nachtergaele and Werner [38] (see also [33] ) we show in Appendix E that for regions A and C separated by l sites:
Thus the state |ψ 1,...,n has at least (O(log
For some choices of the matrices {A i } d i=1 , one can show that the previous bound on the correlation length is tight. For that we use the approach of Ref. [31] , where it was shown that choosing
with U i drawn independently from the Haar measure, one obtains with high probability a (d −1/2 , d)-quantum expander. By similar lines we show in Appendix F that, with high probability, the correspondent quantum expander state is such that there are strong correlations between regions separated by less than c log(D)/ log(d) sites, for a constant c.
Therefore we have the following situation: There are correlations between regions separated by less than c log(D)/ log(d) sites, for a constant c, while there is exponential decay of correlations for regions separated by more than C log(D)/ log(d) sites, for another constant C > c. This is consistent with Theorem 1 and in fact shows that the linear dependence of l 0 in the entropy bound is optimal (since the entropy of quantum expander states saturates at approximately log(D)).
III. PROOF OF THEOREM 1
Before we turn to the proof in earnest, we first provide a sketch of the proof and an outline of the main techniques used, in order to give a more global view of its structure. In a nutshell, we explore the idea that if area law is violated, then a random measurement in one region, together with another carefully chosen measurement in another region far apart, give rise to stronger correlations than what would be allowed by the finite correlation length of the state.
Proof Sketch: The key idea of the proof comes from the analysis provided before for random states. There we could find a partition of the system into three regions ABC such that A was approximately decoupled from B, and the state on A was close to the maximally mixed state. Then by Uhlmann's theorem we could show that A was strongly correlated with C. Therefore the fact that the entropy on AB was close to maximum implied a lower bound on the correlations between A and C. In the general case AB might not have entropy close to maximum, and so A might not be decoupled from B. However one can still try to follow the same reasoning by applying a measurement on A that decouples it from B.
The above problem -of decoupling A from B while making the state on A maximally mixed -was studied before and is known as quantum state merging [52, 53] 5 . Given the state |ψ
of equal dimension summing up to the identity. Here I(A : B) := S(A) + S(B) − S(AB) is the mutual information of A and B. Then it was shown in Refs. [52, 53] that with high probability the post-selected state
with τ A the maximally mixed state on A and ρ A B n the A B n reduced density matrix of |φ A B n C n . We say
is the entanglement distillation rate of the protocol, as it gives the number of EPR pairs shared by A and C after the random measurement on A. Here H(A|C) is the conditional entropy of A given the side information C. Thus considering many copies of the state and making an appropriate measurement on A we end up again in the situation where A is close to maximally mixed and decoupled from B, implying that if H(A|C) < 0, A is maximally entangled with (part of) C. The argument thus suggests that in order not to have long-range correlations between A and C one must have H(C) ≤ H(B), which gives an area law for region C if B has constant size.
There are two challenges for making this idea work. The first concerns the fact that the state merging protocol of [52, 53] is devised only in the limit of infinitely many copies of the state, but in our problem we have only a single copy of it. The second is the fact that we only get a particular outcome k with probability ≈ 2 −nI(A:B) , which could be catastrophic if we want to show the correlations between A and C are large. Let us ignore the first challenge in this sketch and focus on the second. Thus we are going to assume that the state merging protocol works in the same way for a single copy of the state as it does asymptotically; later we will see how we can make this correct by using tools from single-shot quantum information theory [37, 60] .
Considering the simplifying assumption that the merging protocol works for a single copy of the state, the upshot of the result of [52, 53] is that H(C) ≥ H(B) implies Cor(A : C) ≥ 2 −I(A:B) . Indeed, one could first make a random measurement on A obtaining one of the possible outcomes with probability 2 −I(A:B) and distilling a maximally entangled state between A and C, and then measure the correlations in the maximally entangled state. We can also write the previous relation as
From exponential decay of correlations we have that Cor(A : C) ≤ 2 −l/ξ , with l = size(B).
, which constitutes an area law for region C if B has fixed size. Unfortunately we do not have any guarantee that I(A : B) ≤ l/ξ.
The second idea of the proof is to show that at a distance at most l 0 exp(O(ξ)) sites from C, we can find a region B of size smaller than l 0 exp(O(ξ)) such that H(B) ≤ l/(2ξ), which implies I(A : B) ≤ 2H(B) ≤ l/ξ. Then by the argument above we can get a bound of l 0 exp(O(ξ)) on the entropy of a region which differs from C by less than l 0 exp(O(ξ)) sites, and so by subadditivity of entropy and the Araki-Lieb inequality [54] we have a bound of l 0 exp(O(ξ)) on the entropy of C as well.
In order to prove the existence of a region B with H(B) ≤ l/(2ξ) we apply a variant of a result due to Hastings [21] , used in his proof of an area law for groundstates of 1D gapped models, concerning the saturation of mutual information in a multiparticle state. It appears as Lemma 16 in Appendix B and states: For all ε > 0 and a particular site s there exist neighbouring regions X L X C X R at a distance at most l 0 exp(O(1/ε)) sites from s, with X L and X R each of size l and X C of size 2l, such that I(X C : X L X R ) ≤ εl and l ≤ l 0 exp(O(1/ε)) (see Fig. 4 ). Let us consider the partition X L X C X R R, with R the region composed of all the remaining sites not in X L X C X R . Then we choose ε = 1/(2ξ) and use once more the fact that the state has exponential decay of correlations to find that Cor(
, which gives the desired relation setting B = X C .
To summarize, we employ the state merging protocol in the form of Eq. (15) and the assumption of exponential decay of correlations twice. One in conjunction with the result about saturation of mutual information in order to get a region of constant size and not so large entropy, and the second to boost this into an area law for regions of arbitrary size. This finishes the sketch of the proof.
In order to turn the sketch above into a proof, we will need two lemmas, which we believe might be of independent interest. Both provide single-shot analogues of the entropic results used in the sketch. To this goal we use the recent framework of single-shot quantum information theory [37, 60] , whose objective is to analyse the protocols of quantum information theory without the assumption of having an arbitrary large number of copies of the state (or uses of the channel in dynamical problems).
The first lemma gives three relations between correlations and smooth entropies in a general tripartite quantum pure state. To state it we will need the following single-shot analogue of the conditional entropy, which has an important role in the proof: Given a bipartite state ρ AB ∈ D(H A ⊗ H B ), the min-entropy of A conditioned on B is defined as
The ε-smooth min-entropy of A conditioned on B of ρ AB is given by
Given ρ AB , consider an arbitrary purification |φ ABC of ρ AB . Then the ε-smooth max-entropy of A conditioned on C is defined as [36] 
An operational interpretation for the conditional max-entropy, which we explore in the proof of the next lemma, was given in Ref. [55] (see also Lemma 28 in Appendix G for a formal statement): −H ε max (A|C) is the entanglement distillation rate of the single-shot state merging protocol, where one has a single copy of the state and allows an ε-error in the output state. Moreover, the classical communication cost of the protocol is given by the max-mutual information of A with the purification B of AC and is defined as 6
Lemma 6 (Correlations Versus Entropies). Given a tripartite state |ψ ABC and real numbers δ, ν > 0, the following holds
Part 1 of Lemma 6 is a direct consequence of the single-shot state merging protocol of Ref. [55] (see Appendix G). Part 3 also follows directly from the definition of correlation function together with basic properties of the max-entropy and the purified distance. Part 2 of the lemma, in turn, is a novel relation: Since one might have
shows that even in situations where one cannot establish EPR pairs between two parties thus decoupling the third purifying party (which can only happen when −H δ max (A|C) > 0 [55] ), one can still have large correlations between the two parties. Moreover, as shown in the proof such correlations are manifested by choosing a random measurement on A and optimizing over a measurement on C. So we are operating in a regime where a random measurement on one party does not decouple it from either of the other two parties, but does generate correlations with one of them.
The next lemma is an analogue for the max-mutual information of Lemma 16 in Appendix B, which itself is a slight modification of a result originally shown by Hastings in his proof of an area law for groundstates of 1D gapped models [21] 7 .
Lemma 7 (Saturation of max-Mutual Information). Let ρ 1,...,n ∈ D (C 2 ) ⊗n be a state defined on a line with (ξ, l 0 )-exponential decay of correlations and s be a particular site. Then for all δ > 0, min{δ/2, 1/ξ} ≥ ε > 0, and
) and a connected region X 2l := X L,l/2 X C,l X R,l/2 of 2l sites (the borders X L,l/2 and X R,l/2 with l/2 sites each, and the central region X C,l with l sites) centred at most l 0 exp(O(log(1/ε)/ε)) sites away from s (see Fig. 4 ) such that
Although the proof of Lemma 16 is straightforward, only involving a chain of applications of subadditivity of entropy, the proof of the single-shot counterpart given by Lemma 7 is considerably more involved. The main difficulty is that one might have big gaps between min-and max-entropies, and thus it is not clear how one can concatenate several uses of the subadditivity inequality.
This difficulty is handled by exploring two ideas: The first is to apply the quantum substate theorem of Jain, Radhakrishnan, and Sen [57] (see also [58] and Lemma 15 in Appendix B) in order to turn the max-mutual information into a hybrid mutual information, involving both von Neumann and smooth max entropies. The second idea, necessary to handle the remaining gaps that might exist between von Neumann and max entropies, is to use the hypothesis of exponential decay of correlations, together with the quantum equipartition property [59, 60] , to upper bound the max-entropy by a sum of von Neumann entropies.
We are now ready to prove Theorem 1. We will make use of the three parts of Lemma 6, each in conjunction with exponential decay of correlations, as well as Lemma 7, which itself is based on exponential decay of correlations, totalizing four applications of the assumption that the state has exponential decay of correlations. Let |ψ 1,. ..,n be a state defined on a ring with (ξ, l 0 )-exponential decay of correlations and n ≥ Cl 0 /ξ. Then for any connected region X ⊂ [n] and every l ≥ 8ξ,
Theorem 1 (restatement).
with C, c, c > 0 universal constants. Proof. We start applying Lemma 7 twice to the two boundaries of the region X, with δ := 10 −8 , ε := min 1/(10 5 ξ), δ/8 and l 0 := max (l 0 , cl 0 ε/(ξ log(2/ε))), for a constant c > 0. Then we find there are regions Y andỸ (see Fig. 5 (a) ), each of size 2l with O(ξ 2 log (2/ε)) ≤ l/l 0 ≤ exp(O(log(1/ε)/ε)), and at a distance at most l 0 exp(O(log(1/ε)/ε)) sites away from the two boundaries of X, respectively, such that
and likewise forỸ . We note that from the choice of parameters if follows that l ≥ 300ξ.
We now argue that exponential decay of correlations implies that the entropy of ρ Y C,l must be small. Let R be the complementary region to Y (see Fig. 5 (b) ). Then from exponential decay of correlations we have Cor(Y C,l : R) ≤ 2 −l/(2ξ) . Applying part (1) of Lemma 6 we find that
since otherwise
in contradiction with the correlation length being ξ (since l ≥ 300ξ). Using the duality of conditional min-and max-entropies, given by Eq. (18), and Eq. (26):
and from Eq. (25) we thus have
Applying the same reasoning toỸ we find that also H δ/4 max (Ỹ C,l ) ≤ l 8ξ − 2 log(δ) + 9. Define A as the region between Y C,l andỸ C,l , B := Y C,lỸC,l , and C the complementary region to AB (see Fig. 5 (c) ). Note that A differs from X by at most 2l 0 exp(O(log(1/ε)/ε)) sites and so by Lemma 18, for every ν > 0,
We now prove an upper bound on H ν max (A), with ν = 0.01. Since A and C are separated by l sites, we have from exponential decay of correlations that
From part (2) of Lemma 6 and Eq. (31) we then find that
since otherwise, using that l ≥ 300ξ,
contradicting Eq. (31). In the last inequality of the equation above we used that
where the first inequality follows from subadditivity of the max-entropy (Lemma 18) and the second from Eq. (29) .
Using subadditivity of the max-entropy (Lemma 18) again, we get
where we used Eq. (32) and the bound H max (B) ≤ 2l ≤ l 0 exp(O(log(1/ε)/ε)). Therefore from Eq.
,
This is already an area law for X, although with a fixed error (recall that we fixed δ = 10 −8 and ν = 0.01). To finish the proof we show how applying exponential decay of correlations once more we can reduce the error. Let Z be a region of size 2l separating X from the remaining sites by a distance l, and denote by U the complementary region to XZ (see Fig. 5 (d) ) 8 . By exponential decay of correlations we have Cor(X : U ) ≤ 2 −l/ξ . Using part (3) of Lemma 6 we then get
where the first inequality follows assuming l ≥ 4ξ.
IV. CORRELATIONS VERSUS ENTROPIES
In this section we present the proof of Lemma 6, which we restate for convenience of the reader.
Lemma 6 (restatement).
Given a tripartite state |ψ ABC and real numbers δ, ν > 0, the following holds
2. H ν max (C) ≥ 3H δ max (B) and
3. Setting γ := Cor(A :
Proof.
(Part 1)
From Lemma 28 in Appendix G it follows there is a POVM element M and an isometry V such that tr(M ρ A ) ≥ 1/(2N ) and (13) , and log(N ) = I δ max (A : B) − 2 log(δ) − 4 log(13) . Define P :=
On the one hand, if D(ρ C ,ρ C ) ≥ 
On the other hand, if D(ρ C ,ρ C ) ≤ 1 8 , then we have
(Part 2)
Part 1 of lemma 14 gives projectors P A , P B such that tr(
. Then part 3 of Lemma 14 allows us to write ρ AC as the following mixture
where π AC is the reduced density matrix of the pure state |π ABC π| := P B |ψ ψ|P B /tr(P B ρ B ), and
. Let Q a projector satisfying Q ≤ P A chosen from the Haar measure, i.e. Q = U Q 0 U † for a fixed arbitrary projector Q 0 ≤ P A and U is a unitary drawn from the Haar measure in the space in which P A projects on.
Let |π π| ABC := Q|π π|Q/tr(Qπ A ).
Let us first prove the claim of the lemma under two assumptions and then show how we can relax them. They read
and
The first step in the proof is to show that the entropy ofρ C is bounded from above as follows:
where η := 4δ 1−2ν−2δ . To prove it first note that by subadditivity (Lemma 18),
However H max (π A ) ≤ log |Q| and H max (π B ) ≤ H max (π B ) ≤ H δ max (ρ B ) (which follows from the fact that the application of projection to one system of a bipartite state cannot increase the rank of the other system). Hence we obtain
Applying Lemma 8 it follows that with non-zero probability
We thus obtain
which together with Eq. (48) gives the required upper bound on the entropy ofρ C given by Eq.
.
Then from Lemma 9, D(ρ C , ρ C ) ≤ √ µ, and hence
We now set
Recalling that |P A | = 2 H ν max (ρ A ) , and using Eqs. (52) and (46) we obtain
By subadditivity of max-entropy (Lemma 18) for system BC with = ν 2 , = ν 2 − 2δ, and = δ,
and so
From Eq. (45) we obtain H √ µ+η
Eqs. (53) and (51) give Cor(A : C) ≥ µ2 −3H δ max (ρ B ) , which together with Eq. (57) implies
We just derived Eq. (58) under the two assumptions given by Eqs. (44) and (45) . Let us finally show how we can extend it to a slightly weaker relation without the need of any assumption. Consider the state |φ AA :BB :C := |ψ ABC ⊗ |Φ A B , where |Φ A B is a maximally entangled state of dimension |A | = |B | = 16(δ −2 + ν −2 ) . Then the assumptions of Eqs. (44) and (45) are satisfied. Using Eq. (58) applied to |φ AA :BB :C we get
where the first equality follows from the fact that A is decoupled from AC. Finally we note that H δ max (BB ) ≤ H δ max (B) + log |B | ≤ H δ max (B) + log δ −2 + ν −2 + 5 and we are done.
(Part 3)
By Lemma 14 there is a projector P such that tr (P ρ A ) ≥ 1 − 2δ and |P | = 2 H δ max (A) , with ρ A the reduced state of |ψ ABC . Then applying Lemma 9 with M equals P we get
whereρ C = tr AB |ψ ψ | ABC , with |ψ ABC = (P A ⊗ id BC ) |ψ ABC / tr(P ρ A ) the postselected total state. Thus setting γ := Cor(A :
By subadditivity of max-entropy (Lemma 18) we have
where the entropies are computed in the state |ψ ABC . Again by subadditivity of max-entropy, this time applied to the postselected state |ψ ABC ,
where we used that rank(ρ A ) ≤ 2 H δ max (A) , due to the dimension of the projector P . The last two inequalities together with Eq. (61) 
imply Eq. (40).
The next lemma is used in the proof of Theorem 6.
with 0 ≤ δ ≤ 1 and π, σ ∈ D(H A ⊗ H B ). Let P be a projector on system A such that tr (P ρ A ) ≥ 1 − 2ν, with 0 ≤ ν ≤ 1. Let Q be a random projector given by U Q 0 U † , where U is a Haar distributed unitary on the support of P and Q 0 ≤ P is an arbitrary projector.
. Then with non-zero probability over the choice of U ,
Proof. From Eq. (64) and the definitions ofρ C ,π C , andσ C :
We then have 9
9 Indeed, for normalized states ρ, σ, D(ρ, σ) = 1 − F 2 (ρ, σ). We also have F (ρ, σ) = max | ψ|φ |, with the maximum taken over all |ψ , |φ which are purifications of ρ and σ. Let |ψ , |φ be purifications ofπC andσC , respectively. Then
We now show that, with non-zero probability, γ ≤ α with α given by Eq. (66) . The function f (U ) := tr(ρ A U Q 0 U † ) is 1-Lipschitz continuous on the set of unitaries acting on a space of dimension |P |. Hence from Levy's lemma [61] we have
and similarly
We now take = 8d − 1 2 so that both probabilities above are smaller than 1/2. Then, since
by the union bound we have that with non-zero probability:
and we are done.
In the proof of parts 1 and 3 of Lemma 6 we make use of the following simple lemma.
Lemma 9.
Given ρ AC ∈ D(H A ⊗ H B ) and an operator M on system A satisfying 0 ≤ M ≤ id,
e.ρ C is postselected state of system C after the measurement on system A).
Proof. We have
Maximizing over 0 ≤ N ≤ 1 we get
where we used Eq. (A5) and Lemma 12 in Appendix A.
V. SATURATION OF MAX-MUTUAL INFORMATION
We now turn to the proof of Lemma 7:
Lemma 7 (restatement). Let ρ 1,...,n ∈ D (C 2 ) ⊗n be a state defined on a line with (ξ, l 0 )-exponential decay of correlations and s be a particular site. Then for all δ > 0, min{δ/2, 1/ξ} ≥ ε > 0, and l 0 ≥ l 0 , there is a l satisfying O(ξ 2 log (2/ε) ε −1 ) ≤ l/l 0 ≤ exp(O(log(1/ε)/ε)) and a connected region X 2l := X L,l/2 X C,l X R,l/2 of 2l sites (the borders X L,l/2 and X R,l/2 with l/2 sites each, and the central region X C,l with l sites) centred at most l 0 exp(O(log(1/ε)/ε)) sites away from s (see Fig. 4 ) such that
Proof. The first step of the proof is to relate the max-mutual information appearing on the L.H.S. of Eq. (77) to an hybrid mutual information, in which H δ min (X C,l |X L,l/2 X R,l/2 ) is replaced by its von Neumann counterpart. We have
where the last inequality follows from the assumption that ε ≤ δ/2. Here S δ max is the smooth max-relative entropy defined in Eqs. (B3) and (B4) of Appendix B.
Using Lemma 13 of Apendix B, we can find aρ X 2l ∈ B ε (ρ X 2l ) such that rank(ρ X C,l ) = 2 H ε max (X C,l ) . Let P be a projector onto its support. Then using ε ≤ δ/2,
Using the quantum substate theorem (Lemma 15), Fannes inequality (Lemma 17), and the identity min σ S(ρ AB ||id ⊗ σ) = −H(A|B) 10 , we find
Thus in order to prove the theorem it suffices to show the existence of a 2l 0 (4ξ + 1) 2 log
Following an idea of Ref. Then we will show that this leads to the entropy H(X 2l ) being negative for l = l 0 exp(O(log(1/ε)/ε)).
Lemma B6 gives an argument for the von Neumann mutual information. Thus the challenge is how to adapt the proof of Lemma B6 to Eq. (B7), in which one of the von Neumann entropies is replaced by the max-entropy. In the sequel we show how to do it exploring the fact that the state ρ 1,...,n has exponential decay of correlations 11 . The idea we explore is to relate H ε max (X l ) to the von Neumann entropy. For general states this is not possible, but assuming exponential decay of correlations we will achieve it.
Let us break the region X C,l into a partition of (4ξ + 1) equally sized subregions, labelled by {Y k } (4ξ+1) k=1 , each containing l/(4ξ + 1) sites (with ξ the correlation length of the state). Each region Y k is given by m := c/(4ξ + 1) blocks of l/c sites (for a constant c to be determined later), themselves labelled by Z k,j . The Z k,j are separated by a distance of (4ξl)/c sites to each other, i.e. Z k,j is (4ξl)/c sites away from Z k,j for every j = j. The structure of the regions is depicted in Figure 6 .
By subadditivity of H ε max (Lemma 18),
We claim that by exponential decay of correlations, for every k, the state ρ Y k is close in trace norm to a m-fold tensor product of states, each with l/c sites. Indeed using the identity
the triangle inequality, and Lemma 20:
where the last inequality follows from
cξ , which is a consequence of exponential decay of correlations and the fact that Z k,j is 4ξl/c sites away from Z k,j+1 , ..., Z k,m . By Lemma 12,
From Eqs. (83) and (85),
. By the quantum equipartition property (Lemma 19),
Setting c :=
, we find
and thus
where we used that l ≥ l 0 (4ξ + 1) 2 log 2 ε ε −1 . We can now apply Eq. (90) to Eq. (82), and apply subadditivity of von Neumann entropy repeatedly to the region X L,l/2 X R,l/2 until we reach regions of size l/c to obtain:
Appplying the equation above recursively log c (l/l 0 ) times we get
which leads to a contradiction for l = l 0 c 2/ε = l 0 exp (O (log(1/ )/ )).
VI. PROOF OF THEOREM 4
In this section we prove Theorem 4. The main idea is to consider a purification of the state and follow the proof of the pure state case, adding the purifying system to the part attributed to the reference system, or environment system, in each of the two applications of the merging protocol. Apart from this, the proof will follow closely the argument in the pure state case. Let ρ 1,. ..,n be a state defined on ring with (ξ, l 0 )-exponential decay of correlations and n ≥ Cl 0 /ξ. Then for any connected region X ⊂ [n] and every l ≥ 8ξ,
Theorem 4 (restatement).
Proof. Let |ψ SE be a purification of the state ρ, i.e. tr R (|ψ SE ψ|) = ρ. We start applying Lemma 7 twice to the two boundaries of the region X, with δ := 10 −8 , ε := min 1/(10 5 ξ), δ/8 , and l 0 := max (H max (ρ)l 0 , H max (ρ)cl 0 ε/(ξ log(2/ε))), for a constant c > 0. Then we find there are regions Y andỸ (see Fig. 5 (a) ), each of size 2l with O(ξ 2 log (2/ε)) ≤ l/l 0 ≤ exp(O(log(1/ε)/ε)), and at a distance at most l 0 exp(O(log(1/ε)/ε)) sites away from the two boundaries of X, respectively, such that
and likewise forỸ . We note that from the choice of parameters if follows that l ≥ 300ξ. By sub-additivity we then find
in contradiction with the correlation length being ξ, since l ≥ 300ξ. Using the duality of conditional min-and max-entropies, given by Eq. (18), and Eq. (96):
and from Eq. (95) we thus have
Applying the same reasoning toỸ we find that also H δ/4
Define A as the region between Y C,l andỸ C,l , B := Y C,lỸC,l , and C the complementary region to AB (see Fig. 5 (c) ). Note that A differs from X by at most 2l 0 exp(O(log(1/ε)/ε)) sites and so by Lemma 18, for every ν > 0,
From part (2) of Lemma 6 and Eq. (101) we then find that
contradicting Eq. (101). In the last inequality of the equation above we used that
where the first inequality follows from subadditivity of the max-entropy (Lemma 18) and the second from Eq. (99).
where we used Eq. (102) and that H max (B) ≤ 2l ≤ l 0 exp(O(log(1/ε)/ε)). Therefore by Eq. (100),
This is already an area law for X, although with a fixed error (recall that we fixed δ = 10 −8 and ν = 0.01). To finish the proof we show how applying exponential decay of correlations once more we can reduce the error. Let Z be a region of size 2l separating X from the remaining sites by a distance l, and denote by U the complementary region to XZ (see Fig. 5 (d) ). By exponential decay of correlations we have Cor(X : U ) ≤ 2 −l/ξ . Using part (3) of Lemma 6 we then get
VII. CONCLUSIONS AND OPEN QUESTIONS
In this work we proved that for one-dimensional quantum states an area law for their entanglement entropy follows merely from the fact that the state has exponential decay of correlations. While intuitively very natural, the relation of exponential decay of correlations and area law was put into check by the peculiar kind of correlations embodied in the so-called quantum data hiding states. The results of the paper thus shows that, despite the difficulties caused by these type of correlations, the physically motivated intuition is nonetheless correct.
In a sense the obstruction provided by ideas from quantum information theory, namely the concept of data hiding states, can be overcome by considering the problem also from the perceptive of quantum information theory. In particular we employed the central idea in quantum Shannon theory of decoupling two quantum systems by performing a random measurement in one of them -an idea that has been used to derive the best known protocols for a variety of information theoretic tasks [43, 52, 53, 55, 56, 65, 66] ) -as well as recent developments in the framework of single-shot quantum information theory [37, 60] . In this respect the results of this paper represent an interesting application of this framework to a problem outside of information theory, giving further evidence of its utility (see e.g. Refs. [67, 68] for other examples).
We now list a few open problems:
1. Can we improve the dependency of correlation length in the entanglement entropy bound?
The exponential dependency found here seems hardly optimal, and for groundstates of 1D gapped local Hamiltonians -an important class of states with exponential decay of correlations -the recent result of Arad, Kitaev, Landau and Vazirani [23] shows that such an improvement is indeed feasible. A possible direction to get a sharper bound would be to improve the result about saturation of mutual information, getting a better bound on the size of the region one must vary in order to get small mutual information, perhaps exploring the fact that the state under consideration has exponential decay of correlations.
one ends up having to consider versions of the state merging protocol for mixed states, a task that is not currently well understood in quantum information theory.
5. Can we prove area law from exponential decay of correlations for states of an infinite number of particles? The challenge here is how to generalize the information-theoretic tools employed in the proof, in particular the single-shot state merging protocol, to the setting of von Neumann algebras. In this respect the recent results of Ref. [64] might show useful.
6. Finally can the approach of this paper be used to prove an area law from exponential decay of correlations in higher dimensions, or even just an area law for groundstates of gapped local Hamiltonians in 2D? The latter is one of the most important open problems in the field of quantum Hamiltonian complexity [35] and we hope this work will drawn the attention of quantum information theorists to it. Again a new idea appears to be needed, the main difficulty being that in higher dimensions the separation distance between two regions is not of the same order as the number of sites in the separating region, a feature that was crucially explored in this work.
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The purified distance between ρ and σ is defined as
where F (ρ, σ) = F (ρ, σ) + (1 − tr(ρ))(1 − tr(σ)) denotes the generalized fidelity.
We define the ε-ball around ρ as
The next lemma is a slight variant of Uhlmann's theorem for the fidelity.
Lemma 11 (Uhlmann's Theorem for Purified Distance [59] ). Let ρ, σ ∈ D ≤ (H). Then
where the minimum is taken over purifications |ψ , |φ of ρ and σ, respectively.
In Ref. [59] it is shown that
Lemma 12 (Purified Distance Versus Trace Norm [59] ). For ρ, σ ∈ D ≤ (H),
One of the main reasons why it is useful to consider the purified distance is the following: 1. There exists a projector P such that log |P | = H δ max (ρ) and tr(P ρ) ≥ 1 − 2δ.
If a projector P satisfies tr(P
3. Let {λ k } be the eigenvectors of ρ in decreasing order. Then
Proof. Let ρ δ be such that D(ρ, σ) ≤ δ and H δ max (ρ) = H max (ρ δ ). Then by Lemma 12, D 1 (ρ, σ) ≤ δ and since tr(ρ) = 1, tr(ρ δ ) ≥ 1 − δ. Now, let P be the projector onto the support of ρ δ , which satisfies log |P | = H δ max (ρ). We then obtain
Therefore tr(P ρ) ≥ 1 − 2δ, proving part 1 of the lemma.
To prove part 2, it is enough to take ρ δ := P ρP and note that F (ρ, ρ δ ) = tr(P ρ) for normalized ρ, and so D(ρ, P ρP ) ≤ 1 − tr(P ρ) ≤ √ δ.
Finally, the third part is a consequence of the statement of the first part and the relation
Following Ref. [63] we define the max-relative entropy as
and the ε-smooth relative entropy as
The next lemma was first proven in Ref. [57] (see also Ref. [58] ) and is a fundamental piece in the proof of Theorem 7.
Lemma 15 (Quantum Substate Theorem [58] ). Let ρ, σ ∈ D(C d ) be such that supp(ρ) ⊆ supp(σ). For any ε ∈ (0, 1),
A version of next lemma first appeared in [21] (see also [8] ) where it was used to prove an area law for groundstates of 1D gapped Hamiltonians.
Lemma 16 (Saturation of Mutual Information).
Let ρ 1,...,n ∈ D((C 2 ) ⊗n ) and s ∈ [n] be a particular site. Then for all ε > 0 and l 0 > 0 there is a l satisfying 1 ≤ l/l 0 ≤ exp(O(1/ε)) and a connected region X 2l := X L,l/2 X C,l X R,l/2 of 2l sites (the borders X L,l/2 and X R,l/2 with l/2 sites each, and the central region X C,l with l sites) centred at most l 0 exp(O(1/ε)) sites away from s (see Fig. 4 ) such that
Proof. We prove Eq. (B6) by contradiction. Suppose that for all l 0 ≤ l ≤ l 0 exp(O(log(1/ε))
Then we show that this leads to the entropy H(X 2l ) being negative for l = l 0 exp(O(1/ε)). Using subadditivity of entropy H(X 2l ) ≤ H(X C,L,l/2 ) + H(X C,R,l/2 ) + H(X L,l/2 ) + H(X R,l/2 ) − εl,
where X C,L,l/2 and X C,R,l/2 are two regions such that X C,l = X C,L,l/2 X C,R,l/2 . Thus we have
We can now apply Eq. (B7) to H(X l/2 ). Doing so recursively, until we reach regions of size l 0 , we get
which leads to a contradiction choosing l = l 0 exp(O(1/ε)).
The difference of Lemma 16 with the result of [8, 21] is that the latter is concerned with the mutual information between two equally sized neighbouring regions X L,l X R,l . Note however that the proofs are very similar in both cases.
The next lemma is a version of Fannes inequality for the purified distance, which follows directly from the version of the inequality proved in [62] and Lemma 12. Proof. From the variational characterization of the trace norm there is a M with M ≤ 1 such that L 1 = tr(M L). As will be shown below, we can write
with X k ≤ 1, Y k ≤ 1. Then we have
We now show (C2). To this end we write M in block form:
where 
where ρ B is the B reduced density matrix of |ψ AB and τ B is the maximally mixed state on H B .
Proof. Lemma V.3 of Ref. [71] gives
and since for d × d matrix X,
The statement then follows from Lemma 12. We are now ready to prove the main result of this section. The idea is to reduce the problem to one similar to the case of random states, where one could argue there were correlations by finding two neighbouring regions AB which were decoupled. Here there are no neighbouring regions which are decoupled a priori. However using the result of Lemma 24 that regions of size O(log(D)/ log(d)) have very large entropy, we will be able to show that one can find a projector that has large probability of being measured in A, and that decouples it from its neighbouring region B. This idea, of showing the existence of correlations by decoupling one subsystem from its neighbouring one by measurements, will be the central idea in the proof of Theorem 1. Here we consider the particular case in which the entropy is almost the maximum value possible, what makes the argument much simpler. Proof. Consider a region {1, ..., l} with l = O(log(D)/ log(d)) and divide it into subregions A and B of equal sizes, as in Fig. 3 . Let ε := 0.01. Applying Lemma 26 with N = kl/ε, and using Lemma 12, it follows there is a projector Q acting on subsystem A, of dimension bigger than two, such that ψ|(Q ⊗ id BC )|ψ ≥ O(l/ε) and
with ρ A B the reduced density matrix of the postselected state |φ A BC := (Q ⊗ id BC )|ψ ABC / ψ|(Q ⊗ id BC )|ψ , and
Choosing l = log(D)/ log(d) we get δ ≤ 3 √ 2ε.
From Uhlmann's theorem (Lemma 11 in Appendix A) we find there is an isometry V : C → C 1 C 2 that can be applied to C such that
with |Φ AC 1 = dim(A)
|k, k a maximally entangled state between A and C 1 and |Ψ BC 2 a purification of ρ B . Thus defining M = dim(Q)/2 i=1 |k k| and N = V (M ⊗ id C 2 ) V † , we find
Therefore there are strong correlations between the regions A and C separated by l/2 = log(D)/(2 log(d)) sites. 
with p k := ψ|P k ⊗ id BC |ψ and ρ k A B the reduced density matrix of the postselected state |φ A BC := (P k ⊗ id BC ) |ψ ABC / √ p k .
