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Abstract
Since the inception of the FIRST, which is an international youth organization “For
Inspiration and Recognition of Science and Technology”, Robotics Competition (FRC)
and its special playoff system, robotics teams have longed to appropriately quantify
the strengths of their designed robots. During the alliance selection phase, arguably
the most game-changing part of the competition, the top-8 robotics teams will assess
potential alliance members in the playoff stage. In application, several measures and
models have been used to characterize actual or relative robot strengths in a three-
versus-three competition. To enhance the performance of current models, we further
propose a more general regression model with latent clusters of robot strengths. In
particular, two effective estimation procedures are developed to simultaneously estimate
the number of clusters, clusters of robots, and robot strengths. Meanwhile, the mean
square prediction error or prediction rate is used to assess the predictive ability of
competing models; the rank correlation is devised to assess the agreement between FRC
ratings and model-based robot strengths of all, playoff, and FRC top-8 robots; and the
precision and recall measures are borrowed to assess the agreement between FRC top-8
robots and model-based top robots. Moreover, we investigate whether the scheduled
matches are excessive or insufficient for the stability of estimated robot strengths and
prediction rates. Data from the 2018 FRC Detroit and Houston championships are also
analyzed to illustrate the methodological idea.
1 Introduction
The FRC is a gathering of robots to complete certain tasks within timed matches. Started
by Dean Kamen and Woodie Flowers in 1989, an increasing number of teams of high school
students design robots to attend the competition according to each year’s specific game
mechanics. Details of this program and of three others (FIRST Lego League Jr. (FLLJ),
Keywords: average score; binary-outcome regression model; calculated contribution to winning margin;
defensive power rating; latent clusters; linear regression model; offensive power rating; precision; prediction
rate; rank correlation; ranking points; recall; stability; winning margin power rating.
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FIRST Lego League (FLL), and FIRST Tech Challenge (FTC)) can be found in [1]. The
FRC has since ballooned to a pool of close to 4000 robots in 2018 playing in local and
regional tournaments for a chance to qualify for the world championships of more than
800 robots. In turn, the FIRST divided its world championships into two championship
tournaments (Houston and Detroit starting in 2017) with about 400 robots each. As of the
2018 competitions, each championship site is composed of six divisions: Carver, Galileo,
Hopper, Newton, Roebling, and Turing in Houston, and Archimedes, Carson, Curie, Daly,
Darwin, and Tesla in Detroit. Each division runs a mini-tournament to determine a division
champion. The six division champions further advance to the Einstein field where they play
round robin matches in the semifinals. Based on win/loss records in the Einstein field, the
top two semifinalists advance to the final round and play three matches to determine the
tournament champion for the site.
As in all tournaments throughout the season, each division mini-tournament is divided
into the qualification stage and the playoff stage. In the qualification stage, robots com-
pete in randomly assigned matches of six robots split into three in a blue alliance against
another three in a red alliance. Every year, with the kickoff event starting the build and
competition seasons come two in-game objectives, the completion of which gives teams
ranking points (RP). Additionally, winning a match will net a team two RP while losing
produces no RP. Pre-playoff rankings are determined according to the total RP earned in
the qualification stage. When there are ties within the RP system, the average score (AS)
measure is further used to rank these robots. This system rewards the “top-8” robotics
teams with the ability to form alliances and select three alliance members for the playoff
stage. Subsequently, there are some teams that design their robots specifically to complete
the in-game objectives, important to the qualification stage, sometimes sacrificing scoring
ability, which is more important during the playoff stage. The eight alliances play three
of their four robots in each match in a best of three matches knockout manner until a
division champion is declared. As the FRC continues to progress, so have questions from
participants on improving the quality of competition. Since the goal of playoff matches is
actual points rather than RP, many decide not to rely on the RP system to make decisions
regarding the alliance selection. Teams throughout the years have created new systems in
order to collect certain statistics on robots and new methods of assessing actual or relative
robot strengths. Some widely used measures in the literature include the offensive power
rating (OPR), the calculated contribution to winning margin (CCWM), and the winning
margin power rating (WMPR), among others. Based on simulated and past FRC and FTC
tournaments, [2] further investigated the performance of these measures.
Due to a small ratio of the number of observations, which is related to the number of
matches, to the number of robots, the least squares estimators of robot strengths in the
current models are usually not precise enough. In the 2018 FRC Houston and Detroit
championships, there were 112 to 114 matches involving 67 to 68 robots for divisions in
the qualification stage. The corresponding ratios are ranged from 3.28 to 3.40 for the OPR
model and from 1.64 to 1.70 for the WMPR model. In Figures 1–4, a clustering feature is
further observed in the estimated robot strengths from the OPR and WMPR models for
two championship tournaments in 2018. In light of this finding, we extend the both models
to a more general formulation with latent clusters of robot strengths. The most challenging
task is to estimate the number of clusters, clusters of robots, and robot strengths in the
proposed model. Instead of fitting all possible regression models, we propose two effective
estimation procedures to avoid the computational complexity and cost associated with a
huge number of the combinations of variant numbers of clusters and clusters of robots.
2
Meanwhile, the prediction rate of a win/loss outcome is estimated through a semiparametric
binary regression model, which covers the logistic regression model, the complementary log-
log regression model, and the probit regression model, among others. The major aim of
our proposal is to assess robot strengths in a more accurate and precise manner and help
highly ranked teams select the best robotics teams to form an alliance in the playoff stage.
In addition to the above achievements, some numerical measures are used to assess the
agreement between FRC ratings and model-based robot strengths of all, playoff, and FRC
top-8 robots, and the agreement between the sets of FRC top-8 robots and model-based top
robots. We also assess how many matches are needed in the qualification stage to produce
a clear picture about robot strengths. This is mainly to make a recommendation on an
optimal number of matches in future tournaments to improve planning and logistics. To
the best of our knowledge, there is still no research devoted to studying the latent individual
strengths in team games.
The rest of this article is organized as follows. Section 2 outlines existing measures
and models for robot strengths. We further propose a more general regression models with
latent cluster of robot strengths and develop two effective estimation procedures in Section
3. Meanwhile, some measures are presented to assess the agreement between FRC ratings
and model-based robot strengths of all, playoff, and FRC top-8 robots, the agreement
between FRC top-8 robots and model-based top robots, and the stability of estimated
robot strengths and prediction rates. In Section 4, our proposal is applied to the 2018 FRC
Detroit and Houston championships. Conclusion and discussion are also given in Section 5.
2 Existing Measures and Models for Robot Strengths
Throughout history, assessments for individual strengths have always intrigued analysts of
team sports, e.g., individual stats of NBA players in basketball. This is no different in
the FRC as in the last 25 years. Both FIRST and FRC teams have established their own
systems for rating competing robots. In this section, we further introduce the OPR, DPR,
CCWM, and WMPR measures and models for robot strengths. Different measures and
models are also reviewed for individual strengths in other team games
2.1 Data and Notations
Let K and M stand for the number of robots and the number of matches, respectively, in a
tournament. In each match s, three robots forming the blue alliance, Bs, go against three
other robots forming the red alliance, Rs. In the qualification stage, M1 = d1×K6 e matches
are designed to ensure that each robot plays one match, the succeeding M2 −M1 matches
with M2 = d2×K6 e are designed to ensure that each robot plays two matches, and in total,
M , Mm0 = dm0×K6 e matches are designed to ensure that each robot plays m0 matches,
where d e is the ceiling function. For example, in the Carver division of the 2018 Houston
championship, K = 68 M1 = d1×K6 e = 12,M2 = d2×K6 e = 23,M3 = d3×K6 e = 34, . . . , and
M = dm0×K6 e = 114 with m0 = 10. With a total of 114 matches, each robot played at least
ten matches. Since exactly four robots played eleven matches, the third match of these
robots were not considered in their rankings.
To simplify the presentation, let SBs and SRs stand for the scores of Bs and Rs, respec-
tively; β01, . . . , β0K the strengths (or the relative strengths with the constraint
∑K
i=1 β0i = 0)
of robots with the corresponding IDs 1, . . . ,K; and i.i.d. the abbreviation of independent
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and identically distributed. The super-index in β0i’s and their estimates is further used to
distinguish different measures. For a general regression formulation of existing conceptual
models, we also define the following notations:
Y (B)s = SBs, Y
(R)
s = SRs, Ds = I
(
Y (R)s − Y (B)s > 0
)
, X
(B)
si = I(i ∈ Bs),
X
(R)
si = I(i ∈ Rs), Y (·) =
(
Y
(·)
1 , . . . , Y
(·)
M
)>
, s = 1, . . . ,M, i = 1, . . . ,K, and
X(·) =
(
X
(·)
si
)
=
(
X
(·)>
1 , . . . , X
(·)>
M
)>
=
(
X
(·)
(1), . . . , X
(·)
(K)
)
,
where I(·) is the indicator function and (·) stands for (B) or (R).
2.2 Conceptual Models
As we can see, the AS is another simple method to assess robot strengths. It is calculated
by adding up match scores of a specific robot and dividing by three times of the number of
matches played in the qualification stage, i.e.
βˆASi =
∑M
s=1
(
SBsI(i ∈ Bs) + SRsI(i ∈ Rs)
)
3
∑M
s=1
(
I(i ∈ Bs) + I(i ∈ Rs)
) , i = 1, . . . ,K. (2.1)
A drawback with using the AS arises in the possibility for the random match assignment
system to group robots in such a robot might be overrated or underrated. With a large
enough number of matches, one could argue that the AS should be a good representation for
robot strengths. However, there are typically ten matches for each robot in the qualification
stage. It is still an open problem whether ten matches are enough for the AS to reflect robot
strengths.
In 2004, Karthik Kanagasabapthy of the FRC Team 1114 created a measure, which
was termed the calculated contribution, to assess the contribution of a robot to an alliance
score. He initiated work on the OPR measure and estimated robot strengths by the least
squares solution of systems of equations (cf. [3]). The details of the computation were
further explained in a post by [4], who first called the calculated contribution as the OPR.
In the OPR model, the contributions of robots to alliance final scores are formulated as
SBs =
∑
{i∈Bs}
βOPR0i + εBs and SRs =
∑
{i∈Rs}
βOPR0i + εRs , s = 1, . . . ,M, (2.2)
where εB1 , . . . , εBM , εR1 , . . . , εRM
i.i.d.∼ (0, σ2OPR). Under the assumption of independent
errors, there are 2M observations used in the estimation of βOPR01 , . . . , β
OPR
0K . While such a
model formulation allows for the decomposition of expected alliance scores into individual
robot strengths in a logical manner, it completely ignores actions of robots in the opposing
alliance. For example, robots in blue and red alliances might be influenced by a common
latent factor, say Zs, in match s such that E[Zs|{i : i ∈ Bs or Rs}] = E[Zs] = µz 6= 0,
s = 1, . . . ,M . In this setup, the OPR model will be modified as
SBs = µz +
∑
{i∈Bs}
βOPR0i + εBs and SRs = µz +
∑
{i∈Rs}
βOPR0i + εRs , s = 1, . . . ,M. (2.3)
In particular, the assumption of independence between εBs and εRs , s = 1, . . . ,M , are
unreasonable in practice. Furthermore, the resulting estimators of βOPR0i ’s in model (2.2)
will be biased estimators of those in model (2.3).
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By accounting for the effect of defense on a match score, the CCWM model was proposed
by [5] to address the shortcoming of the OPR model. Instead of modeling alliance final scores
in the OPR model, robot strengths are characterized in the alliance margin as follows:
SBs − SRs =
∑
{i∈Bs}
βCCWM0i + εBs and SRs − SBs =
∑
{i∈Rs}
βCCWM0i + εRs , s = 1, . . . ,M,(2.4)
where εB1 , . . . , εBM , εR1 , . . . , εRM
i.i.d.∼ (0, σ2CCWM). It is especially worth mentioning that
the above model formulates the net effect of an opposing alliance score on the reference
alliance score. Thus, the resulting contribution of robot i explains the winning margin of a
participated match, i = 1, . . . ,K. However, by the equality E[SRs−SBs] = −E[SBs−SRs],
we can directly derive that
∑
{i∈Rs} β
CCWM
0i = −
∑
{i∈Bs} β
CCWM
0i , s = 1, . . . ,M , and, hence,
βCCWM01 = · · · = βCCWM0K = 0 for M ≥ K. This indicates that the CCWM model is
meaningless in our application.
Another commonly used assessment for robot strengths is the WMPR measure (see [2]).
Different from the CCWM measure and the OPR measure, it explicitly accounts for the
effects of robots on the opposing alliance. With this consideration, the WMPR model is
formulated as
SRs − SBs =
∑
{i∈Rs}
βWMPR0i −
∑
{i∈Bs}
βWMPR0i + εs, s = 1, . . . ,M, (2.5)
where ε1, . . . , εM
i.i.d∼ (0, σ2WMPR). It is notable that the OPR model in (2.2) or (2.2) leads
to
SRs − SBs =
∑
{i∈Rs}
βOPR0i −
∑
{i∈Bs}
βOPR0i + (εRs − εBs), s = 1, . . . ,M, (2.6)
where (εR1 − εB1), . . . , (εRM − εBM ) i.i.d.∼ (0, E[(εR1 − εB1)2]). Instead of assuming indepen-
dence between SRs and SBs, a more general condition is imposed on ε1, . . . , εM . Compared
with the OPR model, onlyM observations are used in the estimation of βWMPR01 , . . . , β
WMPR
0K .
Thus, we must consider the tradeoff between having more observations despite having a the-
oretically less accountable model and vice versa.
Remark 2.1. To assess the defensive strengths of robots, there were some proposals to
take into account an analogue, the defensive power rating (DPR) measure, of the OPR
measure. It was further shown by [2] that estimated robot strengths of the DPR model
can be expressed as the difference of those of the OPR and CCWM models. Moreover,
the author introduced other measures such as combined power rating, mixture-based ether
power rating, and some related simultaneous measures. However, these measures are found
to be inappropriate to assess robot strengths in the setup of the FRC system. For this
reason, we don’t explore their properties and applications in this article.
2.3 Linear Regression Models
It follows from (2.2) and (2.4)–(2.5) that the OPR, CCWM, and WMPR models can be
expressed as
Y = Xβ0 + ε, (2.7)
where β0 =
(
β01, . . . , β0K
)T
and ε ∼ (0M∗×1, σ20IM∗). In terms of such a linear model
formulation, we have
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1. Y = (Y (B)>, Y (R)>)>, X = (X(B)>, X(R)>)>, β0 = (βOPR01 , . . . , βOPR0K )
>, and ε =
(εB1 , . . . , εBM , εR1 , . . . , εRM )
> with σ20 = σ2OPR and M
∗ = 2M in the OPR model;
2. Y = ((Y (B) − Y (R))>, (Y (R) − Y (B))T )>, X = (X(B)>, X(R)>)>, β0 = (βCCWM01 , . . . ,
βCCWM0K )
> and ε = (εB1 , . . . , εBM , εR1 , . . . , εRM )
> with σ20 = σ2CCWM and M
∗ = 2M in
the CCWM model; and
3. Y = Y (R) − Y (B), X = X(R) −X(B), β0 = (βWMPR01 , . . . , βWMPR0K )>, and ε = (ε1, . . . ,
εM )
T with σ20 = σ
2
WMPR and M
∗ = M in the WMPR model.
In light of (X(R)+X(B))βCCWM0 = 0 in the CCWM model and the random match assignment
system in the qualification stage, βCCWM0 = 0 can be derived for M ≥ K. For this reason,
we will not study such a model in the rest of this article. Due to the linear dependence
of
(
X
(R)
(i) − X
(B)
(i)
)
’s, i.e.
∑K
i=1
(
X
(R)
(i) − X
(B)
(i)
)
= 0, in the WMPR model, the constraint∑K
i=1 β
WMPR
0i = 0, which was also adopted by [6] for the Bradley-Terry specification (cf. [7]
and [8]), is further imposed to solve the identifiability of βWMPR0 . Thus, the coefficient β0i,
compared to β0K , is explained as the relative strength of robot i, i = 1, . . . , (K − 1). With
this constraint, model (2.7) can be rewritten as
Y = X¯β∗0 + ε (2.8)
with X¯ =
(
X(1) −X(K), . . . , X(K−1) −X(K)
)
, β∗0 =
(
βWMPR01 , . . . , β
WMPR
0(K−1)
)>
and βWMPR0K =
−∑K−1i=1 βWMPR0i . In the context of regression analysis, β0 (or β∗0) is naturally estimated by
the least squares estimator (LSE), say β̂ (or β̂∗), under the Gauss-Markov conditions.
Remark 2.2. Under the WMPR model, [2] proposed an estimator of β0 by solving the
pseudo-inverse solution of the corresponding estimating equations of the sum of squares.
Albeit lacking an explanation for the resulting estimator, the estimated or predicted score
of a match is unique. In application, we can also impose the constraint
∑K
i=1 β
2
0i = 1 to
obtain estimators of relative robot strengths. However, there is no simple formulation for
the LSE of β0 with this constraint.
In a basketball game, [9] used the adjusted plus/minus rating (APMR), which is similar
to the WMPR, to assess the contribution to net scores per possession by each player relative
to all other players. In contrast with the WMPR model, the APMR model takes into
account a home-court advantage and clutch time/garbage time play, typical of many team
sports. Further, [10] generalized the APMR model by incorporating the role of each player
as offensive or defensive in each possession. Inspired by [9] and [10], [11] adopted their
models to assess the contributions of hockey players in National Hockey League (NHL)
games. Moreover, [12] extended both models to account for varying contributions of NBA
players across seasons. Recently, [13] modeled the change in the winning probability of
NBA players on the court in each shift like the APMR model and employed a Bayesian
inference on the contribution of an individual player. While the APMR model seems to
gain an advantage in describing the NBA and NHL games, the context is quite different
from robotics competitions. In a robotics tournament, the ratio of the number of matches
to the number of robots is under two for the WMPR model, while the ratio of the number
of possessions to the number of NBA players in a season is about sixteen (see data in [14]
for the 2018-2019 season) for the APMR model. Even with a large ratio in traditional team
sports, the APMR model still suffers from two limitations in application: (1) some players
often play at the same time; and (2) there are not enough observations for a significantly
large number of players.
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2.4 Binary Regression Models
For the conditional probability of {Ds = 1}, it is implied by the OPR model that
P
(
Ds = 1|X(B)(s) = x
(B)
(s) , X
(R)
s = x
(R)
s
)
= P
(
ε(R)s − ε(B)s > −(X(R)s −X(B)s )>βOPR0
)
= 1− FOPR(− (X(R)s −X(B)s )>βOPR0 ), s = 1, . . . ,M, (2.9)
with βOPR0 = (β
OPR
01 , . . . , β
OPR
0K )
> and (ε(R)1 − ε(B)1 ), . . . , (ε(R)M − ε(B)M )
i.i.d.∼ FOPR(·). Provided
that the error terms ε
(R)
s ’s and ε
(B)
s ’s have a common distribution function F0(·), FOPR(u)
can be further expressed as
∫
F0(v + u)dF0(v). Although the result in (2.9) can also be
derived from model (2.3), the LSEs of the regression coefficients in the both models and
the resulting nonparametric estimators of FOPR(u) will be completely different. As for the
WMPR model, the conditional probability of {Ds = 1} has the form
P
(
Ds = 1|X(B)s = x(B)s , X(R)s = x(R)s
)
= P
(
εs > −(X(R)s −X(B)s )>βWMPR0
)
= 1− FWMPR(− (X(R)s −X(B)s )>βWMPR0 ), s = 1, . . . ,M, (2.10)
with βWMPR0 = (β
WMPR
01 , . . . , β
WMPR
0K )
> and ε1, . . . , εM
i.i.d.∼ FWMPR(·). Of course, we can
directly model the the conditional probability of {Ds = 1} as
P
(
Ds = 1|X(B)s = x(B)s , X(R)s = x(R)s
)
= 1− F (− (X(R)s −X(B)s )>β0), s = 1, . . . ,M, (2.11)
where F (·) is an unknown distribution function. Obviously, models (2.9)–(2.10) are special
cases of model (2.11).
Let (Y
(B)
0 , Y
(R)
0 , X
(B)
0 , X
(R)
0 ) stand for a future run with D0 = I
(
Y
(R)
0 − Y (B)0 > 0
)
and (x
(B)
0 , x
(R)
0 ) being a realization of (X
(B)
0 , X
(R)
0 ). In practical implementation, we will
conclude that
{Y (R)0 > Y (B)0 } if F
(− (x(R)0 − x(B)0 )>β0) < 0.5 and {Y (R)0 ≤ Y (B)0 } otherwise. (2.12)
Especially worth mentioning is that no structural assumption is imposed on FOPR(·) and
FWMPR(·). For a strict monotonicity of FOPR(u) (or FWMPR(u)) with FOPR(0) = 0.5 (or
FWMPR(0) = 0.5), F
( − (x(R)0 − x(B)0 )>β0) < 0.5 is equivalent to (x(R)0 − x(B)0 )>β0 > 0.
Special cases of F (u) for paired comparison data include the logistic distribution function
and the standard normal distribution function, which lead to the Bradley-Terry model ([7]
and [8]) and the Thurstone-Mosteller model ([15] and [16]), respectively. Especially, the
well-known Bradley-Terry model has been used to rate players in various sports and games.
It includes the studies of [6] in basketball and football, [17] in chess and other sports, [18] in
cricket, [19] and [20] in online multi-player games, and [21] in bridge. With a specification of
the complementary logistic function for the “update function shape” in the Elo-type rating
systems, [22] also showed that the resulting model is related to the Bradley-Terry model.
3 Latent Clusters of Robot Strengths
To take into account the clustering feature of robot strengths, we propose a more general
model formulation and develop two effective estimation procedures. Some measures for the
predictive ability of models, the agreement related to FRC ratings and model-based robot
strengths, and the stability of estimated robot strengths and prediction rates are further
outlined in this section.
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3.1 Model Extension
As shown in our application of the OPR and WMPR models to two championship tour-
naments in 2018, there exists a clustering feature (see Figures 1–4) for robot strengths,
i.e.
β0 =
(
β
(c0)
0g
(c0)
1
, . . . , β
(c0)
0g
(c0)
K
)>
,
where c0 is an unknown number of clusters and g
(c0) = (g
(c0)
1 , . . . , g
(c0)
K )
> with g(c0)i ∈
{1, . . . , c0} being the corresponding cluster of robot i, i = 1, . . . ,K. By incorporating this
information into the current models, a linear regression model with latent clusters of robot
strengths is proposed as follows:
Y = X(c0)β
(c0)
0 + ε, (3.1)
where β
(c0)
0 = (β
(c0)
01 , . . . , β
(c0)
0c0
)>, ε ∼ (0M∗×1, σ20IM∗), and X(c0) is a designed covariate
matrix of
X(·,c0) =
(
X
(·,c0)>
1 , . . . , X
(·,c0)>
M
)>
=
(
X
(·,c0)
(1) , . . . , X
(·,c0)
(c0)
)
with X
(·,c0)
(j) =
∑
{i:g(c0)i =j}
X
(·)
(i).
Obviously, model (2.7) is our special case with c0 = K and is over-parameterized when c0
is smaller than K.
Same with the derivations in Section 2.4, we have
P
(
Ds = 1|X(B)s = x(B)s , X(R)s = x(R)s
)
= 1− FOPRC(− (x(R,c0)s − x(B,c0)s )>β(c0)OPRC0 )
= 1−
∫
F0
(
v − (x(R,c0)s − x(B,c0)s )>β(c0)OPRC0
)
dF0(v) (3.2)
for the OPR model with latent clusters of robot strengths (OPRC) and
P
(
Ds = 1|X(B)s = x(B)s , X(R)s = x(R)s
)
= 1− FWMPRC(− (x(R,c0)s − x(B,c0)s )Tβ(c0)WMPRC0 ) (3.3)
for the WMPR model with latent clusters of robot strengths (WMPRC), s = 1, . . . ,M .
Again, the following model is a general form of models (3.2)–(3.3):
P
(
Ds = 1|X(B)s = x(B)s , X(R)s = x(R)s
)
= 1− F (− (x(R,c0)s − x(B,c0)s )Tβ(c0)0 ), s = 1, . . . ,M.(3.4)
3.2 Estimation Procedures
For the unknown parameters c0, g
(c0), and β
(c0)
0 in model (3.1), we develop two effective
estimation procedures. It is usually impractical to fit all possible regression models of the
form
Y = X(c)β
(c)
0 + ε, (3.5)
whereX(c) and β
(c)
0 are defined asX
(c0) and β
(c0)
0 , respectively, based on g
(c) = (g
(c)
1 , . . . , g
(c)
K )
>
with g
(c)
i ’s ∈ {1, . . . , c} and c ∈ {1, . . . ,K}. The number of these model candidates can be
further shown to be
SK =
K∑
c=1
1
c!
c∑
j=0
(
c
j
)
(c− j)K , (3.6)
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which is the Stirling number of the second kind (cf. [23] and [24]).
In the 2018 FRC Houston and Detroit championships, SK is computed around 1.67×1069
for K = 67 and 3.66 × 1070 for K = 68. To overcome this computational problem, the
following estimation procedure (Method 1) is proposed:
Step 1. Fit a regression model in (2.7) (e.g. the OPR and WMPR models) and compute
the LSE β̂ of β0.
Step 2. Perform the centroid hierarchical cluster analysis on β̂ and obtain the cluster
estimators ĝ(c) = (ĝ
(c)
1 , . . . , ĝ
(c)
K )
> with ĝ(c)i ’s ∈ {1, . . . , c}.
Step 3. Fit a regression model Y = X(c)β
(c)
0 + ε
(c) and compute the LSE β̂(c) of β
(c)
0 for
c = 1, . . . ,K.
Step 4. Compute the estimated prediction rate P̂R(c) (or the estimated mean squared
prediction error M̂SPE(c)) in Section 3.3 and derive the maximizer ĉ = arg maxc P̂R(c)
(or the minimizer ĉ∗ = arg minc M̂SPE(c)).
Step 5. Estimate (c0, g
(c0), β
(c0)
0 ) by (ĉ, ĝ
(ĉ), β̂(ĉ)).
The reason of using β̂ as an initial estimator is mainly based on
β̂ =
(
β
(c0)
0g
(c0)
1
, . . . , β
(c0)
0g
(c0)
K
)>
+Op
(
M∗
−1/2)
. (3.7)
In the above algorithm, the LSE of β
(1)
0 can be directly obtained as β̂
(1) =
∑M
s=1(Y
(R)
s +
Y
(B)
s )/3 for the OPRC model and β̂(1) = 0 for the WMPRC model. Owing to the constant
strength of robots in the same cluster, the centroid linkage clustering method is reasonably
used to measure the distance between any two clusters. Different from existing criteria (e.g.
[25], [26], [27], and [28]) in the cluster analysis, the optimal cluster number is determined by
either maximizing the estimated prediction rate or minimizing the estimated mean squared
prediction error with respect to the number of clusters.
In fact, the cluster estimators ĝ
(c)
i ’s can be derived by performing the cluster analysis on
the estimator β˜(c+1) =
(
β̂
(c+1)
ĝ
(c+1)
1
, . . . , β̂
(c+1)
ĝ
(c+1)
K
)>
sequentially with c = (K − 1), . . . , 2. As an
alternative of Method 1, the second estimation procedure (Method 2) is further proposed
as follows:
Step 1. Fit a regression model Y = Xβ0 + ε and compute the LSE β̂ of β0 and P̂R(K) (or
M̂SPE(K)).
Step 2. Perform the centroid hierarchical cluster analysis on β˜(K)
4
= β̂ and obtain the
cluster estimators ĝ(K−1) =
(
ĝ
(K−1)
1 , . . . , ĝ
(K−1)
K
)>
with g
(K−1)
i ’s ∈ {1, . . . , (K − 1)}.
Step 3. Fit a regression model Y = X(K−1)β(K−1)0 + ε
(K−1) and compute the LSE β̂(K−1)
of β
(K−1)
0 and P̂R(K − 1) (or M̂SPE(K − 1)).
Step 4. Repeat Steps 2–3 for ĝ(c), β˜(c), β̂(c−1), and P̂R(c − 1) (or M̂SPE(c − 1)) for
c = (K − 1), . . . , 2.
9
Step 5. Estimate c0, g
(c0), and β
(c0)
0 by ĉ = arg maxc P̂R(c) (or ĉ
∗ = arg minc M̂SPE(c)),
ĝ(ĉ), and β̂(ĉ), respectively.
As we can see, the cluster estimators ĝ
(c)
i ’s are obtained by performing cluster analysis on
β˜(K) in Method 1 but on β˜(c+1), c = (K − 1), . . . , 2, in Method 2.
Remark 3.1. The formulation in (3.5) for the WMPRC model can be rewritten as
Y = X¯(c)β
∗(c)
0 + ε,
where
X¯(c) =
(
X¯
(c)
(1) − X¯
(c)
(c) , . . . , X¯
(c)
(c−1) − X¯
(c)
(c)
)
and
β
∗(c)
0 =
(
β
(c)
01 , . . . , β
(c)
0(c−1)
)>
with β
(c)
0c =
−∑c−1j=1 (∑Ki=1 I(g(c)i = j))β(c)0j∑K
i=1 I
(
g
(c)
i = c
) .
As in the context of regression analysis, the LSE of β
(c)
0 in the OPRC model is naturally
obtained as
β̂(c) =
(
X(c)>X(c)
)−1
X(c)>Y. (3.8)
The LSE of β
(c)
0 in the WMPRC model is further derived as
β̂(c) = (β̂∗(c)>, β̂(c)c )
> with
β̂∗(c) =
(
X¯(c)>X¯(c)
)−1
X¯(c)>Y and β̂(c)c =
−∑c−1j=1 (∑Ki=1 I(g(c)i = j))β̂∗(c)j∑K
i=1 I
(
g
(c)
i = c
) . (3.9)
Remark 3.2. Although the Akaike information criterion (AIC) in [29] and the Bayesian
information criterion (BIC) in [30] are widely used in model selection, they are valid only
when M is much larger than K (cf. [31]), which is not the case for this scenario. Further-
more, the AIC cannot achieve model selection consistency and BIC is impractical in our
setup for the distribution-free error term.
3.3 Predictive Ability
In what follows, we let H(c) = X(c)
(
X(c)>X(c)
)−1
X(c)>, H¯(c) = X¯(c)
(
X¯(c)>X¯(c)
)−1
X¯(c)>,
Kpo and Mpo stand for the number of robots and the number of matches, respectively, in
the playoff stage, IDpo = {1po, . . . , 8po, . . . ,Kpo} be the IDs of robots in the playoff stage
with 1po, . . . , 8po being the IDs of FRC top-8 robots,
Y ∗(·)po =
(
Y
∗(·)
1 , . . . , Y
∗(·)
Mpo
)>
, and X∗(·)po =
(
X
∗(·)>
1 , . . . , X
∗(·)>
Mpo
)>
=
(
X
∗(·)
(1) , . . . , X
∗(·)
(Kpo)
)
with
{
Y
∗(·)
po , X
∗(·)
po
}
being defined as
{
Y (·), X(·)
}
.
Given the cluster number c and estimated clusters ĝ(c), the prediction rate for the
binary-outcome D0 of a future run is defined as
PR(c) = P
(
sign
(
Y
(R)
0 − Y (B)0
) · sign(P̂ (c)(x(B)0 , x(R)0 )− 0.5) > 0), (3.10)
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where
sign(u) = I(u > 0)− I(u < 0), P̂ (c)(x(B)0 , x(R)0 ) = 1− F̂ (c)
(− (x(R,c)0 − x(B,c)0 )>β̂(c)) and
F̂ (c)(v) =
1
M
M∑
s=1
I(es ≤ v) with es = (Y (R)s − Y (B)s )− (X(R,c)s −X(B,c)s )>β̂(c),
c = 2, . . . ,K, s = 1, . . . ,M . Provided that c0 and g
(c0) are known, the empirical distribution
function F (c0)(v) of residuals can be shown to converge uniformly to the distribution function
of errors under some suitable conditions (cf. [32]). As for the score difference (Y
(R)
0 −Y (B)0 ),
the following mean square prediction error is adopted:
MSPE(c) = E
[((
Y
(R)
0 − Y (B)0
)− (x(R,c)0 − x(B,c)0 )>β̂(c))2], c = 1, . . . ,K. (3.11)
In the qualification stage, PR(c) and MSPE(c) are estimated, respectively, by the fol-
lowing leave-one-match-out cross-validation estimates:
P̂R(c) =
1
M
M∑
s=1
{
I
(
sign(Y (R)s − Y (B)s ) · sign(P̂ (c)−s (X(B)s , X(R)s )− 0.5) > 0
)
+ 0.5I
(
sign(Y (R)s − Y (B)s ) · sign(P̂ (c)−s (X(B)s , X(R)s )− 0.5) = 0
)}
and (3.12)
M̂SPE(c) =
1
M
M∑
s=1
(
(Y (R)s − Y (B)s )− (X(R,c)s −X(B,c)s )>β̂(c)−s
)2
, c = 1, . . . ,K, (3.13)
where P̂
(c)
−s (X
(B)
s , X
(R)
s ) = 1 − F̂ (c)−s
( − (X(R,c)s − X(B,c)s )>β̂(c)−s) with β̂(c)−s and F̂ (c)−s (v) being
computed as β̂(c) and F̂ (c)(v) with the sth match being removed, s = 1, . . . ,M . Without
using data {Y−s, X(c)−s} to compute β̂(c)−s, it can be directly obtained through its relation to
{β̂(c), X(c), es} for each s. For the OPRC model, we derive that
β̂
(c)
−s = β̂
(c) −
(
X(c)>X(c)
)−1((
1−H(c)M+sM+s
)
es +H
(c)
M+sseM+s
)
Xs(
1−H(c)ss
)(
1−H(c)M+sM+s
)−H(c)2M+ss
−
(
X(c)>X(c)
)−1((
1−H(c)ss
)
eM+s +H
(c)
M+sses
)
XM+s(
1−H(c)ss
)(
1−H(c)M+sM+s
)−H(c)2M+ss , s = 1, . . . ,M. (3.14)
In light of this, a predictor for the score of s match has the form
(X
c)
M+s −Xc)s )>β̂(c)−s = (X(c)M+s −X(c)s )>β̂(c)
+
(
H
(c)
ss −H(c)M+ss
)((
1−H(c)M+sM+s
)
es +H
(c)
M+sseM+s
)(
1−H(c)ss
)(
1−H(c)M+sM+s
)−H(c)2M+ss
−
(
H
(c)
M+sM+s −H(c)M+ss
)((
1−H(c)ss
)
eM+s +H
(c)
M+sses
)(
1−H(c)ss
)(
1−H(c)M+sM+s
)−H(c)2M+ss , s = 1, . . . ,M. (3.15)
As for the WMPRC model, the properties in equation (8.5) of [33] and Remark 3.1 enable
us to have
β̂
∗(c)
−s = β̂
∗(c) −
(
X¯(c)>X¯(c)
)−1
X¯
(c)
s es(
1− H¯(c)ss
) and X(c)>s β̂(c)−s = X¯(c)>s β̂∗(c)−s , s = 1, . . . ,M. (3.16)
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It follows that a predictor for the score of s match is
X(c)>s β̂
(c)
−s = X¯
(c)>
s β̂
∗(c) − H¯
(c)
ss es(
1− H¯(c)ss
) , s = 1, . . . ,M. (3.17)
By treating qualification and playoff data as training and testing data, we further esti-
mate PR(c) and MSPE(c) by
P˜R(c) =
1
Mpo
Mpo∑
s=1
{
I
(
sign(Y ∗(R)s − Y ∗(B)s ) · sign(P̂ (c)(X∗(B,c)s , X∗(R,c)s )− 0.5) > 0
)
+ 0.5I
(
sign(Y ∗(R)s − Y ∗(B)s ) · sign(P̂ (c)(X∗(B,c)s , X∗(R,c)s )− 0.5) = 0
)}
and (3.18)
M˜SPE(c) =
1
Mpo
Mpo∑
s=1
(
(Y ∗(R)s − Y ∗(B)s )− (X∗(R,c)s −X∗(B,c)s )>β̂(c)
)2
, c = 1, . . . ,K, (3.19)
where
X∗(·,c) =
(
X
∗(·,c)>
1 , . . . , X
∗(·,c)>
Mpo
)>
=
(
X
∗(·,c)
(1) , . . . , X
∗(·,c)
(c)
)
with X
∗(·,c)
(j) =
∑
{i:g(c)i =j}
X
∗(·)
(i) .
As shown in our application, the predictive ability of the current and proposed models is
poor for win/loss outcomes of matches in the playoff stage. Due to non-random assignment
for robots to matches, some possible confounders cannot be treated merely as nuisance
variables in model fitting. This partly explains poor capacity in prediction.
3.4 Agreement
Let R0 = (R01, . . . , R0K)
> with R0i being the FRC rating of robot i, i = 1, . . . ,K, Rtop =
(R01po , . . . , R08po)
>, Rpo = (R01po , . . . , R0Kpo)>, β˜ =
(
β˜1, . . . , β˜K
)> 4
=
(
β̂
(ĉ)
ĝ
(ĉ)
1
, . . . , β̂
(ĉ)
ĝ
(ĉ)
K
)>
,
β˜top =
(
β˜1po , . . . , β˜8po
)T
, and β˜po =
(
β˜1po , . . . , β˜Kpo
)>
. Further, RStop and RS(N) are used
to stand for the sets of FRC top-8 robots and model-based top-N robots, which are rated
by estimated robot strengths β˜i’s, respectively.
To assess the agreement between FRC ratings and estimated robot strengths, the fol-
lowing rank correlation, which was first proposed by [34], between R(·) and β˜(·) is proposed:
RC(R(·), β˜(·)) =
1
K∗(K∗ − 1)
∑∑
i 6=j
{
I
(
sign(R0i −R0j) · sign(β˜i − β˜j) > 0
)
+0.5I
(
sign(R0i −R0j) · sign(β˜i − β˜j) = 0
)}
, (3.20)
where (R(·), β˜(·)) is one of (R0, β˜), (Rpo, β˜po), and (Rtop, β˜top) with the corresponding K∗
being K, Kpo, and 8. Other measures such as the Kendall’s τ ([35]) and the spearman’s ρ
([36]) can also be used to assess the agreement between R(·) and β˜(·).
As in the contexts of pattern recognition and information retrieval, we assess the agree-
ment between RStop and RS(N) by the precision and recall metrics (cf. [37]):
Pr(RStop,RS(N)) =
#(RStop ∩ RS(N))
N
and
Re(RStop,RS(N)) =
#(RStop ∩ RS(N))
8
. (3.21)
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In diagnostic tests, the precision and recall are termed as the positive predictive value ([38])
and sensitivity ([39]), respectively. It is notable that the sensitivity is a measure of the
intrinsic accuracy of a test whereas the positive predictive value is only a function of the
accuracy and prevalence.
3.5 Stability
Let Y
(·)
[`] =
(
Y
(·)
1 , . . . , Y
(·)
M`
)>
and X
(·)
[`] =
(
X
(·)>
1 , . . . , X
(·)>
M`
)>
, ` = 6, . . . ,m0. With data
D[`] =
{
Y
(B)
[`] , Y
(R)
[`] , X
(B)
[`] , X
(R)
[`]
}
and the estimators (ĉ, ĝ(ĉ)) (or (ĉ∗, ĝ(ĉ∗))) of (c0, g(c0)), we
further define β̂
(ĉ)
[`] =
(
β̂
(ĉ)
[`]1, . . . , β̂
(ĉ)
[`]ĉ
)>
(or β̂
(ĉ∗)
[`] =
(
β̂
(ĉ∗)
[`]1 , . . . , β̂
(ĉ∗)
[`]ĉ∗
)>
) as the LSE of β
(c0)
0
in model (3.1), β˜[`] =
(
β̂
(ĉ)
[`]ĝ
(ĉ)
1
, . . . , β̂
(ĉ)
[`]ĝ
(ĉ)
K
)>
(or β˜[`] =
(
β̂
(ĉ∗)
[`]ĝ
(ĉ∗)
1
, . . . , β̂
(ĉ∗)
[`]ĝ
(ĉ∗)
K
)>
), and β˜[`]top as
the top-8 robot strength estimators according to the values in β˜[`], ` = 6, . . . ,m0.
Same with the formulations of P̂R(c) in (3.12) and M̂SPE(c) in (3.13), P̂R[`](ĉ) and
M̂SPE[`](ĉ
∗) are computed based on D[`] and β˜[`], ` = 6, . . . ,m0. The stability of esti-
mated robot strengths and prediction rates can be assessed through {RC(β˜[`], β˜[`+1]) : ` =
6, . . . , (m0 − 1)} (or {RC(β˜[`]top, β˜[`+1]top) : ` = 6, . . . , (m0 − 1)}) and {P̂R[`](ĉ) : ` =
6, . . . ,m0} (or {M̂SPE[`](ĉ∗) : ` = 6, . . . ,m0}), respectively. Given these assessments and
a pre-determined tolerance threshold, we can further determine an appropriate number of
matches in the qualification stage.
4 An Application to the 2018 FRC Championships
In this section, the OPR, WMPR, OPRC, and WMPRC models are applied to the 2018
FRC Houston and Detroit championships. For the determination of latent clusters, the esti-
mation procedures (Method 1, Method 2) are denoted by (OPRC1,OPRC2) for the OPRC
model and (WMPRC1,WMPRC2) for the WMPRC model. To avoid verbosity, the cor-
responding estimation procedures of the original OPR and WMPR models are hereinafter
denoted by OPR and WMPR. In Table 1, we summarize the number of matches and the
number of robots of each division in the qualification stage and the playoff stage. Table
2 further displays the estimated cluster numbers from the estimation procedures OPRC1,
OPRC2, WMPRC1, and WMPRC2. Since the research interest usually focuses on pre-
dicting win/loss outcomes of matches, our investigation is based on the estimated cluster
number ĉ.
With qualification data, it is shown in Table 3 that the estimated prediction rates
of the OPRC and WMPRC models are substantially higher than those of the OPR and
WMPR models. The performance of the estimation procedures OPRC1 and OPRC2 are
generally comparable, whereas the performance of the estimation procedure WMPRC1 is
better than that of the estimation procedure WMPRC2. Compared to the estimation
procedure WMPRC1, the poor performance of the estimation procedure WMPR2 in some
divisions is mainly caused by very small or very large estimates of c0 (see Table 2). In
the twelve divisions, the estimated prediction rates of the OPRC and WMPRC models are
about 8%− 19% and 13%− 21%, respectively, higher than those of the OPR and WMPR
models. According to the prediction rates of win/loss outcomes of matches, the predictive
ability of the WMPRC model is slightly better than that of the OPRC model. This shows
that despite having a smaller data set, it is possible for the theoretically accountable model
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to produce more meaningful predictions compared to the model without considering the
nature of paired comparisons.
Since robots are not randomly assigned to matches and alliances in the playoff stage,
the effects of some confounders might be ignored in model fitting for qualification data. By
treating qualification and playoff data as training and testing data, the prediction rates on
win/loss outcomes of playoff matches are expected to be low (see Table 4). As we can see,
the predictive ability of the OPR and WMPR models are comparable with or even better
than that of the OPRC and WMPRC models, respectively. Except in Galileo division of
Houston tournament, the OPR model is further found to outperform the WMPR model.
For all, playoff, and FRC top-8 robots, the corresponding rank correlations between FRC
ratings and estimated robot strengths from the OPR model are generally higher than those
between FRC ratings and estimated robot strengths from the rest models (Tables 5–7).
This particularly explains why the predictive ability of the OPR model is better than those
of the OPRC, WMPR, and WMPRC models in the playoff stage.
Let RC(FRC,GE) stand for the rank correlation between FRC ratings and estimated
robot strengths of any generic method. For the agreement between FRC ratings and model-
based robot strengths of all robots (Table 5) or playoff robots (Table 6), RC(FRC,OPR),
RC(FRC,OPRC1), and RC(FRC,OPRC2) are comparable in all divisions. On the other
hand, RC(FRC,WMPR) is comparable with or even higher than RC(FRC,WMPRC1) and
RC(FRC,WMPRC2). It is further found that RC(FRC,OPR), RC(FRC,OPRC1), and
RC(FRC,OPRC2) are higher than RC(FRC,WMPR). As for the agreement between FRC
ratings and model-based top-8 robots (Table 7), RC(FRC,OPR) is comparable with or
even higher than RC(FRC,OPRC1) and RC(FRC,OPRC2). The same conclusion can be
drawn for RC(FRC,WMPR) to RC(FRC,WMPRC1) and RC(FRC,WMPRC2). Except
in Roebling division of Houston tournament and in Darwin and Tesla divisions of Detroit
tournament, RC(FRC,OPR) and RC(FRC,WMPR) are generally comparable. Overall,
the rank correlations between FRC ratings and estimated robot strengths are not strong in
most of the divisions.
Let Pr(RStop,RS(N,GE)) and Re(RStop,RS(N,GE)) stand for the precision and re-
call of FRC top-8 robots and model-based top-N robots, which are estimated by any
generic method, N = 8, 16. It is shown in Tables 8–9 that Pr(RStop,RS(N,OPRC1))
and Pr(RStop,RS(N,OPRC2)) are comparable or even higher than Pr(RStop,RS(N,OPR)).
Further, Pr(RStop,RS(N,WMPRC1)) is comparable with or even higher than Pr(RStop,RS
(N,WMPR)) and Pr(RStop,RS(N,WMPRC2)). Moreover, Pr(RStop,RS(N,OPRC1)) and
Pr(RStop,RS (N,OPRC2)) are higher than Pr(RStop,RS(N,WMPRC1)). Evidenced by the
results in Tables 10–11, the conclusion for the precision of FRC top-8 robots and model-
based top-N robots can also be drawn for the recall of FRC top-8 robots and model-based
top-N robots.
As we can observe in Tables 12–13, M9 matches should be enough to ensure the stability
of prediction rates of the OPRC and WMPRC models in the qualification stage. It is further
shown in Tables 14–15 that the estimation procedures OPRC2 and WMPR1 have relatively
high rank correlations of robot strength estimates on M` and M`+1 matches, ` = 6, . . . , 9.
Except in Carver division of Houston tournament, the same conclusion can be drawn for
the estimation procedure OPRC1. Based on model-based top-8 robots, which are selected
according to estimated robot strengths on M matches, high rank correlations of estimated
robot strengths on M` and M`+1 matches, ` = 6, . . . , 9, (see Tables 16–17) are found in
Archimedes, and Tesla divisions for the estimation procedure OPRC1, in Galileo, Turing,
Archimedes, Darwin, and Tesla divisions for the estimation procedure OPRC2, and in
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Carver, Hopper, Carson, and Daly divisions (except for ` = 6) for the estimation procedure
WMPRC1.
5 Conclusion and Discussion
To sum up, our major contributions in this article include:
1. Existing models for robot strengths are extended to a more general model formulation
with latent clusters of robot strengths.
2. Effective estimation procedures are developed to simultaneously estimate the cluster
number, clusters of robots, and robot strengths.
3. Some measures are used to assess the predictive ability of competing models and the
agreement related to FRC ratings and model-based robot strengths.
4. The stability of robot strengths and prediction rates are assessed to determine an
appropriate number of matches in the qualification stage.
It is notable that a very general semiparametric binary regression model is used to predict
the match score of a future run. Especially, the proposed model and estimation methods
can be reasonably extended to other team games with a slight modification to fit a specific
application.
By taking into account random robot strengths, i.e. β0i = β
(c0)
0g
(c0)
i
+ ε
g
(c0)
i
with ε
g
(c0)
i
∼(
0, σ2
g
(c0)
i
)
, i = 1, . . . ,K, the proposed model (3.1) can be further extended to the following
random effects model with latent clusters:
Y = β
(c0)
01
( K1∑
j=1
X(1j)
)
+ · · ·+ β(c0)0c0
(Kc0∑
j=1
X(c0j)
)
+
c0∑
c=1
Kc∑
j=1
εcjX(cj) + ε, (5.1)
where X(cj) is the designed covariate vector of X(i) with g
(c0)
i = c, i = 1, . . . ,K, εcj ∼
(0, σ2c ), c = 1, . . . , c0, j = 1, . . . ,Kc, are mutually independent, and ε ∼ (0M∗×1, σ20IM∗) is
independent of εcj ’s. It follows from the above model that
Y = X(c0)β(c0) + ε∗ with ε∗ ∼
(
0M∗×1,
c0∑
c=1
Kc∑
j=1
σ2cX(cj)X
>
(cj) + σ
2
0IM∗
)
. (5.2)
Thus, model (5.1) can be expressed as the fixed effects version in model (5.2) with the
correlated errors, which are different from those in model (3.1). It will be particularly
challenging to develop an appropriate estimation procedure for such a random effects model.
An investigation for its predictive ability would be worthwhile. By making distributional
assumptions on εcj ’s and ε, existing approaches in the literature (cf. [40] and [41]) can also
be used to estimate match-specific effects as well as robot-specific effects on each match.
We note that no individual characteristic of each robot (e.g. the speed, weight, or height
of a robot), which is expected to bring a contribution to alliance scores, is incorporated into
the current models. Another factor that affects the final score in each match is penalty
scores gained from opposing robots who violate game rules. Between different years, these
penalties, more colloquially called fouls or tech fouls, may have greater or lesser impacts on
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final scores. More recent games also have featured repeating “cycles” of scoring methods
which bear similarities to possessions in basketball. However, better records are yet to
be made in order to successfully test FRC-specific models mimicking the APMR model
discussed in Section 2.3. For some FRC games, obstacles in the middle of the field change
match-by-match relying on the audience selection. Such an environmental factor needs to
be appropriately formulated because some robots might have an advantage on the designed
obstacles in their matches. These game and robot characteristics may merit specialized
models which differ from year to year. In the model development, it is helpful to take into
account the influence of the winning rate of each robot in its former matches. As emphasized
in this article, there is no random assignment system for robots in the playoff stage. The
above-mentioned confounders should enhance the predictive power of the current models in
practical implementation. With this in mind, our goal is to continue improving the proposed
model for the convenience of future robotics teams, leading to high quality competitions.
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Figure 1: Dot plots of estimated robot strengths from the OPR model for the divisions
of the 2018 Detroit championship.
Figure 2: Dot plots of estimated robot strengths from the OPR model for the divisions
of the 2018 Houston championship.
Figure 3: Dot plots of estimated robot strengths from the WMPR model for the
divisions of the 2018 Detroit championship.
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Figure 4: Dot plots of estimated robot strengths from the WMPR model for the
divisions of the 2018 Houston championship.
Table 1: The number of matches M and the number of robots K in the qualification
stage and the number of matches Mpo and the number of robots Kpo in the playoff
stage.
Tournament Division M K Mpo Kpo
Houston Carver 114 68 17 28
Galileo 114 68 17 28
Hopper 114 68 17 28
Newton 112 67 14 28
Roebling 112 67 15 28
Turing 112 67 18 27
Detroit Archimedes 114 68 16 27
Carson 114 68 17 27
Curie 112 67 16 27
Daly 114 68 16 26
Darwin 112 67 18 25
Tesla 112 67 17 27
Table 2: The estimated cluster numbers ĉ and ĉ∗ of c0 from the estimation procedures
OPRC1, OPRC2, WMPRC1, and WMPRC2 on qualification data.
Tournament Division OPRC1 OPRC2 WMPRC1 WMPRC2
ĉ ĉ∗ ĉ ĉ∗ ĉ ĉ∗ ĉ ĉ∗
Houston Carver 3 11 10 11 14 14 9 28
Galileo 12 9 10 8 7 9 51 11
Hopper 7 9 7 9 26 17 5 11
Newton 7 10 8 9 34 34 41 41
Roebling 7 9 7 8 12 10 16 17
Turing 8 8 11 9 7 37 22 22
Detroit Archimedes 15 8 14 8 40 37 10 4
Carson 4 10 11 9 10 21 28 29
Curie 16 12 16 10 10 15 4 32
Daly 6 9 6 8 35 34 39 37
Darwin 9 7 8 9 10 11 16 16
Tesla 8 9 6 8 6 7 17 17
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Table 3: The estimated prediction rates from the estimation procedures OPR,
OPRC1, OPRC2, WMPR, WMPRC1, and WMPRC2 on qualification data.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 74% 84% 88% 74% 87% 84%
Galileo 71% 88% 89% 70% 88% 78%
Hopper 71% 85% 85% 69% 89% 85%
Newton 72% 86% 86% 76% 91% 86%
Roebling 67% 85% 86% 68% 89% 81%
Turing 75% 90% 89% 73% 93% 85%
Detroit Archimedes 74% 82% 82% 63% 82% 84%
Carson 66% 81% 81% 64% 84% 79%
Curie 69% 83% 81% 65% 85% 74%
Daly 72% 87% 87% 70% 87% 86%
Darwin 67% 80% 81% 64% 85% 83%
Tesla 74% 87% 87% 77% 92% 87%
Table 4: The estimated prediction rates from the estimation procedures OPR,
OPRC1, OPRC2, WMPR, WMPRC1, and WMPRC2 on playoff data.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 65% 65% 65% 59% 59% 59%
Galileo 41% 41% 41% 71% 59% 71%
Hopper 81% 81% 81% 75% 75% 69%
Newton 71% 57% 57% 79% 79% 79%
Roebling 60% 60% 60% 40% 40% 40%
Turing 47% 44% 50% 33% 33% 50%
Detroit Archimedes 50% 50% 50% 63% 63% 63%
Carson 76% 76% 76% 71% 76% 71%
Curie 69% 69% 72% 69% 63% 25%
Daly 75% 75% 75% 56% 56% 56%
Darwin 50% 50% 50% 28% 28% 33%
Tesla 65% 65% 71% 29% 47% 41%
Table 5: The rank correlations between FRC ratings and model-based robot
strengths, which are estimated by the estimation procedures OPR, OPRC1, OPRC2,
WMPR, WMPRC1, and WMPRC2, of all robots.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 77% 68% 77% 69% 68% 66%
Galileo 82% 81% 81% 78% 77% 75%
Hopper 77% 76% 77% 76% 76% 71%
Newton 80% 78% 78% 73% 74% 72%
Roebling 80% 78% 78% 74% 74% 71%
Turing 79% 79% 78% 74% 73% 72%
Detroit Archimedes 82% 81% 81% 77% 74% 73%
Carson 82% 77% 81% 73% 71% 71%
Curie 76% 75% 75% 70% 69% 63%
Daly 79% 76% 77% 73% 73% 74%
Darwin 78% 77% 76% 72% 73% 72%
Tesla 79% 76% 75% 75% 73% 74%
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Table 6: The rank correlations between FRC ratings and model-based robot
strengths, which are estimated by the estimation procedures OPR, OPRC1, OPRC2,
WMPR, WMPRC1, and WMPRC2, of playoff robots.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 72% 62% 73% 61% 62% 65%
Galileo 81% 80% 81% 70% 69% 70%
Hopper 79% 77% 79% 67% 70% 72%
Newton 72% 69% 69% 62% 63% 64%
Roebling 80% 76% 78% 70% 69% 72%
Turing 70% 73% 72% 68% 66% 69%
Detroit Archimedes 78% 75% 75% 74% 74% 71%
Carson 79% 75% 78% 64% 64% 62%
Curie 74% 74% 74% 66% 67% 59%
Daly 73% 70% 70% 64% 65% 65%
Darwin 68% 63% 67% 51% 49% 50%
Tesla 77% 77% 72% 71% 70% 70%
Table 7: The rank correlations between FRC ratings and model-based robot
strengths, which are estimated by the estimation procedures OPR, OPRC1, OPRC2,
WMPR, WMPRC1, and WMPRC2, of FRC top-8 robots.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 75% 66% 79% 61% 64% 66%
Galileo 50% 54% 54% 39% 46% 45%
Hopper 71% 66% 66% 57% 63% 57%
Newton 46% 36% 36% 50% 52% 54%
Roebling 89% 66% 70% 64% 64% 71%
Turing 39% 38% 43% 36% 34% 32%
Detroit Archimedes 61% 64% 64% 57% 57% 59%
Carson 68% 64% 68% 68% 71% 64%
Curie 89% 86% 86% 82% 86% 34%
Daly 82% 77% 77% 82% 82% 82%
Darwin 64% 55% 63% 54% 50% 50%
Tesla 50% 48% 48% 57% 66% 57%
Table 8: Precisions of FRC top-8 robots and model-based top-8 robots, which are
determined by the estimation procedures OPR, OPRC1, OPRC2, WMPR, WMPRC1,
and WMPRC2.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 63% 100% 75% 50% 63% 50%
Galileo 75% 75% 75% 75% 75% 75%
Hopper 75% 75% 75% 75% 75% 100%
Newton 88% 88% 88% 63% 75% 75%
Roebling 63% 63% 88% 63% 63% 63%
Turing 38% 75% 63% 50% 50% 50%
Detroit Archimedes 75% 75% 75% 63% 63% 63%
Carson 50% 75% 63% 50% 50% 38%
Curie 50% 63% 63% 38% 50% 38%
Daly 63% 88% 88% 50% 50% 50%
Darwin 50% 63% 63% 25% 38% 25%
Tesla 63% 88% 88% 50% 75% 63%
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Table 9: Precisions of FRC top-8 robots and model-based top-16 robots, which are-
determined by the estimation procedures OPR, OPRC1, OPRC2, WMPR, WMPRC1,
and WMPRC2.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 56% 100% 56% 44% 56% 75%
Galileo 69% 69% 69% 56% 75% 56%
Hopper 75% 75% 75% 63% 63% 81%
Newton 75% 81% 81% 56% 56% 63%
Roebling 75% 81% 75% 63% 69% 69%
Turing 69% 75% 75% 63% 75% 63%
Detroit Archimedes 69% 75% 75% 50% 50% 50%
Carson 75% 81% 81% 50% 50% 50%
Curie 69% 69% 69% 50% 50% 75%
Daly 69% 69% 69% 63% 63% 63%
Darwin 75% 75% 75% 50% 50% 50%
Tesla 69% 81% 94% 75% 88% 75%
Table 10: Recalls of FRC top-8 robots and model-based top-8 robots, which are
determined by the estimation procedures OPR, OPRC1, OPRC2, WMPR, WMPRC1,
and WMPRC2.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 63% 100% 75% 50% 63% 50%
Galileo 75% 75% 75% 75% 75% 75%
Hopper 75% 75% 75% 75% 75% 100%
Newton 88% 88% 88% 63% 75% 75%
Roebling 63% 63% 88% 63% 63% 63%
Turing 38% 75% 63% 50% 50% 50%
Detroit Archimedes 75% 75% 75% 63% 63% 63%
Carson 50% 75% 63% 50% 50% 38%
Curie 50% 63% 63% 38% 50% 38%
Daly 63% 88% 88% 50% 50% 50%
Darwin 50% 63% 63% 25% 38% 25%
Tesla 63% 88% 88% 50% 75% 63%
Table 11: Recalls of FRC top-8 robots and model-based top-16 robots, which are
determined by the estimation procedures OPR, OPRC1, OPRC2, WMPR, WMPRC1,
and WMPRC2.
Tournament Division OPR OPRC1 OPRC2 WMPR WMPRC1 WMPRC2
Houston Carver 88% 100% 88% 63% 63% 100%
Galileo 88% 88% 88% 75% 100% 75%
Hopper 100% 100% 100% 75% 75% 100%
Newton 88% 100% 100% 75% 75% 75%
Roebling 88% 100% 88% 75% 75% 75%
Turing 75% 88% 88% 75% 100% 88%
Detroit Archimedes 88% 88% 88% 75% 75% 75%
Carson 88% 100% 88% 63% 63% 50%
Curie 88% 88% 88% 63% 63% 100%
Daly 88% 88% 88% 75% 75% 75%
Darwin 75% 75% 75% 50% 50% 50%
Tesla 100% 100% 100% 88% 100% 88%
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Table 12: The prediction rates, which are estimated by the estimation procedures
OPRC1 and OPRC2, on M6, . . . ,M10 matches in the qualification stage.
OPRC1 OPRC2
Tournament Division M6 M7 M8 M9 M10 M6 M7 M8 M9 M10
Houston Carver 85% 86% 86% 86% 84% 81% 85% 80% 85% 88%
Galileo 78% 77% 84% 88% 88% 78% 82% 87% 88% 89%
Hopper 84% 84% 86% 85% 85% 85% 84% 85% 85% 85%
Newton 89% 84% 86% 82% 86% 89% 84% 86% 84% 86%
Roebling 78% 75% 81% 86% 85% 78% 77% 77% 82% 86%
Turing 88% 88% 87% 90% 90% 84% 85% 84% 88% 89%
Detroit Archimedes 82% 84% 80% 81% 82% 87% 84% 82% 83% 82%
Carson 71% 76% 78% 79% 81% 70% 71% 75% 79% 81%
Curie 78% 79% 81% 80% 83% 76% 79% 82% 80% 81%
Daly 87% 87% 86% 85% 87% 87% 87% 87% 86% 87%
Darwin 79% 83% 82% 81% 80% 82% 83% 79% 80% 81%
Tesla 85% 85% 88% 88% 87% 87% 85% 83% 86% 87%
Table 13: The prediction rates, which are estimated by the estimation procedures
WMPRC1 and WMPRC2, on M6, . . . ,M10 matches in the qualification stage.
WMPRC1 WMPRC2
Tournament Division M6 M7 M8 M9 M10 M6 M7 M8 M9 M10
Houston Carver 79% 80% 82% 86% 87% 82% 84% 82% 83% 84%
Galileo 88% 84% 87% 88% 88% 59% 54% 70% 73% 78%
Hopper 79% 86% 87% 87% 89% 82% 81% 81% 81% 85%
Newton 90% 88% 87% 86% 91% 84% 84% 84% 83% 86%
Roebling 87% 85% 89% 89% 89% 75% 75% 76% 81% 81%
Turing 91% 92% 92% 91% 93% 90% 90% 88% 84% 85%
Detroit Archimedes 78% 76% 74% 75% 82% 81% 80% 79% 80% 84%
Carson 83% 83% 83% 84% 84% 70% 74% 75% 75% 79%
Curie 82% 82% 87% 84% 85% 67% 72% 72% 73% 74%
Daly 87% 87% 87% 88% 87% 89% 84% 85% 86% 86%
Darwin 87% 86% 87% 86% 85% 79% 79% 82% 82% 83%
Tesla 90% 87% 84% 92% 92% 86% 86% 88% 87% 87%
Table 14: The rank correlations of robot strengths, which are estimated by the
estimation procedures OPRC1 and OPRC2, of all robots on M` and M`+1 matches,
` = 6, . . . , 9, in the qualification stage.
OPRC1 OPRC2
Tournament Division M6&M7 M7&M8 M8&M9 M9&M10 M6&M7 M7&M8 M8&M9 M9&M10
Houston Carver 73% 73% 73% 73% 92% 92% 92% 92%
Galileo 93% 91% 93% 93% 93% 92% 93% 93%
Hopper 90% 90% 90% 90% 89% 89% 89% 89%
Newton 89% 89% 89% 89% 92% 92% 92% 92%
Roebling 90% 90% 90% 90% 92% 92% 92% 92%
Turing 91% 92% 92% 92% 93% 93% 95% 95%
Detroit Archimedes 94% 94% 94% 94% 93% 93% 93% 93%
Carson 83% 83% 83% 83% 87% 93% 94% 94%
Curie 94% 94% 95% 95% 94% 94% 95% 96%
Daly 85% 85% 85% 85% 86% 86% 86% 86%
Darwin 93% 93% 93% 93% 92% 92% 92% 92%
Tesla 87% 87% 87% 87% 85% 85% 85% 85%
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Table 15: The rank correlations of robot strengths, which are estimated by the esti-
mation procedures WMPRC1 and WMPRC2, of all robots on M` and M`+1 matches,
` = 6, . . . , 9, in the qualification stage.
WMPRC1 WMPRC2
Tournament Division M6&M7 M7&M8 M8&M9 M9&M10 M6&M7 M7&M8 M8&M9 M9&M10
Houston Carver 90% 92% 91% 95% 89% 89% 89% 89%
Galileo 90% 90% 90% 90% 90% 91% 94% 95%
Hopper 95% 95% 96% 97% 86% 86% 86% 86%
Newton 95% 95% 96% 95% 92% 94% 93% 95%
Roebling 93% 93% 93% 93% 94% 94% 95% 96%
Turing 89% 89% 89% 89% 93% 93% 95% 97%
Detroit Archimedes 90% 92% 91% 95% 92% 92% 92% 92%
Carson 90% 90% 90% 90% 93% 94% 93% 94%
Curie 91% 91% 91% 91% 78% 78% 78% 78%
Daly 92% 94% 96% 96% 93% 92% 96% 96%
Darwin 93% 93% 93% 93% 94% 96% 96% 96%
Tesla 87% 87% 87% 87% 94% 96% 96% 97%
Table 16: The rank correlations of robot strengths, which are estimated by the the
estimation procedures OPRC1 and OPRC2, of model-based top-8 robots on M` and
M`+1 matches, ` = 6, . . . , 9, in the qualification stage.
OPRC1 OPRC2
Tournament Division M6&M7 M7&M8 M8&M9 M9&M10 M6&M7 M7&M8 M8&M9 M9&M10
Houston Carver 77% 77% 77% 77% 80% 80% 80% 80%
Galileo 89% 89% 79% 89% 84% 84% 84% 84%
Hopper 63% 63% 63% 63% 63% 63% 63% 63%
Newton 63% 63% 63% 63% 63% 63% 63% 63%
Roebling 71% 71% 71% 71% 71% 71% 71% 71%
Turing 71% 71% 71% 71% 88% 88% 88% 88%
Detroit Archimedes 84% 84% 84% 84% 88% 88% 88% 88%
Carson 50% 50% 50% 50% 80% 80% 80% 80%
Curie 86% 75% 71% 89% 86% 71% 75% 89%
Daly 79% 79% 79% 79% 79% 79% 79% 79%
Darwin 70% 73% 73% 73% 84% 84% 84% 84%
Tesla 91% 91% 91% 91% 84% 84% 84% 84%
Table 17: The rank correlations of robot strengths, which are estimated by the the
estimation procedures WMPRC1 and WMPRC2, of model-based top-8 robots on M`
and M`+1 matches, ` = 6, . . . , 9, in the qualification stage.
WMPRC1 WMPRC2
Tournament Division M6&M7 M7&M8 M8&M9 M9&M10 M6&M7 M7&M8 M8&M9 M9&M10
Houston Carver 88% 88% 88% 88% 91% 91% 91% 91%
Galileo 71% 71% 71% 71% 48% 73% 84% 77%
Hopper 93% 89% 96% 96% 71% 71% 71% 71%
Newton 88% 84% 95% 77% 77% 84% 84% 77%
Roebling 80% 80% 80% 80% 89% 89% 89% 89%
Turing 73% 73% 73% 73% 91% 91% 84% 91%
Detroit Archimedes 66% 84% 77% 91% 88% 88% 88% 88%
Carson 84% 84% 84% 84% 95% 88% 73% 73%
Curie 63% 63% 63% 63% 50% 50% 50% 50%
Daly 77% 95% 98% 98% 84% 95% 95% 95%
Darwin 73% 73% 73% 73% 73% 73% 73% 70%
Tesla 77% 77% 77% 77% 88% 88% 88% 88%
25
