In this paper, we propose a new resource allocation scheme for symbiosis of DASH clients and non-DASH clients (RASS) to provide seamless video streaming service to DASH clients and to guarantee fairness among non-DASH clients. In RASS, all the LTE downlink resource blocks are divided into two chunks by a KKT-conditions-based Resource-Division Controller (KCRDC). With the two divided chunks, the proposed scheme leads PFRA and KKT-conditions-based resource allocation scheme (KCRA) to allocate each chunk to non-DASH clients and DASH clients, respectively. PFRA allocates resource blocks with maintaining good trade-off between fairness and spectrum efficiency. On the other hand, KCRA allocates more resource blocks to DASH clients in the risk of re-buffering events to preferentially reduce the re-buffering-time ratios of the DASH clients. Finally, simulations are completed using the NS-3 (network simulator). The obtained results show that the proposed scheme shows a better synthetic performance than the existing resource allocation schemes in consideration of the re-buffering-time ratios and QoE value of DASH clients and the fairness among non-DASH clients.
allocation scheme named as Proportional Fair Resource Allocation (PFRA) [8, 9] maintains good grade-off between the fairness and spectrum efficiency. Also, there are several other resource scheduling schemes such as Maximum Throughput, Blind Equal Throughput, Token Bank Fair Queue, and Priority Set schemes that serve mobile clients with their own mechanism effectively [10] . These schemes, however, are not appropriate to provide high QoE to DASH clients, since they do not consider whether the traffic is video traffic or not. In this context, with the fact that the average video quality, variance of video quality, and re-buffering-time ratio critically affect QoE [11, 12] (here, the re-buffering-time ratio affects the QoE most significantly), Base Station Optimization (BSOP) scheme is proposed in [13] . BSOP is based on the Lagrange dual approach, and it provides optimal resource allocation solutions by considering the DASH-clients' playback buffer levels to reduce the re-buffering-time ratios of video services. Also, several resource allocation schemes are proposed to provide utmost QoE to multimedia clients [13] [14] [15] [16] [17] [18] . Like this, plenty of resource allocation schemes have been proposed, but none of these schemes consider DASH clients and non-DASHs simultaneously. In the resource allocation process, it is important to consider DASH and non-DASH clients simultaneously since LTE system eventually receives payment from all clients.
In this paper, we propose a new resource allocation scheme for symbiosis of DASH clients and non-DASH clients (RASS) to provide seamless video streaming service to DASH clients and to guarantee fairness among non-DASH clients. In RASS, all the LTE downlink resource blocks are divided into two chunks by KarushKuhn-Tucker (KKT)-conditions [19, 20] -based ResourceDivision Controller (KCRDC). One is for PFRA scheme and the other is for KKT-conditions-based resource allocation scheme (KCRA). KCRDC provides optimal solutions by considering the number of DASH clients, the number of non-DASH clients, the sum of the DASHclient buffer levels, and the channel conditions of every client. With the divided chunks, the proposed scheme leads PFRA and the KCRA to allocate each chunk to the non-DASH clients and the DASH clients, respectively. PFRA considers the achievable rates and the past average throughputs of non-DASH clients to maintain a good trade-off between the spectrum efficiency and the fairness. Alternatively, KCRA considers other factors such as the maximum achievable rates, buffer levels, and past average throughputs of the DASH clients, and it solves the optimization problem by using the KKT-conditions to preferentially reduce the re-buffering-time ratios of the DASH clients. As re-buffering events affect the QoE most significantly, it is expected to increase QoE of DASH clients by reducing re-buffering events.
Finally, simulations are completed using the NS-3 network simulator [21] . It is assumed that all the clients are in the edge of the LTE network, i.e., only one base station can serve the clients. This is for the verification that in such harsh network environment, RASS can provide best QoE to DASH clients by reducing re-buffering events and guarantees fairness among non-DASH clients. The role of Client-Side Rate-Adaptation Scheme (CSRAS) is also important. CSRAS is an application level algorithm applied in DASH clients and helps DASH clients to request optimal quality of video segments. Since each CSRAS behaves differently and exhibits different performance, there is a possibility of gap between performances of resource allocation schemes depending on the type of CSRAS. So, in the simulations, various CSRAS are used to show that the proposed scheme operates effectively regardless of the type of CSRAS. The obtained results show that the proposed scheme shows a more effective performance than those of two selected reference schemes (one from the schemes that do not consider video streaming (PFRA) and one from the schemes that consider video streaming (BSOP)) through an overall consideration of the QoE values of the DASH clients and the fairness among the non-DASH clients.
To sum up, the main contributions of this paper are summarized as follows:
• The proposal of a new resource allocation scheme for symbiosis of DASH clients and non-DASH clients (RASS) that allocates radio resource blocks to DASH clients and non-DASH clients for its purpose. The proposed scheme implements a control process to divide all the available PRBs into two chunks, which are used by PFRA and KCRA, and let PFRA and KCRA allocate PRBs to non-DASH clients and DASH clients, respectively.
• Various simulations with multiple client side rate adaptation schemes, reference resource allocation schemes, and network environments.
• The demonstration that the proposed scheme can increase the QoE value of DASH clients by reducing re-buffering events, especially in harsh network conditions. • The demonstration that the proposed scheme can guarantee the fairness of using radio resource blocks among non-DASH clients.
This paper is structured as follows. In Section 2, a review of the recent studies that are related to our work is presented. Section 3 outlines design principle and evaluation items, while Section 4 presents the optimization process of the KCRDC which is one of the components of RASS. Section 5 then describes the KCRA, and Section 6 presents the simulation results. Finally, Section 7 concludes this paper.
Related works
Several rate-adaptation and resource allocation schemes have been proposed to handle tremendous video traffic and provide a higher QoE to DASH clients. In Section 2.1, several resource allocation schemes are described. In Section 2.2, several CSRASs are outlined.
Resource allocation schemes
In [22] , the authors proposed a scheme that maximizes the throughput and minimizes the delay of real-time traffic to fulfill the QoS criteria. This scheme consists of the following two resource allocation schemes: (1) PFRA scheme and (2) Maximum-Throughput Resource Allocation (MTRA) scheme. Real-time traffic is scheduled by the proportional fair scheduler, whereas non-real-time traffic is scheduled by the maximum throughput scheduler.
The authors of [13] developed a formulation to maximize the QoE with a combined CSRAS-BSOP scheme. The key factors that are considered for client side rateadaptation scheme are as follows: (1) average video quality, (2) variance of video quality, and (3) start-up delay. Meanwhile, the key factors that are considered in BSOP are the re-buffering-time ratios of DASH clients and the achievable rate of PRBs.
In [16] , QoE-based resource allocation for adaptive HTTP video delivery was proposed to enhance the user QoE in multi-user over-the-top (OTT) DASH. This scheme uses information such as buffer levels of streaming users and channel quality of mobile users. With the information, a proxy-based method is used to optimize the video rate that is requested by streaming users.
A bandwidth-efficient multi-path transport layer protocol for high-quality real-time video was proposed in [17] . This transport layer protocol uses priority-aware data scheduling and adaptive forward error correction (FEC) coding algorithm to mitigate the packet loss rate.
In [18] , the authors proposed a QoE-driven cross-layer optimization method to provide improve QoE of DASH clients. The proposed method is a proxy-based scheme that eNodeB changes the HTTP Get Request according to the channel condition and other DASH-related information of DASH clients. By using this scheme, DASH clients with good channel conditions and buffer capacity can request enhancement layers of downloaded video segments so that DASH clients can be provided higher QoE.
Client-side rate-adaptation schemes
The agile smooth-video adaptation algorithm (SVAA) [23] uses the buffer occupancy and the buffer trend to select the segment version that is appropriate for the current network condition and the buffer state of the DASH client.
Also, SVAA applies a buffer cap to prevent the buffer overflow that occurs when the buffer is already full and receives another data.
In [24] , the authors proposed the segment-fetching time method (SFTM) rate-adaptation scheme for the serial and parallel segment-fetching methods in the content distribution network (CDN). The proposed scheme uses the ratio of the expected segment-fetch time and the measured segment-fetch time to detect the network capacity. Also, the scheme uses a stepwise switch-up method and a multistep switch-down method that are based upon the proposed rate-adaptation metric. In addition, an idling method is used to prevent buffer overflows, and the prioritized optimum segment-fetch time is suggested for the newly joined DASH clients to solve the fairness problem among the DASH clients.
Also, the fuzzy-logic-based rate-adaptation scheme (FDASH) presented in [25] adapts the segment bit-rate by using the fuzzy-logic controller (FLC). The FLC uses the following inputs: (1) buffer level and (2) differential of the buffer level. Also, the scheme controls the bit-rate of the next segment by using the throughput-estimation value.
Methods and evaluation items
RASS is designed to reduce probabilities of re-buffering events of multi-media services and to guarantee fair services among non-DASH clients. The design of RASS is shown in Fig. 1 . The overall system consists of the clientside architecture and the base-station-side architecture, and the details of the client-side architecture and the basestation-side architecture are represented in Sections 3.1 and 3.2, respectively.
Client-side architecture
In the client-side architecture, DASH clients receive the media-content segments that are then stored in their Playout Buffers in the received order. The DASH clients then play the accumulated video segments one by one. During the video playback, the information of the buffer levels of the DASH clients is extracted from the Playout Buffers and is included in the HTTP Get Request [26] . The format of the HTTP Get Request used in RASS is described in Fig. 2 . The left side of the format is elliptical, which is an original format of the HTTP Get Request and includes the necessary DASH information such as resolution id and segment id. The buffer states of DASH clients are added to the original format with 32-bit size. Then, the HTTP Get Requests are transferred to the base station via the uplink data channel (PUSCH) [27] of the LTE system.
Base-station-side architecture
The LTE system that is used in the proposed network model uses the Frequency Division Duplexing (FDD) [28] . In the FDD scheme, since uplink and downlink transmission use different frequency bands, clients send and receive packets simultaneously. Also, multiple clients communicate with a base station simultaneously due to resource (sub-channels, power) allocation in every transmission time interval (TTI). At every TTI (i.e., every 1 ms), the clients send Channel Quality Information (CQI) [29] to their base station. By using the CQI, a base station can calculate the achievable rate that a user can achieve with the allocated PRBs, as follows:
where TB is the size of a transport block that is determined by a Modulation and Coding Scheme (MCS) and the number of allocated PRBs. Additionally, the MCS is determined by the predefined table that informs the selectable MCS based on the given CQI [30] . At the basestation side, the link-layer model that is proposed in [31] is used. In this model, the data rate of the user i is denoted as R i and the maximum achievable rate that the user i 
where α i denotes the proportion of the total PRBs that the user i can use and this value will be calculated in our proposed scheme. An R max,i for each user is updated in each optimization round, i.e., in each TTI, based on its channel condition that is informed by the user. As an expansion of the client-side architecture, the base station receives the HTTP Get Request, and this is followed by the extraction of the information about the buffer level from the HTTP Get Request that is sent to the RASS. The other two control factors, i.e., the achievable bit-rate and the numbers of DASH and non-DASH clients, as well as the buffer levels of the DASH clients, are included in the RASS. The numbers of DASH and non-DASH clients can be achieved by the control message from DASH clients. If a DASH client starts a streaming service, then it sends a control message to its base station through control channel so that the base station can identify this client as a DASH client and increases the number of DASH clients.
On the other hand, if a DASH client stops playing streaming service, it sends a control message again so that the base station can erase this client from the DASH client list and decreases the number of DASH clients. After receiving all the information, KCRDC starts a control process using the KKT-Conditions. The details of these factors are described in Section 4. The KCRDC optimally divides the total PRBs into two chunks by using the KKT-conditions. One chunk is for PFRA scheme and the other is for the KCRA scheme. Then, PFRA scheme allocates its resource chunk to the non-DASH clients according to the following equation:
where i k (t) denotes the chosen user for the transmission of the kth PRB at the time t, R j (k, t) is the achievable rate for the kth PRB at t, and T j (t) is the past average throughput of the user j. On the other hand, the other PRB chunk is allocated to the DASH clients by the KCRA scheme. The details of the KCRA scheme are described in Section 5.
To sum up, RASS receives (1) numbers of DASH and non-DASH clients, (2) achievable bit-rate of all the clients, (3) playback buffer levels of DASH clients, and (4) downlink PRBs information as input items. Then, KCRDC, KCRA, and PFRA make downlink scheduling information as an output item of RASS.
Evaluation items
The evaluation items that are used to validate the proposed scheme are as follows: (1) average re-buffering-time ratios of the DASH clients; (2) average received data and standard deviation of the received data of the non-DASH clients; and (3) average QoE value of the DASH clients. The following equations are used to calculate (1) and (2):
where Reb(i), I total,i , and i denote the re-bufferingtime ratio of the ith DASH client, the total playbackinterruption time of the ith DASH client, and the total video-playback duration, respectively, and m denotes the average received data of the non-DASH clients that are the results of the division operation of the sum of all of the non-DASH clients' received data [R(i)] and the number of DASH clients (N non−DASH ). Additionally, Stad denotes the standard deviation of the received data of the non-DASH clients that represents the degree of the fairness among the non-DASH clients. In addition, a QoE model [11, 13, 32] is needed to prove that the QoE of the DASH clients is actually improved by the application of the proposed scheme; the employed QoE model was proposed in [13] for this reason. The following three factors are considered for the QoE model that is used in the present paper: (1) average video quality; (2) variance of video quality; and (3) re-buffering-time ratio. The average video quality and the variance of video quality are represented as:
where m avq (i) is the average video quality of the ith DASH client; N seg,i is the number of the segments that are received by the ith DASH client; q(R i [k] ) is the form of video quality that is proposed in [33] , which can be controlled by the parameters ϑ i and ι i for different DASH clients; and Var(i) is the variance of the video quality of the ith DASH client. With (4), (7), and (8), the QoE can be defined as
In the simulations of this study, ϑ i and ι i are set as 10 and 0 for all of the users, respectively. Also, θ and ξ are set as 0.2 and 300, respectively, since the re-buffering-time ratio is more critical to the QoE than the variance of video quality [34] .
KKT-conditions-Based Resource-Division Controller
In this section, the description of the KCRDC is given. The control factors for the controlling of the size of two PRB chunks are presented in Section 4.1, and the KCRDC control process is described in Section 4.2.
Control factors of the KCRDC
In the proposed KCRDC, the following three factors for the effective division of the PRBs are considered:
1. The number of DASH clients and the number of non-DASH clients to allocate more PRBs to the group with the higher number of clients. 2. The sum of the maximum achievable bit-rates of the DASH clients and the sum of the maximum achievable bit-rates of the non-DASH clients to consider the effectiveness of the PRB usage. 3. Buffer levels of the DASH clients to allocate a larger number of PRB chunks to the KCRA for any of the DASH clients that are at risk of the re-buffering events.
The objective of this controller is the maximization of the effectiveness function R(α) that is given by
where log (R max,i + a) is increased, the number of PRB chunks that are allocated to the KCRA will become larger, since it is important to consider not only the re-buffering-time ratios of the DASH clients but also the effectiveness of the PRB usage. Also, it is reasonable to allocate a greater number of PRBs if the N DASH is increased, since a higher N DASH means that the necessity of the PRBs has increased. Also, we have used log function for achievable rate (R max,i ) and exponential function for buffer levels (B i [ t] ) of DASH clients. It is because we want buffer levels to be more influential than achievable rate. In other words, by using the characteristic that exponential values changes rapidly than log values with same amount of input changes, KCRA can get PRBs sufficiently and allocates them to DASH clients who are at risk of buffer underflow. 1 Likewise, 2 (t) is the control function of the non-DASH clients that stands for the amount of PRBs that is needed for the non-DASH clients. Also, like 1 (t), the amount of the PRB chunk is controlled by the
log (R max,i + a) and the N non−DASH . 2 
Control process
In the control process of the KCRDC, the size of chunks that are allocated to PFRA and the KCRA are controlled with the use of the KKT-conditions. With (11), (12) , and (13), it is possible to formulate the optimization problem for the KCRDC as (14) , (15) , and (16) and the Lagrangian of this problem is represented by (17) , as follows:
As described earlier in Section 4.1, the objective of this optimization problem is the finding of the proportion set α that maximizes the effectiveness function R(α). Obviously, the optimization problem is constrained by (15) and (16) , since the sum of proportion values (alpha i ) must be less than or equal to 1, and each proportion value must be greater than or equal to zero. The KKT-conditions for (14) , (15) , and (16) are given by:
By using the conditions of (18), (19) , (20) , and (21), this problem can be formulated into a matrix form, as follows: 
If the KKT conditions are not satisfied with the obtained results from (26) , some of the conditions are deactivated and the vector x is recalculated. This process is repeated until all the KKT conditions are satisfied. With the values α 1 and α 2 that are finally obtained from Eq. (26), two PRB chunks that are represented as follows can be obtained:
where N PRBs is the total number of PRBs and Tr() is a truncation function. The sum of N PRBs−DASH and N PRBs−non−DASH , however, will not be N PRBs since α 1 N PRBs and α 2 N PRBs are truncated into the integer. In our work, the remaining PRBs are allocated to one of the two schemes which has bigger decimal value.
KKT-conditions-based resource allocation for DASH clients
The KCRA scheme for DASH clients is described in this section. With the resource chunk that is allocated by the KCRDC, the KCRA scheme only needs to allocate resource chunk to the DASH clients to prevent the rebuffering events. Although the KCRA is based on the KKT-conditions same as the KCRDC, its weight factors are different from the KCRDC control factors, since the KCRA objective is different from that of the KCRDC. In Section 5.1, the KCRA weight factors are presented, and the optimization process is described in Section 5.2.
Weight factors of the KCRA
To effectively allocate the PRBs, it is important for the KCRA scheme to consider the following factors:
1. The maximum achievable bit-rates of the DASH clients to maximize the effectiveness of the PRB usage. 2. The buffer levels of the DASH clients to prevent the corresponding re-buffering events. 3. The past average throughputs of the DASH clients to achieve a certain level of fairness among the DASH clients.
The objective of the KCRA is the maximization of the effectiveness function that is given by (29) , as follows:
where γ i (t) = log
+η for all of the t values [13] , η is a constant, C(β i ) = −(β i − 1) 2 is a convex function for the optimization, and φ i (t) is the weight function that consists of the previously described three factors. Also, β = [β 1 , ..., β N DASH ] and β i represents the percentage of total downlink resources that ith DASH client will use. The DASH client with the larger φ i (t) acquires a larger portion of the PRBs, i.e., the DASH client whose buffer level is lower than those of the others (i.e., a large w i (t)), the DASH client whose R max,i is larger than those of the others, and the DASH client who previously received less data, i.e., a low T i (t), can use more PRBs than the other DASH clients. 3 
KCRA optimization process
With (29), (30) , and (31), the performance of an optimization process that is similar to the control process of the KCRDC is possible. First, a formulation of the optimization problem as (32) , (33) , and (34) are necessary, followed by a representation of the Lagrangian of this problem as (35) , as follows:
In common with Section 4.2, the KCRA optimization problem is constrained by (33) and (34), and with these constraints, the KKT-conditions for (32), (33) , and (34) are given by: 
By using the conditions of (36), (37), (38), and (39), just like the KCRDC process, this problem can be formulated into a matrix form, as follows: 
The iterative process for obtaining optimal results described in Section 4.2 is also done in this optimization process. After the optimization process, the proportion set β is obtained using Eq. (44). By using the set β, every user i receives the amount of resource blocks that is determined by
The sum of iNumPRBs(i), i.e., N i=1 iNumPRBs(i), however, will not be N PRBs−DASH , since β i N PRBs−DASH is truncated into the integer. Therefore, to allocate the remaining PRBs to the clients, the Allocating Remaining PRBs (ARP) algorithm is applied.
Algorithm 1 describes the ARP algorithm. At first, the decimal of α i N PRBs is represented as fNumPRBs(i). Then, the array fNumPRBs is sorted into a descending order. Subsequently, with the confirmation that the PRB is available, the DASH clients obtain the PRBs one by one in the order of the fNumPRBs. If the index is N DASH , then the index is set to 1 again to allocate more resources to the clients with a larger decimal. if(PRBsMap(k) == false) 8:
PRBsMap ( 
Results and discussion
To validate the proposed scheme, simulations are implemented in various LTE networks using the NS-3. In Section 6.1, an outline of the simulation parameters and evaluation items is given. In Section 6.2, the simulation results that are obtained in the LTE networks with the application of RASS, BSOP, and PFRA in the base station are introduced. In addition to the base-station application, one of three available CSRASs, SVAA, SFTM, and FDASH, is applied to all of the DASH clients in every simulation. With the obtained results, the following two facts are verified: (1) RASS shows more favorable performances than other reference resource allocation schemes upon the overall consideration of QoE of DASH clients and the fairness among non-DASH clients. (2) RASS operates effectively irrespective of the CSRAS type that is applied.
Simulation setup
To show that the proposed scheme works effectively in various fading environments, the simulation results in Section 6.2 are obtained in the LTE networks using the following two fading models: (1) Extended Vehicular A model-60 km/h, and (2) Extended Typical Urban model-3 km/h. The path loss model of the LTE network in the simulation is the log-distance path loss model. This path loss model can be expressed as
where PL is the path loss, PL 0 is the path loss at the reference distance, n is the path-loss exponent, and d 0 is the reference distance (set as 1 m in this simulation). In the simulation, the n is set as 3. Above this, each video . Also, to simplify the simulation, it is assumed that the traffic that the non-DASH clients received is nonreal-time traffic (e.g., FTP, Web) [35] . The rest of the simulation parameters are described in Table 1 . Tables 2, 3 , and 4 show the re-buffering-time ratios of the DASH clients with the 50 frames per second (fps) video contents. As shown in the tables, BSOP scheme shows the poorest performance in all the simulation environments. As BSOP scheme uses information of buffer level which only exists in DASH client, BSOP cannot operate effectively in the case that DASH and non-DASH clients exist in network simultaneously. Therefore, it is no wonder that BSOP shows poor and irregular performance even if there are few non-DASH clients in the LTE network (i.e., less harsh network). PFRA scheme shows more favorable performance than BSOP scheme since it considers fairness and allocates more resource blocks to users who have not gotten enough radio resource blocks. However, as the number of non-DASH clients increase, PFRA scheme should allocate more resource blocks to non-DASH clients. Therefore, it is natural that DASH clients experienced more re-buffering events as the number of non-DASH clients increases. On the other hand, with the operation of KCRDC and KCRA, RASS scheme shows no re-buffering events in almost every case. RASS experiences A when there are 9 DASH clients and 30 non-DASH clients (2.117%, 1.715%, 0.412%) due to the large number of DASH clients and non-DASH clients. Nevertheless, RASS still shows the lowest re-buffering ratios among the three resource allocation schemes. Figure 3 represents the simulation results within the QoE framework 4 . The QoE values are normalized by largest value in each case. BSOP provides lowest QoE to DASH clients in almost every case except three cases such as (a)-EVA, (b)-EVA, and (c)-EVA in Fig. 3 . In those three cases, PFRA provides lowest QoE to DASH clients when there are 30 non-DASH clients since PFRA have to provide fairness to all the clients. RASS, in constrast with other two schemes, always provides highest QoE value since it manages well the re-buffering events of DASH clients as shown in Tables 2, 3 , and 4. With these results, it is verified that by carefully managing re-buffering events of DASH clients, it is possible to increase QoE of DASH clients in harsh network environment.
Simulation results with three CSRAS and three resource allocation schemes
Figures 4 and 5 show the average received data and the standard deviation of the received data of the non-DASH clients with in various environments. As shown in those figures, BSOP shows the highest standard deviation of the received data, i.e., it performed poorly in terms of the fairness. In contrast, RASS provides almost the same level of standard deviation with PFRA, i.e., it provides great fairness to non-DASH clients. Another point to note in the case of RASS is that the non-DASH clients received a lesser amount of data compared with the other resource allocation schemes. It is because RASS allocates more PRBs to the DASH clients to prevent the experiencing of the expected re-buffering events. However, it is okay for the non-DASH clients to receive data in a slightly moreslower manner since non-real-time traffic is much more tolerant than real-time traffic (i.e., video traffic) [36] . Furthermore, to show that RASS operates effectively regardless of the CSRAS type, the previous results need to be reviewed. If only RASS results in Table 2 and Figs. 3, 4, and 5 are considered, it is noticeable that the DASH clients experience the lowest number of rebuffering events regardless of the type of CSRAS. Furthermore, it is obvious that RASS provides a similar level of fairness to the non-DASH clients regardless of the type of CSRAS. However, there might be a question about the differences among the performances of RASS depending on the type of CSRAS. The differences among the performances are occurred because the segment bit-rates that are requested at a certain time and the timing of the request of a certain segment are different depending on the type of CSRAS. For example, let us assume that RASS provides more data to non-DASH clients in the case of SVAA compared with the case of SFTM. In this context, two cases exist. First, SFTM chooses the segments of the higher bit-rate compared with SVAA. At the cost of a higher bit-rate, SFTM maintains lower DASH-client buffer levels than SVAA. Second, SFTM maintains higher DASH-client buffer levels than SVAA with similar segment bit-rates. In both cases, the SFTM clients use more PRBs than the SVAA clients, i.e., the DASH clients use different amounts of PRBs depending on the type of CSRAS. Therefore, the only focal point is that RASS provides a similar level of the average received data amount and a similar level of the standard deviation of the received data for the non-DASH clients regardless of the type of CSRAS. Not only the simulation results with 50 fps video contents, but also simulation results with 40 fps video contents have been made. Tables 5, 6 , and 7 show the re-buffering ratioss of DASH clients with 40 fps video contents. As shown in those tables, BSOP shows highest re-buffering ratios similarly with the results with 50 fps video contents. However, unlike the results with 50 fps video, PFRA shows low re-buffering ratios because 40 fps video requires 1 frame per 25 msec while 50 fps video requires 1 frame per 20 msec. In other words, re-buffering events occur frequently with higher fps video contents due to the higher number of frames in 1 sec.
The average received data and the standard deviation of the received data of the non-DASH clients in the simulations with 40 fps video contents are outlined in Figs. 6, 7, and 8. Same as the Figs. 3, 4 , and 5, only the results with 9 DASH clients are represented in those figures. The three resource allocation schemes shows similar tendency compared to the results in Figs. 4 and 5 . In other words, BSOP provides lowest QoE to DASH clients except a few cases that PFRA provides lowest QoE. Also, Fig. 6 Average quality of experience (QoE) of 9 DASH clients with 40 fps video contents. a FDASH. b SVAA. c SFTM non-DASH clients under RASS received less data than BSOP and PFRA due to the mechanism to prioritize the decrease of re-buffering ratios. Also, RASS shows low standard deviation while BSOP shows bad performance in standard deviation.
Conclusion
In this paper, we proposed a new resource allocation scheme for symbiosis of DASH clients and non-DASH clients (RASS) to provide seamless video streaming service to DASH clients and to guarantee fairness among non-DASH clients. KCRDC divides the total number of PRBs by considering various factors such as the number of DASH and non-DASH clients, the DASH-client buffer levels, and the maximum achievable bit-rates of all clients. Likewise, KCRA allocates the resource blocks to DASH clients in consideration of the buffer levels, maximum achievable bit-rates, and past average throughput of the DASH clients.
A comparison between the proposed scheme and other resource allocation schemes was performed in various LTE environments with two fading models and a path-loss propagation. With the simulation results, it was verified that RASS scheme provides higher QoE to DASH clients than other schemes and shows almost same fairness compared to PFRA scheme. Also, RASS scheme transparency was proved by a demonstration of a similar tendency regarding the fairness of non-DASH clients and the re-buffering ratios of DASH clients. In summary, the obtained results showed that the proposed scheme operates very effectively in various LTE environments regardless of the type of client-side rate-adaptation scheme. 
