Telex: Principled System Support for Write-Sharing in Collaborative
  Applications by Benmouffok, Lamia et al.
ar
X
iv
:0
80
5.
46
80
v3
  [
cs
.O
S]
  1
0 J
un
 20
08
appor t  

de  r ech er ch e 
IS
SN
02
49
-
63
99
IS
R
N
IN
R
IA
/R
R
-
-
65
46
-
-
FR
+
EN
G
Thème COM
INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE
Telex: Principled System Support for Write-Sharing
in Collaborative Applications
Lamia Benmouffok — Jean-Michel Busca — Joan Manuel Marquès — Marc Shapiro —
Pierre Sutra — Georgios Tsoukalas
N° 6546
9 May 2008

Centre de recherche INRIA Paris – Rocquencourt
Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30
Telex: Prinipled System Support for
Write-Sharing in Collaborative Appliations
∗
Lamia Benmouok
†‡
, Jean-Mihel Busa
†‡
, Joan Manuel
Marquès
§‡
, Mar Shapiro
†‡
, Pierre Sutra
†‡
, Georgios Tsoukalas
¶
Thème COM  Systèmes ommuniants
Équipe-Projet Regal
Rapport de reherhe n° 6546  9 May 2008  28 pages
Abstrat: The Telex system is designed for sharing mutable data in a dis-
tributed environment, partiularly for ollaborative appliations. Users operate
on their loal, persistent replia of shared douments; they an work dison-
neted and suer no network lateny. The Telex approah to detet and orret
onits is appliation independent, based on an ation-onstraint graph (ACG)
that summarises the onurreny semantis of appliations. The ACG is stored
eiently in a multilog struture that eliminates ontention and is optimised for
loality. Telex supports multiple appliations and multi-doument updates. The
Telex system learly separates system logi (whih inludes repliation, views,
undo, seurity, onsisteny, onits, and ommitment) from appliation logi.
An example appliation is a shared alendar for managing multi-user meetings;
the system detets meeting onits and resolves them onsistently.
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Telex : un système de partage en ériture pour
les appliations ollaboratives, basé sur un
modèle formel
Résumé : Le système Telex est onçu pour le partage des données modiables
dans un environnement réparti, prinipalement pour des appliations ollabora-
tives. Les utilisateurs opèrent sur une opie loale et persistante des douments
qu'ils partagent ils peuvent travailler en mode déonneté, et ne sont pas ra-
lentis par la latene du réseau. Telex utilise une approhe indépendante de
l'appliation pour déteter et orriger les onits, qui se base sur un graphe
ations-ontraintes (ACG) qui résume la sémantique de onurrene des appli-
ations. L'ACG est stoké de façon eae dans une struture ditemulti-journal
qui élimine la ontention et est optimisée pour la loalité. Des appliations dif-
férentes s'exéutent sur Telex, qui permet de mettre à jour plusieurs douments
de façon oordonnée. Telex sépare proprement la logique système (e qui inlut
la répliation, les vues, le undo, la séurité, la ohérene, les onits, et la
nalisation) de la logique appliative. Un exemple d'appliation est un alen-
drier partagé, pour gérer des réunions multi-utilisateur le système détete les
onits de réunion et les résout de façon ohérente.
Mots-lés : Pas de motlef
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1 Introdution
The Telex system provides novel solutions for write-sharing data in o-operative
and disonneted work settings.
Existing approahes have severe limitations. For instane state mahine
repliation [5℄ imposes high lateny and does not support disonneted opera-
tion. The popular last-writer-wins algorithm [11℄ does not ensure any high-level
orretness guarantees.
1
In ontrast, Telex is based on a prinipled approah
that ombines exibility and orretness, and leanly separates appliation logi
from system logi.
Appliation logi transmits to Telex ations (operations) and onstraints
(onurreny invariants), and applies exeution shedules transmitted by Telex.
In return, Telex takes are of: repliation, onsisteny, storage and aess on-
trol; olleting, transmitting and persisting operations; deteting onits and
omputing high-quality onit-free shedules; forward exeution and rollbak;
hekpointing; ommitment; and aess ontrol. Telex supports multi-doument
updates and ross-appliation senarios out of the box.
Telex is based on a prinipled approah, the Ation-Constraint Graph
(ACG) [12℄. We designed the multilog data struture to store ACG-based do-
uments in a distributed le system. Multilogs eliminate write ontention and
promote loality.
We developed a number of demonstration appliations above Telex. For
instane, a shared alendar appliation lets people organise their agenda ollab-
oratively, arranging private events and group meetings. Telex detets meeting
onits and proposes possible solutions.
The ontributions of this paper inlude: a novel approah to shared data
repliation that is appliation independent yet appliation-aware, the ACG; the
pratial engineering of an ACG system, in partiular the doument and multi-
log strutures; design examples and lessons learned for ACG-based appliations;
and some benhmarks and performane measurements.
This paper proeeds as follows. Setion 2 is an overview. Setion 3 explains
the data strutures that Telex uses. Setion 4 douments the Telex arhite-
ture and implementation. In Setion 5, we present some example appliations.
Setion 6 evaluates the Telex performane. We reet on lessons learned in
Setion 7. Setion 8 ompares Telex with related work. Finally, Setion 9 on-
ludes.
2 Telex overview
We give an overview of the Telex system from three omplementary points of
view.
1
Setion 8 analyses the state of the art in detail.
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a. App. reies user op. b. Remote ation rvd.: . Compute shedule(s),
as ations & onstraints upall for onit onstraints exeute, display
Figure 1: Telex interations. (The irled numbers refer to Figure 5)
2.1 User/appliation perspetive
Telex supports partiipants, i.e., users working at disjoint sites, whih may be
widely distributed. An authorised partiipant may repliate a shared doument
on his site.
A site operates optimistially [11℄: it applies loal ations (operations),
sends them to other sites, and eventually replays the ations it reeives. Hene,
appliations are not slowed down by remote synhronisation, network issues, or
by remote failures.
A partiipant may work either onneted or disonneted from others. Thus,
eah partiipant has his own view of the urrent state of the shared doument.
Douments and views persist aross log-out/log-in and restarts. However, a
view is only tentative and may have to roll bak.
Telex, not appliations, takes are of hard issues suh as onit detetion,
reoniliation, and onsisteny. However, sine a onit is the violation of some
appliation invariant, Telex is parameterised by appliation-spei onurreny
invariants alled onstraints. A onstraint relates two ations, either of the same
or distint douments. Hene, Telex maintains onsisteny between douments.
Figure 1 illustrates the ontrol struture of Telex with a Shared Calendar
(SC) appliation.
2
In this example, the partiipant reates an appointment,
whih onits (double booking) with one reated remotely. In Figure 1.a,
the partiipant performs the appointment operation. The SC appliation logs
the orresponding ations and onstraints to the loal Telex dæmon (+ation
appointment). In Figure 1.b, when the site reeives a remote ation (signal),
it ompares it to the onurrent ations. If Telex suspets a onit, it alls
up to the appliation (getConstraint), whih replies with preise information
(+onstraint antagonism). Finally, as in Figure 1., Telex periodially sends
shedules to the appliation, for exeution and/or rollbak. The appliation
2
Elements of the gure not disussed here will be explained in later setions.
INRIA
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Name Notation Semantis
NotAfter A→ B A is never after B in any shedule
Enables A ⊳ B B in a shedule implies A in same shedule
NonCommuting A / B Must agree on A→ B or B → A (onit)
Atomi A
⊳
⊲ B All or nothing
Causal A
⊳
→ B B depends ausally on A
Antagonism A
←
→ B A and B never both in same shedule (onit)
Table 1: Constraints
omputes and displays the orresponding views, in this example with a onit
indiation (onit).
3
2.2 Formal perspetive: ations and onstraints
Telex is based on a formal model, the Ation-Constraint Graph (ACG) [12℄.
The ACG is a labelled graph whose nodes are the ations and edges are the
onstraints. The urrent view of a site is the result of exeuting a sound shedule,
i.e., an ordering of ations urrently known at that site, that obeys the safety
onstraints NotAfter and Enables. In eet, the ACG represents the set of all
legal views.
Table 1 presents briey the onstraints supported by Telex; for full details
please refer to the relevant publiations [12℄. The rst three are primitive, the
last three are ombinations of the primitives.
4
These represent important lasses of onurreny invariants. While they
an approximate the true appliation semantis only grossly, we have found
that they are suiently expressive for reoniliation purposes in several kinds
of appliations [9, 13℄.
Formally, eventual onsisteny requires that all shedules be sound, that
they have a ommon stable sound prex, that every ation eventually be either
aborted or in the prex, and that non-ommuting ations that are in the prex
be ordered.
5
The latter two items imply a global onsensus between sites. We
all this onsensus the ommitment protool. In Telex, ommitment is optimisti,
i.e., it ours in the bakground, not in the ritial path of appliations.
2.3 Engineering perspetive: multi-logs and ommitment
The design of Telex is motivated by some major requirements and hallenges:
(i) Persist and repliate the ACG. (ii) Provide strong guarantees above a dis-
3
For the purpose of this paper, doument state, view and shedule are synonymous. View
emphasises that the state is loal and is not unique; shedule emphasises that it is omputed
by some ordering of available ations.
4
Atomi does not ensure transational isolation; an isolation onstraint will be added in
the future. Currently, to ahieve isolation, the user must manually group operations into a
single ation.
5
Mutually-ommuting ations may run in any relative order.
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tributed le system with only best-eort onsisteny. (iii) Integrate douments
into the le system, with reasonable overhead and salability. (iv) Provide a-
ess ontrol, without violating onsisteny. (v) Remove old ACG entries from
storage. (vi) Deentralised, peer-to-peer design, with support for asual dison-
neted operation.
A doument is a named entity in the le system. For loality, a doument
stores only the portion of the ACG onsisting of the ations operating on the
doument, and their onstraints.
Telex douments oexist with ordinary les and diretories in the le system.
Using one or the other is up to the appliation.
Telex relies on external mehanisms to store and repliate douments, and
to propagate hanges to remote sites. To avoid le system bottleneks and
onsisteny issues, eah partiipant writes to a distint append-only log within
a doument. To enable inremental garbage olletion, the log is broken down
into suessive hunk les. This struture is alled multilog.
A log is a suession of ations and onstraints in no partiular order. We
optimise for the expeted ommon ase, where onstraints are inside the same
log; inter-log onstraints within the same doument are slightly more expensive.
Inter-doument onstraints are assumed to be relatively rare and are more ostly.
Beause of network delays and disonnetions, and beause of ltering and
aess ontrol (explained later), at any point in time, dierent partiipants may
observe dierent ACGs. However, eah partiipant's view is onsistent, beause
it results from a sound shedule. Thus, if some ation A is not in a view, and
A Enables B, then B is also not in that view.
The urrent view an be reorded in a snapshot. Snapshots name a view,
speed up the omputation of later views, and help with garbage olletion.
A deentralised, bakground ommitment protool ensures that the ommon
prex of shedules makes progress. Eah partiipant an vote for a shedule
aording, for instane, to user preferene. Voting is deentralised and peer-to-
peer.
Committed log reords may be deleted. However it may be advantageous
to retain them for auditing, reovery or seletive undo (to be explained later).
3 Data strutures
3.1 Doument storage
Telex stores its douments in le systems with standard, best-eort onsisteny
guarantees. The storage design obeys some spei requirements. Douments
should be seamlessly integrated above a standard POSIX interfae, with reason-
able performane and salability. They should o-exist with lassial les and
INRIA
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Figure 2: Storage of Telex doument
diretories. Partiipants must be able to work normally while disonneted.
The system should sales well with the number of ollaborating partiipants.
Finally, Partiipants' data must be seured even when shared.
We implemented multilogs above the federative peer-to-peer le system
VOFS [1℄. VOFS provides global aess to les with best-eort onsisteny.
It supports disonneted operations via persistent repliation, and notiations
for le modiations on distributed les. A omplete desription of VOFS is
outside of the sope of this paper; here we fous on spei features related to
Telex integration.
3.1.1 Multilog Design
As illustrated in Figure 2, a Telex doument is a strutured diretory of les.
Appliations and Telex may store doument-spei data within the doument,
suh as lters and snapshots. These data are loal to a partiipant; only the
multilog needs to be repliated.
A multilog is itself strutured as a diretory that ontains an append-only
log per partiipant. Ations and onstraints reated by an appliation are ap-
pended to that partiipant's log. Eah partiipant's log is repliated at the other
partiipants' sites; VOFS propagates the updates to the network. As eah log
has a single writer, is append-only, and loal to a doument, this avoids write
ontention and salability issues.
Propagation of a log through the network is asynhronous, i.e., a log replia
may ontain only a prex of its soure, as indiated by the syn bar in the
RR n° 6546
8 Benmouok et al.
Figure 3: Implementation of multilogs over VOFS.
gure. Telex instanes monitor the logs for new updates. Eventually, all ations
and onstraints are known to all partiipants.
As time passes, an ation eventually beomes ommitted and is not needed
any more. To enable removing suh old reords, a log is itself strutured as a
diretory of hunk les. When the size of the urrent hunk reahes a threshold,
a new one is reated. The name of a hunk le inludes a sequene number,
making it onvenient to read hunks in order, and to seletively delete hunks.
A hunk may be deleted when all the ations it ontains are ommitted and
there is a later materialised snapshot. This is, however, a poliy deision; a site
may deide instead to retain old hunks for auditing or reovery.
3.1.2 Multilogs on VOFS
A doument is stored by the Telex dæmon in the le system as a diretory. The
internal struture of this diretory is not meaningful to users, and is intended
to be hidden by the user interfae (muh like the bundles of MaOS).
In our deployed multilogs so far, we have used a entralised setup at a
primary master site, ontaining the authoritative version of all the logs in a
doument. Partiipants' sites ahe the logs persistently, making them available
for disonneted operation. The master site is a single point of failure and a
salability bottlenek.
In the future, we plan to use a peer-to-peer onguration, using aross-
network symboli links that VOFS provides. Here, eah partiipant hosts the
authoritative version of his own log on his own site, as in Figure 3. As before,
partiipants ahe remote logs persistently. The master site serves only to list
all the logs using symboli links. Any other method of distributing the list ould
be used.
INRIA
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Figure 4: Two multilogs with their logs; note onstraints within log, within
doument, and between douments
3.1.3 The Multilog Toolkit
VOFS is optimised for multilogs, whih improves the user experiene. However,
multilogs an be implemented above any ordinary distributed le system. We
provide a toolkit implementation of multilogs, as a set of simple programs and
dæmons, providing simple and eient multilog management and aess above
an ordinary le system.
The implementation follows losely the design of Figure 2. More details are
available in Setion 6.
3.2 Ation and Constraint
An ation represents an appliation operation. It is desribed by several at-
tributes, of whih some are known to Telex and other are appliation-spei.
Among the former, the most important is a list of ation keys. An ation key
indiates the doument subset that this ation targets; if two ations have a
ommon key, this indiates suspiion that the ations onit (see Setion 4.2.1
for more detail). An ation belongs to only one doument. It is uniquely iden-
tied by the triple 〈doument, issuer, timestamp〉. Telex logs an ation in the
log of the partiipant who issues it.
A onstraint reies a semanti relation between two ations. It is dened by
its type (NonCommuting, NotAfter or Enables) and by the two ations it binds.
A onstraint is uniquely identied by the triple 〈type, ation1, ation2〉. Telex
logs a onstraint in the log of the partiipant who issues it.
Most often, a onstraint binds two ations of the same doument, whether
issued by the same partiipant or not. Suh a onstraint is alled an intra-
doument onstraint. However, a onstraint may bind ations of two distint
douments. Suh a onstraint is alled a ross-doument onstraint. It is then
logged in both douments.
RR n° 6546
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A onstraint C referenes an ation A by using one of the three following
forms: (timestamp) if A is issued by the same partiipant as C and belongs to
the same doument, (issuer, timestamp) if A belongs to the same doument as
C and (doId, issuer, timestamp) otherwise. In the latter form, doId is the id
of the doument that ation A belongs to.
Figure 4 shows an example of the two types of onstraint. Constraint
C1 is an intra-doument onstraint: it binds ations A1 and A2 of doument
OSDI_paper. Constraint C1 is issued by Pierre and thus it is logged in Pierre's
log of OSDI_paper. On the other hand, onstraint C2 is a ross-doument on-
straint: it binds ation A3 of doument OSDI_paper and ation A4 of doument
gure_1. Constraint C2 is issued by Georgios and thus it is logged in Georgios's
log of both OSDI_paper and gure_1.
3.3 Views
A desirable feature of repliation in ollaborative work is to enable dierent
partiipants to have their own view of a shared doument. For instane a
partiipant working on a given setion of a shared doument may temporarily
ignore updates to the same setion by other partiipants. Telex allows the
partiipant to selet a partiular view of a doument by means of ation lters.
A lter denes whih ations of the ACG Telex must exlude when omputing
sound shedules. When applying a lter, Telex also exlude all ations that
ltered ations enable. This ensures that the view omputed by ltering is
always sound, i.e., doument invariants are not violated.
A partiipant denes a lter by speifying its name and one or more lter-
ing riteria involving any attribute of an ation. The partiipant may dene
several lters on a doument and dynamially add and remove them. Telex
saves urrently-dened lters as part of the persistent state of a doument.
Note that a lter may target a spei ation of a doument. By adding and
removing the lter, user may thus seletively undo and redo the orresponding
ation in his view of the doument. (To undo an ation persistently, the parti-
ipant must abort it. By onvention, this is expressed by marking the ation as
antagonisti with itself.)
Filters also provide a means to permanently exlude the operations of a
partiipant who turns out to be maliious, as in the Ivy le system [6℄. Contrary
to Ivy, Telex lters maintain orretness, by exluding all ations that depends
on the maliious partiipant's ations.
3.4 Snapshot
A snapshot reords some view of the doument. To dene a snapshot, a par-
tiipant speies its name and the shedule of ations whose exeution yields
INRIA
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Figure 5: Telex arhiteture
the state being reorded. In addition, the appliation may provide the or-
responding binary state of the doument. In this ase, the snapshot is said
materialised. Materialised snapshots speed up the omputation of a view and
are used as garbage olletion points.
The partiipant may dene any number of snapshots of interest to him, and
later remove those that are no longer useful. Telex saves the set of urrently-
dened snapshots as part the persistent state of the doument.
4 Telex arhiteture and operation
Figure 5 is a detailed view of Figure 1 whih shows the overall arhiteture of
Telex. An instane of Telex runs at eah site and ommuniates with remote
sites.
On top of the gure are the appliations using the servies of Telex. Several
suh appliations may run onurrently at the same site. In the middle of the
gure is the Telex system. It is omposed of two main modules  the sheduler
and the replia reoniler  layered on top of two auxiliary modules  the
transmitter and the logger. Arrows in the gure represent invoation paths
between Telex modules and to/from appliations.
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Eah appliation may open one or more douments. For eah open dou-
ment, Telex reates one instane of eah module, whih maintains the exeution
ontext of the doument. The only exeption is when douments are bound by
ross-doument onstraints, as desribed in setion 4.2.3. In this ase, the bound
douments share the same instane of the replia reoniler and the sheduler.
We desribe next the interation between a Telex instane and the outside
world and then detail the operation of the main modules.
4.1 Interations
Telex-appliation interations involve exhanging piees of AC graphs (sets of
ations and onstraints downwards, sets of shedules upwards). The interation
yle is as follows. The partiipant ats upon the appliation, whih translates
his request into one or more ations and onstraints and passes them to Telex. In
return, Telex omputes a sound shedule from the set of loally-known ations
and onstraints and hands the shedule to the appliation. The appliation
exeutes the shedule and presents the resulting state to the partiipant. If
some ations onit, then several sounds shedules exist, eah orresponding
to a possible solution to the onit. The appliation presents the resulting
states to the partiipant so that he an selet the solution he prefers.
Telex sites exhange ations and onstraints through multilogs, and om-
muniate with eah other in the ommitment protool. The logger module logs
the ations and onstraints submitted by the loal partiipant in the partii-
pant's log. In return, the VOFS noties the logger when remote partiipant's
log are updated. The transmitter determines the set of peer sites and provides
an Atomi Multiast servie among peer sites (arrows #9 and #10).
4.2 Sheduler
The role of the sheduler is twofold. First, it maintains the in-memory ACG that
represents the state of the doument at the loal site. Seond, it periodially
omputes sets of sound shedules from the ACG and proposes them to the
appliation for exeution. Ations and/or onstraints are added to the graph
either by:
 The appliation (Figure 5, arrow #1), when the loal partiipant updates
the doument.
 The logger (arrow #2), when it reeives an update issued by a remote
partiipant.
 The replia reoniler (arrow #3), when it ommits a shedule.
The sheduler passes loally-submitted ations and onstraints to the logger
(arrow #4) to log them on persistent storage.
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4.2.1 Cross-site onstraint generation
Ations logged independently by two partiipants may onit; for instane
in the shared alendar appliation, a same user ould be added to two parallel
meetings. Telex ensures that onits are reied by onstraints as follows. When
a site reeives a new ation, it ompares it against already-known, onurrent
ations of the same doument. If they have a ommon key, then Telex invokes the
orresponding appliation's getConstraint upall. If the ations really onit,
the appliation responds by logging an appropriate onstraint (arrow #5 in
Figure 1.b or Figure 5).
Ation keys are opaque to Telex, whih tests them for equality only. Ation
keys serve as a ompat, but approximate, representation of the doument subset
that the ation uses or updates. Typially, an ation key hashes the identier
of a parameter of the ation. Multiple keys have or semantis (Telex upalls
getConstraint if a key of one ation equals any key of the other). To implement
and semantis (for instane, to get an upall only if two given objets are
involved) the appliation hashes the XOR of their identiers into a single key.
An ation with no keys onits with no other.
If two unrelated ations happens to have equal ation keys, no harm is done,
other than a loss of performane.
4.2.2 Shedule generation
A large number of sound shedules exist for any given ACG in the general
ase. It is therefore not feasible to ompute all sound shedules beforehand and
present them to the appliation. Besides, the appliation may be interested only
in a few or even just one shedule. For these reasons, Telex generates sound
shedules dynamially, upon appliation request (this is not shown in Figure 5).
The appliation may thus iterate through the proposed shedules and stops
when one or more appropriate shedules are found.
Telex generates the best shedules rst, where the quality metri is the
number of ations inluded (implying fewer ations aborted). Optimal shedul-
ing is NP-omplete, therefore Telex runs a heuristi inspired by IeCube [9℄.
Seondary goals of the heuristi are to give preferene to ations of the loal
partiipant in the ase of a onit, and to avoid returning a shedule equivalent
to one returned previously.
4.2.3 Bound douments
Two douments are said bound if there exists a onstraint between an ation of
one and an ation of the other, and either ation (or both) is not ommitted.
For instane, if a partiipant wishes to update two douments atomially, he
sets an Enables onstraint in eah diretion between the updates.
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The ations of a doument may not be sheduled independently from those
of the douments it is bound to. Sheduling is optimised for the ommon ase
of non-bound douments, but we provide speial proessing for this partiular
ase. Note that bound douments may be handled by distint appliations.
Telex proesses bound doument by merging them into a single shared ACG
in order to ompute global shedules over all ations and onstraints. Eah
global shedule generally ontains ations from all bound douments. Thus,
in order to exeute a global shedule, Telex rst projets the shedule on eah
doument and passes eah resulting sub-shedule to the relevant appliation.
The projetion operation simply onsists in retaining only those ations that
belong to the target doument while preserving their order. Telex assigns the
same identier to the sub-shedules deriving from the same global shedule.
This way, the partiipant an identify mathing sub-shedules on eah bound
doument.
4.3 Replia reoniler
Eah Telex site proposes a set of onstraints, a proposal, to remote sites. A pro-
posal ontains deision to ommit, abort or serialise ations. These proposals
may dier, due to asynhronous ommuniation, ltering, diering loal infor-
mation, or user preferene. The replia reoniler is in harge of ommitment,
i.e., reahing agreement on a ommon shedule prex. Commitment ours in
the bakground, not within the ritial path of appliations. The ommitted
proposal appears as a prex of the loal shedules.
We propose a plug-in replia reoniler arhiteture, providing dierent
strategies aording to needs. A reoniler has four (asynhronous) phases.
1. Eah sites ompute a proposal, aording to its loal view, for instane
based on the user's preferenes (arrow #8 in Figure 5).
2. The transmitter atomi multiasts proposals to set of sites diretly on-
erned (arrow #9) by the agreement (in ase of bound douments more
than one replia group may be onerned). Atomi multiast maintains
liveness in presene of faults and network lags.
3. The transmitter forwards proposals it reeives up to the replia reoniler
(arrow #10).
4. Aording to the ommitment algorithm (desribed next) the reoniler
hooses a winning proposal, and logs it (arrows #3 and #4).
Currently we propose two ommitment algorithms. (i) A rst-in rst-out algo-
rithm for appliations suh as a distributed database. At eah site the FIFO
algorithm proposes to minimise the number of dead ations aording to its
loal view. When a site delivers a new proposal, the FIFO algorithm heks the
soundness of the proposal aording to the previous winning proposals (arrows
#8 and #7). If the deision is sound, the reoniler adds it to the ACG, if not
the deision is disarded.
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(ii) A voting algorithm that takes into aount loal preferenes. A proposal
is a vote spanning one or multiple ations over one or more douments. A
proposal is broken into sub-ACGs with spei properties, alled andidates.
Candidates ontaining the same ations hallenge eah other. A andidate may
be eleted only if its set of ations is transitively losed in the union of all the
ACGs aross sites. This protool is desribed in detail in a separate publiation
[15℄.
4.4 Aess ontrol
The Telex design inludes aess ontrol at inreasingly ne-grain levels, using
a seurity framework (whose desription is out of sope of this doument). This
is indiated by the three arrows marked hek in Figure 1. (i) Aess ontrol at
le granularity ensures that a single partiipant writes a given log, and that only
authorised users an read a log. (ii) The Telex dæmon heks whether a user
is allowed to aess an individual log reord.
6
(iii) Appliations may enfore
further ontrol. For instane, in the SC appliation, a user might observe the
times that another user is busy, but not be allowed to see the other details
of his meetings. As explained in Setion 2.3, aess ontrol does not violate
onsisteny.
5 Appliations
To provide insight on the issues involved in using the Telex system, this setion
presents some of our example appliations. We will return to the lessons learned
in a later setion.
5.1 Simple Repliated Ditionary
We start with a simple example. Our Simple Repliated Ditionary Appliation
(SRDA) manages shared ditionaries. SRDA is intended as a building blok for
appliations suh as a shared address book. Users an operate on a ditionary in
either onneted or disonneted mode. Telex guarantees that, in spite of node
arrivals, departures or failures, all instanes of a given ditionary onverge.
A doument ontains tuples of the form 〈tupleID , attribute1, attribute2, . . .〉,
for any number of attributes. Eah attribute is a 〈name, value〉 pair. SRDA
provides these operations:
 insert(tupleID , attrs): inserts a new entry, with identier tupleID and
attributes attrs, into the ditionary doument.
 modify(tupleID , attrs): modies attributes for the given tupleID .
6
This is not yet implemented in the urrent version.
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insert ∀ previous remi.TID :
remi.TID → urrent ins .TID
remove ins .TID
⊳
→ urrent rem.TID
modify ins .TID
⊳
→ urrent mod .TID
∀ previous mod i.TID .attr j :
mod i → urrent mod
Table 2: Sequential exeution onstraints (Notation: ins = insert , mod =
modify , rem = remove, attr = attribute, TID = tupleID)
 remove(tupleID): deletes the tuple orresponding to the given tupleID .
 read(tupleID): returns the attributes orresponding to the given tupleID .
In the rst operation, the tupleID must be previously unused or removed;
for all the others, a tuple identied by tupleID must already exist. The mod-
ify operation assigns the listed attributes if they already exist for the tuple,
otherwise it adds them.
Insert, modify and remove operations translate to a Telex ation. Beause
Telex does not yet support isolated multi-operation transations, we manage
write dependenies in the write operations, as explained shortly. Read opera-
tions are treated as loal.
5.1.1 Sequential onstraints
Table 2 summarises the sequential semantis of SRDA. SRDA logs these on-
straints at the same time as it logs the right-hand ation of the onstraint.
In the Telex design, the appliation should log ausal dependene only when
the seond ation truly depends on the rst. Hene, a modify ation, or a
remove, is ausally dependent on the insert that reated the tuple. Thus, if
the insert aborts or fails, the dependent modify and remove ations will be
disarded from any sound shedule. Furthermore, we treat every write operation
as a read-ompute-write transation.
In order to ensure read-your-writes session guarantees [16℄, we set NotAfter
onstraints between insert , modify and remove ations in the same user session,
even between dierent ditionary douments.
Finally, to ensure the orret sheduling of a remove followed by an insert
with the same tuple identier, we make all previous remove with the same
tuple-id NotAfter the urrent insert . The SRDA appliation logs the above
onstraints in the multilog, at the same time as it logs the right-hand ation.
The SRDA appliation logs the above onstraints in the multilog, at the
same time as it logs the right-hand ation.
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ins2 mod2
ins1 ins1.TID = ins2.TID
⇒ ins1 / ins2 
mod1.TID = mod2.TID∧
mod1 impossible attrs1.TIDs ∩ attrs2.TIDs 6= Ø
⇒ mod1 / mod2
Table 3: SRDA getConstraint
5.1.2 Conurreny onstraints
Sine it is illegal to insert the same identier twie, two onurrent insert ations
that refer to the same identier are NonCommuting. Otherwise, onurrent
inserts ommute. Similarly, two onurrent modify operations with the same
identier and overlapping attributes are also NonCommuting.
Those onstraints are added by the appliation when Telex invokes its
getConstraint method. They are summarised in Table 3, where NonCommuting
is noted /. In order to ensure that Telex upalls the getConstraint method as
needed, insert and modify ations have an ation key, omputed as a hash of
the tupleID .
5.2 Shared Calendar
Our Shared Calendar (SC) appliation is representative of ollaborative deision-
making appliations. SC illustrates the advantages of Telex for semantially-rih
ollaborative appliations.
SC helps people organise private events and group meetings ollaboratively,
possibly in disonneted and asynhronous mode. Contrary to existing alendar
appliations, SC detets onits (suh as double booking), proposes solutions,
and ensures agreement and eventual onsisteny.
This would be diult to ahieve without Telex support. Appliation logi
(i.e., maintaining the data strutures and identifying onstraints) is well sepa-
rated from the system logi, i.e., persistene, repliation, onit detetion and
resolution, ommitment, et.
5.2.1 SC logi
Eah user or loation has an assoiated alendar doument. Eah event (e.g., a
meeting) is a separate doument. A alendar may be read or updated by other
users, who an (if so authorised) reate or manage events, invite people to an
event, or identify onits and free time.
We use the following notations. An event e is unique, has a name e.name,
and a datee.date, and is materialised by a Telex doument e.dox.
A user A reates an event e by reating the doument e.dox, and by logging
an open-event ation in his own alendar and an invite(A) ations in e.dox. He
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Figure 6: Exeution senario for the Shared Calendar appliation
also logs an enable-event ation in e.dox that symbolises the reation of the
event. This ation is used to speify onstraints on the event reation as shown
next.
Later, user A may invite other users by logging an open-event ation in his
log within their alendars, and a orresponding invite ation in e.dox.
One a user has opened an event doument, he may invite more users. He
also an anel the event or some user invitation by logging a anel-event or a
anel-invitation ation in e.dox.
7
The ation keys identify the event and its time-slots. Therefore, ations in
the same alendar for the same event, or for dierent events at the same time,
will have overlapping keys, ausing Telex to invoke the getConstraint upall
interfae of SC.
A alendar doument ation ommutes with all other alendar doument
ations. Constraints between event doument ations are similar to the SRDA
onstraints, where enable-event, anel-event and invite (or anel-invitation)
are like like insert , remove and modify respetively.
To avoid double bookings, onurrent invite ations are antagonisti, if they
onern the same user at the same time but dierent events.
5.2.2 Use ase
Consider the senario in Figure 6. Users Jean-Mihel, Lamia and Mar are
working separately and ommuniate only via the SC appliation.
7
Currently it is not possible to ollaboratively hange the time of an event. This will
require extensions to Telex to assoiate the time updates with some user invitation to detet
a double booking, whih is future work.
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Figure 7: Mar's site at t3
Jean-Mihel organises meeting Networking Seminar NS with Mar. He pro-
poses two alternative dates, Monday and Tuesday (Operation 1 in the gure).
Lamia also organises a meeting Greek Lesson GL with Mar on Monday
(Operation 2).
SC reates the event douments and logs the ations and onstraints to
Telex, as detailed in Figure 7, depiting the state of Mar's site at time t3.
Lamia's SC instane reates GL.dox doument, imports Mar's alendar,
and logs the following ations:
 On Mar's and Lamia's alendar: open-event (e2).
 On GL.dox: A = enable-event, B = invite(Lamia), C = invite(Mar). SC
groups them atomially: A
⊳
⊲ B ∧B
⊳
⊲ C.
To express the alternative Jean-Mihel's SC instane transparently reates
two events NS1 and NS2 with oniting enable-event ations. For both events,
SC generates similar ations as for the GL event.
Suppose that, at some point in time t1, Mar has reeived Jean-Mihel's
ations, but not yet Lamia's. This may happen, for instane, if Lamia is working
oine. Telex omputes the shedules orresponding to two possible solutions:
(i) holding NS on Monday and aborting NS on Tuesday; or (ii) holding NS on
Tuesday, and aborting NS on Monday. Sine the former solution ontains more
ations, it will be proposed rst.
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Later, at t2 Mar knows Lamia's ations. Telex heks the keys of Lamia's
ations with Jean-Mihel's. C = invite(Mar) on GL.dox and E = invite(Mar)
on NS1.dox both have a key representing the Monday slot. Therefore, Telex
asks SC for the orresponding onstraints. SC returns an antagonism onstraint
C
←
→ E. This ensures that no view ontains both C or E, and that one or the
other (or both) eventually abort.
Finally, Telex oers the two possible solutions: (i) NS on Tuesday and GL
on Monday, aborting NS on Monday; or (ii) NS on Monday, aborting GL on
Monday and aborting NS on Tuesday.
Lamia is not invited to event NS, she may not read NS1.dox nor NS2.dox.
Nevertheless, Telex ensures that she eventually gets notied of a onit our-
rene that may abort GL. The same goes for Jean-Mihel. The reoniliation
phase ensures that Mar, Lamia and Jean-Mihel eventually see a onsistent
state for GL and NS events.
5.3 Shared wiki
For lak of spae, we desribe our Shared Wiki Appliation (SWA) only briey.
Eah wiki page is a separate doument. Every user urrently editing it has
a log in the doument. His site keeps a loal replia of the wiki text, whih the
user modies loally using a standard text editor. Every time the user saves,
the SWA omputes the dierene from the previous version, and translates it
into insert-line and delete-line ations. Modifying a line is interpreted as an
atomi grouping of delete-line and insert-line.
The SWA uses the WOOTO operational transformation algorithm [7℄ to
ensure that onurrent edit operations ommute. A delete-line ation depends
ausally on the ation that inserted the line. Inserting a line between two other
lines depends ausally on the two orresponding line insert operations.
Sine all onurrent operations inside a doument ommute, there will never
be any onits. Therefore, edit ations arry no keys, and Telex never upalls
getConstraint to the SWA. Shedule omputation is trivial, sine all shedules
that are ompatible with ausal dependene order are equivalent.
Existing wiki editors maintain the set of past versions of a page. Thanks
to Telex, SWA an reonstrut any past version, and additionally maintains
the relations between versions. In the future, we ould extrat more history
information from the persistent multi-log, inluding page splits and merges,
and opy-paste between pages.
From the perspetive a single page, Telex serves mainly to reliably broadast
ations and replay them in ausal order. One added value of Telex for SWA is
the ability to perform multi-doument updates, e.g., a global replae through
all wiki pages onsistently. Telex also enables multi-appliation senarios, e.g.,
ensuring that a wiki page ontain the details of a meeting agreed in the shared
alendar appliation.
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Cong Name 1x8M 8x8M 1x8L 8x8L
Writers 1 8 1 8
Log size (MB) 50 50 5 5
RX limiting no no yes yes
runtime (se) 3.4 9.3 306.48 309.31
avg RX+TX (B/s) 102.9M 75.3M 228.4K 226.3K
Table 4: Representative results for shared multilogs with 1 and 8 writers, with
and without limiting reeiving tra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ation progression for 8 writers, throttled inoming traf-
. 4 dis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6 Performane evaluation
6.1 Multilog experiment
The multilog toolkit is a simple set of tools and dæmons that reate, aess
and onnet logs in multilogs. It is written in Python and uses TCP/IP for
networking. It straightforwardly implements the design illustrated in Figure 2.
There are four main utilities in the toolkit. LogServer monitors a log and
propagate updates. LogClient ontats a list of LogServers and loally repliates
their logs. LogTool is a utility that an read or write a log. MultilogD is a simple
dæmon that given a list of partiipants, ombines the log-tools to implement a
multilog.
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6.1.1 Evaluation summary
The multilog struture deouples reads and writes and promotes mostly-linear
aess patterns. Therefore, the read/write performane of multilogs is domi-
nated by the loal lesystem and of the network stak. The purpose of this
evaluation is to demonstrate this fat; the results are summarised in Table 4
Our performane goals are to sale to very large numbers of readers. The
numbers of writers for a single doument is expeted to remain relatively small,
on the order of tens of partiipants. This is typial for the internet soiety.
Eient propagation from a small number of writers to a huge number of
readers is possible in peer-to-peer networks, where reipients of data propagate
them further. The net eet of suh a solution is a high outgoing bandwidth
and limited inoming bandwidth. In some of our experiments, we emulate this
eet by severely limiting inoming tra of partiipants while leaving outgoing
tra unlimited.
6.1.2 Detailed Results
The experimental setup involves one partiipant installed on eah of 8 nodes
interonneted with Gigabit Ethernet. The senario is simple; Either one or all
8 partiipants begin to log a spei amount of data as fast as possible. At the
same time, eah partiipant reads his logs and reords its repliation progression
over time. The writers and readers are implemented with LogTool instanes,
logs are served by LogServers and propagated updates are reeived and written
to replias by LogClients.
Table 4 lists representative results for running 1 and 8 onurrent writers
both with and without limiting the inoming tra. The average tra is the
sum of the inoming and outgoing tra ombined.
Our onlusion is that, when there is no limit in eet, multilog propagation
performane is omparable to the maximum network bandwidth. When limits
are in plae, although overall bandwidth drops as expeted, we observe that
varying the number of writers between 1 and 8 has no eet. Furthermore, in all
the experiments, disonnetion of a partiipant does not disrupt the remaining
ones, as illustrated in Figure 8.
6.2 Syntheti benhmarks
Sound shedules omputation Telex omputes sound shedules using the
IeCube algorithm [9℄. For a randomly generated graph ontainning 10000 a-
tions and 20000 onstraints, our algorithm omputes a sound shedule in 200
ms. In running mode Telex uses inremental mode, and the omputation is
around a milliseond.
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Reoniliation time We test the time to deide newly proposed ations.
During this experiene we ompute a shedule every 100ms, and a proposal
every 100ms. Eah site submits 20 ations per seond. The average time to
ommit an ation using the FIFO algorithm (see Setion 4.3) is 64ms.
6.3 STMBenh
We run the STMBenh7 benhmark [2℄, whih emulates an appliation with
a rih data struture and many dierent operations. We hose STMBenh7
mainly beause it demonstrates onurreny and onits. It also serves as an
illustration of the use of Telex on a omplex data struture.
STMBenh7 was developed to exerise software transational memories,
based on the previous OO7 benhmark for objet-oriented databases. STM-
benh7 builds an objet graph with millions of objets and onneted by nu-
merous pointers. It ontains 45 operations (21 read-only, 24 read-write) with
various sope and omplexity. We ported to Telex the read-write operations
only. They all operate in a similar manner: traverse the data struture, reading
one or many attributes of one or many objets, and modify an objet.
An STMBenh7 benhmark onsists of two phases: reating a randomised
objet graph, and invoking operations. We measure only the seond phase.
There are four four main ategories of operations:
 Long traversal: aess large parts of the objet graph, typially all as-
semblies and atomi parts.
 Short traversals: aess fewer objets, traversing the graph along a ran-
domly hosen path.
 Short operations: hoose a small number of objets, and perform an op-
eration on these objets or in their neighbourhood.
 Struture modiations: randomly reate or delete objets, or reate or
delete pointers between objets.
Eah STMBenh7 operations is mapped to a single ation, hene will be
isolated from onurrent operations.
Unexpetedly, in the original ode, operations always ommute, beause the
updates either swap two shared pointers, or add 1 modulo 2 to a shared integer.
We therefore modied the benhmark so that, with some probability, updates
either ommute or do not ommute.
Due to the large number of operations, we will not present a omprehen-
sive list of onstraints. Instead, we explain the rules we follow to dene the
onstraints.
 Any modiation to an objet is ausally dependent on the reation of the
same objet.
 Two ations that modify the same data are NonCommuting.
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Number of sites Time to benhmark (s)
1 20
2 21
3 21
4 21
5 21
6 21
Table 5: STMBenh7 results
 If an ation reads some data, and another ation onurrent writes the
same data, the former is NotAfter the latter. This ensures that, at all
sites, the read will see the value before the write.
The results of the benhmark are shown in Table 5, exeuting the operations
that modify data (not the struture). Performane is independent of the number
of sites.
7 Lessons learned
Experiene with appliations and benhmarks has given us useful feedbak,
both regarding the implementation of Telex, as well as guidelines for appliation
developers.
The urrent implementation of Telex suers from exessive memory on-
sumption. The ACG an quikly reah sizes of several tens of thousands of
nodes, and is aessed onurrently by many threads. For instane, the shed-
uler parses the ACG at the same time as loal and remote appliations are
modifying it. To avoid onurreny issues, the sheduler takes a full opy of the
urrent ACG, whih both onsumes memory and is slow (in Java). Similarly,
forward exeution and rollbak of appliations involves opying their internal
state, whih an be very large. In both ases, an obvious solution (and future
work) is to opy-on-write instead.
Translating appliation semantis into ations and onstraints is a skill that
takes time to aquire. We present some guidelines derived from our own expe-
riene. Note that these are not hard rules, and even may be oniting.
The most important suggestion is to leverage ommutativity as muh as
possible. As noted in the SWA, if all operations ommute, onsisteny is trivial.
The SWA example also shows that, sometimes, operations that appear non-
ommuting intuitively, an be designed or transformed to ommute.
We learned that it is important to turn every piee of shared information
into a separate doument. In the initial design of SC, alendars were the only
douments, and events were impliit in the alendars. This raised a number
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of problems, beause there was no obvious way to detet when a meeting on-
it would impat another user indiretly. Separating out events as distint
douments solved this.
It is important to distinguish the sequential onstraints (mainly, NotAfter
and Causal) from the onurreny onstraints (onits). The former are logged
with their right-hand ation; the latter are logged in response to getConstraint.
Conurreny onstraints are derived from the appliation invariants. For in-
stane, in SRDA, the sequential speiation forbids two tuples with the same
identier; it follows that onurrent inserts with the same identier are in
Antagonism.
One lesson from STMBenh7 is to reason about high-level operations rather
than low-level ones, in order to deal with fewer ombinations. Furthermore,
it is sometimes the ase where high-level operations ommute (for instane,
inrement and derement a shared integer) even though their low-level imple-
mentations (e.g., reads and writes) do not.
However, in some ases, it may be simpler to reason about a small number
of low-level primitives when they may be ombined into a large number of op-
erations. Currently, this kind of approah is ompliated by the lak of support
for transational isolation, whih is future work.
Constraints are hard to validate. We suggest two omplementary approahes
for future work. A ompiler ould generate ations and onstraints from a
high-level speiation, and a heker ould verify that all ation-onstraint
ombinations verify the appliation invariants.
8 Related work
State-mahine repliation [5℄ is based a total order of operations. This ensures
onsisteny and orretness, but requires onsensus at eah operation, in the
ritial path of the appliation. In ontrast, Telex's optimisti approah per-
forms onsensus in bathes, in the bakground.
Optimisti repliation [11℄ has been widely used, e.g., in repliated le sys-
tems (for instane, Coda [3℄ or Roam [10℄) and for ollaborative work (e.g.,
Bayou [17℄). In these systems, replias eventually onverge, but they generally
do not ensure any high-level orretness. For instane, the widely-used last-
writer-wins (LWW) loses updates when onits our, and does not maintain
onsisteny between objets. Our onstraints additionally ensure that applia-
tion invariants are preserved.
Many repliated systems transmit new values or deltas (the state-based
model). The operation-based model used in Telex (i.e., the system stores,
transmits and replays logs of operations) retains more useful information for
reoniliation. This is espeially advantageous when high-level operations log-
ially ommute despite reading and writing the same physial data, as in our
SC and SWA appliations.
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The literature on omputer-supported o-operative work is widely based
on operational transformation (OT) [14℄. OT ensuring ommutativity between
onurrent operations by modifying them at replay time. Combined with reli-
able ausal-order broadast, this ensures onvergene with no further onur-
reny ontrol, but unfortunately OT appears limited to very simple text-editing
senarios. Telex takes advantage of ommutativity when it is available, and
supports any mix of ommutative and non-ommutative operations.
Coda's appliation-spei resolvers [4℄ or Bayou [17℄ give appliations full
ontrol over onits. However, this requires developers to have a deep under-
standing of distributed systems issues. Instead, Telex requires stylised onur-
reny onstraints from appliations and takes are of onit resolution in an
appliation-indendent manner.
Telex has many similarities with Bayou [17℄ and also many dierenes.
Bayou is an operation-based system that provides ommitment; the ommit-
ted state is guaranteed orret. However, Bayou relies on a primary site for
ommitment and the ommitted shedule is unpreditable. Furthermore, the
system oers no help for reoniliation.
Constraints were used for reoniliation in the IeCube [9℄ system. IeCube
relies on a primary site for ommitment. In Telex, eah site runs an IeCube
engine (or any alternative) to propose shedules, and the ommitment protool
ensures onsensus based on these proposals. IeCube supports a riher set of
onstraints and an extrat them from the appliations' soure ode [8℄.
The Ivy peer-to-peer le system [6℄ reoniles the urrent state of a le
from single-writer, append-only logs. There are several dierenes between Ivy
and Telex. Ivy is designed for onneted operation. Ivy is state-based and
reoniles using a per-byte LWW algorithm by default. Whereas Telex loalises
logs per doument, in Ivy there is a single global log for all the updates of a
given partiipant. Reading any le requires sanning all the logs in the system,
whih does not sale well, although this is oset somewhat by ahing. Ivy has
no ommitment protool, therefore a state may remain tentative indenitely.
The Ivy authors suggest that maliious updates an be removed after the
fat, by ignoring the orresponding log. However, sine Ivy does not reord
onstraints, it annot reonstrut a orret state: for instane, an update by
an innoent user that depends on a previous but maliious update annot be
removed.
9 Conlusion
We presented the Telex system for shared mutable douments in a distributed
system. We presented our motivations, its formal priniples, the engineering
design and implementation, and a number of prototypial appliations. We also
provided some performane measurements.
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Our two main innovations are our prinipled approah based on ation-
onstraint graph, and the multilog struture. The former enables Telex to
provide orretness guarantees while maintaining appliation onurreny in-
variants. It also allows a lear separation between the responsibilities of appli-
ations, and those of the system. Thanks to onstraints, appliations speify
preisely the level of onsisteny that they need, and the system enfores that
level eiently, and no more.
Independently of the ACG, we argue that the multilog struture is better
adapted to shared, mutable douments than ordinary les, espeially in a ollab-
orative environment. A le system may provide guarantees for diretories, but
generally only best-eort onsisteny for les. Furthermore, the design goals of
a le system are likely to be dierent from the needs of atual appliations.
The multilog struture deouples reads and writes, avoids ontention, en-
ourages loality, and allows eient linear aess. Software at a higher level
interprets the logs to reonstrut the appliation state. In our ase, this is
Telex, but it ould be the appliation diretly. Multilogs do not impose any
unneessarily limitations.
Telex is open soure software, available at gforge.inria.fr/projets/telex2.
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