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Abstract
Let V be a strongly regular vertex operator algebra. For a state h ∈ V1
satisfying appropriate integrality conditions, we prove that the space
spanned by the trace functions TrMq
L(0)−c/24ζh(0) (M a V -module)
is a vector-valued weak Jacobi form of weight 0 and a certain index
〈h, h〉/2. We discuss refinements and applications of this result when V
is holomorphic, in particular we prove that if g = eh(0) is a finite order
automorphism then TrV q
L(0)−c/24g is a modular function of weight 0
on a congruence subgroup of SL2(Z).
MSC(2010): 17B69.
1 Introduction
The theory of n-point functions at genus g = 1 for regular vertex op-
erator algebras (VOA) and their orbifolds was established in [DLM2]
and [Z]. In particular, the modular-invariance (in the sense of vector-
valued modular forms) of the space of partition functions of V -modules
was proved. The purpose of the present paper is to show how the por-
tion of this theory concerned with partition functions can be extended
to a setting in which elliptic modular forms are replaced by weak Ja-
cobi forms. In particular, we prove that appropriately defined trace
∗Supported by an NSA summer graduate fellowship
†Supported by the NSA and NSF
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functions associated with the irreducible modules of a strongly regu-
lar VOA define a vector-valued weak Jacobi form of weight zero and
a certain index. See Theorem 1 below for a precise statement. Other
parts of the theory (n-point functions for n ≥ 1 and associated dif-
ferential equations, for example) can also be extended to the context
of weak Jacobi forms (cf. [GK]), and one can work more generally
with mutivariable weak Jacobi forms. These generalizations are more
complicated than the case of 0-point functions that we treat here, and
will be considered elsewhere.
Special cases of our Theorem 1 can be found in the mathematical
literature, e.g. in the work of Kac-Peterson on affine Lie algebras [KP],
[K] and in the work of Dong-Liu-Ma [DLMa], which uses Jacobi forms
associated to lattice VOAs to study rigidity questions in the context
of elliptic genera. That there is a close relation between elliptic genera
and Jacobi forms has been understood for some time (cf. the articles
in [L]). There is an extensive physical literature discussing these con-
nections (e.g. [KYY], [GK]), and the ‘M24 moonshine’ proposed by
Eguchi et al [EOT] involves similar ideas. Our results may help foster
further connections between VOAs, Jacobi forms and elliptic genera.
To state our main results we need to review some background and
introduce notation that will be in effect throughout the paper. We
refer to [LL] for basic facts about VOAs. We consider simple VOAs
V that are strongly regular in the sense of [DM2]. This means that V
satisfies the following conditions:
(a) V has L(0)-grading V = C1⊕ V1 ⊕ . . . ,
(b) V1 consists of primary states, i.e. L(1)V1 = 0,
(c) V is regular, i.e. rational and C2-cofinite.
A number of basic properties of V flow from these assumptions.
In particular, because V is rational it has only finitely many (iso-
morphism classes of) irreducible modules ([DLM3]). We denote them
(M1, Y 1), . . . , (M r, Y r), identifying (M1, Y 1) with the VOA (V, Y ).
We let Y j(a, z) :=
∑
n a
j(n)z−n−1 denote the vertex operator for
a ∈ V with respect to M j (1 ≤ j ≤ r). In case j = 1 we omit
the superscript j from the notation.
Thanks to properties (a) and (b), a Theorem of Li [L1] says that
there is a unique invariant bilinear form 〈 , 〉 : V ×V → C normalized
so that 〈1,1〉 = −1. Furthermore, 〈 , 〉 is symmetric and (because V
is simple) nondegenerate, and a(1)b = 〈a, b〉1 for a, b ∈ V1.
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For h ∈ V1, τ ∈ H (complex upper half-plane) and z ∈ C, we set
Jj,h(τ, z) := TrMjq
L(0)−c/24ζh
j(0) (1 ≤ j ≤ r), (1)
where q = e2piiτ , ζ = e2piiz. We again omit j from the notation when
j = 1. (1) should generally be considered as a formal sum. However,
we will see (cf. [DLMa]) that it converges for appropriate choices of h.
We can now state our main results.
Theorem 1 Suppose that V is a strongly regular simple VOA. Let
h ∈ V1, and assume that h
j(0) is semisimple with eigenvalues in Z for
1 ≤ j ≤ r. Then Jj,h(τ, z) is holomorphic in H×C, and the following
functional equations hold for all γ =
(
a b
c d
)
∈ Γ, (u, v) ∈ Z2, and
1 ≤ i ≤ r:
(i) there are scalars aij(γ) depending only on γ such that
Ji,h
(
γτ,
z
cτ + d
)
= epiicz
2〈h,h〉/(cτ+d)
r∑
j=1
aij(γ)Jj,h(τ, z),
(ii) there is a permutation i 7→ i′ of {1, . . . , r} such that
Ji,h(τ, z + uτ + v) = e
−pii〈h,h〉(u2τ+2uz)Ji′,h(τ, z).
The sharpest results obtain when V is assumed to be holomorphic.
That is, r = 1 and V is the unique irreducible V -module.
Theorem 2 Suppose that V is a holomorphic, strongly regular VOA.
Let h ∈ V1, and assume that h(0) has integral eigenvalues. Then
m := 〈h, h〉/2 is an integer, and Jh(τ, z) is holomorphic in H× C and
satisfies the following functional equations:
(i) Jh
(
γτ,
z
cτ + d
)
= e2piicz
2m/(cτ+d)χ(γ)Jh(τ, z),
(ii) Jh(τ, z + uτ + v) = e
−2piim(u2τ+2uz)Jh(τ, z),
(χ : Γ→ C∗ is a character).
Remarks
1. Theorem 1 essentially says that the column vector of functions
J(τ, z) := (J1,h(τ, z), . . . , Jr,h(τ, z))
t (2)
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is a vector-valued weak Jacobi form of weight 0 and index 〈h, h〉/2.
This is not quite true as it stands, because 〈h, h〉/2 is not necessarily
an integer unless V is holomorphic. However, we will see (Proposi-
tion 2.1) that 〈h, h〉 is always rational, in which case a more precise
statement is that J(τ, z) is a vector-valued weak Jacobi form on a
congruence subgroup of the Jacobi group Γ ⋉ Z2 (i.e. on a subgroup
of finite index that contains a congruence subgroup of Γ.)
2. Theorem 2 says that Jh(τ, z) is a weak Jacobi form on Γ of weight
0, index m, and character χ.
3. Multiplying by η(τ)c/24 (η(τ) is the Dedekind eta-function) elim-
inates the character χ in Theorem 2, and we obtain a holomorphic
weak Jacobi form of weight c/2 (an integer divisible by 4 because V
is holomorphic ([Z])) and index m on the full Jacobi group. So there
is a Fourier-Jacobi expansion
η(τ)c/24Jh(τ, z) =
∑
n,r∈Z
c(n, r)qnζr (3)
where c(n, r) = 0 unless n ≥ 0 and r2 ≤ m2 + 4mn ([EZ], P. 104 et
seq).
4. It is known (cf. the proof of Theorem 3 below) that the character
χ intervening in Theorem 2 has order dividing 3, which amounts to
the assertion that χ(S) = 1.
5. There are many elements h ∈ V1 that satisfy the assumptions of
Theorems 1 or 2 - indeed, they span V1.
A (true) Jacobi form is a weak Jacobi form satisfying the stronger
conditions that (in the notation of (3)) c(n, r) = 0 unless r2 ≤ 4mn
([EZ]). We then have the following
Supplement to Theorem 2 Let the notation and assumptions be
as in Theorem 2. If m ≤ 4 then η(τ)c/2Jh(τ, z) is a Jacobi form of
weight c/2 and index m on the full Jacobi group.
We do not know if the Supplement to Theorem 2 holds for all m.
Theorems 1 and 2 can be used to establish (elliptic) modular-
invariance results for various trace functions associated to V . Our
final Theorem illustrates this idea. If V is holomorphic it is known
([DLM2], [DLM3]) that there is (up to isomorphsm) a unique g-twisted
sector V (g) whenever g ∈ Aut(V ) has finite order. We are interested
in the case when such an automorphism g lies in the subgroup L ⊆
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Aut(V ) generated by exponentials ea(0) (a ∈ V1). (In this special case,
there is another proof of existence and uniqueness of V (g) in [L2].)
Theorem 3 Suppose that V is holomorphic and strongly regular, and
assume that g ∈ L has finite order. Then the following hold.
(i) ZV (g, τ) := TrV g q
L(0)−c/24 is a modular function of weight 0
on a congruence subgroup of Γ.
(ii) ZV (g, Sτ) = TrV (g)q
L(0)−c/24.
The modular-invariance of trace functions for finite order automor-
phisms g of rational VOAs is an important conjecture that is open even
in the special case when V is holomorphic. Theorem 3 proves the con-
jecture for holomorphic V and g ∈ L. (Conjecturally, L has finite
index in Aut(V ). For further discussion, see [Ma]). Part (ii) says that
the S-transform of the g-trace ZV (g, τ) is precisely the graded dimen-
sion of the g-twisted sector. Both parts of the Theorem are commonly
assumed in the physics literature.
An important tool in the proofs of Theorems 1-3 is a result of Li
([L2]) giving a canonical construction of modules and twisted sectors
for V when the relevant (finite order) automorphism arises as an ex-
ponential ea(0) with a ∈ V1. As we will see, this dovetails perfectly
with the theory of Jacobi forms.
We use the additional notation Γ = SL2(Z), S =
(
0 −1
1 0
)
.
2 Proofs
We keep the notation introduced in Section 1. First we give the proof
of Theorem 1. With the assumptions of the Theorem, the holomorphy
of Jj,h(τ, z) is proved in [DLMa], Proposition 1.8. Turning to part (i),
we utilize a modular-invariance result1 of Miyamoto [M]. To describe
this, for states u, v ∈ V1 and 1 ≤ j ≤ r, introduce the function
Φj(u, v, τ) = TrMje
2pii(vj (0)+〈u,v〉/2)qL(0)+u
j (0)+〈u,u〉/2−c/24. (4)
Comparing our notation to that of Miyamoto (loc. cit.) we use Φ
for what Miyamoto calls Z and we exchange the roˆles of u and v.
1The correct formulation of Miyamoto’s Main Theorem is display (27) of [M]. Display
(9) (loc. cit.) contains a typo.
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Miyamoto’s result can then be stated as follows: there are scalars
aij(γ) (1 ≤ i, j ≤ r) independent of (u, v, τ) such that
Φi(u, v, γτ) =
r∑
j=1
aij(γ)Φj(au+ cv, bu + dv, τ) (5)
for all γ =
(
a b
c d
)
∈ Γ. Note that
Φj(0, zh, τ) = Jj,h(τ, z).
Then we find using (5) that there are scalars aij(γ) such that
Ji,h
(
γτ,
z
cτ + d
)
= Φi
(
0,
zh
cτ + d
, γτ
)
=
r∑
j=1
aij(γ)Φj
(
czh
cτ + d
,
dzh
cτ + d
, τ
)
=
r∑
j=1
aij(γ)TrMje
2pii(dzhj(0)/(cτ+d)+cd〈zh,zh〉/2(cτ+d)2
qL(0)+czh
j(0)/(cτ+d)+c2〈zh,zh〉/2(cτ+d)2−c/24
=
r∑
j=1
aij(γ)TrMje
2pii((cτ+d)zhj(0)/(cτ+d)+c(cτ+d)z2〈h,h〉/2(cτ+d)2qL(0)−c/24
=
r∑
j=1
aij(γ)TrMje
2pii(zhj(0)+cz2〈h,h〉/2(cτ+d))qL(0)−c/24
= epiicz
2〈h,h〉/(cτ+d)
r∑
j=1
aij(γ)Jj,h(τ, z).
This completes the proof of part (i).
We turn to part (ii). Set
h′ := −uh,
and note that the zero modes of h′ are semisimple with eigenvalues
in Z. This permits us to use a result of Li ([L2], Proposition 5.4).
In the present circumstance it says that for each index j there is an
isomorphism of weak V -modules
(M j
′
, Y j
′
∆h′ (z)
) ∼= (M j , Y j) (6)
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for some j′. Furthermore, the map j 7→ j′ is a permutation of the
indices {1, . . . , r}. (Li’s result involves irreducible weak V -modules,
but because V is regular, these are ordinary irreducible V -modules
([DLM1]).) Recall the meaning of the correspondence Y j∆h′(z)
([L2]):
∆h′(z) := z
h′(0) exp

−
∑
k≥1
h′(k)
k
(−z)−k

 ,
Y j
′
∆h′(z)
(v, z) := Y j
′
(∆h′(z)v, z) (v ∈ V ).
In order to make use of (6) we need some simple computations
which we leave to the reader:
h′(0)ω = h′(2)ω = 0, h′(1)ω = h′.
Then
∆h′(z)ω =

zh′(0) exp

−
∑
k≥1
h′(k)
k
(−z)−k



ω
=
(
1 + h′(1)z−1 −
1
2
h′(2)z−2 +
1
2
h′(1)2z−2
)
ω
= ω + h′z−1 +
1
2
〈h′, h′〉z−2,
so that
L∆h′ (0) = L(0) + h
′(0) +
1
2
u2〈h, h, 〉Id. (7)
Similarly,
∆h′(z)h =

zh′(0) exp

−
∑
k≥1
h′(k)
k
(−z)−k



h
=
(
1 + h′(1)z−1 −
1
2
h′(2)z−2 +
1
2
h′(1)2z−2
)
h
= h+ 〈h′, h〉z−1,
whence
Y∆h′ (h, z) = Y (h, z) + 〈h
′, h〉z−1.
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Now we are in a position to use the isomorphism (6). Namely,
operators that correspond to each other under the isomorphism nec-
essarily have the same trace function. The preceding calculations then
give
Jj,h(τ, z + uτ + v)
= TrMjq
L(0)−c/24e2pii(z+uτ)h
j(0)
= TrMj′ q
L(0)+h′j
′
(0)+u2〈h,h〉/2−c/24e2pii(z+uτ)(h
j′ (0)+〈h′,h〉)
= epiiu
2〈h,h〉τe2pii〈h
′,uh〉τe2piiz〈h
′,h〉TrMj′ q
L(0)−uhj
′
(0)−c/24e2pii(z+uτ)h
j′ (0)
= e−piiu
2〈h,h〉τe2piiz〈h
′,h〉TrMj′ q
L(0)−c/24e2pii(z+uτ)h
j′ (0)e−2piiτuh
j′ (0)
= e−pii〈h,h〉(u
2τ+2uz)Jj′,h(τ, z).
This completes the proof of Theorem 1.
Next we prove the rationality results concerning 〈h, h〉 discussed
in Section 1. Indeed, we prove a more precise result. Before stating
this we recall that the L(0)-grading on the irreducible V -module M j
has the form
TrMjq
L(0) =
∑
n≥0
dimM jn+λjq
n+λj
for a scalar λj called the conformal weight of M
j. Because V is
strongly regular, it is known ([DLM2]) that λj ∈ Q. We now have
Proposition 2.1 Assume that h ∈ V1 satisfies the hypotheses stated
in Theorem 1. Then the following hold:
(i) We have 〈h, h〉/2 ≡ λj(mod Z) for some index j.
In particular, 〈h, h〉 ∈ Q.
(ii) If V is holomorphic then 〈h, h〉/2 ∈ Z.
Proof: Notice that if V is holomorphic then λ1 = 0 is the only
conformal weight. So (ii) is an immediate consequence of (i).
For part (i) we use (6) with h′ replaced by h. So there is an
isomorphism of V -modules
ϕ : (M j
′
, Y j
′
∆h(z)
)
∼=
→ (M j , Y j)
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for some j′, and
Y j(v, z)ϕ = ϕY j
′
(∆h(z)v, z) (v ∈ V ). (8)
Taking zero modes with v = ω in (8) and using calculations essentially
identical to those used in the proof of part (ii) of Theorem 1, we find
ϕ−1Lj(0)ϕ = Lj
′
(0) + hj
′
(0) + 〈h, h〉/2.
Choose j′ = 1, so that M j
′
= V , and apply both sides to the vacuum
vector to obtain
ϕ−1Lj(0)ϕ(1) =
1
2
〈h, h〉1.
It follows that there is an integer n0 such that ϕ(1) ∈M
j
n0+λj
, and
〈h, h〉/2 = n0 + λ
j.
This proves (i), and completes the proof of the Proposition. ✷
Using Theorem 1 and Proposition 2.1, it can be shown that the
column vector (2) is a vector-valued weak Jacobi form of weight 0 and
index 〈h, h〉/2 on a congruence subgroup of the Jacobi group. We will
not need this result here, so we skip the details.
If V is holomorphic, the functional equations (i) and (ii) in The-
orem 1 simplify to the corresponding statements in Theorem 2. The
constant a11(γ), now written χ(γ), is necessarily a character of Γ. This
completes the proof of all of the assertions of Theorem 2, which is now
proved. ✷
The supplement to Theorem 2 is a consequence of the following
purely arithmetic statement about weak Jacobi forms.
Proposition 2.2 Let φk,m(τ, z) =
∑
n,r c(n, r)q
nζr be a holomorphic
weak Jacobi form of weight k and index m on the full Jacobi group.
Suppose that k ≥ 4 and 1 ≤ m ≤ 4. Then φk,m is a Jacobi form if,
and only if, c(0, r) = 0 for r 6= 0.
Proof We know ([EZ] P.108) that for even k there is a linear isomor-
phism
P :Mk ⊕Mk+2 ⊕ . . . ⊕Mk+2m → J˜k,m,
(f0, f1, . . . , fm) 7→
m∑
i=0
fiφ˜
i
−2,1φ˜
m−i
0,1 .
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Notation here is as in [EZ], i.e.Mk is the space of holomorphic modular
forms of weight k on Γ; J˜k,m the space of holomorphic weak Jacobi
forms of weight k and index m; and φ˜−2,1, φ˜0,1 are weak Jacobi forms
of index 1 and weights −2, 0 respectively, defined by
φ˜−2,1 =
φ10,1
∆
= (ζ − 2 + ζ−1) + . . . ,
φ˜0,1 =
φ12,1
∆
= (ζ + 10 + ζ−1) + . . .
Moreover (loc. cit. Theorem 9.2, Corollary, and Section 10) if k ≥ 3
then
dim Jk,m = dim J˜k,m −
m∑
ν=0
⌈
ν2
4m
⌉
, (9)
where Jk,m ⊆ J˜k,m is the space of holomorphic Jacobi forms of weight
k and index m.
Certainly all forms in Jk,m satisfy the condition c(0, r) = 0 for
r 6= 0. We will show that the space E of functions in J˜k,m satisfying
these vanishing conditions has codimension exactly m. Consider the
weak Jacobi forms P (Ei), 0 ≤ i ≤ m, where Ei = 1 + . . . is an
Eisenstein series in Mk+2i. Then
P (Ei) = Eiφ˜
i
−2,1φ˜
m−i
0,1 = (ζ − 2 + ζ
−1)i(ζ + 10 + ζ−1)m−i +O(q)
Let x = ζ + ζ−1. Then
P (Ei) = (x− 2)
i(x+ 10)m−i +O(q).
One sees inductively that the polynomials (x − 2)i(x + 10)m−i (0 ≤
i ≤ m) are a basis for the space of all polynomials in Q[x] of degree
at most m. So there are m + 1 weak Jacobi forms Qi, 0 ≤ i ≤ m,
constructed as certain linear combinations of the P (Ei), such that
Qi = x
i +O(q),
whence E clearly has codimension m, as asserted.
Finally, if 1 ≤ m ≤ 4 then
m∑
ν=0
⌈
ν2
4m
⌉
= m.
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Then Jk,m has codimension m in J˜k,m by (9), and because Jk,m ⊆ E ⊆
J˜k,m the desired equality E = Jk,m holds. This completes the proof
of the Proposition. ✷
Finally, we discuss the proof of Theorem 3. First note that because
V is rational then it is finitely generated ([DZ]). It then follows that
Aut(V ) is an algebraic group ([DG]). The strong regularity of V also
implies that V1 is a reductive Lie algebra ([DM1]), so that the subgroup
L ⊆ Aut(V ) generated by the exponentials ea(0) (a ∈ V1) is a (normal)
reductive algebraic subgroup. Then if g ∈ L has finite order, say R,
then g = e2piia(0) for some semisimple element a ∈ V1 and Ra(0) has
eigenvalues in Z.
Now JRa(τ, z) is a weak Jacobi form by Theorem 2. By [EZ],
Theorem 1.3 (the proof of which applies to weak Jacobi forms), we
find that JRa(τ, z0) is a modular form on a congruence subgroup of Γ
whenever z0 ∈ Q. Taking z0 = R
−1, it follows that
JRa(τ, 1/R) = TrV gq
L(0)−c/24 =: ZV (g, τ).
is a modular form on a congruence subgroup. This proves part (i) of
Theorem 3.
Turning to part (ii), we can use part (i) of Theorem 2 to see that
ZV (g, Sτ) = JRa(Sτ, τ/Rτ)
= e2pii〈a,a〉τ/2χ(S)JRa(τ, τ/R)
= χ(S)TrV q
2pii(L(0)+a(0)/R+〈a,a〉/2−c/24) .
On the other hand, we can use Li’s Theorem ([L2], Proposition
5.4), this time for twisted sectors. More exactly, there is an isomor-
phism of twisted sectors (V (g), Y ) ∼= (V, Y∆−a(z)), and by a computa-
tion very similar to that leading to (7) we find that
TrV q
L∆
−a
(0)−c/24 = TrV q
L(0)+a(0)/R+〈a,a〉/2−c/24 .
From the preceding two displays it follows that
ZV (g, Sτ) = χ(S)TrV (g)q
L(0)−c/24.
Therefore, in order to complete the proof of part (ii) of Theorem
3, it suffices to show that χ(S) = 1. To see this, note from Theorem
11
1 that the scalars aij(γ), and in particular the character values χ(γ)
in the holomorphic case, are independent of z. We may therefore set
z = 0, in which case Jh(τ, z) = TrV q
L(0)−c/24 =: ZV (τ) is just the
usual partition function for V , and part (i) of Theorem 2 reduces to
the identity ZV (Sτ) = χ(S)ZV (τ). But it is well-known that if V is
holomorphic then in fact ZV (Sτ) = ZV (τ). (For a proof, see e.g. [H],
Korollar 2.1.3.) So indeed χ(S) = 1, and the proof is complete. ✷
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