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ABSTRACT. In this survey we present a generalization of the notion of metric space
and some applications to discrete structures as graphs, ordered sets and transition
systems. Results in that direction started in the middle eighties based on the impulse
given by Quilliot (1983). Graphs and ordered sets were considered as kind of metric
spaces, where - instead of real numbers - the values of the distance functions d
belong to an ordered semigroup equipped with an involution. In this frame, maps
preserving graphs or posets are exactly the nonexpansive mappings (that is the maps
f such that d( f (x), f (y)) ≤ d(x,y), for all x,y). It was observed that many known
results on retractions and fixed point property for classical metric spaces (whose
morphisms are the nonexpansive mappings) are also valid for these spaces. For
example, the characterization of absolute retracts, by Aronszajn and Panitchpakdi
(1956), the construction of the injective envelope by Isbell (1965) and the fixed
point theorem of Sine and Soardi (1979) translate into the Banaschewski-Bruns
theorem (1967), the MacNeille completion of a poset (1933) and the famous Tarski
fixed point theorem (1955). This prompted an analysis of several classes of discrete
structures from a metric point of view. In this paper, we report the results obtained
over the years with a particular emphasis on the fixed point property.
1. INTRODUCTION
This survey delves into a generalization of metric spaces and its applications to
discrete structures as graphs, ordered sets and transition systems. The results pre-
sented here originate in a paper by the second author [76], motivated by the work of
Quilliot [80, 81]. The genesis of this topic is to be found in two theses [46], [66] and
a paper [47]. The theme was subsequently developped in [52], [75], [53], [85], [54],
[55], [56], [10], [11] and [61].
Since its introduction by Fre´chet (1906), the notion of metric space has motivated
many extensions (cf. the encyclopedia [29], also [64, 14, 15, 16], and recently [24]).
In the sequel, a generalized metric space (see [29] p. 82) is a set E equipped with a
distance, that is, with a map d from the direct product E ×E into an ordered monoid,
say H, equipped with an involution − preserving the order and reversing the monoid
operation.This operation will be denoted by ⊕ (despite that it is not necessarily com-
mutative) and its neutral element will be denoted by 0.
The conditions on d are the following
(i)
(1) d(x,y) ≤ 0 if and only if x = y;d(x,y) ≤ d(x,z)⊕d(z,y);
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(ii)
(2) d(x,y) = d(y,x) for all x,y,z ∈ E.
The focus in this survey will be on the special case in which the following assump-
tions are imposed on H.
(1) 0 is the least element of H; in which case, condition (i) for d reduces to
d(x,y) = 0 if and only if x = y.
(2) H is a complete lattice and the following distributivity condition holds:⋀
α∈A,β∈B(pα ⊕qβ ) = ⋀α∈A pα ⊕⋀β∈Bqβ
for all pα ∈H (α ∈ A) and pβ ∈H (β ∈ B).
In previous papers (e.g. [76]) such a structure has been called a Heyting algebra,
or an involutive Heyting algebra. This terminology will be retained in this survey
despite the fact that a more appropriate term could be dual of an integrale involu-
tive quantale, to refer to the notion of quantale introduced by Mulvey [67] in 1985.
Indeed, according to the terminology of [51] (see also [31, 84]), a quantale is an
ordered monoid satisfying the dual of the distributivity condition stated in (2), it is
involutive if it is equipped with an involution and it is integral if the largest element
is the neutral element of the monoid.
Besides ordinary metric spaces, there are plenty of examples of this generalized
structure. Reflexive graphs, undirected as well as directed, ordered sets, involutive
and reflexive transition systems are the basic ones. Due to the conditions imposed
on H there are important classes of objects that fall beyond this framework. For
examples, metric space with distances in Boolean algebras, as introduced in [14]
(except if the Boolean algebra is the power set of a set); ultrametric spaces with
values in an arbitrary poset; graphs which are not necessarily reflexive, or arbitrary
transition systems. Attempts to capture these situations have been made in [75]; the
case of generalized metric space over a Heyting algebra for which the least element
is not necessarily the neutral element (cf. condition (1) above) being particularly
studied.
We have restricted the scope of our approach to generalized metric spaces over
a Heyting algebra because there are significant results, easy to present and with the
potential to be extended to more general situations.
The emphasis of this presentation is on retracts and on the fixed point property.
Considering the class of generalized metric spaces over a Heyting algebra H, we
introduce the nonexpansive maps as maps f from a metric space E ∶= (E,d) into an
other, say E′ ∶= (E ′,d′), such that
(3) d′( f (x), f (y)) ≤ d(x,y) for all x,y ∈ E.
From this, we derive the notions of isometry, retraction and coretraction. Since
the Heyting algebra under consideration is a complete lattice, arbitrary products of
GENERALIZED METRIC SPACES 3
spaces can be defined, hence, as Duffus and Rival did [30] 1981 for graphs and
posets, we may introduce varieties of metric spaces as classes of metric spaces closed
under products and retracts. Among generalized metric spaces, those having the fixed
point property (fpp), that is, those spaces such that every nonexpansive map f has
a fixed point, i.e., some x such that f (x) = x, have a particular interest. As in any
category, (fpp) is preserved under retractions. This elementary fact has a significant
consequence. Indeed, observing that coretractions are isometric embeddings, those
generalized metric spaces for which this necessary condition is sufficient, spaces
called absolute retracts, have a special role. If there are enough absolute retracts,
meaning that every generalized metric space isometrically embeds into an absolute
retract, then absolute retracts are the natural candidates to look for spaces with the
fixed point property. Indeed, it suffices that they embed into some space with the
fixed point property. This point of view is illustrated by the fact that in the category
of ordered sets with ordered maps as morphisms, absolute retracts coincide with
complete lattices (Banaschewski, Bruns [6]) and according to the famous theorem of
Tarski [91], these lattices have the fixed point property. In the category of (ordinary)
metric spaces with nonexpansive mappings as morphisms, the absolute retracts are
the hyperconvex metric spaces introduced by Aronszajn and Panitchpakdi [3] and
according to Sine-Soardi theorem [88, 90], the bounded ones have the fixed point
property.
These results being expressible in terms of generalized metric spaces, it was nat-
ural to look at absolute retracts in the category of generalized metric spaces over a
Heyting algebra. Four basic facts obtained in [47] are presented in this paper. First,
we show that on the Heyting algebra H, there is a distance dH and that every met-
ric space over H embeds isometrically into some power of the space H ∶= (H,dH),
equipped with the sup-distance (cf. Theorem 2.1). Next, we show that the notion
of absolute retract is much simpler than in other categories. It coincides with three
other notions: extension property, injectivity and hyperconvexity (cf Theorem 4.2).
This yields a straightforward extension of the characterization of absolute retracts,
due to Aronszajn and Panitchpakdi [3] for ordinary metric spaces. The latter in con-
junction with the fact that H ∶= (H,dH) is hyperconvex (Theorem 4.1), implies that
every generalized metric space embeds isometrically into an absolute retract (cf. (4)
of Theorem 4.2). The third fact is the existence of an injective envelope, that is the
existence of a minimal injective space extending an arbitrary space isometrically (cf
Theorem 4.3). For ordinary metric spaces, this was done by Isbell [45], while for
posets, Banaschewski and Bruns [6] showed that the injective enveloppe of a poset is
its MacNeille completion. This last fact is based on the observation that, in general,
coretractions are more than isometries. Coretractions preserve holes, that is, families
of balls with empty intersection. Considering the holes preserving maps, introduced
by Duffus and Rival for posets under the name of gap preserving maps [30], and
then by Hell an Rival for graphs [40], we show that for the hole preserving maps,
the absolute retracts and the injectives coincide, that every generalized metric space
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embeds in one of them -by a hole preserving map- and consequently, that they form
a variety (Theorem 4.4).
We illustrate the results about generalized metric spaces presented above with met-
ric spaces, graphs, posets and transition systems. We start with absolute retracts. We
mention that the Aronszjan-Panitchpakdi characterization of absolute retracts was
extended to ultrametric spaces by Bayod and Martinez [12]. We also refer the reader
to some developments in Ackerman [2] Considering reflexive and symmetric graphs,
with the usual distance of the shortest path, paths are absolute retracts and every
graph isometrically embeds into a product of paths (a result due independently to
Quilliot [80], Nowakowski and Rival [71]). Furthermore, it has a minimal retract
of product of paths (this last fact has been obtained independently by Pesch [74]).
This extends to directed graphs: Quilliot [80] introduced a new kind of distance, the
zigzag distance, on a directed graph G. It takes into account all oriented paths join-
ing two vertices of G. The values of this distance are final segments of the monoid
Λ∗ of words over the two-letter alphabet Λ ∶= {+,−}. The set F(Λ∗) of these final
segments can be viewed as a Heyting algebra. It turns out that this Heyting algebra
has not only a metric structure, but also a graph structure, rendering it an absolute
retract into the category of graphs. Every directed graph embeds isometrically into a
power of that graph, and the absolute retracts are retracts of products of that graph.
The notion of injective envelope of two-element metric spaces was used to produce a
family of finite directed graphs generating the variety of absolute retracts. A special-
ization to posets of the zigzag distance yields the notion of fence distance (Quilliot
[80]); in this case, absolute retracts of posets are retracts of product of fences (Never-
mann, Rival [68]). A graph is a zigzag if it symmetrisation is a path. Oriented zigzag
graphs are absolute retracts in the variety of directed graphs, but are too simple to
generate all absolute retracts in the variety of directed graphs. The full description
was given in [55]. As shown in [11], zigzags generate the variety of absolute retracts
in the category of oriented graphs. Considering the hole preserving maps, posets
that are absolute retracts are those with the strong selection property (notion intro-
duced by Rival and Wille [83] for lattices and extended to posets by Nevermann and
Wille [69]). For posets and graphs considered with the fence distance and the graph
distance, Theorem 4.4 is due to Nevermann, Rival [68] and Hell, Rival [40], respec-
tively. Of course, it applies to directed graphs equipped with the zigzag distance and
to classical metric spaces as well.
It appears that the zigzag distance between two vertices x and y of a directed graph
G ∶= (V,E) is the language accepted by the automaton having V as set of states,
T ∶= {(p,+,q) ∶ (p,q) ∈ E}∪{(p,−,q) ∶ (q, p) ∈ E} as set of transitions, x as initial state
and y as final state. This fact leads to the consideration of transition systems over an
arbitrary alphabet Λ as a kind of metric spaces, the distance between two states being
the language accepted between these two states. If the alphabet is equipped with an
involution, we may consider reflexive and involutive transition systems. The distance
function takes values in the set F(Λ∗) of final segments of the set Λ∗ of words over
the alphabet Λ. As for the two-letter alphabet, F(Λ∗) is a Heyting algebra, and our
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transition systems are generalized metric spaces, thus the above results apply. The
existence of the injective envelope of a two- element metric space was used to prove
that F(Λ∗) is a free monoid [56]. A presentation of this result is given in Section 7.
Turning to the fixed property, we might say that over the years fixed point results
for discrete of for continuous structures have proliferated. The theorem by Sine-
Soardi has been extended to metric spaces endowed with a compact normal structure
in the sense of Penot (Kirk’s Theorem, [62]). It has also been extended to bounded
hyperconvex generalized metric spaces, with an appropriate notion of boundedness
[47]. Baillon [5] proved that arbitrary sets of commuting maps on a bounded hyper-
convex metric space has a common fixed point. Khamsi [60] extended the conclusion
to metric spaces with a compact normal structure. Quite recently, Khamsi and the
second author ([61]) extended it to generalized metric spaces endowed with a com-
pact normal structure. As a consequence, every set of commuting order-preserving
maps on a retract of a power of a finite fence, has a fixed point (the case of one
map followed from a result due to I. Rival [82] 1976 for finite posets and Baclawski
and Bjo¨rner [4] for infinite posets). This applies in the same way to directed graphs
(reflexive and antisymmetric) equipped with the zigzag distance and substantially
completes the results of Quilliot [80] (Theorem 6.6).
We left untouched some aspects of generalized metric spaces. A notable one con-
cerns homogeneity and amalgamation. In 1927, Urysohn [92] discovered a separable
metric space such that every isometry from a finite subset to an other one extends to
some isometry on the whole space and, furthermore, every finite metric space em-
beds into it. Later on, Fraı¨sse´ [34] and then Jo´nsson [48], identified the notion of ho-
mogeneity and the test of amalgamation, showing that several classes of structures,
now called Fraı¨sse´ classes, and including the class of metric spaces, had an homoge-
neous structure, from which the existence of the Urysohn space was a special case.
Then, in 2005, Kechris, Pestov and Todorcevic [59] characterized Fraı¨sse´’s classes
with the Ramsey property. This characterisation led to numerous papers on homo-
geneity and particularly on (ordinary) homogeneous metric and ultrametric spaces
[25, 26, 27, 70]. As indicated in [47] (Fact 4 of page 181), the class of metric space
over a Heyting algebra has the amalgamation property, thus it may have homoge-
neous structures (e.g. when the algebra is countable). Independently of our work,
some research has been devoted to generalized metric spaces which are also homo-
geneous [19, 42, 87].
2. METRIC SPACE OVER A HEYTING ALGEBRA.
In what follows, we introduce the basic terminology, see [13, 18, 35]. Let H be
a complete lattice, with a least element 0 and a greatest element 1, equipped with a
monoid operation ⊕ and an involution − satisfying the following properties:
(i) The monoid operation is compatible with the ordering, that is p ≤ p′ and q ≤ q′
imply p⊕q ≤ p′⊕q′ for every p, p′,q,q′ ∈H.
(ii) The involution is order-preserving and reverses the monoid operation, that is
p⊕q = q¯⊕ p¯ holds for every p,q ∈H.
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We say thatH is a Heyting algebra if it satisfies the following distributivity condition:
(4) ⋀
α∈A,β∈B(pα ⊕qβ ) = ⋀α∈A pα ⊕⋀β∈Bqβ
for all pα ∈H (α ∈A) and pβ ∈H (β ∈B) or equivalently, (because of the involution)
(5) ⋀
α∈A(pα ⊕q) = ⋀α∈A pα ⊕ q
for all pα ∈H (α ∈ A) and q ∈H.
Note that this distributivity condition contains the fact that the monoid operation
and the ordering are compatible.
In the sequel, the following assumption is made:
(6) The least element 0 ofH is the neutral element of the operation ⊕ .
Let E be a set. A distance on E is a map d ∶ E ×E → H satisfying the following
properties for all x,y,z ∈ E:
d1) d(x,y) = 0 if and only if x = y;
d2) d(x,y) ≤ d(x,z) ⊕ d(z,y);
d3) d(x,y) = d(y,x).
The pair E ∶= (E,d) is a metric space over H. If there is no danger we will denote
it E. If we replace the monoid operation ⊕ by its reverse, that is by the operation(x,y)↦ y⊕x, and we leave unchanged the ordering and the involution, then the new
structure H′ satisfies the same properties as H and so we can define distances overH′ . For example, if d ∶E×E→H is a distance then d¯ ∶E×E→H′ defined by d¯(x,y) =
d(y,x) is a distance over H′, the dual distance. We denote E¯ ∶= (E, d¯) or simply E¯
the corresponding space. For typographical reasons, we will use d¯(x,y) instead of
d(x,y). This causes no confusion.
Let E ∶= (E,d) be a metric space over H. For all x ∈ E and r ∈H, we define the
ball with center x and radius r, as the set BE(x,r) = {y ∈ E ∶ d(x,y) ≤ r}; if there is no
danger of confusion we will denote it B(x,r) instead of BE(x,r).
If E ∶= (E,d) and E′ ∶= (E ′,d′) are two metric spaces overH, then a map f ∶E→E ′
is nonexpansive (or contracting) provided that
(7) d′ ( f (x), f (y)) ≤ d(x,y) for all x,y ∈ E.
If in inequality (7) the equality holds for all x,y ∈ E, then f is an isometry of E in E′.
Hence, in our terminology, an isometry is not necessarily surjective. We say that E
and E′ are isomorphic, a fact we denote E ≅E′, if there is a surjective isometry from
E onto E′. If E is a subset of E ′ and the identity map id ∶ E → E ′ is nonexpansive,
we say that E is a subspace of E′, or that E′ is an extension of E. If, moreover, this
map is an isometry (that is d is the restriction of d′ to E ′ ×E ′), then we call E an
isometric subspace of E′ and E′ an isometric extension of E. The restriction of d′ to
E, denoted by d′↾E , is the restriction of the map d′ to E ×E. This is a distance, the
resulting space, denoted by E′↾E ∶= (E,d′↾E), is the restriction of E′ to E; this is an
GENERALIZED METRIC SPACES 7
isometric subspace of E′. As usual in categories, Hom(E,E′) denote the set of all
nonexpansive maps from E to E′
The fact that H is a complete lattice allows to define arbitrary product of metric
spaces. If (Ei)i∈I , where Ei ∶= (Ei,di), is a family of metric spaces over H, the direct
product E ∶=∏
i∈I Ei, is the cartesian product E ∶=∏i∈I Ei, equipped with the ”sup” (or
`∞) distance d ∶ E ×E →H defined by:
d((xi)i∈I,(yi)i∈I) ∶=⋁
i∈I di(xi,yi).
The distributivity condition onH allows to define a distance on the space of valuesH. This fact relies on the classical notion of residuation (see [93, 17]).
Let v ∈H. Given γ ∈H, the sets {r ∈H ∶ v ≤ r⊕ γ} and {r ∈H ∶ v ≤ γ ⊕ r} have least
elements, that we denote respectively ⌈v− γ⌉ and ⌈−γ ⊕v⌉ (where, in fact, ⌈−γ⊕v⌉ =⌈v¯− γ¯⌉). It follows that for all p,q ∈H, the set
D(p,q) ∶= {r ∈H ∶ p ≤ q⊕ r¯ and q ≤ p⊕ r}
has a least element, namely ⌈ p¯− q¯⌉∨ ⌈−p⊕q⌉. We set
(8) dH(p,q) ∶=MinD(p,q).
As shown in [47]:
Theorem 2.1. The map (p,q)↦ dH(p,q) is a distance on H and every metric space
over H embeds isometrically into a power of the space H ∶= (H,dH).
This result follows from the fact that for every metric space E ∶= (E,d) over H,
and for all x,y ∈ E, the following equality holds:
(9) d(x,y) =⋁
z∈E dH (d(z,x),d(z,y)) .
Indeed, for each x ∈ E, let δ¯(x) ∶ E → H be the map defined by δ¯(x)(z) = d(z,x)
for all z ∈ E; the equality above expresses that the map from E into the power HE
is an isometric embedding (on an other hand, this equality expresses that δ¯(x) is a
nonexpansive map from E into H¯ ∶= (H′,dH′)).
3. EXAMPLES
3.1. Ordinary metric and ultrametric spaces. Let H ∶=R+∪{+∞} with the addi-
tion on the non-negative reals extended toH in the obvious way, the involution being
the identity. The metric spaces we get are just unions of disjoint copies of ordinary
metric spaces. The fact that we add to R+ an infinite value is an inessential differ-
ence. We do it to make H a complete poset and have infinite products, this avoiding
`∞ type constructions. On H ∶= (H,dH), the distance is the absolute value, except
that the distance from ∞ to any other element is ∞. Every space in our sense embeds
isometrically into a power of H and in fact in a power of R+ equipped with the abso-
lute value. On the other hand, every ordinary metric space embeds isometrically into
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some `
∞
R (I), the space of bounded families (xi)i∈I of real numbers, endowed with the
sup-distance.
If the monoid operation on R+∪{+∞} is the join and the involution is the identity,
distances are called ultrametric distances and metric spaces are called ultrametric
spaces (see [12]). The notion of ultrametric spaces has been generalized by several
authors (see [78, 79], [2], [19]). The general setting for the space of values is a join
semilattice with a least element.
A join-semilattice is an ordered set in which two arbitrary elements x and y have a
join, denoted by x∨y, defined as the least element of the set of common upper bounds
of x and y.
Let H be a join-semilattice with a least element, denoted by 0. A pre-ultrametric
space over H is a pair D ∶= (E,d) where d is a map from E ×E into H such that for
all x,y,z ∈ E:
(10) d(x,x) = 0, d(x,y) = d(y,x) and d(x,y) ≤ d(x,z)∨d(z,y).
The map d is an ultrametric distance over H and D is an ultrametric space over H if
D is a pre-ultrametric space and d satisfies the separation axiom:
(11) d(x,y) = 0 implies x = y.
Any binary relational structure M ∶= (E,(Ei)i∈I) in which each Ei is an equivalence
relation on the set E can be viewed as a pre-ultrametric space on E. Indeed, given
a set I, let ℘(I) be the power set of I. Then ℘(I), ordered by inclusion, is a join-
semilattice (in fact a complete Boolean algebra) in which the join is the union, and
0 the empty set. For x,y ∈ E, set dM(x,y) ∶= {i ∈ I ∶ (x,y) /∈ Ei}. Then the pair DM ∶=(E,dM) is a pre-ultrametric space over ℘(I). Conversely, let D ∶= (E,d) be a pre-
ultrametric space over ℘(I). For every i ∈ I set Ei ∶= {(x,y) ∈E ×E ∶ i /∈ d(x,y)} and let
M ∶= (E,(Ei)i∈I). Then Ei is an equivalence relation on E and dM = d. Furthermore,
DM is an ultrametric space if and only if ⋂i∈I Ei = ∆E ∶= {(x,x) ∶ x ∈ E}.
The congruences of an algebra form an important class of equivalence relations;
they can be studied in terms of ultrametric spaces (see Section 8 for an example). If
we suppose that our distributivity condition holds, which is for example the case if
the set of values is a finite distributive lattice, the study of these ultrametric spaces
fits in the study of metric spaces over a Heyting algebra. This case was particularly
studied in [75] and more recently in [2, 19, 77].
3.2. Graphs and digraphs. A binary relation on a set E is a subset E of E ×E, the
set of ordered pairs (x,y) of elements of E. The inverse of E is the binary relationE−1 ∶= {(x,y) ∶ (y,x) ∈ E}. The diagonal of E is the set ∆E = {(x,x) ∶ x ∈E}. A directed
graph G is a pair (E,E) where E is a binary relation on E. We say that G is reflexive
if E is reflexive, that is, contains the diagonal ∆E , and that G is oriented if E is
antisymmetric, that is, (x,y) and (y,x) cannot be in E simultaneously except if x = y.
If E is symmetric, that is E = E−1, we identify it with a subset of pairs of E and we
say that the graph is undirected. If G ∶= (E,E) and G′ ∶= (E ′,E ′) are two directed
graphs, a homomorphism from G to G′ is a map h ∶E →E ′ such that (h(x),h(y)) ∈ E ′
whenever (x,y) ∈ E for every (x,y) ∈ E ×E.
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In the sequel, all graphs we consider will be reflexive. Hence, graph-homomorphisms
can send edges or arcs on loops. We refer to [18] for the terminology on graphs.
3.2.1. Reflexive graphs. Let H be the complete lattice on three elements such that
“0 < 12 < 1”.
0
1
2
1
FIGURE 1. The ordered monoid H.
The monoid operation is defined by x⊕y = min{x+y,1} and the involution is the
identity.
Every symmetric reflexive graph G ∶= (E,E) is a metric space over H. The distance
d ∶ E ×E Ð→H is defined by:
(1) d(x,y) = 1 if (x,y) ∉ E ;
(2) d(x,y) = 12 if (x,y) ∈ E and x ≠ y;
(3) d(x,y) = 0 if x = y.
Conversely every metric space E ∶= (E,d) over H can be viewed as a symmetric
reflexive graph; the vertices are the elements of E and the set of edges E (including
the loops) is defined as follows:
(x,y) ∈ E ⇐⇒ d(x,y) ≤ 1
2
.
Nonexpansive maps correspond to graph-homomorphisms (provided that edges are
sended on edges or loops).
The distance dH on the Heyting algebra takes value 12 on the pairs (x,y) ∈{(0, 12),(12 ,0),(12 ,1),(1, 12)}, value 1 on the pairs (0,1) and (1,0), and 0 on the diag-
onal. The corresponding graph GH is the path P3 on three vertices with 12 as a middle
point.
3.2.2. Reflexive digraphs. LetH be the complete lattice on five elements {0, 12 ,+,−,1},
represented below:
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0
1
+ −
1
2
FIGURE 2. The ordered monoid H.
The monoid operation is defined by
{ x⊕y = 1 if x,y ≥ 12 ;
x⊕y =max(x,y) if not.
The involution exchanges + and − and fixes 0, 12 and 1.
If G ∶= (E,E) is a reflexive directed graph, the application d ∶ E ×E Ð→H defined by
(1) d(x,y) = 1 if (x,y) ∉ E ∪E−1;
(2) d(x,y) = + if (x,y) ∈ E/E−1;
(3) d(x,y) = − if (x,y) ∈ E−1/E ;
(4) d(x,y) = 12 if (x,y) ∈ E⋂E−1/∆E ;
(5) d(x,y) = 0 if (x,y) ∈ ∆E ,
is a distance on E.
Conversely every metric space (E,d) over H can be viewed as a reflexive digraph;
the vertices are the elements of E and the set of arcs E is defined as follows:(x,y) ∈ E ⇐⇒ d(x,y) ≤ +.
3.2.3. The graphic distance. A graph P is a path if we can enumerate the vertices
in a non-repetitive sequence (xi)i∈I where I is of the form {0,1, ...,n} or N, the set
of non-negative integers, or Z, the set of relative integers, such that (xi,x j) forms an
edge if and only if ∣ j− i∣ ≤ 1; the path P is finite if I = {0,1, ...,n} and in this case n
is its length whereas P is infinite if I =N, and doubly infinite if I = Z. If G ∶= (V,E)
is an (undirected) graph, the graphic distance is the map dG ∶V ×V Ð→ N∪ {+∞}
for which dG(x,y) is the length of the shortest path connecting x to y if there is a
such a path and +∞ otherwise. This is a distance on H ∶= (N∪ {+∞},⊕) where⊕ is the ordinary sum. The distance on H defined by means of Formula (8) is the
graphic distance associated with the graph GH made of a one way infinite path and
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an isolated vertex. Not every metric space overH comes from a graph. Still, with the
fact that GH embeds isometrically into an infinite product of finite paths, it follows
from Theorem 2.1 that every graph embeds into a product of finite paths, a result due
to Nowakowski-Rival [71] and Quilliot [80].
3.2.4. The zigzag distance. A reflexive zigzag is a reflexive graph L such that the
symmetric hull is a path. If L ∶= (L,L) is a finite reflexive oriented zigzag, we
may enumerate the vertices in a non-repeating sequence v0 ∶= x, . . . ,vn ∶= y and to
this enumeration we may associate the finite sequence ev(L) ∶= α0⋯αi⋯αn−1 of +
and −, where αi ∶= + if (vi,vi+1) ∈ L and αi ∶= − if (vi+1,vi) ∈ L. We call such a se-
quence a word over the alphabet Λ ∶= {+,−}. If the path has just one vertex, the
corresponding word is the empty word, that we denote by ◻. Conversely, to a fi-
nite word u ∶= α0⋯αi⋯αn−1 over Λ we may associate the reflexive oriented zigzag
Lu ∶= ({0, . . .n},Lu) with end-points 0 and n (where n is the length ∣ u ∣ of u) such thatLu = {(i, i+1) ∶ αi = +}∪{(i+1, i) ∶ αi = −}∪∆{0,...,n}.
s
s
s
s
s
s
s
s
s
  
  
  
 
 
 
  
@@I
@@
@@I
@@
  
@@I
  
@@
@@I
@@
FIGURE 3. A reflexive oriented zigzag.
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FIGURE 4. A reflexive directed zigzag.
Let G ∶= (E,E) be a reflexive directed graph. For each pair (x,y) ∈E×E, the zigzag
distance from x to y is the set dG(x,y) of words u such that there is a nonexpansive
map h from Lu into G which sends 0 on x and ∣ u ∣ on y.
Because of the reflexivity of G, every word obtained from a word belonging to
dG(x,y) by inserting letters will also be into dG(x,y). This leads to the following
framework.
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Let Λ∗ be collection of words over the alphabet Λ ∶= {+,−}. Extend the involution
on Λ to Λ∗ by setting ◻ ∶=◻ and u0⋯un−1 ∶= un−1⋯u0 for every word in Λ∗. Order Λ∗
by the subword ordering, denoted by ≤. If u ∶= α1α2 . . .αm,v ∶= β1β2 . . .βn ∈Λ∗ set:
(12) u ≤ v if and only if α j = βi j for all j = 1, . . .m with some 1 ≤ j1 < . . . jm ≤ n.
Let F(Λ∗) be the set of final segments of Λ∗, that is subsets F of Λ∗ such that u ∈ F
and u ≤ v imply v ∈ F . Setting X ∶= {u ∶ u ∈ X} for a set X of words, we observe
that X belongs to F(Λ∗). Order F(Λ∗) by reverse of the inclusion, denote by 0
its least element (observe that it is Λ∗, the final segment generated by the empty
word), set uv for the concatenation of two words u,v ∈Λ∗, X⊕Y for the concatenation
XY ∶= {uv ∶ u ∈X ,v ∈Y}. Then, one sees thatHΛ ∶= (F(Λ∗),⊕,⊇,0,−) is an involutive
Heyting algebra. This leads us to consider distances and metric spaces over HΛ.
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FIGURE 5. A morphism of an oriented zigzag L into a directed graph G.
There are two simple and crucial facts about the consideration of the zigzag dis-
tance (see [47]).
Lemma 3.1. A map from a reflexive directed graph G into an other is a graph-
homomorphism iff it is nonexpansive.
Lemma 3.2. The distance d of a metric space E ∶= (E,d) over HΛ is the zigzag
distance of a reflexive directed graph G ∶= (E,E) iff it satisfies the following property
for all x,y,z ∈E, u,v ∈Λ∗: uv ∈ d(x,y) implies u ∈ d(x,z) and v ∈ d(z,y) for some z ∈E.
When this condition holds, (x,y) ∈ E iff + ∈ d(x,y).
On account of Lemma 3.2, the various metric spaces mentioned in the introduction
(injective, absolute retracts, etc.) are graphs equipped with the zigzag distance; in
particular, the distance dHΛ defined on HΛ is the zigzag distance of some graph, say
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GHΛ . According to Theorem 2.1, every graph embeds isometrically into some power
of GHΛ . This graph is countably infinite (this follows from Higman’s theorem on
words [41]) but it is not easy to describe. From the study of hyperconvexity (see
Section 4.2) it follows that it embeds isometrically (w.r.t. the zigzag distance) into
a product of its restrictions to principal initial segments of HΛ. Hence every graph
isometrically embeds into a product of these finite graphs. This later fact leads to
a fairly precise description of absolute retracts in the category of reflexive directed
graphs (see [55]).
The notion of zigzag distance is due to Quilliot [80, 81]. He considered reflexive
directed graphs, not necessarily oriented and, in defining the distance, considered
only oriented paths. The consideration of the set of values of the distance, namelyHΛ, is in [76]. A general study is presented in [47]; some developments appear in
[85] and [55].
3.3. Ordered sets. LetH be the following structure. The domain is the set {0,+,−,1}.
The order is 0 ≤ +,− ≤ 1 with + incomparable to −; the involution exchanges + and −
and fixes 0 and 1; the operation ⊕ is defined by p⊕q ∶= p∨q for every p,q ∈V . As it
is easy to check,H is an involutive Heyting algebra. If (E,d) is metric space overH,
then Pd ∶= (E,δ+), where δ+ ∶= {(x,y) ∶ d(x,y) ≤ +}, is an ordered set. Conversely, if
P ∶= (E,≤) is an ordered set, then the map d ∶E×E→H defined by d(x,y) ∶= 0 if x = y,
d(x,y) ∶= + if x < y, d(x,y) ∶= − if y < x and d(x,y) ∶= 1 if x and y are incomparable
is a distance over H. Clearly, if E ∶= (E,d) and E′ ∶= (E ′,d′) are two metric spaces
over H, a map f ∶ E → E ′ is nonexpansive from E into E′ iff it is order-preserving
from Pd into Pd′ . Depending on the value of their radius v ∈H, a metric space overH has four types of balls: singletons, corresponding to v = 0, the full space, corre-
sponding to v = 1, the principal final segments, ↑ x ∶= {y ∈ E ∶ x ≤ y}, corresponding
to balls B(x,+), and principal initial segments, ↓ x ∶= {y ∈ E ∶ y ≤ x}, corresponding to
balls B(x,−). The set H can be equipped with the distance dH given by means of
the formula (8). The corresponding poset is the four element lattice {−,0,1,+} with
0 < −,+ < 1. The retracts of powers of this lattice are all complete lattices.
0
1
+−
FIGURE 6. The ordered monoid H.
The fact, due to Birkhoff, that every poset embeds into a power of the two-element
chain 2 ∶= {0,1} is the translation in terms of posets of Theorem 2.1.
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3.4. The fence distance on posets. If we view an ordered set as a directed graph, we
may associate its zigzag distance. In this case, the reflexive oriented zizags defined
at the begining of Subsubsection 3.2.4 reduce to fences. Indeed, a fence is a poset
whose comparability graph is a path. For example, a two-element chain is a fence.
Each larger fence has two orientations, for example on the three vertices path, these
orientations yield the ⋁ and the ⋀. The ⋁ is the 3-element poset consisting of 0,+,−
with 0 < +,− and + incomparable to −. The ⋀ is its dual. More generally, for each
integer n, there are two fences of length n: the up- and the down-fence. The first
one starts with x0 < x1 > ..., the second with x0 > x1 < ... For n ∶= 2 one get ⋀ and ⋁
respectively.
s
ss   
s
@
@
@ s   
s
@@ p p p
@@s    @@@
Up-fence
s
s
s
@
@
@ s   
s
@@ p p p
@@s    @@@    
s
Down-fence
FIGURE 7. Up-fence and Down-fence.
Let P ∶= (E,≤) be a poset. If two vertices x and y are connected in the comparability
graph of P, one may map some fence into P by an order-preserving map sending the
extremities of the fence onto x and y. One can then define the distance dP(x,y)
between x and y as the pair (n,m) of integers such that n, resp. m, is the shortest
length of an up-fence, resp. a down fence, whose extremities can be mapped onto
x and y. If x and y are not connected in the comparability graph of P, one sets
dP(x,y) = +∞. For example, if x < y then dP(x,y) = (1,2). This distance is defined in
[68], an alternative definition is in [47].
LetH ∶= {(n,m) ∈ (N∖{0})2 ∶ ∣n−m∣ ≤ 1}∪{(0,0),+∞}∖{(1,1)}, the pairs being
ordered componentwise and +∞ being at the top. The involution transforms (n,m)
into (m,n). The sum (n,m)⊕(n′,m′) is (n⊕n′,m⊕m′) where n⊕n′ is n+n′−1 if n
is odd and n+n′ otherwise. With this operation, H forms a Heyting algebra. If P ∶=(E,≤) is a poset then dP ∶E×E →H is a distance overH. According to Theorem 2.1,
this Heyting algebra has a metric structure H and every metric space over H embeds
isometrically into a power of H. It turns out that H is the metric space associated to a
poset PH (to see it, set x ≤ y if x = y or 1 is the first component of dH(x,y)). This poset
is represented below. Hence every poset embeds isometrically into a power of PH.
From the study of hyperconvexity in Section 4.2, this poset embeds isometrically into
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a product of fences, hence every poset embeds isometrically into a retract of fences
([80]). For more, see Nevermann-Rival, 1985 and Jawhari-al 1986.
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FIGURE 8. The ordered monoid H.
(0,0) r
(1,2)
(2,1)
r
r
(2,2)r
(3,2)
(2,3)
r
r
(3,3)r
(3,4)
(4,3)
r
r
(4,4)r q q q
(2n,2n)
r
(2n+1,2n)
(2n,2n+1)
r
r
(2n+1,2n+1)
r
(2n+1,2n+2)
(2n+2,2n+1)
r
r
u∞
FIGURE 9. The poset PH.
3.5. Transitions systems. The zigzag distance is a special case of distance defined
on transition systems. Indeed, it M is a transition system on an alphabet Λ, we may
define the distance dM(x,y) from a state x to a state y as the language accepted by
the automaton Ax,y ∶= (M,{x},{y}) whose initial state is x and final state y. Once the
alphabet is equipped with an involution, this distance takes value in a Heyting algebra
in which the neutral element is no longer the least element and satisfies conditions (1)
of our introduction. As it turn out, if we view a reflexive graph as a transition system
of a special form, the zigzag distance is the distance on that transition system. Here
are the details.
Let Λ be a set. Consider Λ as an alphabet whose members are letters and extend
to Λ what we did for the two-letter alphabet. We write a word α with a mere jux-
taposition of its letters as α = a0 . . .an−1 where ai are letters from Λ for 0 ≤ i ≤ n−1.
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The integer n is the length of the word α and we denote it ∣α ∣. Hence we identify
letters with words of length 1. We denote by ◻ the empty word, which is the unique
word of length zero. The concatenation of two word α ∶= a0⋯an−1 and β ∶= b0⋯bm−1
is the word αβ ∶= a0⋯an−1b0⋯bm−1. We denote by Λ∗ the set of all words on the
alphabet Λ. Once equipped with the concatenation of words, Λ∗ is a monoid, whose
neutral element is the empty word, in fact Λ∗ is the free monoid on Λ. A language
is any subset X of Λ∗. We denote by ℘(Λ∗) the set of languages. We will use cap-
ital letters for languages. If X ,Y ∈ ℘(Λ∗) the concatenation of X and Y is the set
XY ∶= {αβ ∶ α ∈ X ,β ∈ Y} (and we will use Xy and xY instead of X{y} and {x}Y ).
This operation extends the concatenation operation on Λ∗; with it, the set ℘(Λ∗) is a
monoid whose neutral element is the set {◻}.
Ordered by inclusion, this is a (join) lattice ordered monoid. Indeed, concatenation
distributes over arbitrary union, namely:(⋃
i∈IXi)Y = ⋃i∈IXiY.
But concatenation does not distribute over intersection (for a simple example, let
Λ ∶= {a,b,c}, I ∶= {1,2}, X1 ∶= {ab}, X2 ∶= {a}, Y ∶= {c,bc}, then ∅ = (X1 ∩X2)Y /=
X1Y ∩X2Y = {abc}). Ordered by reverse of the inclusion, the monoid ℘(Λ∗) becomes
a Heyting algebra (while ordered by inclusion it is not) in the sense that it satisfies the
distributivity condition (4). If − is an involution on Λ, it extends to an involution on
Λ∗, by setting ◻ ∶=◻, and α = an−1 . . .a0 if α = a0 . . .an−1. This involution reverses the
concatenation of words. Extended to ℘(Λ∗) by setting X ∶= {α ∶ α ∈ X}, it reverses
the concatenation of languages and preserves the inclusion order on languages. The
set ℘(Λ∗), with the concatenation of languages as a monoid operation, the reverse of
the inclusion order and the extension of the involution is a Heyting algebra. But in
this Heyting algebra, the neutral element (namely {◻}), is not the least element.
We suppose from now that the alphabet Λ is ordered.
We order Λ∗ with the Higman ordering [41] that is, if α and β are two elements
in Λ∗ such α ∶= a0⋯an−1 and β ∶= b0⋯bm−1 then α ≤ β if there is an injective and
increasing map h from {0, ...,n−1} to {0, ...,m−1} such that for each i, 0 ≤ i ≤ n−1,
we have ai ≤ bh(i). Then Λ∗ is an ordered monoid with respect to the concatenation
of words. A final segment of Λ∗ is any subset F ⊆Λ∗ such that α ≤ β ,α ∈ F implies
β ∈ F . Initial segments are defined dually.
Let F(Λ∗) be the collection of final segments of Λ∗. The set F(Λ∗) is stable
w.r.t. the concatenation of languages: if X ,Y ∈ F(Λ∗), then XY ∈ F(Λ∗) (indeed,
if u,v,w ∈ Λ∗ with uv ≤ w then w = u′v′ with u ≤ u′ and v ≤ v′). Clearly, the neutral
element is Λ∗. The set F(Λ∗) ordered by inclusion is a complete lattice (the join is
the union, the meet is the intersection). Concatenation distributes over union. If we
order F(Λ∗) by reverse of the inclusion, denoting X ≤Y instead of X ⊇Y , and we set
1 ∶=Λ∗, we have the exact generalization obtained for a two-letter alphabet.
Lemma 3.3. The setHΛ ∶= (F(Λ∗),⊕,⊇,1,−), where ⊕ denotes the concatenation of
languages, is a Heyting algebra and 1 is the least element.
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Contrarily to the case of the power set, in F(Λ∗) concatenation distributes over
intersection:
Lemma 3.4. (⋂
i∈IXi)Y = ⋂i∈IXiY for all final segments Xi and Y of Λ∗.
Proof. The inclusion (⋂
i∈IXi)Y ⊆ ⋂i∈IXiY is obvious. For the proof of the reverse inclu-
sion, let z ∈ ⋂
i∈IXiY. For every i ∈ I there are xi ∈ Xi and yi ∈Y such that z = xiyi. Let y be
the shortest suffix of z such that y = yi0 for some i0 ∈ I and let x ∈Λ∗ such that z = xy.
We claim that x ∈⋂
i∈IXi. Indeed, let j ∈ I. We have z = x jy j and z = xi0yi0 . By minimality
of yi0 , we have x j ≤ xi0 = x, hence x ∈X j since X j is a final segment of Λ∗. This proves
our claim. Since z = xy, z ∈ (⋂
i∈IXi)Y , as required. 
We refer to [86] for the terminology about transition systems. A transition system
on the alphabet Λ is a pair M ∶= (Q, T) where T ⊆ Q×Λ×Q. The elements of Q are
called states and those of T transitions. Let M ∶= (Q,T) and M′ ∶= (Q′,T ′) be two
transition systems on the alphabet Λ. A map f ∶QÐ→Q′ is a morphism of transition
systems if for every transition (p,α,q) ∈ T , we have ( f (p),α, f (q)) ∈ T ′. When f is
bijective and f −1 is a morphism from M′ to M, we say that f is an isomorphism.
An automaton A on the alphabet Λ is given by a transition system M ∶= (Q,T)
and two subsets I, F of Q called the set of initial and final states. We denote the
automaton as a triple (M,I,F). A path in the automaton A ∶= (M,I,F) is a sequence
c ∶= (ei)i<n of consecutive transitions, that is of transitions ei ∶= (qi,ai,qi+1). The word
α ∶= a0⋯an−1 is the label of the path, the state q0 is its origin and the state qn its end.
One agrees to define for each state q in Q a unique null path of length 0 with origin
and end q. Its label is the empty word ◻. A path is successful if its origin is in I and
its end is in F . Finally, a word α on the alphabet Λ is accepted by the automaton A
if it is the label of some successful path. The language accepted by the automatonA, denoted by LA, is the set of all words accepted by A. Let A ∶= (M,I,F) andA′ ∶= (M′,I′,F ′) be two automata. A morphism from A to A′ is a map f ∶QÐ→Q′
satisfying the two conditions:
(1) f is morphism from M to M′;
(2) f (I) ⊆ I′ and f (F) ⊆ F ′.
If, moreover, f is bijective, f (I) = I′, f (F) = F ′ and f −1 is also a morphism fromA′ to A, we say that f is an isomorphism and that the two automata A and A′ are
isomorphic.
To a metric space E ∶= (E,d) over HΛ ∶= F(Λ∗), we may associate the transition
system M ∶= (E,T) having E as set of states and T ∶= {(x,a,y) ∶ a ∈ d (x,y)∩Λ} as set
of transitions. Notice that such a transition system has the following properties: for
all x,y ∈ E and every a,b ∈Λ with b ≥ a:
1) (x,a,x) ∈ T ;
2) (x,a,y) ∈ T implies (y,a,x) ∈ T ;
3) (x,a,y) ∈ T implies (x,b,y) ∈ T.
We say that a transition system satisfying these properties is reflexive and involutive
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(cf. [85], [55]). Clearly if M ∶= (Q,T) is such a transition system, the map dM ∶Q×
QÐ→HΛ, where dM (x,y) is the language accepted by the automaton (M,{x} ,{y}),
is a distance. We have the following:
Lemma 3.5. Let E ∶= (E,d) be a metric space over HΛ ∶= F(Λ∗). The following
properties are equivalent:
(1) The map d is of the form dM for some reflexive and involutive transition
system M ∶= (E,T);
(2) For all α,β ∈ Λ∗ and x, y ∈ E, if αβ ∈ d (x,y), then there is some z ∈ E such
that α ∈ d (x,z) and β ∈ d (z,y).
Lemma 3.6. Let Mi ∶= (Qi,Ti)(i = 1,2) be two reflexive and involutive transition sys-
tems. A map f ∶Q1Ð→Q2 is a morphism from M1 to M2 if only if f is a nonexpansive
map from (Q1,dM1) to (Q2,dM2).
From Lemma 3.6, the category of reflexive and involutive transition systems with
the morphisms defined above can be identified to a subcategory of the category hav-
ing as objects the metric spaces and morphisms the nonexpansive maps.
As with directed graphs, Lemma 3.5 ensures that the various metric spaces men-
tioned in the introduction (injective, absolute retracts, etc.) come from transition sys-
tems. In particular, the distance dHΛ defined onHΛ is the distance of some transition
system, say MHΛ . According to Theorem 2.1, every reflexive involutive transition
systems embeds isometrically into some power of MHΛ . As in the case of graphs,
this transition system is countably infinite (for more, see [55, 56, 57]).
4. A CATEGORICAL APPROACH OF GENERALIZED METRIC SPACES
Let C be a category, with objects, say P, Q , ... and morphisms f , g,.... We say that
the object P is a retract of the object Q and we note P ⊲ Q if there are morphisms
f ∶ PÐ→Q and g ∶QÐ→ P such that g○ f = idP, where idP is the identity map on P.
Two examples:
(1) The objects of the category are the posets and the morphisms are the order-
preserving maps (i.e. the maps f such that x ≤ y implies f (x) ≤ f (y).
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FIGURE 10. P is retract of Q.
(2) The objects of the category are all reflexive graphs (which are the undirected
graphs with a loop at every vertex, or, equivalently, the reflexive and symmet-
ric binary relations) and the morphisms are all edge-preserving maps (note
that an edge joining two vertices can be mapped on a loop).
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FIGURE 11. G is retract of K.
The central question about retraction is to decide, for two given objects P and Q,
whether P is a retract of Q or not. A related question is to decide whether a given
morphism f ∶ PÐ→ Q has a companion g ∶ QÐ→ P such that g ○ f = idP; if this is
the case, f is said to be coretraction and its companion is a retraction. In fact, these
questions are still largely unsolved, even for very simple categories like those of
posets and graphs. Neverthlesss a fruitful approach of a solution is this:
Identify a general property, say (p), that the coretractions enjoy in the category con-
sidered; for example, in the above category of posets each coretraction is an order-
embeding (that is a map f such that x ≤ y is equivalent to f (x) ≤ f (y)). Now looking
at (p) as an approximation of the coretractions, then characterize the objects P for
which this approximation is accurate, that is for which every morphism of source P
and with property (p) is a coretraction. These P are commonly called the absolute re-
tracts (briefly AR); (a terminology not perfectly adequate, since these objects depend
upon the approximation, but commonly used in the field), we will rather say AR with
respect to the approximation (p). In the category of metric spaces with nonexpansive
mappings we are lead to the following definitions :
4.1. Retraction, coretraction, absolute retract. Let E and F be two metric spaces
over a Heyting algebraH. The space E is a retract of F, in symbols E ⊲F if there are
nonexpansive maps f ∶ E→ F and g ∶ F→ E such that g○ f = idE. If this is the case,
f is said to be coretraction and g a retraction. If E is a subspace of F, then E is a
retract of F if there is a nonexpansive map from F to E such that g(x) = x for all x ∈E,
where E is the domain of E. We can easily see that every coretraction is an isometry.
A metric space is an absolute retract if it is a retract of every isometric extension.
4.1.1. Injectivity and extension property. A metric space E is said to be injective if
for all spaces F and E′, each nonexpansive mapping f ∶ F→ E, and every isometry
g ∶ F→E′ there is a nonexpansive mapping h ∶E′→E such that h○g = f .
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A metric space E has the one-point extension property if for every space E′ ∶=(E ′,d′) and every subset F of E ′, every nonexpansive map f ∶ E′↾F → E extends to
some x′ ∈ E ′∖F (if any) to a nonexpansive map from E′↾F∪{x′} into E.
Using Zorn’s lemma one has immediately:
Lemma 4.1. A metric space E ∶= (E,d) over H is injective iff it has the one-point
extension property.
Proof. Trivially, injectivity implies the one-point extension property. For the con-
verse, let E′ ∶= (E ′d′), F ⊆ E ′ and f ∶ F → E be a nonexpansive map from E′↾F into
E. Consider the collection of nonexpansive maps f ′ ∶ F ′ → E which extend f . This
collection of maps is inductive. From Zorn’s lemma, it has a maximal element g.
The domain F ′′ of g is E ′, otherwise, pick x ∈ E ′ ∖E ′′; since E has the one-point
extension, g extends to x, a contradiction. 
As it will become apparent in Theorem 4.2, we may replace ”for some x′” by
”every x′” in the definition above.
4.1.2. Hyperconvexity. We say that a space E is hyperconvex if the intersection of
every family of balls (BE(xi,ri))i∈I is non-empty whenever d(xi,x j) ≤ ri⊕ r j for all
i, j ∈ I.
Hyperconvexity is equivalent to the conjunction of the following conditions:
1) Convexity : for all x,y ∈ E and p,q ∈H such that d(x,y) ≤ p⊕q there is z ∈ E such
that d(x,z) ≤ p and d(z,y) ≤ q.
2) The 2-Helly property, also called the 2-ball intersection property : The intersection
of every set (or, equivalently, every family) of balls is non-empty provided that their
pairwise intersections are all non-empty.
4.2. A description of hyperconvex metric spaces. As it is easy to see, the col-
lection of hyperconvex spaces over a Heyting algebra is stable under (non-empty)
products and retracts. Thus, in the terminology of Duffus and Rival [30], it forms a
variety. A less trivial property is this:
Theorem 4.1. [47] The metric space H ∶= (H,dH) is hyperconvex.
Proof. We just give the idea, we defer the reader to [47] for details.
One shows first that H is convex. Indeed, let x,y ∈ H and p,q ∈ H such that
dH(x,y) ≤ p⊕q. Set z ∶= (x⊕ p)∨(y⊕q) and check that dH(x,z) ≤ p and dH(z,y) ≤ q.
Next, one shows that balls in H are intervals of H. More precisely, any ball
BH(x,r) of H is the closed interval [q, p] ∶= {y ∈H ∶ q ≤ y ≤ r} where q ∶=⋀BH(x,r)
and p ∶=⋁BH(x,r).
Finally, to conclude, observe that the closed intervals of a complete lattice have
the 2-Helly property. 
We recall the notions of metric forms.
Let E ∶= (E,d) be a metric space over a Heyting algebraH. A weak metric form is
every map f ∶ E Ð→H satisfying
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(13) d(x,y) ≤ f (x)⊕ f (y)
for all x,y ∈ E.
This is a metric form if it is a weak metric form satisfying:
(14) f (x) ≤ d(x,y)⊕ f (y)
for all x,y ∈ E.
We denote by C(E), resp. L(E), the set of weak metric form, resp. metric forms
over E. We equip these sets by the distance induced from the sup-distance on the
power HE .
Lemma 4.2. Let E ∶= (E,d) be a metric space over H, and f ∶ E →H. The following
properties are equivalent:
(i) f is a metric form;
(ii) f satisfies
(15) dH(d(x,y), f (x)) ≤ f (y)
for all x,y ∈ E;
(iii) In the product space HE equipped with the ”sup” distance, d(δ¯(y), f ) = f (y)
for all y ∈ E;
(iv) There is some isometric extension E′ ∶= (E ′,d′) of E and u ∈E ′ such that f (y) =
d′(y,u) for all y ∈ E.
Proof. (i)⇒ (ii) According to the definition of the distance dH, conditions (13) and
(14) amount to dH (d(x,y), f (x)) ≤ f (y), that is condition (15).(ii)⇒ (iii)
According to formula (9):
d(δ¯(y), f ) = ⋁
x∈E dH (d(x,y), f (x)) ≤ f (y).
Now, taking x = y, we get d(x,y) = 0, and dH (0, f (y)) = f (y), thus the supremum in
the inequality above is f (y).(iii)⇒ (iv) Since δ¯ is an isometric embedding from E into HE , it suffices to take
E′ ∶=HE and u ∶= f .(iv)⇒ (i) Obvious from the triangular inequality. 
Corollary 4.1. The image of δ¯ is included into L(E), hence, δ¯ is an isometry of E
into L(E).
Proof. Let u ∈ E. We check that δ¯(u) is a weak metric form for every u ∈ E. For that
we show that inequality (15) holds with f ∶= δ¯(u). Indeed, we have dH(d(x,y), δ¯(u)(x))=
dH(d(x,y),d(x,u)) ≤ d(y,u) ∶= δ¯(u)(y). 
We recall Lemma II-4.4 of [47].
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Lemma 4.3. Let E ∶= (E,d) be a metric space overH. For every weak metric form f ,
the map fM ∶E →H defined by fM(x) ∶=⋀{d(x,y)⊕ f (y) ∶ y ∈E} is the largest metric
form below f and ⋂{B(x, f (x)) ∶ x ∈ E} =⋂{B(x, fM(x)) ∶ x ∈ E}. Furthermore, the
map f ↦ fM is a retraction from C(E) onto L(E).
Proof. The verification is routine (the difficulty was to discover the formulation).
One proves first that if g ∈L(E) and g ≤ f then g ≤ fM. Indeed, since g is a metric
form then, for every x,y ∈ E, one has g(x) ≤ d(x,y)⊕g(y) and since g ≤ f , one has
g(y)≤ f (y), thus g(x)≤ d(x,y)⊕ f (y) hence g(x)≤⋀{d(x,y)⊕ f (y) ∶ y ∈E}=∶ fM(x).
Next, one proves that fM is a metric form, that is d(x,y) ≤ fM(x)⊕ fM(y) and
fM(x) ≤ d(x,y)⊕ fM(y) for all x,y ∈ E. The right hand side of the first inequality
fM(x)⊕ fM(y) is equal to ⋀{d(x,z)⊕ f (z) ∶ z ∈ E}⊕⋀{ f (t)⊕d(t,y) ∶ t ∈ E}. Using
the distributivity condition on H, this yields ⋀{d(x,z)⊕ f (z)⊕ f (t)⊕d(t,y) ∶ z,t ∈
E}. From the triangular inequality and the fact that f (z)⊕ f (t) ≥ d(z,t) we get
d(x,z)⊕ f (z)⊕ f (t)⊕d(t,y) ≥ d(x,y), hence fM(x)⊕ fM(y) ≥ d(x,y). For the second
inequality, we have d(x,z)⊕ f (z)≤ d(x,y)⊕d(y,z)⊕ f (z) for all z ∈E, hence fM(x) ∶=⋀{d(x,z)⊕ f (z) ∶ z ∈ E} ≤ ⋀{d(x,y)⊕d(y,z)⊕ f (z) ∶ z ∈ E} = d(x,y)⊕ {⋀d(y,z)⊕
f (z) ∶ z ∈ E} =∶ fM(z).
From these two fact follows that fM is the largest metric form below f
For the equality of the intersections of ball, note that the inclusion ⋂{B(x, fM(x)) ∶
x ∈ E} ⊆⋂{B(x, f (x)) ∶ x ∈ E} follows immediately from the fact that fM ≤ f . For the
reverse inclusion, pick t ∈ ⋂{B(x, f (x)) ∶ x ∈ E} that is δ(t)(x) = d(x,t) ≤ f (x) for
every x ∈E or equivalently δ(t) ≤ f . Since δ(t) is a metric form and fM is the largest
metric form below f , we have δ(t) ≤ fM amounting to t ∈⋂{B(x, fM(x)) ∶ x ∈ E}.
Finally, one checks that the map f ↦ fM is a retraction from C(E) onto L(E).
Since fM is the largest metric form below f , this map fixes L(E) pointwise.
To conclude, it suffices to prove that this map is nonexpansive that is d( fM,gM) ≤
d( f ,g) for all f ,g ∈ C(E). Let f ,g ∈ C(E). By definition of the distance on C(E),
we have f (y) ≤ g(y)⊕d( f ,g) hence d(x,y)⊕ f (y) ≤ d(x,y)⊕g(y)⊕d( f ,g) for all
x,y ∈ E. This yields fM(x) ∶=⋀{d(x,y)⊕ f (y) ∶ y ∈ E} ≤⋀{d(x,y)⊕g(y)⊕d( f ,g) ∶
y ∈E} =⋀{d(x,y)⊕g(y) ∶ y ∈E}⊕d( f ,g) =∶ gM(x)⊕d( f ,g), that is fM(x) ≤ gM(x)⊕
d( f ,g). The same argument shows that gM(x) ≤ fM(x)⊕ d( f ,g). Consequently,
dH( fM(x),gM(x)) ≤ d( f ,g). Since this holds for every x ∈ E, d( fM,gM) ≤ d( f ,g) as
required. The proof of the lemma is then complete. 
Lemma 4.3 was obtained independently by Kateˇtov [58]. It plays a key role in
the description of hyperconvex spaces, of injective envelopes and of hole-preserving
maps.
We obtain below the following test of hyperconvexity.
Proposition 4.1. Let E ∶= (E,d) be a metric space over a Heyting algebra H. The
following properties are equivalent:
(i) E is hyperconvex;
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(ii) For every weak metric form f ∶ E →H, the intersection of balls B(x, f (x)) is
non-empty;
(iii) For every isometric extension E′ ∶= (E ′,d′) of E and every u ∈ E ′ ∖E, there is a
retraction of E′↾E∪{u} onto E.
Proof. (iii)⇒ (ii) Let f ∶ E →H be a weak metric form and fM be the largest metric
form below f given by Lemma 4.3. According to Corollary 4.1, δ¯ is an isometry of
E into L(E). Thus, setting E′ ∶= L(E), we may view E′ as an isometric extension
of E. Since fM is a metric form, Lemma 4.2 ensures that dE′(δ¯(y), fM) = fM(y) for
all y ∈ E. Thus fM ∈ ⋂x∈E BE′(δ¯(x), fM(x)). Any retraction of E′↾δ¯(E)∪{u} onto E
will send fM into ⋂x∈E BE(x, fM(x)). According to Lemma 4.3, this intersection is⋂x∈E BE(x, f (x)).(ii)⇒ (i) Let (B(xi,ri))i∈I be a family of balls of E such that
(16) d(xi,x j) ≤ ri⊕ r j
for all i, j ∈ I.
Define f ∶ E →H as follows: for each x ∈ E, set f (x) = ⋀
i∈I,xi=xri. The distributivity
condition on H ensures that
d(x,y) ≤ f (x)⊕ f (y)
for all x,y ∈ E. Hence f is a weak metric form. It follows that:∅ ≠ ⋂
x∈E B(x, f (x)) ⊆⋂i∈I B(xi,ri).(i)⇒ (iii) Let E′ ∶= (E ′,d′) be an isometric extension of E and u ∈ E ′ ∖E. For all
x,y ∈ E, we have d(x,y) = d′(x,y) ≤ d′(x,u)⊕d′(u,y). Since E is hyperconvex, the
set ⋂
x∈E B(x,d′(x,u)) is non-empty. Let u′ be an arbitrary element of this intersec-
tion. The map g ∶ E ∪{u}→ E defined by g(x) = x for every x ∈ E and g(u) = u′ is a
retraction. 
We conclude this paragraph with a characterization theorem:
Theorem 4.2. [47] LetH be an Heyting algebra. Then, for a metric space E ∶= (E,d)
over H, the following conditions are equivalent:
(i) E is an absolute retract;
(ii) E is injective;
(iii) E is hyperconvex;
(iv) E is a retract of a power of H.
Proof. We just give an hint (for a detailed proof, see [47]).(i)⇒ (iv) According to theorem 2.1, the space E isometrically embeds into a
power of H ∶= (H,dH); since it is an absolute retract, it must be a retract of such a
power.
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closed under product and retract, i.e, in our terminology, forms a variety.(iii)⇒ (ii) We prove that the one-point extension holds. Let E′ ∶= (E ′,d′), A′ ⊆E ′,
x′ ∈E ′∖A′ and f ∶A→E be a nonexpansive map. Let B ∶= (BE( f (a′),d′(a′,x′)))a′∈A′ .
Since f is nonexpansive, this family of balls satisfies the hyperconvexity condition,
namely
d( f (a′), f (a′′)) ≤ d′(a′,a′′) ≤ d′(a′,x′)⊕d′(a′′,x′).
Hence, it has a non-empty intersection. Pick x into this intersection and set f (x′) ∶= x.(ii)⇒ (i) Trivial. 
4.3. Injective envelope. A nonexpansive map f ∶ EÐ→ E′ is essential it for every
nonexpansive map g ∶ E′ Ð→ E′′, the map g ○ f is an isometry if and only if g is
isometry (note that, in particular, f is an isometry). An essential nonexpansive map
f from E into an injective metric space E′ overH is called an injective envelope of E.
We will rather say that E′ is an injective envelope of E. Indeed, this says in substance
that an injective envelope of a metric space E is a minimal injective metric space overH containing isometrically E.
The construction of injective envelopes is based upon the notion of minimal metric
form, a notion borrowed to Isbell [45] that he calls extremal.
Let us recall that a (weak) metric form is minimal if there is no other (weak) metric
form g satisfying g≤ f (that is g(x)≤ f (x) for all x ∈E). Since from Lemma 4.3, every
weak metric form majorizes a metric form, the two notions of minimality coincide.
Due to the distributivity condition and the completeness of H, we may apply Zorn’s
lemma to get the existence of a minimal metric form below any weak metric form.
As shown in [47], (cf. also theorem 2.2 of [55]):
Theorem 4.3. Every generalized metric space E over a Heyting algebra H has an
injective envelope , namely the space N (E) of minimal metric forms.
Proof. Let E be a metric space over the Heyting algebra H.
One proves first that the space L(E) of metric forms is an absolute retract. This
means that every isometric extension E′ ∶= (E ′,d′) can be retracted on L(E). This
is almost immediate. For every u ∈ E ′, let ϕu ∶ E →H be defined by setting ϕu(x) ∶=
d′(δ¯(x),u). Since the map δ¯ ∶E→H is an isometry, ϕu is a metric form. To conclude,
one proves that the map ϕ ∶ u ↦ ϕu is a retraction of E′ on L(E). First, ϕ is the
identity on L(E). Indeed, if f ∈L(E) then, according to (iii) of Lemma 4.2, ϕ f (x) =
d(δ¯(x), f ) = f (x) for every x ∈ E, hence ϕ f = f . Next, ϕ is nonexpansive, that is,
d(ϕu,ϕv) ≤ d′(u,v) for all u,v ∈E′. From the triangular inequality, we have:
(17) d′(δ¯(x),u) ≤ d′(δ¯(x),v)⊕d′(v,u)
and
(18) d′(δ¯(x),v) ≤ d′(δ¯(x),u)⊕d′(u,v)
for every x ∈ E.
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These inequalities translate to ϕu(x) ≤ ϕv(x)⊕d′(u,v) and ϕv(x) ≤ ϕu(x)⊕d′(u,v),
that is dH(ϕu(x),ϕv(x)) ≤ d′(u,v). This yields d(ϕu,ϕv) ∶=⋁x∈E dH(ϕu(x),ϕv(x)) ≤
d′(u,v), as required.
Next, one proves that the space N (E) of minimal metric forms over E is hyper-
convex. According to (iii) of Proposition 4.1 this amounts to prove that for every
isometric extension E′ ∶= (E ′,d′) of N (E) and every u ∈E ′∖N (E), there is a retrac-
tion of E′↾N (E)∪{u} onto N (E). This amounts to the fact that the intersection of balls
A ∶= ⋂ f ∈N (E)BE′( f ,d′( f ,u)) contains some element u˜ of N (E). Let ϕu ∶ E → H
defined by setting ϕu(x) ∶= d′(δ¯(x),u). As illustrated above, this is a metric form
on E. Let u˜ be a minimal metric form on E below u. Let φ ∶ δ¯(E)∪ {u}→ L(E)
be the nonexpansive map sending u to u˜ and leaving fixed every other element.
Since L(E) is an absolute retract, it is injective, hence φ extends to a nonexpan-
sive map Φ from E′ into L(E)). This map is the identity on N (E). Indeed, let
f ∈N (E). Since Φ is nonexpansive, we have d(δ¯(x),Φ( f )) ≤ d′(δ¯(x), f ) for every
x ∈ E, meaning Φ( f )(x) ≤ f (x). Since f is minimal, Φ( f ) = f . From this, it follows
that d( f , u˜) = d(Φ( f ),Φ(u) ≤ d′( f ,u) for every f ∈N (E). This proves that u˜ be-
longs to A. HenceN (E) is hyperconvex. According to Theorem 4.2 it is injective. If
E′ is an injective space between E and N (E) then the identity map id on E extends
to a nonexpansive map Φ fromN (E) into E′. As above, for every f ∈N (E) we have
Φ( f ) ≤ f hence Φ( f ) = f since f is minimal. It follows that E′ =N (E). This proves
that N (E) is a minimal injective metric space containing E. 
A particularly useful fact is the following:
Lemma 4.4. If a nonexpansive map from an injective envelope of E ∶= (E,d) into
itself fixes E pointwise, then it is the identity map.
Note that two injective envelopes of E are isomorphic via an isomorphism which
is the identity over E. This allows to talk about ”the” injective envelope of E. A
particular injective envelope of E, as N (E), will be called a representation of the
injective envelope.
We describe the injective envelopes of two-element metric spaces (see [55] for
proofs). Let H be a Heyting algebra and v ∈H. Let E ∶= ({x,y},d) be a two-element
metric space over H such that d(x,y) = v. We denote by N˜v the injective envelope of
E. We give two representations of it. Let Cv be the set of all pairs (u1,u2) ∈H2 such
that v ≤ u1⊕u2. Equip this set with the ordering induced by the product ordering onH2 and denote by Nv the set of its minimal elements. Each element of Nv defines a
minimal metric form. We equip H2 with the supremum distance:
dH2 ((u1,u2),(u′1,u′2)) ∶= dH(u1,u′1)∨dH(u2,u′2).
Let v ∈H and Sv ∶= {⌈v−β ⌉ ∶ β ∈H} be the subset ofH; equipped with the ordering
induced by the ordering over H this is a complete lattice. According to lemma 2.5
of [55], (x1,x2) ∈Nv iff x1 = ⌈v−x2⌉ and x2 = ⌈−x1⊕v⌉. This yields a correspondence
between Nv and Sv.
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Lemma 4.5. (Lemma 2.3, Proposition 2.7 of [55]) The space Nv equipped with the
supremum distance and the set Sv equipped with the distance induced by the dis-
tance overH are injective envelopes of the two-element metric spaces {(0,v),(v,0)}
and {0,v} respectively. These spaces are isometric to the injective envelope of
E ∶= ({x,y},d) where d(x,y) = v.
The reader will find more details in [55] and in [57], with a presentation in terms
of Galois correspondence. An illustration is given in Section 7.
4.4. Hole-preserving maps. In this subsection, we introduce the notions of hole-
preserving maps. A large part is borrowed from subsection II-4 of [47].
Let E and F be two metric spaces over a Heyting algebraH. If f is a nonexpansive
map from F into E, and h is a map from F into H, the image of h is the map h f from
E into H defined by h f (x) ∶ ⋀{h(y) ∶ f (y) = x} (in particular h f (x) = 1 where 1 is
the largest element of H for every x not in the range of f ). A hole of F is any map
h ∶ F →H such that the intersection of balls B(x,h(y)) of F (x ∈ F) is empty. If h is
a hole of F, the map f preserves h provided that h f is a hole of E. The map f is
hole-preserving if the image of every hole is a hole.
As it is easy to see, coretractions preserve holes and hole-preserving maps are
isometries. One may then use hole-preserving maps as approximations of coretrac-
tions
We recall the following result of [47].
Theorem 4.4. On an involutive Heyting algebra H, the absolute retracts and the
injectives w.r.t. hole-preserving maps coincide. The class of these objects is closed
under products and retractions. Moreover, every metric space embeds into some
member of this class by some hole-preserving map.
The proof relies on the introduction of the replete space H(E) of a generalized
metric space E. The space E is an absolute retract (w.r.t. the hole-preserving maps)
or not depending whether E is a retract of H(E) or not. Furthermore, with the exis-
tence of the replete space one may prove the transferability of hole-preserving maps
(Lemma II-4.6 of [47]), that is the fact that for every nonexpansive map f ∶ F→ E,
and every hole-preserving map g ∶ F→G there is a hole-preserving map g′ ∶G→ E′
and a nonexpansive map f ′ ∶G→E′ such that g′ ○ f = f ′ ○g. Indeed, one may choose
E′ = H(E). As it is well known among categorists, the transferability property im-
plies that absolute retracts and injective objects coincide [63].
In the sequel we define the replete space and give the proof of the transferability
property.
Proofs are borrowed from [47].
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FIGURE 12. Transferability.
Let H(E) be the subset of L(E) consisting of metric forms h such that the in-
tersection of balls B(x,h(x)) for x ∈ E is nonempty. If H is a Heyting algebra, we
may equip H(E) with the distance induced by the sup-distance on HE . We call it the
replete space.
We recall the following two results of [47].
Lemma 4.6. (see Lemma II-4.3 p. 195) If E ∶= (E,d) is a metric space over a Heyt-
ing algebra H then δ ∶ E→H(E) defined by δ(x)(y) ∶= d(y,x) is a hole-preserving
map from E into H(E). Furthermore H(E) is an absolute retract w.r.t. the hole-
preserving maps (i.e., this is a retract of every extension by a hole-preserving map).
Proof. The proof of this lemma is almost immediate. We just indicate that H(E) is an
absolute retract. Let E′ ∶= (E ′,d′) be a hole-preserving extension of H(E). For u ∈E′,
set u˜ ∶ E →H defined by setting u˜(x) ∶= d′(δ(x),u) for all x ∈ E. By construction, u˜
is a metric form; moreover, it belongs to H(E). To conclude, observe that the map
u↦ u˜ is a retraction. 
Lemma 4.7. (see Lemma II-4.5 p. 196) If E ∶= (E,d) and F are two metric spaces
over a Heyting algebra H then every nonexpansive map f ∶ F→ E extends to a non-
expansive map H f ∶H(F)→H(E).
Proof. The proof, substantial, relies on Lemma 4.3. We define f˜ ∶HF →HE by setting
f˜ (h) ∶= h f where h f is the map from E intoH defined by h f (x) ∶=⋀{h(y) ∶ f (y) = x}).
One check first that this map is nonexpansive and next that if h ∈ C(F) then f˜ (h) ∈C(E). For k ∈ C(E), let kM be the largest metric form below k given by Lemma 4.3.
Let r be the retraction from C(E) onto L(E) defined by setting r(k) ∶= kM for all
k ∈ C(E). The composition r ○ f˜ ∶ C(F)→ L(E) is nonexpansive as a composition
of nonexpansive maps. It extends f once F and E are identified to their images
δ(F)) and δ(E), that is (r ○ f˜ )(δ(y)) = δ( f (y)) for all y ∈ F . Indeed, observe first
that f˜ (δ(y))( f (y)) = 0. Next, since by definition of r, r( f˜ (δ(y))) ≤ f˜ (δ(y)), one
has (r ○ f˜ )(δ(y)( f (y)) = 0. Since r ○ f˜ (δ(y)) is a metric form, this imposes that
r○ f˜ (δ(y)) = δ( f (y)) (indeed, d(δ(y),r○ f˜ (δ(y))) = 0). Finally, by Lemma 4.3, we
have ⋂{B(y,v(y)) ∶ y ∈ F} = ⋂{B(x, f˜ (v)(x) ∶ x ∈ E} = ⋂{B(x,(r ○ f˜ )(v)(x) ∶ x ∈ E}.
Consequently, r○ f˜ (v) ∈H(E) for every v ∈H(F). The restriction H f of r○ f˜ to H(F)
has the required property. 
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Lemma 4.8. (see Lemma II-4.6 p. 197) The hole-preserving maps are transferable.
Proof. Let f ∶F→E be a nonexpansive map and g ∶F→G be a hole-preserving map.
As above denote by δ the map from E into H(E) defined by δ(x) ∶= d(z,x) for z ∈ E.
We define fˆ ∶G→H(E) in such a way that fˆ ○g = δ ○ f .
For this purpose, define a nonexpansive map Ig ∶G→H as follows. For every u ∈G,
set uˆ ∶ F→H defined by uˆ(y) ∶= (d(g(y),u) and set J(u) ∶= uˆ. We check successively
that the map uˆ belongs to H(F) (indeed, u ∈⋂y∈F B(g(y),d(g(y),u)); since g is hole-
preserving, ⋂y∈F B(y,d(g(y),u)) = ⋂y∈F B(y, uˆ(y)) is non empty), hence Ig maps G
intoH. Next, Ig is nonexpansive and finally Ig(g(y)) = δ(y) for every y ∈F (since g is
hole-preserving, it is an isometry, thus Ig(g(y))(z)= d(g(z),g(x))= d(z,y)= δ(y)(z)
for every z ∈ F). Set fˆ ∶=H f ○Jg where H f is given by Lemma 4.7. Then fˆ ○g = δ ○ f .
This proves that f is transferable. 
4.4.1. Hole-preserving maps and one-local retracts. In his study of the fixed point
property, Khamsi [60] introduced a notion of one-local retracts. This notion, defined
for ordinary metric space, extends to metric spaces over a Heyting algebra. In fact,
it extends to metric spaces over an ordered monoid equipped with an involution and
more generally to binary structures which are reflexive and involutive in the sense of
[61]. It plays a crucial role in the fixed point theorem presented in the next section.
In the sequel, otherwise stated, we do not suppose that H satisfies the distributivity
condition.
Let E ∶= (E,d) be a metric space overH and A be a subset of E. We say that E↾A ∶=(A,d↾A) is a one-local retract of E if it is a retract of E↾A∪{x} ∶= (A∪{x},d↾A∪{x}) (via
the identity map) for every x ∈ E.
Lemma 4.9. Let E ∶= (E,d) be a metric space over H and A be a subset of E. Then
E↾A is a one-local retract of E iff for every family of balls (B(xi,ri))
i∈I , with xi ∈ A,
ri ∈H for any i ∈ I, such that ⋂
i∈I BE(xi,ri) is not empty, the intersection ⋂i∈I BE(xi,ri)∩A
is not empty.
Proof. Suppose that E↾A is a one-local retract of E. Let I be a set. Consider a family
of balls (BE(xi,ri))
i∈I , with xi ∈A, ri ∈H for any i ∈ I, such that B =⋂i∈I BE(xi,ri) is not
empty. Let a ∈B and let h be a retraction from E↾A∪{a} onto E↾A. Set a′ ∶= h(a). Since
h fixes A and retracts a onto a′, a′ ∈BE(xi,ri), hence a′ ∈⋂
i∈I BE(xi,ri)∩A. Conversely,
ones proves that E↾A is a one-local retract provided that the intersection property of
balls is satisfied. Let a ∈ E ∖A. LetB ∶= {B(u,r) ∶ u ∈ A, a ∈ B(u,r) and r ∈H}.
Set B ∶= ⋂B. Then a ∈ B which implies B /= ∅. According to the ball’s property,
B∩A /= ∅. Let a′ ∈ B∩A. The map h ∶ A∩ {a}→ A which is the identity on A and
satisfies h(a) = a′ is a retraction of E↾A∪{a}.

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Lemma 4.10. Let E and E′ be two metric spaces over H. A nonexpansive map f
from E into E′ is hole-preserving iff f is an isometry of E onto its image and this
image is a one-local retract of E′.
The routine proof is based on Lemma 4.9. We omit it.
5. FIXED POINT PROPERTY
A central result in the category of ordinary metric spaces endowed with nonex-
pansive maps is the Sine-Soardi’s fixed point theorem [88, 90] asserting that every
nonexpansive map on a bounded hyperconvex metric space has a fixed point.
This result was generalized in two directions. First, Penot [73] introduced the
notion of space endowed with a compact normal structure, extending the notion of
bounded hyperconvex space. With this notion, Kirk’s theorem [62] amounted to the
fact that every nonexpansive map on a space endowed with a compact normal struc-
ture has a fixed point. The existence of a common fixed point for a commuting set
of nonexpansive maps was considered by several authors (see [20, 28, 65]). In 1986,
Baillon [5], extending Sine-Soardi’s theorem, proved that every set of nonexpansive
maps which commute on a bounded hyperconvex space has a common fixed point.
Khamsi [60] extended this result to metric spaces endowed with a compact and nor-
mal structure. In [47] Sine-Soardi’s theorem was extended to bounded hyperconvex
spaces over a Heyting algebra, for an appropriate notion of boundedness. The possi-
ble extension to commuting set of nonexpansive maps was left unresolved (only the
case of a countable set was settled). In [61] the notion of compact normal structure
for metric spaces over Heyting algebra (and more generally for systems of binary re-
lations) was introduced and Khamsi’s theorem extended to families of nonexpansive
maps which commute on a space endowed with a compact and normal structure.
Here we present first the generalization of Sine-Soardi’s theorem to bounded hy-
perconvex spaces over a Heyting algebra. Next, we introduce the notion of compact
and normal structure and we present briefly the result of Khamsi-Pouzet.
In the sequel we consider generalized metric spaces whose the set of values H
does not satisfy necessarily the distributivity condition. We define for these spaces
the notions of diameter, radius and Chebyshev center.
Let E ∶= (E,d) be a metric space overH. We denote by BE the set of balls of E. Let
A be a nonempty subset of E and r ∈H. The r-center is the set CE(A,r) ∶= {x ∈E ∶A ⊆
B(x,r)}. Set CovE(A) ∶=⋂{B ∈BE ∶A ⊆B}. The diameter of A is ⋁{d(x,y) ∶ x,y ∈A}.
The radius r(A) is ⋀{v ∈H ∶ A ⊆ B(x,v) for some x ∈ A}. A subset A of E is equally
centered if δ(A) = r(A).
5.1. The case of hyperconvex spaces. We suppose thatH is a Heyting algebra. We
define the notion of boundedness.
An element v ∈V is self-dual if v = v, it is accessible if there is some r ∈V with v /≤ r
and v ≤ r⊕ r and inaccessible otherwise. Clearly, 0 is inacessible; every inaccessible
element v is self-dual (otherwise, v is incomparable to v and we may choose r ∶= v).
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Definition 5.1. We say that a space (E,d) is bounded if 0 is the only inaccessible
element below δ(E).
Lemma 5.1. Let A be an intersection of balls of (E,d). If δ(A) is inacessible then
A is equally centered; the converse holds if (E,d) is hyperconvex.
Proof. Suppose that v ∶= δ(A) is inaccessible. Let r ∈H such that A ⊆ B(x,r). This
yields d(a,b) ≤ d(a,x)⊕d(x,b) ≤ r⊕ r for every a,b ∈ A. Thus v ≤ r⊕ r. Since v is
inacessible, v ≤ r, hence v ≤ r(A). Thus v = r(A). Suppose that A is equally centered.
Let r be such that v ≤ r⊕ r. The balls B(x,r) (x ∈ A) intersect pairwise and intersect
each of the balls whose A is an intersection; since (E,d) is hyperconvex, these balls
have a nonempty intersection. Any member a of this intersection is in A and satisfies
A ⊆ B(a,r). Since A is equally centered r(A) = v. Hence, v ≤ r. Since v is self-dual,
v ≤ r. Thus v is inaccessible. 
Lemma 5.2. Let E be a non empty hyperconvex metric space over a Heyting algebraH and f ∶EÐ→E be a nonexpansive mapping, then there is a non empty hyperconvex
subspace S of E such that f (S) ⊆ S and its diameter δ(S) = ∨{d(x,y) ∶ x,y ∈ S} is
inaccessible.
For a proof see Lemma III-1.1 of [47]. As a corollary, we have the following
Lemma 5.3. Let E be a non empty hyperconvex space. Then there is a non empty
hyperconvex invariant subspace S whose diameter is inaccessible.
Theorem 5.1. Let E be a non empty bounded hyperconvex space. Then every nonex-
pansive map f has a fixed point. Moreover, the restriction of E to the set Fix( f ) of
its fixed points is hyperconvex
Proof. Since 0 is the unique inaccessible element below the diameter δ(E), the diam-
eter of the non empty set S given by lemma 5.2 is 0, thus S reduces to a single element
fixed by f . Let {BF(xi,ri) ∶ i ∈ I} a family of balls of Fix( f ) with d(xi,x j) ≤ ri + r j
for all i, j ∈ I. Since E is hyperconvex, then T = ∩{BF(xi,ri) ∶ i ∈ I} ≠ ∅ and, as any
intersection of balls of an hyperconvex space, E↾T is hyperconvex and, of course,
bounded. Now, since f is nonexpansive and the xi are fixed by f , we have f (T) ⊆ T .
The f.p.p applied to T gives an x ∈ Fix( f )∩T . Thus, the above intersection is non
empty and Fix( f ) is hyperconvex.

Corollary 5.1. Let E be a non empty bounded hyperconvex space. Among the sub-
space of E, the retracts of E are the sets of fixed points of the nonexpansive maps
from E into itself.
Proof. If A is a retract of E, then A = Fix(g) for every retraction. Conversely, from
the above result the set Fix( f ) of fixed points of a map f ∶ E Ð→ E is hyperconvex.
But the hyperconvex are absolute retracts, thus Fix( f ) is a retract. 
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5.2. Compact and normal structure. We extend the notion of compact and normal
structure defined by Penot, [72, 73], for ordinary metric spaces. We consider gener-
alized metric spaces over an involutive ordered algebra H which, otherwise stated,
does not necessarily satisfies the distributivity condition. We say that a metric space
E has a compact structure if the collection of balls of E has the finite intersection
property (f.i.p.) and it has a normal structure if for every intersection of balls A, ei-
ther δ(A) = 0 or r(A) < δ(A). This condition amounts to the fact that the only equally
centered intersections of balls are singletons.
Lemma 5.1 with the fact that the 2-Helly property implies that the collection of
balls has the finite intersection property, yields:
Corollary 5.2. If a generalized metric space E ∶= (E,d) over a Heyting algebra is
bounded and hyperconvex then it has a compact normal structure.
We denote by BˆE, the collection of intersections of balls and by Bˆ∗E the set of the
non empty one.
Lemma 5.4. Let E ∶= (E,d) be metric space over H. Let f be a nonexpansive map
E. If E has a compact structure then every member of Bˆ∗E preserved by f contains a
minimal one. If A ∈ Bˆ∗E is a minimal member preserved by f , then CovE( f (A)) = A
and A is equally centered.
This lemma allows us to deduce Penot’s formulation [72, 73] of Kirk’s fixed point
theorem [62] under our formulation.
Theorem 5.2. Let E ∶= (E,d) be a generalized metric space over H. Assume E has
a compact normal structure. Then every nonexpansive map f on E has a fixed point.
An easy consequence of Theorem 5.2, we have the following beautiful structural
result:
Proposition 5.1. Let E ∶= (E,d) be a a metric space over H with a compact normal
structure. Let f be an endomorphism E. Then the restriction E↾Fix( f ), to the set
Fix( f ) of fixed points of f , has a compact normal structure.
Proposition 5.1 will allow us to prove that a finite set of commuting endomorphism
maps has a common fixed point and the restriction of E to the set of common fixed
points has a compact normal structure. Obviously one would like to know whether
such a conclusion still holds for infinitely many maps. In order to do this, one has to
investigate carefully the structure of the fixed points of an endomorphism. This will
rely on the properties of oen local-retracts.
The next result is the most important one as it shows that a one-local retract enjoys
the same properties as the larger set.
Lemma 5.5. Let E ∶= (E,d) be a metric space over H, X ⊆ E be a nonempty subset.
Assume E↾X is a one-local retract of E. If E has a compact and normal structure,
then E↾X also has a normal compact structure.
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Proposition 5.2. Let E ∶= (E,d) be a metric space over H. Assume E has a compact
normal structure. Then for every nonexpansive map f of E, the set of fixed points
Fix( f ) of f is a nonempty one-local retract of E. Thus E↾Fix( f ) has a compact
normal structure.
Proof. Let I be a set. Consider a family of balls (BE(xi,ri))
i∈I , with xi ∈ Fix( f ) and
ri ∈ E for i ∈ I, such that A=⋂
i∈I BE(xi,ri) is not empty. Since each xi belongs to Fix( f ),
f preserves A. Since A is an intersection of balls, Lemma 5.4 ensures that A contains
an intersection of balls A′ which is minimal, preserved by f , and equally centered.
From the normality of E, A′ is reduced to a single element, i.e., A′ is reduced to a
fix-point of f . Consequently, A∩Fix( f ) /=∅. According to Lemma 4.9, Fix( f ) is a
one-local retract. 
In [61], Khamsi and Pouzet proved that:
Theorem 5.3. If a generalized metric space E ∶= (E,d) has a compact normal struc-
ture then every commuting family F of nonexpansive self maps has a common fixed
point. Furthermore, the restriction of E to the set Fix(F) of common fixed points ofF is a one-local retract of (E,d).
The fact that a space has a compact structure is an infinistic property (any finite
metric space enjoys it). A description of generalized metric spaces with a compact
normal structure eludes us, even in the case of ordinary metric spaces.
From Theorem 5.3, we obtain:
Corollary 5.3. If a generalized metric space E is bounded and hyperconvex then
every commuting family of nonexpansive self maps has a common fixed point.
In order to prove the existence of a common fixed point for a family of nonexpan-
sive mappings in the context of hyperconvex metric spaces, Baillon [5] discovered
an intersection property satisfied by this class of metric spaces. In order to prove
an analogue to Baillon’s conclusion under our setting, we will need the following
lemma.
Lemma 5.6. Let E ∶= (E,d) be a metric space over H, endowed with a compact
normal structure. Let κ be an infinite cardinal. For every ordinal α , α < κ , let Bα
and Eα be subsets of E such that:
(1) Bα ⊇ Bα+1 and Eα ⊇ Eα+1 for every α < κ;
(2) ⋂
γ<αBγ = Bα and ⋂γ<αEγ = Eα for every limit ordinal α < κ;
(3) Eα ∶= E↾Eα is a one-local retract of E and Bα is a nonempty intersection of
balls of Eα .
Then Bκ ∶= ⋂
α<κBα /=∅.
The proof is in [61], it is beyond the scope of this paper.
From Lemma 5.6 follows:
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Theorem 5.4. Let E ∶= (E,d) be generalized metric space. Assume that E has a
compact normal structure. Then, the intersection of every down-directed family F of
one-local retracts is a nonempty one-local retract.
Proof. Let E ∶= (E,d) be a generalized metric space. Assume E has a compact nor-
mal structure. Let P be the set, ordered by inclusion, of nonempty subsets A of E such
that E↾A is a one-local retract of E. As any ordered set, every down-directed subset
of P has an infimum iff every totally ordered subset of P has an infimum (see [23]
Proposition 5.9 p 33). We claim that P is closed under intersection of every chain of
its members. Indeed, we argue by induction on the size of totally ordered families
of one-local retracts of E. First we may suppose that E has more than one element.
Next, we may suppose that these families are dually well ordered by induction. Thus,
given an infinite cardinal κ , let (E↾Eα )α<κ be a descending sequence of one-local re-
tracts of E. From the induction hypothesis, we may suppose that the restriction ofE to E ′α ∶= ⋂γ<αEγ is a one-local retract of E for each limit ordinal α < κ . Hence,
we may suppose that Eα ∶= ⋂
γ<αEγ for each limit ordinal α < κ . Since Eα ∶= E↾Eα
is a one-local retract of E and E has a normal structure, Eα has a normal structure
(Lemma 5.5). Hence, either Eα is a singleton, say xα , or rEα (Eα)∖δEα (Eα) /=∅. In
both cases, Eα is a ball of Eα . Hence the first case, Eα = BEα (xα ,r↾Eα ), whereas in
second case, Eα ⊆ BEα (x,r) for some x ∈ Eα ,r ∈ rEα (Eα)∖δEα (Eα). Hence, Lemma
5.6 applies with Bα =Eα and gives that Eκ is nonempty. Let us prove that Eκ ∶=E↾Eκ
is a one-local retract of E. We apply Lemma 4.9. Let (BE(xi,ri))i∈I,xi ∈Eκ , ri ∈H be
a family of balls such that the intersection is nonempty. Since Eα is a one-local re-
tract of E, the intersection Bα ∶=Eα⋂⋂
i∈I BE(xi,ri) is nonempty for every α < κ . Now,
Lemma 5.6 applied to the sequence (Eα ,Bα)α<κ tells us that Bκ ∶= Eκ⋂⋂
i∈I BE(xi,ri)
is nonempty. According to Lemma 4.9, E↾Bκ is a one-local retract of E. 
From this result, we prove our fixed point result.
Proof of Theorem 5.3. For a subset F ′ of F , let Fix(F ′) be the set of fixed points
of F ′. Using Proposition 5.2, we conclude that E↾Fix(F ′) is a nonempty one-local
retract of E for every finite subset F ′ of F . Indeed, we show this by induction on the
number n of elements of F ′. If n = 1, this is the conclusion of Proposition 5.2. Let
n ≥ 1. Suppose that the property holds for every subset F ′′ of F ′ such that ∣F ′′∣ < n.
Let f ∈ F ′ and F ′′ ∶= F ′ ∖{ f}. From our inductive hypothesis, E↾Fix(F ′′) is a one-
local retract of E. Thus, according to lemma 5.5, E↾Fix(F ′′) has a compact normal
structure. Now since f commutes with every member g of F ′′, f preserves Fix(F ′′).
Indeed, if u ∈ Fix(F ′′), we have g( f (u)) = f (g(u)) = f (u), that is f (u) ∈ Fix(F ′′).
Thus f induces an endomorphism f ′′ of E↾Fix(F ′′). According to Proposition 5.2,
the restriction of E↾Fix(F ′′) to Fix( f ′′), that is E↾Fix(F ′), is a nonempty one-local
retract of E↾Fix(F ′′). Since the notion of one-local retract is transitive it follows that
E↾Fix(F ′) is a nonempty one-local retract of E. Let P ∶= {Fix(F ′′) ∶ ∣F ′′∣ < ℵ0} and
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P ∶=⋂P . According to theorem 5.4, E↾P is a one-local retract of E. Since P =Fix(F)
the conclusion follows. ◻
6. ILLUSTRATIONS
6.1. The case of ordinary metric and ultrametric spaces. Let H ∶= R+ ∪ {+∞}.
The inaccessible elements are 0 and +∞ hence, if one deals with ordinary metric
spaces, unbounded spaces in the above sense are those which are unbounded in the
ordinary sense. If one deals with ordinary metric spaces, infinite products can yield
spaces for which +∞ is attained. On may replace powers with `∞-spaces. Doing
so, the notions of absolute retract, injective, hyperconvex and retract of some `∞R (I)-
space coincide. This is the result of Aronzajn and Panitchpakdi [3]. The existence
of an injective envelope was proved by Isbell [45]. The injective enveloppe of a
2-element ordinary metric space is a closed interval [0,v] of the real line with the
absolute value distance; injective envelopes of ordinary metric spaces up to five ele-
ments have been described [33]. For some applications, see [33, 22].
The existence of a fixed point for a nonexpansive map on a bounded hyperconvex
space is the famous result of Sine and Soardi. Theorem 5.3 applied to a bounded
hyperconvex metric space is Baillon’s fixed point theorem. Applied to a metric space
with a compact normal structure, this is a result obtained by Khamsi [60]. For a
survey about hyperconvex spaces see [32].
The results presented about injective spaces apply to ultrametric spaces over R+∪{+∞}. A similar characterization to ours was obtained in [12]; a description of
the injective envelope is also given. The paper [75] contains a study of ultrametric
spaces over a complete lattice satisfying our distributivity condition, also called an
op-frame. Metric spaces over op-frame are studied in [2]. Ultrametric spaces over a
lattice and their connexion with collections of equivalence relations are also studied
in [19].
6.2. The case of ordered sets. Set H ∶= {−,0,1,+} with 0 < −,+ < 1. The retracts
of powers of this lattice are all complete lattices. This is confirmed by the following
fact.
Proposition 6.1. A metric space (E,d) over H is hyperconvex iff the corresponding
poset is a complete lattice.
Since 0 is the only inacessible element ofH, Theorem 5.3 applies: Every commut-
ing family of order-preserving maps on a complete lattice has a common fixed point.
This is Tarski’s theorem (in full).
Posets coming from H-metric spaces with a compact normal structure are a bit
more general than complete lattices, hence Theorem 5.3 on compact normal structure
could say a bit more than Tarski’s fixed point theorem. As we will see below, in the
case of one order-preserving map, this is no more than Abian-Brown’s fixed-point
theorem.
GENERALIZED METRIC SPACES 35
Let P ∶= (E,≤) be a poset. We observe first that the f.i.p. property of the collection
of balls BP ∶= {↓ x ∶ x ∈ E}∪{↑ y ∶ y ∈ E} is an infinistic condition: it holds for every
finite poset. In order to describe it we introduce the following notions.
A pair of subsets (A,B) of E is called a gap of P if every element of A is dominated
by every element of B but there is no element of E which dominates every element
of A and is dominated by every element of B (cf. [30]). In other words: (⋂x∈A B(x,≤))∩(⋂y∈B B(y,≥)) =∅ while B(x,≤)∩B(y,≥) /=∅ for every x ∈ A,y ∈ B. A subgap of(A,B) is any pair (A′,B′) with A′ ⊆ A, B′ ⊆ B, which is a gap. The gap (A,B) is finite
if A and B are finite, otherwise it is infinite. Say that an ordered set Q preserves a gap(A,B) of P if there is an order-preserving map g of P to Q such that (g(A),g(B)) is
a gap of Q. On the preservation of gaps, see [69].
Lemma 6.1. Let P ∶= (E,≤) be a poset. Then:
(1) P is a complete lattice iff P contains no gap;
(2) An order-preserving map f ∶ P→Q preserves all gaps of P iff it preserves all
holes of P with values in H∖{0} iff Q↾P is a one-local retract of Q;
(3) BP satisfies the f.i.p. iff every gap of P contains a finite subgap iff every hole
is finite.
The routine proof is omitted. We may note the similarity of (b) and lemma 4.10.
From item (c) of lemma 6.1 it follows that every nonempty chain in a poset P for
which the collection of balls has the f .i.p, has a supremum and an infimum. Such a
poset is called chain-complete.
Abian-Brown’s theorem [1] asserts that in a chain-complete poset with a least or
largest element, every order-preserving map has a fixed point. The fact that the col-
lection of intersection of balls of P has a normal structure means that every nonempty
intersection of balls of P has either a least or largest element. Being the intersection
of the empty family of balls, P has either a least element or a largest element. Con-
sequently, if P has a compact normal structure, we may suppose without loss of
generality that it has a least element. Since every nonempty chain has a supremum,
it follows from Abian-Brown’s theorem that every order preserving map has a fixed
point.
On the other hand, a description of posets with a compact normal structure is still
open. We just observe that retracts of powers of ⋁ or retracts of powers of ⋀ have a
compact normal structure.
Theorem 5.3 above yields a fixed point theorem for a commuting family of order-
preserving maps on any retract of a power of⋁ or of a power of⋀. But this result says
nothing about retracts of products of ⋁ and ⋀. These two posets fit in the category of
fences. As we have seen in Subsection 3.4, every poset embeds isometrically (w.r.t.
the fence distance) into a product of fences. Fences are hyperconvex, hence from
Theorem 5.3 it follows that:
Theorem 6.1. [61, Theorem 4.18] If a poset Q is a retract of a product P of finite
fences of bounded length, every commuting set of order-preserving maps on Q has a
fixed point.
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Since every complete lattice is a retract of a power of the two-element chain, this
result contains Tarski’s fixed point theorem.
6.3. The case of graphs. Retracts of (undirected) graphs have been considered by
various authors, for reflexive graphs as well as irreflexive graphs (see [7, 36, 38, 39,
40]. The existence of the injective envelope of an undirected graph (presented in
[47]) is in [74], a characterization of injective graphs is in [8].
To each directed graph, we have associated its zigzag distance, yielding a met-
ric with values in HΛ ∶= F(Λ∗). Metric spaces over HΛ such that the distance is
the zigzag distance associated with a reflexive directed graph were characterized by
Lemma 3.2. The condition stated there is a weak form of convexity, thus it holds for
hyperconvex spaces. Let D ∶=HΛ and GD be the class of graphs whose the zigzag
distance belongs to D. With the homomorphisms of graphs, it becomes a category.
As a category, GD identifies to a full subcategory of MD, the category of metric
spaces over D, with the nonexpansive maps as morphisms (see Lemma 3.1).
According to Theorem4.2:
Theorem 6.2. A member E ∶= (E,d) of MD is an absolute retract iff the distance
on E comes from a directed graph and this graph is an absolute retract in GD with
respect to isometric embedding.
These members of GD are described by the following result:
Theorem 6.3. [47] For a reflexive directed graph G= (E,E), the following conditions
are equivalent
(i) G is an absolute retract with respect to isometries;
(ii) G is injective with respect to isometries;
(iii) G has the extension property;
(iv) The collection of balls B(x,↑ α)x∈E,α∈Λ∗ has the 2-Helly property;
(v) G is a retract of a power of GHΛ .
Every metric space E over HΛ has an injective envelope; being injective, its met-
ric comes from a graph. If E comes from a graph, the graph corresponding to the
injective envelope of E is the injective envelope in GD. For more recent facts about
the injective envelope see [57].
We just mention a simple example of hyperconvex graph.
Lemma 6.2. The metric space associated to any directed zigzag Z has the extension
property. In particular, every nonexpansive map sending two vertices of a reflexive
directed graph G on the extremities of Z extends to a graph homorphism from G to
Z.
Proof. Let Z be a directed zigzag (with loops). Its symmetric hull (obtained by
deleting the orientation of arcs in Z) is a path. The balls in Z are intervals of that
path, and each of these intervals is either finite or the full path. Hence, every family
of balls has the 2-Helly property. Since convexity holds trivially, Z, as a metric space
over HΛ, is hyperconvex, hence according to Theorem 4.2, it satisfies the extension
property. 
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For more, we refer to [53, 55].
6.4. The case of oriented graphs. The situation of oriented graphs is different.
These graphs cannot be modeled over a Heyting algebra (theorem IV-3.1 of [47]
is erroneous), but the absolute retracts in this category can be (this was proved by
Bandelt, Saı¨dane and the second author and included in [85]; see also the forthcom-
ing paper [11]). The appropriate Heyting algebra is the MacNeille completion of Λ∗
where Λ ∶= {+,−}.
The MacNeille completion of Λ∗ is in some sense the least complete lattice ex-
tending Λ∗. The definition goes as follows. If X is a subset of Λ∗ ordered by the
subword ordering then
↑X ∶= {β ∈Λ∗ ∶ α ≤ β for some α ∈ X}
is the final segment generated by X and↓X ∶= {α ∈Λ∗ ∶ α ≤ β for some β ∈ X}
is the initial segment generated by X . For a singleton X = {α}, we omit the set
brackets and call ↑α and ↓α a principal final segment and a principal initial segment
respectively.
X∆ ∶= ⋂
x∈X ↑ x
is the upper cone generated by X , and
X∇ ∶= ⋂
x∈X ↓ x
is the lower cone generated by X . The pair (∆,∇) of mappings on the complete lattice
of subsets of Λ∗ constitutes a Galois connection. Thus, a set Y is an upper cone if
and only if Y = Y∇∆, while a set W is an lower cone if and only if W =W∆∇. This
Galois connection (∆,∇) yields the MacNeille completion of Λ∗. This completion is
realized as the complete lattice {W∇ ∶W ⊆Λ∗} ordered by inclusion or alternatively{Y∆ ∶ Y ⊆ Λ∗} ordered by reverse inclusion. We choose as completion the set {Y∆ ∶
Y ⊆Λ∗} ordered by reverse inclusion that we denote by N(Λ∗). This complete lattice
is studied in detail in [10].
We recall the following characterization of members of the MacNeille completion
of Λ∗.
Proposition 6.2. [10] corollary 4.5. A member Z of F(Λ∗) belongs to N(Λ∗) if and
only if it satisfies the following cancellation rule: if u+v ∈ Z and u−v ∈ Z then uv ∈ Z.
The concatenation, order and involution defined on F(Λ∗) induce a Heyting al-
gebra NΛ on N(Λ∗) (see Proposition 2.2 of [10]). Being a Heyting algebra, NΛ
supports a distance dNΛ and this distance is the zigzag distance of a graph GNΛ . But,
it is not true that every oriented graph embeds isometrically into a power of that
graph. For example, an oriented cycle cannot be embedded. The following result
characterizes graphs which can be isometrically embedded, via the zigzag distance,
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into products of reflexive and oriented zigzags. It is stated in part in Subsection IV-4
of [47], cf. Proposition IV-4.1.
Theorem 6.4. For a directed graph G ∶= (E,E) equipped with the zigzag distance,
the following properties are equivalent:
(i) G is isometrically embeddable into a product of reflexive and oriented zigzags;
(ii) G is isometrically embeddable into a power of GNΛ;
(iii) The values of the zigzag distance between vertices of G belong to NΛ.
The proof follows the same lines as the proof of Proposition IV-5.1 p.212 of [47].
We may note that the product can be infinite even if the graph G is finite. Indeed,
if G consists of two vertices x and y with no value on the pair {x,y} (that is the
underlying graph is disconnected) then we need infinitely many zigzags of arbitrarily
long length.
Theorem 6.5. An oriented graph G ∶= (V,E) is an absolute retract in the category of
oriented graphs if and only if it is a retract of a product of oriented zigzags.
We just give a sketch. For details, see section V of [85] and the forthcoming paper
[11]. The proof has three steps. Let G be an absolute retract. First, one proves that G
has no 3-element cycle. Second, one proves that the zigzag distance between two ver-
tices of G satisfies the cancelation rule. From Proposition 6.2, it belongs to N(Λ∗);
from theorem 6.4, G isometrically embeds into a product of oriented zigzags. Since
G is an absolute retract, it is a retract of that product. As illustrated by the results
of Tarski and Sine-Soardi, absolute retracts are appropriate candidates for the fixed
point property. Reflexive graphs with the fixed point property must be antisymmetric,
i.e., oriented. Having described absolute retracts among oriented graphs, we derive
from Theorem 5.3 that the bounded ones have the fixed point property. We start with
a characterization of accessible elements of NΛ. The proof is omitted.
Lemma 6.3. Every element v of NΛ∖{Λ∗,∅} is accessible.
Theorem 6.6. If a graph G, finite or not, is a retract of a product of reflexive and
directed zigzags of bounded length then every commuting set of endomorphisms has
a common fixed point.
Proof. We may suppose that G has more than one vertex. The diameter of G equipped
with the zigzag distance belongs to NΛ∖{Λ∗,∅}. According to Lemma 6.3, it is ac-
cessible, hence as a metric space, G is bounded. Being a retract of a product of
hyperconvex metric spaces it is hyperconvex. Theorem 5.3 applies. 
The properties of reflexive and involutive transition systems extend almost ver-
batim the properties of directed graphs. They have been extended to non necessary
reflexive transition systems ([75], [43, 44]. Instead of presenting these properties, we
illustrate their use in the following section.
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7. AN ILLUSTRATION OF THE USEFULNESS OF THE INJECTIVE ENVELOPE
Using the notion of injective envelope, we prove that on an ordered alphabet Λ the
monoid F○(Λ∗) ∶= F(Λ∗)∖{∅} is free. This result is exposed in [56].
Theorem 7.1. F○(Λ∗) is a free monoid.
We recall that a member F of F(Λ∗) is irreducible if it is distinct from Λ∗ and
is not the concatenation of two members of F(Λ∗) distinct of F (note that with this
definition, the empty set is irreducible). The fact that F○(Λ∗) is free amounts to the
fact that each member decomposes in a unique way as a concatenation of irreducible
elements. We give a synctactical proof in [56] and one with a geometric flavor.
We present the last one.
We suppose that Λ is equipped with an involution (this is not a restriction: we may
choose the identity on Λ as our involution). Then, we consider metric spaces whose
values of the distance belong to F(Λ∗). The category of metric spaces over F(Λ∗),
with the nonexpansive maps as morphisms, has enough injectives. Furthermore, for
every final segment F of Λ∗, the 2-element metric space E ∶= ({x,y} ,d) such that
d(x,y) = F , has an injective envelope SF .
We define the gluing of two metric spaces by a common vertex. Suppose that
two metric spaces E1 ∶= (E1,d1) and E2 ∶= (E2,d2) have only one common vertex,
say r. On the union E1∪E2 we may define a distance extending both d1, d2, setting
d(x,y) ∶= di(x,r)⊕ d j(r,y) for x ∈ Ei,y ∈ E j, and i /= j. If E1 and E2 are arbitrary,
we may replace them by isometric copies with a common vertex. We apply this
construction to the injective envelope of two-element metric spaces. Let v1 and v2 be
two elements of a Heyting algebra and Sv1 ,Sv2 be their injective envelopes. Suppose
that Sv1 is the injective envelope of {x1,y1} with x1 ∶= 0,y1 ∶= v1 and that Sv2 is the
injective envelope of {x2,y2} with x2 ∶= v1 and has no other element in common
with Sv1 . Let Sv1 ⊕Sv2 be their gluing. Since the distance from x1 to y2 is v1⊕ v2,
this space embeds isometrically into the injective envelope Sv1⊕v2 . For some Heyting
algebras (and v1, v2 distinct from 1), these two spaces are isometric (see Figure 13 for
a geometric interpretation). This is the case of the Heyting algebra F(Λ∗) (Corollary
4.9, p. 177 of [55]). In terms of this Heyting algebra, this yields with obvious
notations
(19) SF1SF2 ≅ SF1F2 for all F1,F2 ∈ F○(Λ∗).
Say that an injective which is not the gluing of two proper injectives is irreducible.
From (19) it follows that an injective of the form SF is irreducible iff F is irreducible.
In order to prove that the decomposition of a final segment F into a concatenation
of irreducible final segments is unique, we consider the transition system MF on
the alphabet Λ, with transitions (p,a,q) if a ∈ d(p,q), corresponding to the injective
envelope SF . The automaton AF ∶= (MF ,{x} ,{y}) with x = Λ∗ as initial state and
y = F as final state accepts F . A transition system yields a directed graph whose arcs
are the ordered pairs (x,y) linked by some transition. Since the transition systemMF
is reflexive and involutive, the corresponding graph GF is undirected and has a loop
at every vertex. For an example, if F = Λ∗, SF is the one-element metric space and
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GF reduces to a loop. If F = ∅, SF is the two-elements metric space E ∶= ({x,y},d)
with d(x,y) =∅ and GF has no edge. The cut vertices of GF (vertices whose deletion
increases the number of connected components) allow to reconstruct the irreducible
components of SF .
Sv1 Sv2
v1 v2
v
q
qq q
u1 u2
Sv1 Sv2
v1 v2
q
qq q
u1 u2
q
u12
Case 1
Sv1 Sv2
v1 v2
q
qq q
u1 u2
q
u21
Case 2
FIGURE 13. Interpretation of the convexity property of a pair (v1,v2).
With the notion of cut vertex and block borrowed from graph theory, we prove:
Theorem 7.2. Let F be a final segment of Λ∗ distinct from Λ∗. Then F is irreducible
if and only if SF is irreducible if and only if GF has no cut vertex. If F is not irre-
ducible, the blocks of GF are the vertices of a finite path C0, . . . ,Cn−1 with n≥2, whose
end vertices C0 and Cn−1 contain respectively the initial state x and the final state y of
the automatonAF accepting F. Furthermore, F is the concatenation F0 . . .Fi . . .Fn−1,
the automaton AFi accepting Fi being isomorphic to (MF ↾Ci,{xi} ,{xi+1}), where
x0 ∶= x, xn ∶= y and {xi+1} =Ci∩Ci+1 for 0 ≤ i < n−1.
From this result, the freeness of F○(Λ∗) follows.
This result does not yield a concrete test for irreducibility, the size of the injective
envelope SF in terms of the length of words generating F can be a double expo-
nential (see Subsection 4.5 of [56]). But it suggests a similar result for the minimal
automaton recognizing F . In [56], we prove
Theorem 7.3. If A is the minimal deterministic automaton recognizing a final seg-
ment F ∈ F○(Λ∗) then F is irreducible iff there is no vertex z distinct from the initial
state x and the final state y which lies on all directed paths going from x to y.
8. FURTHER DEVELOPMENTS
There are several interesting examples of generalized metric spaces for which the
set of values is not a Heyting algebra.
This is the case for metric spaces over a Boolean algebra (except if the Boolean
algebra is the power set of a set). If B is a Boolean algebra, not necessarily complete,
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or not satisfying the distributivity condition, residuation holds (i.e., for every x,y ∈ B,
y∖x is the least element r of B such that x ≤ y∨ r); hence, one may define a distance
d over B: the distance d(p,q) between two elements p,q of B is the symmetric
difference p∆q ∶= p∖q∪q∖ p. If B is complete, Theorem 2.1 holds.
An other example comes from arithmetic. The Chinese remainder theorem can be
viewed as a property of balls in a metric space. Indeed, if ai,ri (i ∈ I) is a family
of pairs of integers we may view each congruence class of ai modulo ri in Z as a
(closed) ball B(ai,ri) ∶= {x ∈Z ∶ d(ai,x) ⪯ ri} for a suitable distance d on Z and order⪯ on the set of values of the distance. The Chinese remainder theorem expresses
when these balls have a non-empty intersection. As we have seen, Helly property
and convexity are the keywords to ensure a non-empty intersection of balls. In our
case, Z has a structure of ultrametric space with values inN provided that we orderN
by the reverse of divisibility setting n ⪯m if n is a multiple of m. Doing so, (N,⪯) is a
distributive complete lattice, the least element being 0, the largest 1, the join n∨m of
n and m being the largest common divisor. Replacing the addition by the join and for
two elements a,b ∈Z, setting d(a,b) ∶= ∣a−b∣, we have d(a,b) = 0 iff a = b; d(a,b) =
d(b,a) and d(a,b) ⪯ d(a,c)∨d(c,b) for all a,b,c ∈ Z. With this definition, closed
balls in Z are congruence classes of the additive group (Z,+). In an ordinary metric
space V ∶= (V,⪯), the necessary condition for the non-emptiness of the intersection
of two balls B(ai,ri) and B(a j,r j) is the convexity property: the distance between
centers is at most the sum of the radii. Here this yields d(ai,a j) ⪯ ri ∨ r j, i.e. ai
and a j are congruent modulo lcd(ri,r j). The Chinese remainder theorem expresses
that the intersection of finitely many balls B(ai,ri) is non-empty iff this family of
balls B(ai,ri) satisfies the convexity property and the finite 2-Helly property. This
property does not extend to infinite families: the space Z is not hyperconvex (and N
equipped with the join as a monoid operation is not a Heyting algebra); we may say
that it is finitely hyperconvex.
Metric spaces over (N,⪯), likeZ, are example of metric spaces over a join-semilattice
V ∶= (V,⪯) with a 0. They fit in the category of ultrametric spaces. If E ∶= (E,d) is
such a metric space, set ≡r∶= {(x,y) ∈ E ∶ d(x,y) ⪯ r} for each r; this relation is an
equivalence relation on E. Let Eqv(E) be the set of equivalence relations on E and
Eqvd(E) ∶= {≡r∶ r ∈ V}. Then, as it is easy to see, any two members of Eqvd(E)
commute and ≡r ○ ≡s=≡s ○ ≡r=≡r∨s for every r,s ∈V iff (E,d) is convex. If the meet
of every non-empty subset of V exists, then Eqvd(E) is an intersection closed subset
of Eqv(E). Furthermore, (E,d) is hyperconvex iff Eqvd(E) is a completely meet-
distributive lattice of Eq(E) (Proposition 3.12 of [76]). A sublattice L of the lattice
Eqv(E) of equivalence relations is arithmetical (see [50]) if it is distributive and
pairs of members of L commute with respect to composition. As it is well known
(see [50]), arithmetic lattices can be characterized in terms of the Chinese remainder
conditions (expressed as in the theorem mentionned above). This property amount-
ing to finite hyperconvexity, it yields the one-extension property for maps with finite
domain and, if E is countable, the fact that every partial nonexpansive map from a
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finite subset of E extends to E [49]. The study of maps preserving congruences, non-
expansive maps in our setting, is a very basic subject of universal algebra (for a beau-
tiful recent result, see [21]). Some results about metric spaces over meet-distributive
lattices and their nonexpansive maps were obtained in [75, 77]. The relation with
universal algebra (and arithmetic) suggests to look at possible extensions.
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