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Abstract
In this paper, we derive recovery type superconvergence analysis and a posteriori error estimates for the ﬁnite element approx-
imation of the distributed optimal control governed by Stokes equations. We obtain superconvergence results and asymptotically
exact a posteriori error estimates by applying two recovery methods, which are the patch recovery technique and the least-squares
surface ﬁtting method. Our results are based on some regularity assumption for the Stokes control problems and are applicable to
the ﬁrst order conforming ﬁnite element method with regular but nonuniform partitions.
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1. Introduction
The importance of developing superconvergent recovery techniques for the ﬁnite element procedure is two folded:
ﬁrstly, the objective is to improve the existing approximation accuracy on rather coarse meshes, which will signiﬁcantly
reduce the computational cost. Secondly, the recovered solution values can be used in computation of a posteriori error
estimators, which are crucial for estimating the accuracy of the ﬁnite element results and for guiding themesh reﬁnement
process in the adaptive analysis. The ZZ method (see, [40]) is a procedure which postprocesses the gradient of the
ﬁnite element by using recovery technique on a local patch with high order polynomials. Due to its efﬁciency and
robustness, the ZZ postprocessing has been widely used for superconvergence and error control in ﬁnite element (see,
e.g., [39–41]).
However, recovery type superconvergence and a posteriori error estimates for the optimal control problem governed
by Stokes equations is still an area in which more research needs to be done. Flow control problems are crucial to many
engineering applications. From the engineering point of view it is desirable to minimize drag, increase mixing, reduce
turbulent kinetic energy and so forth in a channel. The Stokes equations model the ﬂows with low velocity, or very
viscous ﬂuids, e.g., many biological ﬂows and non-Newtonian ﬂows. Thus, such a control model can be used as the
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ﬁrst approximation of more complex control problems; see [27,28] for some examples. Extensive research has been
carried out on various theoretical aspects of ﬂow control problems, see, for example, [1,9,11,13,21,28]. It is obvious
that efﬁcient numerical methods are essential to successful applications of ﬂow control. Now, the ﬁnite element method
is undoubtedly the most widely used numerical method in computing optimal control problems, including ﬂow control
problems. Systematic introduction of the ﬁnite element method for PDEs and optimal control problems can be found in,
for example, [5,14,30]. There have been extensive theoretical studies for ﬁnite element approximation of various optimal
control problems. For instance, a priori error estimates of ﬁnite element approximation were established long ago for
the optimal control problems governed by linear elliptic and parabolic state equations; see, for example, [8,19,25].
Furthermore, ﬁnite element approximation of some ﬂow control has been studied, and a priori error estimates have
been established; see [11–13,17]. A posteriori error estimates of ﬁnite element approximation were established for the
optimal control problems governed by Stokes equations and convex boundary control problems, see, [2,22–24]. For
distributed convex optimal control problem, a superconvergence result has been established by applying patch recovery
technique (see, i.e., [7,20]).
The optimal control problem governed by partial differential equations with constrained control is an important
problem in engineering applications. For that kind of problems, the optimality conditions often contain a variational
inequality and then have some very different properties and difﬁculties. For example, the optimal control and the state
may have very different regularity. The superconvergence results are derived for some optimal control problems gov-
erned by elliptic equations (see [7,20,26,37]). Moreover, the superconvergence based on global least-squares ﬁtting are
discussed for elliptic equation (see [35,15]) and for Stokes equation (see [36,38]). However, to our best knowledge, there
has been a lack of a superconvergence analysis and asymptotically exact a posteriori error estimates for ﬁnite element
approximation of the constrained ﬂow control problem, which is immensely important and yet far more complicated
to analyze than an elliptic control problem. In this paper, we obtain superconvergence results and asymptotically exact
a posteriori error estimates for both control and state by applying two type of recovery methods.
The objective of this article is to establish superconvergence results and a posteriori error estimates for the ﬁrst order
conforming ﬁnite element approximations of optimal control problem governed by Stokes equation. For the control u,
we modify the ZZ method by applying a local patch recovery to the approximation solution of the control u. For the
state and the co-state, we modify the ZZ method by applying a global least-squares ﬁtting to the gradient of the ﬁnite
element approximation, beginning with the pioneering work in [35]. The surface ﬁtting space consists of continuous or
discontinuous piecewise polynomials of high order on a coarse partition. The same idea has been applied in [15,36,38]
to yield superconvergence results, and the asymptotically exact a posteriori estimators for the pointwise gradient error
are provided in [16,32] using the similar technique. Our results will be based on some regularity assumption for the
Stokes equations and the enough smooth solution. It is applicable to the ﬁrst order conforming ﬁnite element with
regular but nonuniform partitions.
The outline of this paper is as follows: In Section 2, we shall give a weak formula for the control problem and then
discuss the ﬁnite element approximation of the control problem. In Section 3, a global superconvergence result for the
control u is derived by applying patch recovery operator and the superconvergence analysis technique. In Section 4,
recovery and superconvergence for state and co-state are derived by using a least-squares surface ﬁtting method. In
Section 5, recovery type a posteriori error estimates are derived. In Section 6, we preset an numerical example to
demonstrate the superconvergence and posteriori error estimates theory. In the last section, we discuss brieﬂy some
possible future work.
2. Finite element approximation of optimal control problems
Let  and U be two bounded open sets in R2 with Lipschitz boundaries  and U, respectively. In this paper
we adopt the standard notation Wm,q() for Sobolev spaces on  with norm ‖.‖Wm,q() and seminorm |.|Wm,q() (or
‖.‖m,q,, |.|m,q, for simpliﬁcation). We shall extend these (semi)norms to vector functions whose components belong
to Wm,q(). We set Wm,q0 () ≡ {w ∈ Wm,q() : w| = 0}. We denote Wm,2()(Wm,20 ()) by Hm()(Hm0 ()). In
addition, C denotes a general positive constant independent of h, hU, H1 and H2.
In the section, we discuss the ﬁnite element approximation of distributed convex optimal control problems governed
by the Stokes equations. Let Y= (H 10 ())2, U= (L2(U))2, H= (L2())2, and Q=L20()={q ∈ L2(),
∫
 q = 0}.
In the paper, the state space and the control space will be Y × Q and U, respectively. Let B be a linear continuous
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operator from U to H. Let g be a strictly convex functional which is continuously differentiable on H. Let K be a closed
convex set in the control space U such that
K = {v ∈ U : v0}.
We further assume that the functional g(·) is bounded below.
We are interested in the following optimal control problem: ﬁnd (y, r,u) ∈ Y × Q × U such that
min
u∈K⊂U
{
g(y) + 
2
‖u‖20,U
}
,
− y + ∇r = f + Bu in , (2.1)
div y = 0 in , (2.2)
y = 0 on , (2.3)
where y = (y1, y2) is the velocity of ﬂuids, r is the pressure, f ∈ H = (L2())2,  is a positive constant. To consider
the ﬁnite element approximation of the above optimal control problem, we have to give a weak formula for the state
equations. Let
a(y,w) =
∫

∇y · ∇w ∀y,w ∈ Y,
b(v, r) =
∫

r div v ∀(v, r) ∈ Y × Q,
(f + Bu,w) =
∫

(f + Bu) · w ∀u,w ∈ H × Y.
Then the standard weak formula for the state equations reads as follows: given f ∈ H, ﬁnd (y(u), r(u)) ∈ Y×Q such
that
a(y(u),w) − b(w, r(u)) = (f + Bu,w) ∀w ∈ Y,
b(y(u),) = 0 ∀ ∈ Q.
For the above problem, it is well known that the following Babuška–Brezzi condition holds (see [10]):
sup
v∈Y
b(v, q)
‖v‖1, C‖q‖0, ∀q ∈ Q, (2.4)
where C is a constant independent of v and q.
Using the weak formula, our control problem can be restated as the following (SCP):
min
u∈K⊂U
{
g(y) + 
2
‖u‖20,U
}
,
a(y(u),w) − b(w, r(u)) = (f + Bu,w) ∀w ∈ Y,
b(y(u),) = 0 ∀ ∈ Q.
It is well known (see, e.g., [21]) that the control problem (SCP) has a unique solution (y, r,u) and that (y, r,u) is
the solution of (SCP) if and only if there is a co-state (p, s) ∈ Y × Q such that (y, r,p, s,u) satisﬁes the following
optimality conditions (SCP-OPT):
a(y,w) − b(w, r) = (f + Bu,w) ∀w ∈ Y, (2.5)
b(y,) = 0 ∀ ∈ Q, (2.6)
a(q,p) + b(q, s) = (g′(y),q) ∀q ∈ Y, (2.7)
b(p,) = 0 ∀ ∈ Q, (2.8)
(u + B∗p, v − u)U0 ∀v ∈ K ⊂ U, (2.9)
where B∗ is the adjoint operator of B, and (·, ·)U is the inner product of U.
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We note that for any (y,u) ∈ Y × U, g′(y) is in H = H′ = (L2())2. Therefore, it can be viewed as a function in
(L2())2 from the well-known representation theorem in a Hilbert space.
Let us consider ﬁnite element approximation of the problem (SCP). Here we consider only conforming elements for
the state and co-state equations.
Let h be a polygonal approximation of  with boundary h. LetTh be a regular partitioning of h into disjoint
, so that ¯h = ∪∈Th ¯. We further require that Pi ∈ h ⇒ Pi ∈ , where {Pi} (i = 1 · · · J ) is the vertex set
associated withTh. For ease of exposition, we will assume that h =, though all the results can be extended to the
more general case where h ⊂ .
LetYh ⊂ (H 10 ())2 andQh ⊂ L20() be two ﬁnite element spaces for velocity and pressure, respectively, associated
with the partitionTh. LetPr be the set of polynomial of degree nomore than rwith r0 andQr be the set of polynomial
with the form
∑r
i,j=0 ai,j xiyj . Assume that the polynomial space in the construction of Yh contains P1, for triangular
element and Q1 for quadrilateral element, and that of Qh contain P0. The two ﬁnite element spaces Yh and Qh are
assumed to satisfy the following approximation properties:
Property P1 (Approximation property of Yh). For any y ∈ (Hm+1())2, then
inf
v∈Yh
(‖y − v‖0, + h‖y − v‖1,)Chm+1‖y‖m+1,, m = 0, 1. (2.10)
Property P2 (Approximation property of Qh). For any r ∈ Hm(), then
inf
q∈Qh
‖r − q‖0,Chm‖r‖m,, m = 0, 1. (2.11)
Property P3 (Uniform Babuška–Brezzi condition).
sup
v∈Yh
b(v, q)
‖v‖1, C‖q‖0, ∀q ∈ Q
h
. (2.12)
These above assumptions are satisﬁed by some ﬁnite elements, e.g., the mini element and the Bernardi–Raugel
element of order 1; see, [3,10] for the details.
Furthermore, for the ﬁnite element spaces Yh and Qh, the following a priori estimate is well known (see [10]).
Lemma 2.1. Under hypotheses P1, P2 and P3, assume that  is a bounded, convex and plane polygon. Let (, ) be
the solution of the following equations:
a(,w) ± b(w, ) = (,w) ∀w ∈ (H 10 ())2,
b(, q) = 0 ∀q ∈ L20(),
and let  ∈ (H 2() ∩ H 10 ())2,  ∈ H 1() ∩ L20(). Then
‖−h‖0,Ch2(‖‖2, + ‖‖1,), (2.13)
‖−h‖1, + ‖− h‖0,Ch(‖‖2, + ‖‖1,), (2.14)
where (h, h) ∈ Yh × Qh is the ﬁnite element approximation of (, ).
The superconvergence analysis and a posteriori error estimates to be presented in next sections requires a certain
regularity for the Stokes problem. To this end, we consider a more general Stokes equations that seeks (, ) ∈ Y ×Q,
satisfying
a(,w) ± b(w, ) = (,w) ∀w ∈ (H 10 ())2, (2.15)
b(, q) = (g, q) ∀q ∈ L20(), (2.16)
where g ∈ L20() is a given function. Assume that the domain  is so regular that ensures a Hl , l1 regularity for
the solution of (2.15) and (2.16). In other words, for any  ∈ (H l−2())2 and g ∈ Hl−1() ∩ L20(), the problem
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(2.15) and (2.16) has a unique solution ∈ (H 10 ())2 ∩ (H l())2 and  ∈ Hl−1()∩L20() satisfying the following
a priori estimate:
‖‖l, + ‖‖l−1,C(‖‖l−2, + ‖g‖l−1,), (2.17)
where C is a positive constant independent of the data  and g.
Let hU be a polygonal approximation to U with a boundary 
h
U. For simplicity, we assume that 
h
U = U in the
paper. LetThU be a regular partitioning of 
h
U into disjoint regular triangular U, so that hU = ∪U∈ThUU. U and 
′
U
have either only one common vertex or whole face or are disjoint if U and ′U ∈ThU.
AssociatedwithThU is another ﬁnite-dimensional subspaceW
h
U ofL
2(hU), such that |U are polynomials ofm-order
(m0) ∀ ∈ WhU and U ∈ThU. Here there is no requirement for the continuity. Let Uh = (WhU)2, it is easy to see that
Uh ⊂ U.
In the paper, we will only consider the simplest ﬁnite element spaces, i.e., m = 0 for Uh. Let h (hU ) denote the
maximum diameter of the element  (U) inTh (ThU), Let h = max∈Th h (hU = max∈ThU hU ).
Then a possible ﬁnite element approximation of (SCP) is the control problem (SCP)h:
min
uh∈Kh⊂Uh
{
g(yh) + 2‖uh‖
2
0,
}
,
a(yh,wh) − b(wh, rh) = (f + Buh,wh) ∀wh ∈ Yh ⊂ Y,
b(yh,h) = 0 ∀h ∈ Qh ⊂ Q,
where Kh is a closed convex set in Uh, an approximation of K. In this paper let Kh = Uh ∩ K.
It follows that the control problem (SCP)h has a unique solution (yh, rh,uh) and that (yh, rh,uh) ∈ Yh ×Qh ×Uh
is the solution of (SCP)h if and only if there is a co-state (ph, sh) ∈ Yh ×Qh such that (yh, rh,ph, sh,uh) satisﬁes the
following optimality conditions (SCP-OPT)h:
a(yh,wh) − b(wh, rh) = (f + Buh,wh) ∀wh ∈ Yh ⊂ Y, (2.18)
b(yh,h) = 0 ∀h ∈ Qh ⊂ Q, (2.19)
a(qh,ph) + b(qh, sh) = (g′(yh),qh) ∀qh ∈ Yh ⊂ Y , (2.20)
b(ph,h) = 0 ∀h ∈ Qh ⊂ Q, (2.21)
(uh + B∗ph, vh − uh)U0 ∀vh ∈ Kh ⊂ Uh ⊂ U. (2.22)
Let
e = ‖u − uh‖0,U + ‖∇y − ∇yh‖0, + ‖∇p − ∇ph‖0, + ‖r − rh‖0, + ‖s − sh‖0,. (2.23)
If y,p ∈ (H 2()∩H 10 ())2 and r, s ∈ H 1()∩L20(), u ∈ (H 1(U))2, where (y, r,p, s,u) and (yh, rh,ph, sh,uh)
are the solutions of (2.5)–(2.9) and (2.18)–(2.22), respectively. Then, it is well known that the following error estimate
holds:
eC(h + hU).
In this paper, we suppose that on the  error estimator enjoys the “nondegeneracy” condition:
c(h + hU)e, (2.24)
where c is a positive constant independent of h and hU.
To derive superconvergence results and a posteriori error estimates, we need a stable interpolators from U to Uh. It
is given in the following lemma, which is important in deriving superconvergence results. The lemma is well known,
and can be found in, e.g., [5,10].
Lemma 2.2. Let 	¯h be such that
	¯hp| =
∫

p/|| ∀p ∈ L2(),  ∈ThU,
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where || is the measure of . Then for 1q∞ and p ∈ W 1,q(),
‖p − 	¯hp‖L2()Ch|p|W 1,q ().
3. Superconvergence analysis and recovery for control
In this section, we are going to provide the superconvergence result for the control u. In order to do it, we divide the
domain U into three subdomain:
+U =
{⋃
U
: U ⊂ U,u|U > 0
}
,
0U =
{⋃
U
: U ⊂ U,u|U = 0
}
,
bU = U\(+U ∪ 0U).
In this paper, we assume that u andThU are regular such that meas(
b
U)ChU.
Lemma 3.1. Let u and uh be the solutions of (2.5)–(2.9) and (2.18)–(2.22), respectively. Let uI ≡ 	¯hu ∈ Kh be the
L2-project of u. Assume that u ∈ (W 1,∞(U))2, p ∈ (W 1,∞())2, g′ is Lipschitz continuous, and  is convex such
that (2.17) is valid for l = 2. Then,
‖uh − uI‖0,UC(h2 + h3/2U ). (3.1)
Proof. Note that uh,uI ∈ Kh ⊂ K, it follows from (2.9) and (2.22) that
(u + B∗p,u − uh)0,
and
(uh + B∗ph,uh − uI )0.
It follows that
‖uh − uI‖20,U = (uh − uI ,uh − uI )U − (B∗ph,uh − uI )U − (uI ,uh − uI )U
= (B∗p,u − uh)U + (B∗p,uI − u)U + (uI ,uI − uh)U + (B∗(p − ph),uh − uI )U
 − (u,u − uh)U + (B∗p,uI − u)U + (uI ,uI − uh)U + (B∗(p − ph),uh − uI )U
= (uI − u,uI − uh)U + (u + B∗p,uI − u)U + (B∗(p − p(uh)),u − uI )U
+ (B∗(p − p(uh)),uh − u)U + (B∗(p(uh) − ph),uh − uI )U, (3.2)
where p(uh) is the solution of the auxiliary equation:
a(y(uh),w) − b(w, r(uh)) = (f + Buh,w) ∀w ∈ Y, (3.3)
b(y(uh),) = 0 ∀ ∈ Q, (3.4)
a(q,p(uh)) + b(q, s(uh)) = (g′(y(uh)),q) ∀q ∈ Y, (3.5)
b(p(uh),) = 0 ∀ ∈ Q. (3.6)
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It follows from the deﬁnition of uI that
(uI − u,uI − uh)U =
∑
U
(uI − uh)
∫
U
(	¯hu − u)
=
∑
U
(uI − uh)
∫
U
(∫
U
u
|U| − u
)
=
∑
U
(uI − uh)
(∫
U
∫
U
u
|U| −
∫
U
u
)
=
∑
U
(uI − uh)
(∫
U
u −
∫
U
u
)
= 0, (3.7)
and using Lemma 2.2 we have that
(B∗(p − p(uh)),u − uI )U
=
∑
U
∫
U
(B∗(p − p(uh)) − 	¯h(B∗(p − p(uh))))(u − 	¯hu)

∑
U
‖B∗(p − p(uh)) − 	¯h(B∗(p − p(uh)))‖L2(U)‖u − 	¯hu‖L2(U)
C
∑
U
h2U |B∗(p − p(uh))|1,U |u|1,U
Ch2U‖p − p(uh)‖1,‖u‖1,U . (3.8)
Moreover, (2.5) and (3.3)–(3.6) imply that
‖p − p(uh)‖1,C‖y − y(uh)‖0,C‖u − uh‖0,U
C‖u − uI‖0,U + C‖uI − uh‖0,U
ChU|u|1,U + C‖uI − uh‖0,U , (3.9)
and
(B∗(p − p(uh)),uh − u)U = (p − p(uh), B(uh − u))
= (g′(y) − g′(y(uh)), y(uh) − y)0. (3.10)
It follows from Schwarz inequality that
(B∗(p(uh) − ph),uh − uI )UC‖B∗(p(uh) − ph)‖0,U‖uh − uI‖0,U
C‖p(uh) − ph‖20, + C
‖uh − uI‖20,U , (3.11)
where 
 is an arbitrary small positive constant. Then, it follows from (3.2) to (3.11) that
‖uh − uI‖20,U(u + B∗p,uI − u)U + Ch2U‖u‖1,U(hU‖u‖1,U + ‖uI − uh‖0,U)
+ C‖p(uh) − ph‖20, + C
‖uh − uI‖20,U
(u + B∗p,uI − u)U + Ch3U‖u‖21,U + C‖p(uh) − ph‖20, + C
‖uh − uI‖20,U .
Hence,
‖uh − uI‖20,UC(u + B∗p,uI − u)U + Ch3U + C‖p(uh) − ph‖20,. (3.12)
Let p(yh) ∈ (H 10 () ∩ H 2())2 be the solution of the equation:
a(q,p(yh)) + b(q, s(yh)) = (g′(yh),q) ∀q ∈ Y, (3.13)
b(p(yh),) = 0 ∀ ∈ Q. (3.14)
Then,
‖p(yh) − p(uh)‖0,C‖g′(yh) − g′(y(uh))‖0,C‖yh − y(uh)‖0,. (3.15)
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Note that yh and ph are the standard ﬁnite element approximation of y(uh) and p(yh), respectively. Using Lemma 2.1,
we have that
‖yh − y(uh)‖0,Ch2(|y(uh)|2, + |r(uh)|1,)Ch2 (3.16)
and
‖ph − p(yh)‖0,Ch2(|p(yh)|2, + |s(yh)|1,)Ch2. (3.17)
Therefore, it follows from (3.15) to (3.17) that
‖p(uh) − ph‖0,‖p(uh) − p(yh)‖0, + ‖p(yh) − ph‖0,Ch2. (3.18)
Note that
(u + B∗p,uI − u)U =
∫
+U
(u + B∗p)(uI − u) +
∫
0U
(u + B∗p)(uI − u) +
∫
bU
(u + B∗p)(uI − u)
and
(u + B∗p)|+U = 0, (uI − u)|0U = 0.
Then,
(u + B∗p,uI − u)U =
∫
bU
(u + B∗p)(uI − u)
=
∑
U⊂bU
∫
U
(u + B∗p − 	¯h(u + B∗p))(	¯hu − u)
C
∑
U⊂bU
h2U |u + B∗p|1,U |u|1,U
Ch2U(‖u‖21,∞,U + ‖p‖21,∞,)meas(bU)Ch3U. (3.19)
Therefore, (3.1) follows from (3.12), (3.18) and (3.19). 
Lemma 3.1 shows that the error order of ‖uh − uI‖0,U is a half order higher than the optimal error for the
piecewise constant ﬁnite element space. The property is called superclose (see [34]). In order to provide the global
superconvergence for the control u based on Lemma 3.1, we construct the recovery operatorRh on triangular meshes
(the recovery operator on quadrilateral meshes can be constructed similarly). LetRhv be a continuous piecewise linear
function. The values of Rhv on the nodes are deﬁned by least-squares argument on an element patches surrounding
the nodes, similar to Z–Z patch recovery (see, e.g., [40,41]), as follows. Let z be a node, z = ∪U∈ThU,z∈¯U U , Vz be
the linear function space on z. Set Rhv(z) = z(z) where
E(z) = min
w∈Vz
E(w)
and
E(w) =
∑
U⊂z
(∫
U
w −
∫
U
v
)2
.
When z ∈ U, we should add a few extra neighbor elements to z such that z contains more than three elements.
For the regular mesh and the suitable choice of z, we can conclude that for any v ∈ L2(U), Rhv exists. Moreover,
for any subdomain D ∈ U, Rhv = v on D if v is a linear function on Dˆ, where Dˆ = {∪U : ¯U ∩ D¯ = 0}.
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Remark 3.1. For triangular partition,Rhv(z), z= (x0, y0), can be calculated as follows. Let z =∑mi=1 iU, the three
nodes of iU are (x0, y0), (xi, yi) and (xi+1, yi+1), i = 1, 2, . . . , m− 1, the three nodes of mU are (x0, y0), (xm, ym) and
(x1, y1). Then, Rhv(z) = a + bx0 + dy0, where (a, b, d) is the solution of the following linear system:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
m∑
i=1
|ki |2 13
m∑
i=1
|ki |2 13
m∑
i=1
|ki |2
×(x0 + xi + xi+1) ×(y0 + yi + yi+1)
1
3
m∑
i=1
|ki |2 19
m∑
i=1
|ki |2 19
m∑
i=1
|ki |2
×(x0 + xi + xi+1) ×(x0 + xi + xi+1)2 ×(x0 + xi + xi+1)
×(y0 + yi + yi+1)
1
3
m∑
i=1
|ki |2 19
m∑
i=1
|ki |2 19
m∑
i=1
|ki |2
×(y0 + yi + yi+1) ×(x0 + xi + xi+1) ×(y0 + yi + yi+1)2
×(y0 + yi + yi+1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
a
b
d
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
m∑
i=1
|ki |
∫
iU
v
1
3
m∑
i=1
|ki |
∫
iU
v
×(x0 + xi + xi+1)
1
3
m∑
i=1
|ki |
∫
iU
v
×(y0 + yi + yi+1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where |ki | is the area of the element iU, and (xm+1, ym+1) = (x1, y1).
Lemma 3.2. Assume that u ∈ (W 1,∞(U))2 and u|+U ∈ (H
2(+U))
2 (i.e., ui |+i ∈ H
2(+i ), 
+
i = {x ∈ U :
ui(x)> 0}). Then,
‖Rhu − u‖0,UCh3/2U , (3.20)
where Rh is the recovery operator deﬁned above.
Proof. Note that u ∈ (W 1,∞(U))2, and u ∈ (H 2(+U))2. Let
++U =
{⋃
U
: z ⊂ +U,∀z ∈ ¯U
}
,
00U =
{⋃
U
: z ⊂ 0U,∀z ∈ ¯U
}
,
and
bbU = U\(++U ∪ 00U ).
Then,
Rhu(x) = u(x) = 0 ∀x ∈ 00U . (3.21)
It can be proved by the standard technique (see, e.g., [5]) that
‖Rhu − u‖0,++U Ch
2
U‖u‖2,+U . (3.22)
Note that u ∈ (W 1,∞(U))2. We have
‖Rhu − u‖20,bbU Ch
2
U‖u‖21,bbU Ch
2
U‖u‖21,∞,Umeas(bbU ).
Note that meas(bU) = O(hU) and hence meas(bbU ) = O(hU). We have that
‖Rhu − u‖0,bbU Ch
3/2
U . (3.23)
196 H. Liu, N. Yan / Journal of Computational and Applied Mathematics 209 (2007) 187–207
Therefore, it follows from (3.21) to (3.23) that
‖Rhu − u‖20,U = ‖Rhu − u‖20,++U + ‖Rhu − u‖
2
0,00U
+ ‖Rhu − u‖20,bbU
Ch4U + 0 + Ch3UCh3U.
This proves (3.20). 
Remark 3.2. The assumption of Lemma 3.2 is reasonable. We can not assume that u ∈ (H 2(U))2 on the whole
domain, because the derivative of u is discontinuous over the free boundary. Hence, we only can assume that u ∈
(W 1,∞(U))2 on the whole domain, and u|+U ∈ (H
2(+U))
2 on the subdomains.
Theorem 3.1. Suppose all conditions of Lemma 3.1 are valid. Then,
‖Rhuh − u‖0,UC(h2 + h3/2U ). (3.24)
Proof. Let uI ≡ 	¯hu deﬁned by Lemma 2.2. Then,
‖Rhuh − u‖0,U‖u −Rhu‖0,U + ‖Rhu −RhuI‖0,U + ‖RhuI −Rhuh‖0,U . (3.25)
It follows from Lemma 3.2 that
‖u −Rhu‖0,UCh3/2U . (3.26)
Noting the deﬁnition of Rh, we have that
Rhu =RhuI (3.27)
and
‖RhuI −Rhuh‖0,UC‖uI − uh‖0,U . (3.28)
It has been proved in Lemma 3.1 that
‖uI − uh‖0,UC(h2 + h3/2U ). (3.29)
Therefore, (3.24) follows from (3.25) to (3.29). 
Corollary 3.1. Let u and uh be the solutions of (2.5) and (2.10), respectively. Assume that g′ is Lipschitz continuous,
and  is convex. Then,
‖u − uh‖−1,UC(h2 + h3/2U ). (3.30)
Proof. For any function  ∈ (H 1(U))2, let I = 	¯h ∈ Uh be the L2-project of , such that
I |U =
∫
U

|U| .
Then,
(u − uh,)U = (u − uh,−I )U + (u − uh,I )U. (3.31)
Note that
(u − uh,−I )U‖u − uh‖0,U‖−I‖0,U
C(h + hU)hU‖‖1,UC(h2 + h2U)‖‖1,U , (3.32)
and it follows from Lemma 3.1 that
(u − uh,I )U = (uI − uh,)U‖uI − uh‖0,U‖‖0,UC(h2 + h3/2U )‖‖1,U . (3.33)
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Therefore, it follows from (3.31) to (3.33) that
‖u − uh‖−1,U = sup
∈H 1(U)
(u − uh,)U
‖‖1,U
C(h2 + h3/2U ).
This proves the corollary. 
4. Recovery and superconvergence for state and co-state
Firstly, we will construct the recovery on coarse meshes for the state y, r and the co-state p, s.
LetTHi , i = 1, 2, be another two ﬁnite element partitions with mesh sizes Hi where h<Hi (i = 1, 2). It will be
essential to our argument to allow Hi to be sufﬁciently large compared to h. In this paper, we construct the partition
THi , i = 1, 2, such that they are quasi-uniform; i.e., they are regular and satisfy the inverse assumption (see, [5]).
Let YH1 and QH2 be ﬁnite element spaces consisting of piecewise polynomials of degree 2 and 1 associated with the
meshesTH1 andTH2 , respectively. Deﬁne PH1 and PH2 to be the L2 projectors from L2() onto the ﬁnite element
spaces YH1 and QH2 , respectively. Then, we can ﬁnd thatPH1yh,PH1ph,PH2rh,PH2sh are good recovery of yh, ph,
rh and sh.
In the following, we will provide some important lemmas, which will be useful for establishing the recovery type a
posteriori error estimate in the next section.
Lemma 4.1. Assume that (2.10)–(2.12) and (2.17) hold with l = 2, YH1 ⊂ (L2())2. Let (yh, rh,ph, sh) and
(y(uh), r(uh),p(uh), s(uh)) be the solutions of (2.18)–(2.22) and (3.3)–(3.6), respectively. Assume (y(uh), r(uh))
and (p(uh), s(uh)) belong to (H 2() ∩ H 10 ())2 × (H 1() ∩ L20()). Then
‖PH1y(uh) −PH1yh‖0,Ch2, (4.1)
‖PH1p(uh) −PH1ph‖0,Ch2. (4.2)
Proof. Using (3.16), (3.18) and the property of L2-projectors, we have
‖PH1y(uh) −PH1yh‖0,‖y(uh) − yh‖0,Ch2
and
‖PH1p(uh) −PH1ph‖0,‖p(uh) − ph‖0,Ch2.
Then theorem has been proved. 
Lemma 4.2. Suppose that all conditions of Lemma 4.1 are valid, and the meshTH1 is quasi-uniform, i.e., it is regular
and satisﬁes the inverse assumption (see, [5]). Let (y, r,p, s) and (yh, rh, ph, sh) be the solutions of (2.5)–(2.9) and
(2.18)–(2.22), respectively. Assume (y, r) and (p, s) belong to (H 3() ∩ H 10 ())2 × (H 1() ∩ L20()), Then
‖∇(y −PH1yh)‖0, + ‖∇(p −PH1ph)‖0,C(H 21 + h2H−11 + h2 + h3/2U ). (4.3)
Proof. We ﬁrst estimate ‖∇(y −PH1yh)‖0,. It is easy to see that
‖∇(y −PH1yh)‖0,‖∇y − ∇PH1y‖0, + ‖∇PH1y − ∇PH1y(uh)‖0,
+ ‖∇PH1y(uh) − ∇PH1yh‖0,, (4.4)
where y(uh) is deﬁned by (3.3)–(3.6). It is well known (see, e.g., [4,31]) that
‖∇y − ∇PH1y‖0,‖y −PH1y‖1,CH 21|y|3,. (4.5)
Using (2.5)–(2.6) and (3.3)–(3.4), we know y − y(uh) is the solution of the following equation:
a(y − y(uh),w) − b(w, r − r(uh)) = (B(u − uh),w) ∀w ∈ Y, (4.6)
b(y − y(uh),) = 0 ∀ ∈ Q. (4.7)
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Hence, it follows from (2.17) with l = 1 and Corollary 3.1 that
‖y − y(uh)‖1,C‖B(u − uh)‖−1,C‖u − uh‖−1,UC(h2 + h3/2U ). (4.8)
Therefore, using the stability in H 1 of the L2-projection into ﬁnite element space (see, e.g., [4,6]), we have
‖∇PH1y − ∇PH1y(uh)‖0,‖PH1(y − y(uh))‖1,C‖y − y(uh)‖1,C(h2 + h3/2U ). (4.9)
Moreover, by the inverse inequality and (4.1), we have that
‖∇PH1y(uh) − ∇PH1yh‖0,CH−11 ‖PH1y(uh) −PH1yh‖0,Ch2H−11 . (4.10)
Therefore, it follows from (4.4), (4.5), (4.9) and (4.10) that
‖∇(y −PH1yh)‖0,C(H 21 + h2H−11 + h2 + h3/2U ). (4.11)
Similarly, we can estimate ‖∇(p −PH1ph)‖0,. Again, we have
‖∇(p −PH1ph)‖0,‖∇p − ∇PH1p‖0, + ‖∇PH1p − ∇PH1p(uh)‖0,
+ ‖∇PH1p(uh) − ∇PH1ph‖0,, (4.12)
where p(uh) is deﬁned by (3.3)–(3.6), and
‖∇p − ∇PH1p‖0,‖p −PH1p‖1,CH 21|p|3,. (4.13)
Using (2.7)–(2.8) and (3.5)–(3.6), we know p − p(uh) satisﬁes the following equation:
a(p − p(uh),q) + b(q, s − s(uh)) = (g′(y) − g′(y(uh)),q) ∀q ∈ Y, (4.14)
b(p − p(uh),) = 0 ∀ ∈ Q. (4.15)
Using Corollary 3.1 and (2.13), (2.17) with l = 1, 2, and noting that p − p(uh) is the solution of (4.14)–(4.15). It can
be shown that
‖p − p(uh)‖1,C‖g′(y) − g′(y(uh))‖0,C‖y − y(uh)‖0,
C‖B(u − uh)‖−1,C‖u − uh‖−1,UC(h2 + h3/2U ). (4.16)
Thus,
‖∇PH1p − ∇PH1p(uh)‖0,‖PH1(p − p(uh))‖1,C‖p − p(uh)‖1,C(h2 + h3/2U ). (4.17)
By the inverse inequality and (4.2), we have that
‖∇PH1p(uh) − ∇PH1ph‖0,CH−11 ‖PH1p(uh) −PH1ph‖0,Ch2H−11 . (4.18)
Therefore, it follows from (4.12), (4.13), (4.17) and (4.18) that
‖∇(p −PH1ph)‖0,C(H 21 + h2H−11 + h2 + h3/2U ). (4.19)
Then (4.3) follows from (4.11) and (4.19), and the proof of the theorem has been completed. 
Similarly, we have the following result for r and s.
Lemma 4.3. Assume that (2.10)–(2.12) are valid, and (2.17) holds with l = 2, the meshTH2 is quasi-uniform, and
QH2 ∈ H 1(). Let (yh, rh,ph, sh) and (y(uh), r(uh),p(uh), s(uh)) be the solutions of (2.18)–(2.22) and (3.3)–(3.6),
respectively. Assume (y(uh), r(uh)) and (p(uh), s(uh)) belong to (H 2() ∩ H 10 ())2 × (H 1() ∩ L20()), Then
‖PH2r(uh) −PH2rh‖0,Ch2H−12 , (4.20)
‖PH2s(uh) −PH2sh‖0,C(h2H−12 + h2). (4.21)
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Proof. Note that rh is the standard ﬁnite element approximation of r(uh). The deﬁnitions of ‖ · ‖0, and PH2 give
‖PH2r(uh) −PH2rh‖0, = sup
∈L2(),‖‖0,=1
|(PH2r(uh) −PH2rh,)|
and
(PH2r(uh) −PH2rh,) = (r(uh) − rh,PH2).
Then
‖PH2r(uh) −PH2rh‖0, = sup
∈L2(),‖‖0,=1
|(r(uh) − rh,PH2)|.
Consider the following problem that seeks (, ) ∈ Y × Q such that
a(,w) − b(w, ) = 0 ∀w ∈ Y, (4.22)
b(, q) = (PH2, q) ∀q ∈ Q. (4.23)
Replacing q in (4.23) by r(uh) − rh and using (2.18)–(2.22), (3.3)–(3.6) and (4.22), we have
(r(uh) − rh,PH2)
= b(, r(uh) − rh) = b(−I , r(uh) − rh) + b(I , r(uh) − rh)
= b(−I , r(uh) − rh) + a(y(uh) − yh,I )
= b(−I , r(uh) − rh) + a(y(uh) − yh,I −) + a(y(uh) − yh,)
= b(−I , r(uh) − rh) + a(y(uh) − yh,I −) + b(y(uh) − yh, − I ),
whereI ∈ Yh andI ∈ Qh are two arbitraryﬁnite element functions.UsingSchwarz inequality and the approximation
properties (2.10), (2.11), (2.14) and (2.17), we obtain
(r(uh) − rh,PH2)‖−I‖1,‖r(uh) − rh‖0, + ‖y(uh) − yh‖1,‖I −‖1,
+ ‖y(uh) − yh‖1,‖− I‖0,
Ch2(‖‖2, + ‖‖1,)(‖y(uh)‖2, + ‖r(uh)‖1,)
Ch2‖PH2‖1,(‖y(uh)‖2, + ‖r(uh)‖1,)
Ch2H−12 ‖‖0,.
Therefore
‖PH2r(uh) −PH2rh‖0,Ch2H−12 .
Consider the auxiliary (3.13)–(3.14), it is clear that sh is the standard ﬁnite element approximation of s(yh), where
s(yh) is the solution of (3.13)–(3.14). Then, using the similar way, we can prove that
‖PH2s(yh) −PH2sh‖0,Ch2H−12 . (4.24)
It can been shown from (3.16), (4.24) and the property of L2-projectors that
‖PH2s(uh) −PH2sh‖0, = ‖PH2s(uh) −PH2s(yh) +PH2s(yh) −PH2sh‖0,
‖s(uh) − s(yh)‖0, + ‖PH2s(yh) −PH2sh‖0,
C‖g′(yh) − g′(y(uh))‖0, + Ch2H−12
C(h2H−12 + h2).
This proves (4.21). 
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Lemma 4.4. Suppose that all conditions of Lemma 4.3 are valid. Let (y, r,p, s) and (yh, rh, ph, sh) be the solutions of
(2.5)–(2.9) and (2.18)–(2.22), respectively. Assume (y, r) and (p, s) belong to (H 2()∩H 10 ())2 × (H 2()∩L20()),
then
‖r −PH2rh‖0, + ‖s −PH2sh‖0,C(H 22 + h2H−12 + h2 + h3/2U ). (4.25)
Proof. First, we estimate ‖r −PH2rh‖0,. It can be shown that
‖r −PH2rh‖0,‖r −PH2r‖0, + ‖PH2r −PH2r(uh)‖0, + ‖PH2r(uh) −PH2rh‖0,, (4.26)
where r(uh) is deﬁned by (3.3)–(3.6). It is well known that
‖r −PH2r‖0,CH 22|r|2,. (4.27)
Using Corollary 3.1 and (2.17) with l=1, and noting that r− r(uh) is a analytic solution of (4.6)–(4.7), it can be shown
that
‖PH2r −PH2r(uh)‖0,‖r − r(uh)‖0,C‖B(u − uh)‖−1,
C‖u − uh‖−1,UC(h2 + h3/2U ). (4.28)
Combining (4.26)–(4.28) and (4.20) gives
‖r −PH2rh‖0,C(H 22 + h2H−12 + h2 + h3/2U ). (4.29)
Similarly, we can estimate ‖s −PH2sh‖. Again, it is easy to show that
‖s −PH2sh‖0,‖s −PH2s‖0, + ‖PH2s −PH2s(uh)‖0, + ‖PH2s(uh) −PH2sh‖0, (4.30)
and
‖s −PH2s‖0,CH 22|s|2,. (4.31)
Moreover,
‖PH2s −PH2s(uh)‖0,‖s − s(uh)‖0,C‖g′(y) − g′(y(uh))‖0,
C‖y − y(uh)‖0,C‖B(u − uh)‖−1,
C‖u − uh‖−1,UC(h2 + h3/2U ). (4.32)
Combining (4.30)–(4.32) and (4.21) gives
‖s −PH2sh‖0,C(H 22 + h2H−12 + h2 + h3/2U ). (4.33)
Then (4.25) follows from (4.29) and (4.33). The theorem has been proved. 
In this section, the recovery operator PH1 (for yh and ph) and PH2 (for rh and sh) are provided. Our recovery
technique (the postprocessing technique of least-squares surface ﬁtting discussed in this paper) is to project the ﬁnite
element solution to another ﬁnite element space of higher order with a different mesh. It is proved in Lemmas 4.2 and
4.4 that after recovery, the error is improved to be O(H 21 +H 22 + h2H−11 + h2H−12 + h2 + h3/2U ), which is better than
the original error O(h+ hU), if we H1 and H2 are chosen suitably. In the following, let us consider how to choose H1
and H2 to get global superconvergence. It also will be discussed in the next section for a posteriori error estimate. Let
Hi = hi , i = 1, 2,
with 1, 2 ∈ (0, 1). The parameter i will play an important role later in achieving a superconvergence for the ﬁnite
element approximation (yh, rh,ph, sh).
Theorem 4.1. Suppose that all conditions of Lemma 4.2 are valid. Let 1 = 23 , i.e., H1 = h2/3. Then
‖∇y − GH1yh‖0, + ‖∇p − GH1ph‖0,C(h4/3 + h3/2U ), (4.34)
where GH1 = ∇PH1 , and PH1 is the recovery operator deﬁned in this section.
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Proof. Let H1 = h1 , it follows from Lemma 4.2 that
‖∇(y −PH1yh)‖0, + ‖∇(p −PH1ph)‖0,C(H 21 + h2H−11 + h2 + h3/2U )
=C(h21 + h2−1 + h2 + h3/2U ). (4.35)
We optimize the above estimate by choosing 1 such that
21 = (2 − 1).
Solving the above equation gives 1 = 23 . Substituting it to (4.35) implies (4.34), and completes the proof of
theorem. 
Theorem 4.2. Suppose that all conditions of Lemma 4.4 are valid. Let 2 = 23 , i.e., H2 = h2/3. Then
‖r −PH2rh‖0, + ‖s −PH2sh‖0,C(h4/3 + h3/2U ). (4.36)
Proof. Let H2 = h2 , it follows from Lemma 4.4 that
‖r −PH2rh‖0, + ‖s −PH2sh‖0,C(H 22 + h2H−12 + h2 + h3/2U )
=C(h22 + h2−2 + h2 + h3/2U ).
Similar to Theorem 6.1, choose 2 such that
22 = (2 − 2).
We have 2 = 23 , and thus (4.36) follows. 
Remark 4.1. It is proved by Theorems 3.1, 4.1, and 4.2 that choosing the suitable Hi and using the recovery process
deﬁned in Sections 3 and 4, we have following global superconvergence result:
‖Rhuh − u‖0,U + ‖∇y − GH1yh‖0, + ‖∇p − GH1ph‖0,
+ ‖r −PH2rh‖0, + ‖s −PH2sh‖0,C(h4/3 + h3/2U ),
which is better than the standard error estimate:
‖uh − u‖0,U + ‖∇(y − yh)‖0, + ‖∇(p − ph)‖0, + ‖r − rh‖0, + ‖s − sh‖0,C(h + hU).
Remark 4.2. Recalling the ﬁtting ﬁnite element space YH1 ⊂ (L2())2 in Lemma 4.1, we see that YH1 could be
chosen as the ﬁnite element space consisting of discontinuous piecewise quadratic polynomial. From Lemma 4.3, we
know that the ﬁtting ﬁnite element space QH2 ⊂ H 1(). It is known that QH2 be a surface ﬁtting space consisting
of continuous piecewise linear polynomial. Note that PH1 and PH2 are the L2 projectors from L2() onto the ﬁnite
element spaces YH1 and QH2 , respectively, and YH1 ⊂ (L2())2, QH2 ⊂ H 1(). Then, it is easy to see that the
cost of computation for PH1 is much smaller than the one for PH2 , because that we can calculate PH1yh and PH1ph
piecewisely. Consider our optimal control problem, it is less important to get the better approximation for r and s. We
can only usePH1 to improve the accuracy of yh and ph, and ignore the error of rh and sh. Then the cost of computation
for the recovery of rh and sh can be removed, which is much more than the one for yh and ph.
Remark 4.3. For the state y and the co-state p, there are many k-order mixed elements (k2)which satisfy the
Babuška–Brezzi condition. In order to obtain the superconvergence, y,p ∈ (Hk+2())2 is required for the k-order
mixed element. But it is unreasonable to assume that u ∈ (Hk(U))2 and then y,p ∈ (Hk+2())2 with k > 1 for
the control problem (2.1)–(2.3) (however, it is reasonable to assume that u ∈ (H 1(U))2 and then y,p ∈ (H 3())2),
because the derivative of u should be jumping over the free boundary generally. So we did not discuss the higher order
element in this paper.
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5. Recovery type a posteriori error estimates
Based on the recovery operator GH1 , PH2 and Rh, where Rh is deﬁned in Section 3, GH1 and PH2 are deﬁned in
Section 4, we can deﬁne the recovery type a posteriori error estimator:
g = ‖∇yh − GH1yh‖0, + ‖∇ph − GH1ph‖0, + ‖rh −PH2rh‖0,
+ ‖sh −PH2sh‖0, + ‖uh −Rhuh‖0,U ,
and the following a posteriori error estimate can be proved.
Theorem 5.1. Let Hi (i = 1, 2)>h. Suppose that error estimator enjoy “nondegeneracy” condition: ec(h + hU)
(see (2.24)), and all conditions of Lemmas 4.1–4.4 are valid. Then, we have the following result:
‖∇y − GH1yh‖0, + ‖∇p − GH1ph‖0, + ‖r −PH2rh‖0,
+ ‖s −PH2sh‖0, + ‖u −Rhuh‖0,UMe, (5.1)
where e is the exact error deﬁned by (2.23) and
M = C(H 21 /h + H 22 /h + h/H1 + h/H2 + h + h1/2U ),
where C is a positive constant. Then we have that
g
1 + M e, (5.2)
and if M < 1,
g
1 + M e
g
1 − M . (5.3)
If Hi = Hi(h) is chosen such that M → 0 as h → 0 and hU → 0, the estimator is asymptotically exact.
Proof. Using Lemmas 4.1–4.4 and the “nondegeneracy” condition, we have
‖∇y − GH1yh‖0, + ‖∇p − GH1ph‖0, + ‖r −PH2rh‖0, + ‖s −PH2sh‖0, + ‖u −Rhuh‖0,U
C(H 21 + H 22 + h2H−11 + h2H−12 + h2 + h3/2U )
 C
c
(
H 21
h
+ H
2
2
h
+ h
H1
+ h
H2
+ h + h1/2U
)
c(h + hU)Me.
This completes the proof of (5.1). Using triangle inequality, it is easy to prove (5.2) and (5.3), and to complete the proof
of theorem. 
Remark 5.1. It is clear that M plays an important role in Theorem 5.1. If M is bounded, we thus see that g/(1 +M)
furnishes a lower bound for the real error. If MM¯ < 1, as h and Hi (i=1, 2) vary, we call g an equivalent estimator.
This would be the case, e.g., if Hi = Kih with Ki ﬁxed and sufﬁciently large, and h, hU sufﬁciently small. we call g
an asymptotically exact estimator if M → 0 as h → 0 and hU → 0, so that g approximates to e when h → 0 and
hU → 0. This would be the case, e.g., if Hi = Hi(h) were chosen so that h/Hi → 0 and (Hi/h)h1/2 → 0 as h → 0;
generally speaking, Hi/h → ∞ but not too fast. It is shown in our numerical example in the next section that it is
good enough to choose Hi =Kh with a temperate constant K in the practical calculation. In the fact, we choose K = 2
in our numerical example, and get the satisﬁed results.
6. Numerical examples
In this section, we present an numerical example to demonstrate the superconvergence and a posteriori error estimates
theory. The optimization problem was solved numerically by a preconditioned projection algorithm, see for instance
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[18]. The discretization was already described in Section 2: the state and co-state equations were approximated by mini
element, whereas the control function u is discretized by piecewise constant functions.
In our example, =U = [0, 1] × [0, 1] and B = I , = 1. Our numerical example is the following optimal control
problem:
min
u∈K⊂U
{
1
2
∫

(y − y0)2 + 12
∫
U
(u − u0)2
}
,
− y + ∇r = f + u in ,
div y = 0 in ,
y = 0 on . (6.1)
The dual equation of the state equation reads
− p − ∇s = y − y0 in ,
divp = 0 in ,
p = 0 on . (6.2)
We set the known functions as follows:
y01 = 100(x4 − 2x3 + x2)(4y3 − 6y2 + 2y) + 4	2 sin 2	y(sin 	x)2,
y02 = −100(4x3 − 6x2 + 2x)(y4 − 2y3 + y2) − 4	2 sin 2	x(sin 	y)2 + 4	2 cos 2	y sin 2	x,
u01 = − sin 2	y(sin 	x)2 + 2 cos(	x) cos(	y) − 1,
u02 = sin 2	x(sin 	y)2 + 1 − sin(	x/2) − sin(	y/2) − sin(	x) sin(	y),
f1 = − 100(12x2 − 12x + 2)(4y3 − 6y2 + 2y) − 100(x4 − 2x3 + x2)(24y − 12)
+ 5x4 − max{u01 + sin 2	y(sin 	x)2, 0},
f2 = 100(24x − 12)(y4 − 2y3 + y2) + 100(4x3 − 6x2 + 2x)(12y2 − 12y + 2)
+ 5y4 − max{u02 − sin 2	x(sin 	y)2, 0}.
Then, the exact solutions of (6.1) and (6.2) are
y1 = 100(x4 − 2x3 + x2)(4y3 − 6y2 + 2y),
y2 = −100(4x3 − 6x2 + 2x)(y4 − 2y3 + y2),
p1 = − sin 2	y(sin 	x)2,
p2 = sin 2	x(sin 	y)2,
r = x5 + y5 − 13 ,
s = 	 sin 2	x sin 2	y,
u1 = max{u01 − p1, 0},
u2 = max{u02 − p2, 0}.
In Tables 1 and 2, the numerical results of the control u, the state y and the co-state p are shown, where “DoF”
represents the total number of nodal points in the ﬁnite element partition, and “order” represents the convergence order.
It is shown from Tables 1 and 2 that the superconvergence order for the control u is 1.5, and the superconvergence
orders for the state y and the co-state p are 1.4. These results are accordant with our theoretical results (O(h3/2U )
for u and O(h4/3) for y and p). Theoretically speaking, we should choose H1 = H = h2/3 to guarantee the optimal
superconvergence O(h4/3). But in our numerical example, we choose H1 =H = 2h for the recovery operator GH and
obtain satisﬁed superconvergence results. Namely, the ﬁne meshTh is always produced fromTH . To producedTh,
each coarse mesh element is reﬁned into four elements by connecting the edge middle points. Figs. 1 and 2 show the
convergence behavior of the error estimates in Tables 1 and 2, respectively. The convergence order is evaluated by
using the formula log10 Error/log10
√
DoF as in [15,29]. As expected, we observe, from the above results, that: (i) for
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Table 1
Numerical results of u1 and u2 on sequential uniform meshes
DoF 41 145 545 2113 8321 order
‖u1h − u1‖0 7.8114e−2 4.0222e−2 2.0160e−2 1.0157e−2 5.0913e−3 1.0
‖Rhu1h − u1h‖0 8.6604e−2 4.6258e−2 2.1739e−2 1.0603e−2 5.1985e−3 1.0
‖Rhu1h − u1‖0 7.7612e−2 3.1450e−2 1.1022e−2 3.8394e−3 1.3452e−3 1.5
‖u2h − u2‖0 5.1916e−2 2.5516e−2 1.3100e−2 6.5588e−3 3.2907e−3 1.0
‖Rhu2h − u2h‖0 5.3452e−2 2.6864e−2 1.3632e−2 6.7327e−3 3.3377e−3 1.0
‖Rhu2h − u2‖0 4.5694e−2 1.8850e−2 7.2345e−3 2.6881e−3 9.6427e−4 1.5
Table 2
Numerical results of y and p on sequential uniform meshes
DoF 41 145 545 2113 8321 order
|y − yh|1 1.7114e0 8.8368e−1 4.4482e−1 2.2244e−1 1.1115e−1 1.0
‖GH yh − ∇yh‖0 1.7981e0 8.3347e−1 4.2277e−1 2.1161e−1 1.0586e−1 1.0
‖GH yh − ∇y‖0 8.9806e−1 3.5446e−1 1.0527e−1 3.6051e−2 1.6810e−2 1.4
|p − ph|1 1.3285e0 6.9703e−1 3.5259e−1 1.7670e−1 8.8373e−2 1.0
‖GHph − ∇ph‖0 1.3964e0 6.4250e−1 3.3247e−1 1.6755e−1 8.4268e−2 1.0
‖GHph − ∇p‖0 7.1720e−1 3.1452e−1 8.9475e−2 2.9513e−2 1.2866e−2 1.4
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Fig. 1. Numerical results analysis of Table 1: u1 (left) and u2 (right).
the state and the control, we obtain superconvergence results by postprocessing techniques; (ii) the recovery type a
posteriori error estimate is asymptotically exact.
Besides the above superconvergence results, we use a posteriori error estimate provided in this paper as an indicator
for the adaptive ﬁnite element methods. In practice, there are four major types of adaptive ﬁnite element methods,
namely, the h-method (mesh reﬁnement), the p-mesh (order enrichment), the r-method (mesh redistribution), the hp-
method (the combination of the h-method and p-method). For our numerical test, a posteriori error estimators are used
as error indicators to guide the mesh reﬁnement in adaptive ﬁnite element methods (h-method). The general idea is
to reﬁne the meshes such that the error estimators are equally distributed over the computational mesh. We use the
standard technique for our adaptive mesh reﬁnement (see [33] for details).
In Fig. 3, the exact solution u(u1, u2) is plotted. The adaptive meshes for u are shown in Fig. 4. They are obtained
by using the h-method described before. In the computing, we use ‖Rhu1h − u1h‖0 and ‖Rhu2h − u2h‖0 as the error
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Fig. 2. Numerical results analysis of Table 2: y (left) and p (right).
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Fig. 3. The exact solution of u: u1 (left) and u2 (right).
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Fig. 4. The adaptive meshes of u1 (left) and u2 (right).
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indicators in adaptive ﬁnite elementmethod, respectively. It can be found that themeshes adapt well to the neighborhood
of the free boundaries and discontinuity, and a higher density of node points are indeed distributed along them. In the
last step of adaptive ﬁnite element approximation, the number of nodes for u1 is 578, ‖u1 − u1h‖0, = 9.95304e − 03;
and the number of nodes for u2 is 800, ‖u2 − u2h‖0, = 6.24641e − 03. Comparing with the results of uniform mesh
(see Table 1), 2113 nodes are required for the similar error for u. Then it is clear that the adaptive ﬁnite element method
is more efﬁcient.
7. Discussions
In this paper, we discussed recovery type superconvergence and a posteriori error estimates for the control problem
governed by the Stokes equations. It is shown that if the solution is smooth enough and the Stoke equations satisfy
some regularity assumption, recovery type superconvergence and a posteriori error estimates for the control, the state
and the co-state can be proved. Our results are applicable to any conforming ﬁnite element (there is no requirement for
the uniform partitions).
There are many important issues still to be addressed in this area, for example, deriving the global superconvergence
analysis and a recovery type a posteriori error estimate for more complicated control problems and ﬁnite element
schemes. Especially, it is interesting and important to investigate the more complicated constrained optimal control
problems, e.g., the closed convex set K is more complicated. Finally, many computational issues have to be studied.
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