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Three different implementations of interaction-free measurements (IFMs) in solid-state nanode-
vices are discussed. The first one is based on a series of concatenated Mach-Zehnder interferom-
eters, in analogy to optical-IFM setups. The second one consists of a single interferometer and
concatenation is achieved in the time domain making use of a quantized electron emitter. The
third implementation consists of an asymmetric Aharonov-Bohm ring. For all three cases we show
that the presence of a dephasing source acting on one arm of the interferometer can be detected
without degrading the coherence of the measured current. Electronic implementations of IFMs in
nanoelectronics may play a fundamental role as very accurate and noninvasive measuring schemes
for quantum devices.
PACS numbers: 03.65.Ta, 03.67.Lx, 42.50.Dv, 42.50.Pq,
I. INTRODUCTION
Interaction-free measurements (IFMs) were first intro-
duced by Elitzur and Vaidman1, who showed that the
laws of quantum mechanics allow to reveal the presence
of an object without disturbing it. The original proposal
exploited the coherent splitting and the subsequent re-
combination of the wave-function of a photon entering
a Mach-Zehnder (MZ) interferometer. The disturbance
induced by the object placed in one of the two arms of
the interferometer (an absorber in the original proposal)
manifests itself in the properties of the outgoing photon
flux. Upon suitable setting of the interferometer param-
eters it was shown that even without absorption taking
place its mere possibility does modify the state of the
particle emerging from the interferometer. As a result
an external observer will be able to gather information
about the presence or absence of the absorber, without
the photon being actually absorbed. The maximal suc-
cess probability was bound to be 50% in the original pro-
posal. A way to improve the efficiency of the scheme
was put forward by P. Kwiat et al.2, who suggested to
use coherently repeated interrogations. In their scheme
a photon was repeatedly sent into a MZ interferometer,
with an absorber placed in one of the two arms. By prop-
erly tuning the MZ phase it was shown that it is possible
to enhance the efficiency of the setup arbitrarily close to
1. Such a scheme can be thought as an application of
a discrete form of the quantum Zeno effect3 since every
step can be considered as a measurement accompanied
by state reduction.
IFMs were experimentally realized using single-photon
sources2,4–6 and in neutron interferometry7. The en-
hanced efficiency of concatenated MZ interferometers
schemes was tested in Ref. [8] with a demonstrated im-
provement up to 73%. Its application was extended
to the case of semitransparent objects with classical
light9–12. An important consequence of these works is
that IFM can be interpreted in terms of deterioration of
a resonance condition9 which does not necessarily need
a quantum description (“classical” optical coherence is
sufficient), at least for these optical realizations.
The implementation of IFM in electronic devices de-
serves in our opinion a careful scrutiny since it consti-
tutes an ideal test-bed for the study of quantum-control
and quantum-mechanics phenomena in mesoscopic sys-
tems. It is worth noting that, differently from the opti-
cal case, for electronic systems there is no corresponding
classical model to realize an IFM. In recent years ad-
vances in device fabrication opened the way to the obser-
vation of interference phenomena in electronic-transport
experiments, suggesting important opportunities for a
variety of applications. The achievements obtained in
the context of two-dimensional electron gases in the
integer quantum Hall effect regime13 are of particular
interest for what follows. Here, various experimental
realizations of the MZ14–18 and Hanbury-Brown-Twiss
interferometers19,20 were successfully implemented. In
addition, quantized electron emitters were recently real-
ized21–24. The possibility to extend IFM to electronic
systems seems therefore now at reach, paving the way
to the development of novel non-invasive measurement
schemes in mesoscopic systems, with possible important
implications for quantum information processing.
A first application of IFM strategies to electronic sys-
tems was proposed in Ref. [25] to detect the presence
of a current pulse in a circuit by monitoring the state of
a superconducting qubit coupled to the circuit, without
any energy exchange between the two. Subsequently, in
the very same spirit of the original works1,2, it was shown
how to employ IFM to detect with unitary efficiency a
source of noise acting on one arm of an Aharonov-Bohm
(AB) chiral ring without affecting the transmitted and
reflected currents26. In view of its (unavoidable) presence
in nanoelectronics, the proposal focused on the detection
of external random fluctuating electric or magnetic fields,
which represents the most common source of noise in
nanoscale quantum devices27–29. Therefore, in Ref. [26]
a classical fluctuating electrical field that randomizes the
phase of the electron traveling through it played the role
of the absorber in optical schemes1,2,4–12. The result-
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2ing apparatus operates as a sort of quantum fuse which
opens or closes a contact depending on the presence or
on the absence of the dephasing source. The results pre-
sented in Ref. [26] show that the mechanism underlying
the IFM does not depend, to a large extent, on the type
of disturbance which is induced in the interferometer.
In the present paper we extend our previous work26
on the electronic version of the IFM in several ways.
First of all we introduce two alternative IFM implementa-
tions based on the integer quantum Hall effect. The first
scheme closely resembles the optical setup of Ref. [8] and
uses a recent proposal30 for realizing concatenated MZ
interferometers. The second scheme instead is based
on the standard quantum Hall interferometric architec-
ture14–20 and assumes the presence of a quantized elec-
tron emitter21–24. As in Ref. [26], both setups are shown
to be capable of detecting the presence of a localized
dephasing source without affecting the coherence of the
probing signals. Finally we review the AB-ring imple-
mentation of Ref. [26] and provide a detailed characteri-
zation of the scheme.
The paper is organized as follows. In Sec. II we present
a noise-sensitive coherent electron detector, based on
the concatenation of several MZ interferometers. We
show that we can detect the presence of a dephasing
source affecting propagation in one of the interfering elec-
tronic paths by measuring the output currents. We then
study the coherence of the outgoing signal by comput-
ing the fraction of coherent signal and show that an IFM
measurement of the dephasing source is achievable. In
Sec. II C we embed the device described in Sec. II in a
larger Mach-Zehnder interferometer and study the visi-
bility of the output currents, showing how the coherence
of the outgoing signal can be experimentally addressed.
In Sec. III we propose an implementation of IFM based
on a single Mach-Zehnder interferometer that makes use
of a quantized electron source and concatenation in the
time domain. In Sec. IV we present a double ring struc-
ture in which a small chiral AB ring is embedded in one
arm of a larger AB ring. We show that the current which
flows through the whole device is a measure of the coher-
ent character of the detection.
II. COHERENT DETECTION OF NOISE WITH
IFMS
A straightforward implementation of IFM along the
lines developed originally in optics can be realized ex-
ploiting the edge-channel interferometric architecture of
Ref. [30] based on the integer quantum Hall effect at fill-
ing factor ν = 2. The feature of this architecture which
is particularly relevant for our purposes is that it allows
for successive concatenations of different interferometers.
In this scheme, beam splitters (BSs) are realized by in-
troducing a sharp potential barrier which mixes the two
edges. Populating initially only one channel, at the out-
put of a BS we find electrons in a superposition state.
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FIG. 1: Schematic illustration of a noise-senitive coherent
electron channel consisting of N = 2 representative blocks,
implemented in a quantum Hall bar at integer filling ν = 2.
Incoming electrons in contact 1 and 2 are represented by their
annihilation operators a and outgoing electrons in contact 3
and 4 by their annihilation operators b. Each block is consti-
tuted by a beam splitter (BS) and a phase shifter (PS). Each
BS is characterized by a degree of admixture γ and mixes
the incoming electron in the i and o edge states. The PS is
constituted by an applied top gate (yellow area with filling
factor ν = 1) that spatially separates the edge channels and
introduces a phase difference φ. An external fluctuating field
of strength  (shaded area) introduces dephasing by randomly
shifting the phase of the electron traveling in the o edge state.
Additional phase shifters (PSs) can be easily realized by
spatially separating the two channels with the used of
a top gate that can locally change the filling factor to
ν = 1: only one channel can traverse the region at ν = 1
and the other is guided along its edges. This is schemat-
ically shown in Fig. 1, where a phase difference φ is in-
troduced between the channels by changing the path of
the incoming channel.
Based on this approach we can build an apparatus
which implements an IFM scheme Along the lines of the
optical setup of Ref. [8]. The proposed device, illustrated
in Fig. 1, consists in a sequence of N interferometric
elements, in which output edges emerging from the n-
th interferometer are directly fed into the input of the
(n+ 1)-th one. As we shall see, the apparatus allows one
to detect the presence of a fluctuating electromagnetic
field affecting the upper region of the Hall bar (depicted
as a shaded area in Fig. 1), without any coherence loss of
the transmitted currents. This is obtained thanks to the
action of the top gates of the setup which divert the path
of the i (inner) channel inside the Hall bar (where the
fluctuating field is supposed to be absent), and thanks
to the coherent mixing between the i channel and the
o (outer) channel induced by the BSs. If no dephasing
is present in the upper region of the bar, then the elec-
tron coherently propagates towards the next step, that is
nominally equal to the previous one. By properly tuning
the degree of admixture of the channel populations, it
is possible to gradually transfer the electron from the i
channel to the o channelat the end of a chain of N inter-
ferometers. The situation changes completely when the
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FIG. 2: Current in contact 3 for different number N of blocks.
(Left panel) 〈I3,N 〉δ of Eq. (9) versus the phase shift φ in the
coherent case  = 0. By increasing N a narrow dip arises in
the coherent case for φ = 0, and all the current goes out in
contact 4. (Right panel) 〈I3,N 〉δ versus the strength  of the
dephasing field, at the working point φ = 0. As  increases,
the current tends to go out all from contact 3, thus witnessing
the presence of the dephasing field.
dephasing field is present in the shaded region of Fig. 1.
Indeed, as a result of a random phase shift, the part
of the wave-function that propagates in the o channel
does not coherently add to the one propagating in the i
channel. Consequently the gradual transfer of electronic
amplitude from i to o does not take place. At the same
time the electron that propagates into the channel not
exposed to the fluctuating field preserves its coherence.
The presence or absence of noise is revealed by the elec-
tron emerging from lead 3 or 4, respectively and, as we
shall clarify in the following, the setup does preserve the
coherence of the emerging electronic signal.
A. Detection of a dephasing noise source
Electron propagation is described in the Landauer-
Bu¨ttiker formalism of quantum transport32,33. The scat-
tering matrix that describes transport in each block can
be written as:
S(δ) =
(
eiφ cos(γ/2) ieiφ sin(γ/2)
ieiδ sin(γ/2) eiδ cos(γ/2)
)
, (1)
where 0 < γ < 2pi parametrizes the degree of edge-
channel mixing introduced by BS, and φ is the phase
shift between the two edge channels. The presence of a
dephasing source is described by a random phase shift
exp(iδ). By using this scattering matrix it is possible
to relate electrons exiting the chain of N blocks to the
incoming ones at the beginning of the chain:
b =
N∏
i=1
S(δi) a, (2)
with a = (ai, ao)
T being the Fermionic annihilation
operator describing incoming electrons in leads 1 and
2 (connected to channels i and o, respectively), and
b = (bi, bo)
T the Fermionic annihilation operator de-
scribing outgoing electrons (leads 3 and 4). Contact 1
is biased at a chemical potential eV , reservoirs 2, 3, and
4 are kept at reference potential. Setting the temperature
to zero, the current in contact 3 is
I3,N =
e2V
h
|[SN ]11|2 , (3)
while the current in contact 4 is
I4,N =
e2V
h
|[SN ]21|2 , (4)
with SN =
∏N
i=1 S(δi). Here we do not take into consid-
eration the electron-spin degree of freedom.
The effect of the fluctuating field can be taken into
account by averaging the phases δi over a generic distri-
bution of width 2pi and zero mean. For simplicity we
assume a uniform distribution. The outgoing currents
depend now entirely on the degree of mixing γ of edge
states in the BS and on the phase shift φ. The average
current in contact 3 (4) is given by
〈I3(4)〉δ ≡ 1
(2pi)N
∫ pi
−pi
dδ I3(4),N , (5)
with dδ = dδ1 . . . dδN . We define the two-component vec-
tors e+ = (1, 0)
T , e− = (0, 1)T , that allow us to express
|[SN ]11|2 = eT+S†Ne+eT+SNe+, (6)
|[SN ]21|2 = eT+S†Ne−eT−SNe+. (7)
Introducing a representation of 2 × 2 matrices in terms
of Pauli operators, concisely written through the Pauli
vector σ = (σ0, σ1, σ2, σ3)
T , with σ0 = 1 , we can
write e±eT± = (1 ± σZ)/2 ≡ p± · σ, with (p±)i =
Tr(e±eT±σi)/2. This allows us to calculate the average
over phases δi as a matrix product. By defining matrix
Qij = 1
2
∫ pi
−pi
dδ
2pi
Tr
[
S†(δ)σiS(δ)σj
]
, (8)
we can write the zero-temperature average current in out-
put 3 (4) after N blocks as
〈I3(4),N 〉δ = e
2V
h
p± · QN ·
(
eT+ σ e+
)
. (9)
We point out that, due to the unitarity of S(δ), Qij de-
fined in Eq. 8 preserves the trace. One can reduce the
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FIG. 3: Fraction of coherent signal F of Eq. (12) versus the
strength  of the fluctuating field. Choosing the degree of ad-
mixture of the BSs to be γ = pi/N , with most of the electron
amplitude injected in the coherent i channel, the outgoing
signal initially partially dephases for small , reaches a min-
imum, and then recovers its coherence as  approaches one
(IFM regime established). On the contrary, injecting most
of the electron amplitude in the channel affected by random
phase shift by setting γ = pi/N + pi, the coherence of the
outgoing signal is totally lost (no IFM regime).
dimensionality of the problem and work with the Bloch
representation of 2× 2 density matrices.
The behavior of the output currents in the limit of
large N is obtained by studying the eigenvalues of the
4 × 4 matrix Q. Choosing the working point φ = 0,
Q assumes a diagonal block form that allows a direct
solution: Q = U−1diag(1, sin(pi)/pi, λ−, λ+)U , with U
and λ± given by Eqs. B2,B3 in Appendix B. The currents
in terminal 3 (4) can be then written as
〈I3(4),N 〉δ = e
2V
h
1
2
(
1± λ
N
+u+ − λN−u−
u+ − u−
)
, (10)
with u± given in Eq. B1 in Appendix B.
Figure 2 (left panel) shows the current in terminal 3
versus the phase shift φ for the case of no dephasing
( = 0). We can see that for large N , 〈I3,N 〉δ is ap-
proximately e2V/h for almost all values of φ, and that
only at φ = 0 it drops very rapidly to zero. For such
value the outgoing currents are indeed 〈I3,N 〉δ = 0 and
〈I4,N 〉δ = e2V/h independently from N (increasing N
further shrinks the dip at φ = 0). This corresponds
to having a very narrow resonance at the working point
φ = 0 where interference gives rise to a gradual trans-
fer of the electron wave-function to the o channel and all
the current emerges from contact 4. Such a resonance is
very sensitive to small deviations of the phase φ from the
working point φ = 0 and imply a large variation of the
current response.
In the case of strong dephasing ( = 1) the current is
instead given by
〈I3(4),N 〉δ = e
2V
h
1
2
(
1± cosN (γ)) . (11)
If the asymmetry of the BSs is properly tuned at the
value γ = pi/N , the output currents are 〈I3(4),N 〉δ =
e2V
h
1
2
(
1± cosN ( piN )), so that, in the limit of large N ,
one finds that 〈I3,N 〉δ = e2V/h and 〈I4,N 〉δ = 0. The
behavior of the current in contact 3 versus the dephasing
strength  is shown in Fig. 2, right panel. It is evident
that the presence of a strong dephasing source changes
the interference response, so that for N  1 all elec-
trons exit the device from terminal 3, whereas in the
coherent case they would exit from terminal 4. Thus,
in this respect the system behaves like a “which-path”
electronic interferometer34. Interestingly we note that
Eq. (11) predicts that, for even N , the same behavior
can be observed also in the highly asymmetric case when
the electronic amplitude is diverted to the noisy chan-
nel o, i.e. γ = pi/N + pi. In the next section we shall
see however that, differently to the case γ = pi/N , this
last regime does not correspond to a true IFM effect,
since the coherence of the transmitted signals is totally
washed out.
B. Coherence of the outgoing signal
A key feature of the IFM detection of noise is that
coherence of the output be preserved and this can open
the way to novel applications in quantum-coherent elec-
tronics. Depending on whether the electron is mostly
injected into the secure i channel by setting γ = pi/N
or into the o channel exposed to dephasing, by setting
γ = pi/N + pi, the coherence of the outgoing signal can
be asymptotically preserved or totally lost.
An effective way to quantify the coherence of the out-
going signal can be obtained by defining the fraction of
coherent signal as
F ≡ |〈t〉δ|2 + |〈r〉δ|2, (12)
where we have set t = [SN ]11 and r = [SN ]21 so that 〈t〉δ
(〈r〉δ) is the averaged transmission amplitude to contact
3 (4). F takes values between 0 (complete loss of coher-
ence) and 1 (coherence fully preserved, since in this case
|[SN ]11|2 + |[SN ]21|2 = 1). The two quantities 〈t〉δ and
〈r〉δ measure the coherence of the transmitted electrons
into contacts 3 and 4, respectively, since they are propor-
tional to the interference terms of such electrons with a
reference, coherent, signal (a thorough discussion is given
in Sec. II C). In Fig. 3 we plot F for different choices of
N and γ. For γ = pi/N , the fraction of coherent sig-
nal initially decreases as a result of the disturbance in-
duced by the fluctuating field (degradation of coherence).
For large values of , however, the dephasing of the tiny
portion of the wavefunction pertinent to the o channel
prevents the occurrence of destructive interference. As a
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FIG. 4: Fraction of coherent signal F when the dephasing
field affects both channels, respectively o with strength 1
and i with strength 2. The degree of admixture is set to
γ = pi/N , with N = 50, and most of the electron amplitude
is injected in channel i. By increasing 2 the coherence is
rapidly lost.
result full, coherent transmission through the lower arm
of the setup is established, yielding F ' 1 and thus in-
dicating that an IFM is taking place in the setup. This
can be understood as due to the quantum Zeno effect3
associated with repetitive measurements that try to de-
termine whether or not the electron is “passing” through
the upper arm of the interferometer26. For γ = pi/N , the
outcome of such a measurement will be negative with
a very high probability (i. e. the electron is found in
the lower arm) preserving coherence. An interplay be-
tween these two regimes occurs for intermediate values
of  giving rise to a minimum in F which sharpens for
higher N (see Fig. 3). This scenario changes completely
for γ = pi/50 + pi. Here electrons are mostly injected
into the o channel. For small values of  the situation is
analogous to the case γ = pi/N , the behavior of F be-
ing actually the same: the noise source induces a partial
suppression of the destructive interference yielding a con-
sequent degradation of coherence. As evident from Fig. 3
however, in this case large values of  yields a drop of F
to zero indicating that no IFM is taking place here. This
originates from the fact that the complete suppression of
the destructive interference is accompanied by a likewise
complete loss of coherence due to the strong dephasing
experienced by the electron.
So far we have considered an ideal situation in which
dephasing takes place only in the o channel. Figure 4
shows the behavior of F versus the strength 1 of the
dephasing field acting on channel o, when a fluctuating
field of strength 2 affects propagation in the i channel.
We see that a strong response corresponds to a slight
increase of 2, with the coherence of the outgoing signal
being significantly degraded.
C. Detection of the coherent signal
In this section we show that the fraction of coherent
signal F defined in Eq. 12 can actually be measured
by embedding the N concatenated blocks in a Mach-
Zehnder interferometer, as schematically illustrated in
Fig. 5. A voltage V is applied to contact 1, while all
other contacts are at reference potential. A beam split-
ter (BST in Fig. 5) splits the current injected by contact
1 so that the transmitted portion enters the N -block sys-
tem from channel i, while the reflected one follows a path
whose length (and phase ϕ) can be arbitrarily adjusted.
The current exiting the N -block system via channel i
is then mixed with the signal of known phase at beam
splitter BSB. The two outgoing currents are collected by
contacts 3 and 3’. Electrons exiting the N -block system
from channel o are drained separately by contact 4.
Assuming that both BST and BSB are 50/50 beam
splitters, the transmission probability for electrons to exit
via contact 3 is given by
T3(ϕ) = 1
4
〈∣∣t+ eiϕ∣∣2〉
δ
=
1
4
(〈T 〉δ + 1) +
1
2
| 〈t〉δ | cos (arg(〈t〉δ)− ϕ) ,
where we recall that t is the amplitude for electrons to
exit from the N concatenated interferometers in channel
i, and T = |t|2. The visibility of T3(ϕ) is defined as
the maximal normalized amplitude of the ϕ-oscillation,
namely
V3 = 2| 〈t〉δ |〈T 〉δ + 1
. (13)
Figure 6 shows function V3 versus  with γ = pi/N , for
different numbers of interferometers (N). At  = 0 the
destructive interference for φ = pi produces a zero ampli-
tude signal t, leading to zero visibility. In the presence
of the dephasing field the visibility rapidly increases and
saturates to one, thereby revealing the coherence of the
amplitude t with respect to the phase ϕ.
Analogously, transmission probability T4 is related to
the amplitude r of electrons exiting from the N concate-
nated interferometers from channel o. T4 can be mea-
sured by tuning the beam splitter CS in Fig. 5 in order
to swap inner and outer channels. One finds that
T4(ϕ) = 1
2
(〈R〉δ + 1) + | 〈r〉δ | cos (arg(〈r〉δ)− ϕ) , (14)
with R = |r|2, and visibility V4 is defined analogously to
(13). If we label T¯3 (T¯4) the mean value with respect to
the phase of the transmission probability in 3 (4), we can
write
F = V23 T¯ 23 + V24 T¯ 24 . (15)
In order to allow only a small fraction of the electron
wavefunction to propagate in the dephasing o channeland
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FIG. 5: Schematic representation of the proposal for an ex-
perimental realization of an N -block noise-sensitive electron
channel embedded in a Mach-Zehnder interferometer. Elec-
trons entering the a Hall bar from contact 1 split at the beam
splitter BST. The electrons transmitted will traverse the N -
block system and eventually go out from contact 4 or impinge
onto BSB. The latter mix with those initially reflected at BST
and interfere. The result of the interference can be collected
in contact 3 or 3’. In the yellow areas the filling factor is ν = 1
and in the rest of the Hall bar the filling factor is ν = 2. The
coherence of the outgoing signal can be directly addressed by
measurement of the visibility of current in contact 3 versus
the tunable phase ϕ acquired during the propagation by the
electron reflected at BST. Inset: Schematics of the main pic-
ture.
realize the conditions that allow IFMs, it is necessary to
set the degree of admixture in the BS to the precise value
γ = pi/N . This may represent a technical obstacle to
an experimental realization, since BSs are difficult to be
tuned all to the same precise degree of admixture, and a
high efficiency IFM is obtained in the limit of large N . In
the following we shall present a more robust architecture
that allows one to overcome this difficulty by translating
the spatial concatenation to the time-domain regime.
III. MULTIPLE INTERFERENCE IN THE TIME
DOMAIN
In this section we show that it is possible to implement
an IFM scheme based on the integer-quantum Hall Mach-
Zehnder (MZ) interferometer of the type experimentally
realized in Refs. [14–20] by exploiting a quantizing elec-
tron emitter21–24.
Figure 7 shows a schematic view of the MZ interfer-
ometer, which comprises two beam splitters, two elec-
trodes coupled through quantum point contacts (QPC1
and QPC2), and a dephasing source affecting the prop-
agation of electrons in the edge channel etr. A small
weakly-coupled circular cavity is placed between contact
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FIG. 6: Visibility (13) of the current in contact 3 versus the
strength of the dephasing field, for several numbers of blocks
N . In the coherent case  = 0 the current in contact 3 is zero
and so is V3. Increasing  the visibility approaches one. We
set γ = pi/N .
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FIG. 7: Mapping of concatenation in space to the time domain
in a Mach- Zehnder interferometer. A time-dependent voltage
generates a current of well separated electron and holes. The
QPC1 let the electrons enter the Mach-Zehnder, perform N
rounds in the interferometer and then collect them back into
contact 1 in the case a dephasing field of strength  affects
the dynamics of the channel etr. In the coherent case  = 0
the electrons are collected in contact 2.
1 and QPC1. This produces a train of time-resolved elec-
tron and hole wave packets (details of such single elec-
tron source can be found in Appendix A). Every period
comprises a pair of electron and hole pulses, as shown in
Fig. 10. QPC1 and QPC2 are controlled by the time-
dependent external potentials U1(t) and U2(t).
The system is operated as follows. In the first period,
QPC1 is opened during the first half cycle letting the elec-
tron pulse to be injected into the MZ. It is closed during
7the second half so that holes will be reflected back into
lead 1. The injected electron propagates with velocity vF
along the edge ebl of the MZ until it meets the first beam
splitter BSL where it is split into two packets that follow
two different edge channels (etr and ebr) of equal length
L and finally reach the second beam splitter BSR after
a time L/vF . Here the two packets interfere and then
propagate along edges ebl and etl of length L. Keeping
QPC1 and QPC2 closed, the sequence repeats itself with
the electronic wavepacket being split and reunited many
times at beam splitters BSL and BSR. This propagation
is fully equivalent to a spatial concatenation of distinct
MZ interferometers. At a chosen time, the electron pulse
can be collected from leads 1 and 2 by opening QPC1
and QPC2, respectively.
Let us assume that an electron at time t+ and a hole
at time t− arrive at QPC1, with 0 ≤ t+ ≤ T /2 and
T /2 ≤ t− ≤ T , T being the period of the cycle. The
electron injected through QPC1 at time t+ will appear
at one of the two QPCs after a time t+ + N∆t, with
∆t ≡ 2L/vF , after performing N rounds. The two QPCs
are then opened simultaneously. In the case where no
dephasing field is present,  = 0, it is possible to tune
the MZ such that after N rounds the electron pulse is at
QPC2 and can be collected in contact 2. In the case of
maximal dephasing,  = 1, the electron pulse is at QPC1.
Energy-level spacing inside the MZ can be estimated
as ∆E ∼ h/∆t. L can be chosen to be large enough
for a continuum approximation of the level spacing to
be valid. This picture allows us to describe the physics
in the Landauer-Bu¨ttiker formulation, with no needs
of the Floquet treatment of this time-dependent prob-
lem. We introduce the electron annihilation operators
{eˆtr, eˆbr, eˆbl, eˆtl} that annihilate an electron on the edge
states {etr, ebr, ebl, etl}. In order to obtain the transport
regime described in the previous section we must tune
beam splitters BSL and BSR so that
SBSL = SBSR =
(
cos(γ/2) i sin(γ/2)
i sin(γ/2) cos(γ/2)
)
, (16)
with (eˆtr, eˆbr)
T = SBSL(eˆbl, eˆtl)
T and (eˆbl, eˆtl)
T =
SBSR(eˆtr, eˆbr)
T , with the particular choice γ = pi/N .
Concerning the dynamical phase acquired by propagat-
ing along the edge channels, arms of equal length L do
not give rise to a relative phase shift, and the condition
for the working point φ = 0 depends only on the applied
magnetic-field intensity.
IV. IFM WITH AN AHARONOV-BOHM RING
In this section we review the implementation of the
IFM scheme using an asymmetric Aharonov-Bohm (AB)
ring proposed in Ref. [26] and discuss a scheme allowing
the direct test of output-signal coherence. This latter
task can be performed by embedding the asymmetric AB
ring in a larger, symmetric AB ring. We shall examine
the case in which the smaller ring is placed in the upper
arm of the larger one, as shown in Fig. 8.
We shall use again the Landauer-Bu¨ttiker formalism of
quantum transport and assume that the small asymmet-
ric AB ring supports a single channel. Following Ref. [26],
we parametrize the scattering matrix connecting the in-
coming to the outgoing modes in node A as
SA =
(
rA t¯A
tA r¯A
)
=
 a b cos(pi2 γ) b sin(pi2 γ)b sin(pi2 γ) a b cos(pi2 γ)
b cos(pi2 γ) b sin(
pi
2 γ) a

with rA = a, tA the 2× 1 bottom left block, t¯A the 1× 2
top right block and r¯A the remaining 2× 2 bottom right
block, with a = − sin(piγ)/(2+sin(piγ)) and b = √1− a2.
Similarly, for node B
SB =
(
r¯B tB
t¯B rB
)
. (17)
We further assume injection invariance under node ex-
change. This configuration was theoretically studied and
experimentally realized at low magnetic fields35–37 and
can be understood as the result of Lorentz force. We
label annihilation operators for incoming (L) and outgo-
ing (u, d) modes in node A as aL ≡ (aL, au, ad)T and
bL ≡ (bL, bu, bd)T respectively, so that bL = SAaL.
Analogously we label incoming and outgoing modes in
node B as aR ≡ (aR, a′u, a′d)T and bR ≡ (bR, b′u, b′d)T ,
respectively, with bR = SBaR. Symmetry under cyclic
exchange of nodes A and B implies that bRb′d
b′u
 = SA
 aRa′d
a′u
 . (18)
By rearranging the order of the vector components we
obtain SB = S
T
A . γ controls the asymmetry of nodes A
and B, so that for γ = 0 (γ = 1) complete asymmetry
is achieved, with the electron entering from the left lead
being injected totally in the lower (upper) arm, whereas
for γ = 1/2 the injection is symmetric. An external mag-
netic field is applied perpendicularly to the plane and is
responsible for the magnetic Aharonov-Bohm phase ac-
quired in the ring. At the same time it yields the Lorenz
force which leads to the ring asymmetry. Electron prop-
agation in the two arms is described by matrices Sp(δ) =
eikF ` diag(eiφ/2+iδ, e−iφ/2), for transmission from left to
right, and S¯p(δ) = e
ikF ` diag(e−iφ/2+iδ, eiφ/2), for trans-
mission from right to left. Here φ is the ratio of the
magnetic-field flux through the asymmetric ring to the
flux quantum, kF is the Fermi wavenumber, ` is the
length of the arms and δ is an additional random phase.
In the following we shall set kF ` = pi/2 and anticipate
that a different choice does not change qualitatively our
findings.
As mentioned earlier, the asymmetric AB ring is em-
bedded in a larger symmetric AB ring so that the phase
that an electron accumulates while traveling in the lower
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FIG. 8: Schematic representation of a double ring setup that
allow to quantify via a current measurement the degree of
coherence of the signal going out from the small ring. The
larger ring is pierced by a magnetic flux Ψ and the small
ring by a flux Φ. The nodes L and R of large ring split the
electron amplitude impinging on them in the two arms of the
large ring in a symmetric way, whereas The nodes A and B
of small ring split the electron amplitude impinging on them
in the two arms of the small ring in a non symmetric way
according to the parameter γ. A dephasing field of strength
 affects the dynamics of electrons traveling in the upper arm
of the small ring by randomly shifting their phase.
arm of the large ring represents a reference for the elec-
tron that traverses the asymmetric ring. By tuning the
magnetic field that pierces the larger ring, we can deter-
mine the visibility of the current which reflects the loss
of coherence occurring in the small asymmetric ring.
We describe scattering at nodes L and R of the large
ring by a scattering matrix31
SL =
(
rL t¯L
tL r¯L
)
=
 c √g √g√g d e√
g e d
 , (19)
with rL = c, tL the 2× 1 bottom left block, t¯L the 1× 2
top right block and r¯L the remaining 2× 2 bottom right
block. The scattering matrix depends only on parameter
g, which controls the lead-to-ring coupling strength via
c =
√
1− 2g, d = −(1+c)/2, e = (1−c)/2, with 0 < g <
1/2. On the right node we have SR = S
†
L. Free propa-
gation along the large-ring arms (assumed to be of equal
length L) is accounted for by splitting the ring into two
halves, each of which is described by the 2 × 2 diagonal
matrix P = eikFL/2diag(eiϕ/4, e−iϕ/4), for propagation
from left to right, and P¯ = eikFL/2diag(e−iϕ/4, eiϕ/4),
for propagation from right to left. Here ϕ is the ratio
of the magnetic-field flux through the larger symmetric
ring (Ψ) to the flux quantum. The overall amplitude for
transmission τ from the left to the right lead is calcu-
lated through a multiple scattering formula which takes
into account all interference processes between possible
paths that electrons can take to go from the left to the
right. In the absence of decoherence one finds (see Ap-
pendix C):
τ = τB(1 − Γ)−1S′pτA . (20)
A. Transmission in the presence of a dephasing
field
We now assumea fluctuating external field (dephasing
source) is placed in the upper arm of the small asymmet-
ric ring. This can be described by defining the partial
transmission amplitude of order N with
tN = τB
N∑
n=0
n∏
j=0
Γ(n−j)S′p,0τA, (21)
where Γ(j) ≡ Γ(δj , δ′j) = S′p(δj)ρ¯AS¯′p(δ′j)ρB depends on
two random phases δj and δ
′
j , and S
′
p,0 ≡ S′p(δ0). As in
Sec. II we then choose the random phases from a uniform
distribution of zero mean and width 2pi and compute the
averaged partial transmission probability as 〈t∗N tN 〉δ. It
can be shown that the following recursive relation holds:
〈t∗N tN 〉δ = 〈t∗N−1tN−1〉δ + ΞN . (22)
By iterating the procedure, the averaged transmission
probability 〈T 〉δ = limN→∞〈t∗N tN 〉δ can be written as
〈T 〉δ =
∑∞
N=0 ΞN . To compute such limit we introduce
the Gell-Mann matrix vector Σ = (Σ0,Σ1, . . . ,Σ8)
T ,
with Σ0 =
√
2/3 × 1 , write τ †BτB = pB · Σ, with
(pB)i =
1
2Tr(τ
†
BτBΣi), and define the following deco-
herence matrix
Qij = 1
2
〈Tr [Γ†(δ)ΣiΓ(δ)Σj]〉δ, (23)
which allows us to perform the average over the random
phase as a matrix product. Similarly we define Γav =
〈Γ(δ)〉δ, and the decoherence map P with entries
Pij = 1
2
〈Tr [S†p(δ)ΣiSp(δ)Σj]〉δ, (24)
that describes the average over the random phase in S′p,0.
ΞN can be concisely written as
ΞN =
(
pB · QN +
N∑
k=1
pk · QN−k
)
·P · τ †A Σ τA, (25)
with the vector (pk)i =
1
2
[
Tr(τ †BτBΓ
k
avΣi) + c.c
]
. By
writing pk = Re[λ
k
1Λ1 + λ
k
2Λ2 + λ
k
3Λ3] · pB , with λi the
eigenvalues of Γav, U the matrix of the eigenvectors of
Γav, and (Λi)jk = (UΣjΣkU
−1)ii, that satisfy (Λ1+Λ2+
Λ3)/2 = 1 , we can perform the sum on N obtaining
〈T 〉δ = pB · (T − 1 ) · (1 −Q)−1 · P · τ †A Σ τA,(26)
with T being a 9×9 matrix defined by T = ∑3i=1 Re[(1−
λi)
−1ΛTi ]. The averaged transmission probability 〈T 〉δ is
now function of the AB phase ϕ.
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FIG. 9: Plot of the current (27) in units of e2V/h, flowing
from the left lead to the right lead of the double ring structure
represented in Fig. 8, versus the strength  of the dephasing
field, at several degree of asymmetry γ. For γ → 1 we divert
the electrons mostly toward the dephasing source and con-
sequently we have a reduction of the current flowing in the
device. For γ → 0 we divert the electron mostly toward the
dephasing-free region and the coherent propagation gives rise
to a maximal current flowing in the device. Plot realized with
g = 0.49, φ = pi, ϕ = 0, kF ` = pi and kFL = pi.
B. Current as a measure of coherence
The coherence of the signal transmitted through the
small, asymmetric AB ring can be established by study-
ing the transport properties of the entire device.
We focus on the case of strong coupling (g . 1/2) for
which an electron approaching the large ring from node
L is mostly transmitted into the two arms of the large
ring (g = 0.49 in the following.) For clarity, we also set
the magnetic field and the arm length so that φ = pi,
ϕ = 0, kF ` = pi, and kFL = pi. Actually, in a realistic
experimental implementation it would be difficult to re-
alize such conditions. We note however that the degree
of coherence could be studied by changing one of the pa-
rameters of the large ring (e. g. kFL) and measuring the
visibility of the oscillations of the output signal.
For an applied bias voltage V , the zero-temperature
current through the device of Fig. 8 is given by
I =
e2V
h
〈T 〉δ , (27)
with 〈T 〉δ as in Eq. 26. Figure 9 shows I as a function
of the noise parameter  for various values of the small-
ring asymmetry parameter γ. As the dephasing strength
 is increased, however, I increases with a behavior that
strongly depends on the degree of asymmetry of the small
ring. In the case of maximum decoherence ( = 1) two
different cases can be distinguished. For γ = 0.02 most
of the electron amplitude that enters the small ring from
the left will propagate into the lower arm of the small
ring and coherently transmit into node R. There it inter-
feres constructively with the reference path, saturating
the current to the maximum e2V/h. On the other hand
for γ = 0.98 most of the electron amplitude that enters
from the left into the small ring will propagate into the
upper arm of the small ring. There a dephasing field is
present and the signal that propagates through the small
ring will combine at node R with the reference path. The
current exiting the device reaches a maximal value be-
tween zero and e2V/h. We interpret this behavior as an
IFM of the dephasing field. The current exiting the de-
vice is proportional to the visibility of the output signal
of the small asymmetric ring.
V. CONCLUSION
Based on the idea first suggested in Ref. [26] and di-
rectly inspired to the original proposal of A. Eliztur and
L. Vaidman [1], in this article we focused on studying
and detecting the presence of a classical external random
fluctuating electric or magnetic field, which represent a
common dephasing source in quantum devices. The noise
source randomizes the phase of a propagating electron
and plays the role of absorption in optical schemes while
the loss of coherence of the outgoing electrons mimics
photon absorption. The fraction of coherent output sig-
nal or alternatively the visibility of the outgoing signal
represent the figures of merit that qualify an IFM. The
study of this quantities allowed us to point out the dif-
ference between a “which-path” detection and an IFM:
the former allows only the detection of the presence of
a dephasing source at the expense of the degradation of
the visibility of the outgoing signal, whereas the latter
allows a coherent detection of the dephasing source.
Three distinct IFM schemes were investigated. The
first system is a concatenation of interferometers based
on the integer quantum Hall interferometric architecture
proposed in Ref. [30]. The dynamics of electrons trav-
eling along edge channels is exposed to the action of an
external fluctuating field. We suggest to steer the propa-
gation of one channel towards the inner part of the Hall
bar, where dephasing is minor or absent, and by sepa-
rating and recombining many times the two channels we
reproduce an electronic analogue of the high-efficiency
scheme proposed in optics by P. Kwiat et al. in Ref. [2].
We showed that, for a strong dephasing source, only an
asymptotically negligible amount of coherent signal is
lost by proper tuning the degree of admixture of the chan-
nels at the beam splitters. Moreover, the effect is very
robust against small fluctuation about the exact value of
the admixture required. Indeed, although the fraction of
coherent signal is reduced in magnitude by the averaging
process, its qualitative behavior is not affected by it.
The second system we considered is based on a stan-
dard quantum-Hall electronic Mach-Zehnder interferom-
eter and assumes the presence of a quantized electron
emitter. A very precisely time-resolved electronic wave
packet is sent into a Mach-Zehnder interferometer in
which an arm is affected by external classical noise. The
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packet travels at a precise speed and tests the region af-
fected by noise many times, being split and recombined
until it is allowed to escape the interferometer to be col-
lected. The entire sequence can be mapped to the con-
catenation in the space domain that characterizes the
noise-sensitive coherent electron channel previously de-
scribed: the same results and conclusions apply also to
this system. The latter has the advantage that it is ex-
perimentally much easier to realize, since it is based on
a system already available.
The last system we considered is a double-ring struc-
ture based on the proposal suggested in Ref. [26]. There,
authors considered an Aharonov-Bohm chiral ring in
which a localized source of noise affects one arm of the
ring and studied the fraction of coherent signal that exits
the device. However, such a quantity is not measurable
in that setup. We suggest to embed the chiral AB ring
in one arm of a larger AB ring and measure the total
current flowing through the device as a figure of merit of
the coherence of the output signal from the small chiral
AB ring. Such a setup has the advantage to overcome
the difficulties arising from concatenating many interro-
gation steps, necessary in order to achieve high efficiency
IFM in the noise-sensitive coherent electron channel. It
also eliminates the need for very precise time-resolved
electronics, on which the second proposal was based.
We point out here that IFM can be designed also for
the case of an electron absorber and the same results
obtained with the dephasing source are found. The dif-
ferent implementations described here can find useful ap-
plications in quantum-coherent electronics and quantum
computations, where the coherence of the signals is al-
ways threatened by the presence of fluctuating external
fields.
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DFG within SPP 1285 “Spintronics”, from the Swiss SNF
via grant no. PP02-106310, and by the Italian MIUR un-
der the FIRB IDEAS project ESQUI. V. P. acknowledges
CNR-INFM for funding through the SEED Program.
Appendix A: Electron-hole switch
Let us consider the mechanism suggested in Sec. III
for injecting and collecting electrons in the MZ inter-
ferometer. The system is depicted in Fig. 10 a) and is
composed by a cavity formed by a circular edge state
that is coupled to an edge channel by a QPCV of trans-
mission amplitude t˜ and reflection amplitude r˜. It was
experimentally demonstrated21,22 that such a device, if
periodically driven by a time-dependent potential V (t),
produces a periodic current composed by an electron in
one half-period and a hole in the other half-period, see
Fig. 10 b). We wish to separate the electron and the
hole by transmitting the electron through a barrier to-
wards contact 3, and reflecting the hole into contact 4.
A time-dependent QPCU driven by an external potential
U(t) behaves like a beam splitter that mixes the incom-
ing channels, from the contact 1 and 2, into the outgoing
channels 3 and 4. If properly driven, it works as a switch
that separates electrons and holes generated by the cav-
ity into different edge channels. Following Refs. [23,24]
we describe the effect of the time-dependent potential
QPCU by a scattering matrix
SU (t) =
(
S31(t) S32(t)
S41(t) S42(t)
)
. (A1)
In the symmetric case one has S31(t) = S42(t) and
S32(t) = S41(t). From the unitarity of SU (t) follows that
1 =
∑
j
|Sjk(t)|2, (A2)
0 = S∗32(t)S31(t) + S
∗
42(t)S41(t). (A3)
The dynamics of the cavity can be described by a time-
dependent scattering amplitude Sc(t, E), which satisfies
|Sc(t, E)|2 = 1. In the adiabatic regime, keeping all the
reservoirs at the same chemical potential µ, the zero-
temperature current in contacts 3 and 4 can be written
as
Ij(t) = |Sj1(t)|2Ic(t) + e
2pii
∑
k=1,2
Sjk(t)
∂
∂t
S∗jk(t), (A4)
with j = 3, 4. Here Ic(t) is the current produced by the
cavity, that can be written as23,24
Ic(t) =
e
2pii
Sc(t, µ)
∂
∂t
S∗c (t, µ). (A5)
Ic(t) is plotted in Fig. 10 b) for a harmonic driving V (t) =
V0 cos(Ωt), for the choice Ω/2pi = 1 GHz and |t˜|2 = 0.1.
By defining S31(t) =
√
T (t) and S41(t) = i
√
1− T (t), it
follows that I3(t) = T (t)Ic(t) and I4(t) = (1−T (t))Ic(t),
with T (t) related to the applied external potential U(t).
By choosing a proper modulation of T (t), it is possible
to separate the electrons from the holes.
Appendix B: Eigenvalue problem
Defining
u± =
1
2 tan(γ)
(
1− sinc()±
√
(1 + sinc())2 − 4 sinc()
cos2(γ)
)
(B1)
The matrix U assumes the simple form
U =
 1 0 0 00 1 0 00 0 u+ u−
0 0 1 1
 , (B2)
with sinc() = sin(pi)/pi, that allows for a simple solu-
tion of the eigenvalue problem in terms of a Jordan de-
composition, Q = U−1diag(1, sin(pi)/pi, λ−, λ+)U , with
λ± =
1
2
cos(φ)(1 + sinc())
± 1
2
√
cos2(φ)(1 + sinc())2 − sinc2(). (B3)
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FIG. 10: a) Schematic representation of a time-dependent
electron-hole switch. The cavity driven by the potential V (t)
is connected via QPCV to a linear edge and produces a well
separated pair of electron and hole per cycle. The poten-
tial U(t) drives the QPCU that connects contacts 1 and 2 to
contacts 3 and 4 and periodically transmits the electron to
contact 3 and reflects the hole to contact 4. b) Time-resolved
electron-hole current produced by the driven cavity in front
of QPCV , as given by Eq. (A5).
Appendix C: Double ring transmission and
reflection amplitudes
In the absence of decoherence, the transmission ampli-
tude for electrons going from the left lead L to the right
lead R can be calculated through the following multiple
scattering formula
τ = τB(1 − Γ)−1S′pτA, (C1)
with Γ = S′pρ¯AS¯
′
pρB , and S
′
p =
(
Sp 0
0 1
)
. We define
the following transmission matrices in node A and B that
take into account the lower arm of the larger ring,
t′A =
(
tA 0
0 1
)
, t′B =
(
tB 0
0 1
)
, (C2)
t¯′A =
(
t¯A 0
0 1
)
, t¯′B =
(
t¯B 0
0 1
)
, (C3)
with t′A and t¯
′
B of dimension 3 × 2, and t¯′A and t′B of
dimension 2 × 3. Analogously we define the reflection
matrices
r′A =
(
rA 0
0 0
)
, r¯′B =
(
r¯B 0
0 0
)
, (C4)
r¯′A =
(
r¯A 0
0 0
)
, r′B =
(
rB 0
0 0
)
, (C5)
with r′A and r¯
′
B of dimension 2 × 2, and r¯′A and r′B of
dimension 3 × 3. The effective transmission amplitudes
τA and τB are given by the matrices
τA = t
′
A
(
1 − P r¯LP¯r′A
)−1
P tL, (C6)
τB = tL
(
1 − P r¯′BP¯rR
)−1
P t′B , (C7)
with dimension respectively 3 × 1 and 1 × 3. The effec-
tive reflection amplitudes ρ¯A and ρB are given by the
matrices
ρ¯A = r¯
′
A + t
′
AP
(
1 − r¯LP¯r′AP
)−1
r¯LP¯ t¯
′
A, (C8)
ρB = r
′
B + t¯
′
BP¯
(
1 − rRP r¯′BP¯
)−1
rRP t
′
B . (C9)
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