Double parabolic cosets arise in a variety of settings. In particular Theorem 1 is used in [7] in the study of the dual canonical basis of O(SL n C).
After proving our result in §2, we give a combinatorial criterion in §3 for the comparison of u and v (or u max and v max .)
Proof
For I ⊂ S, it is well-known that the set W I = {u ∈ W | u < us, ∀s ∈ I} is a set of minimal length coset representatives of W/W I . Each element w ∈ W has therefore a unique decomposition w = w I w I where w I ∈ W I and w I ∈ W I . Moreover ℓ(w) = ℓ(w I ) + ℓ(w I ). The pair (w I , w I ) is generally refered to as the parabolic components of w along I (see [2, Proposition 2.4.4] , or [5, 5.12] ). It is clear that We recall the following well-known facts:
Then we have
Therefore, each element w ∈ W has a unique decomposition (a, b, w J ) where
Lifting property: Let w, g ∈ W and s ∈ S satisfy w < sw and sg < g. Then w ≤ g ⇐⇒ w ≤ sg ⇐⇒ sw ≤ g (see [5, 2] ). Curtis we have au ≤ w
Proof. Writing α = w
, we will use induction on ℓ(a) to show that au ≤ αv. If ℓ(a) = 0, then a = e and au = u ≤ αv since u ≤ v and ℓ(αv) = ℓ(α) + ℓ(v).
Assume therefore that ℓ(a) > 0. Then some s ∈ I satisfies sa < a and we have sa ∈ W I∩uJu −1 I by Deodhar's Lemma. Since ℓ(sa) < ℓ(a), we have sau ≤ αv by our induction hypothesis. We also have sau < au by (ii) since a, sa ∈ W I and u −1 ∈ W I . In order to compare αv and au we consider two cases. If sαv < αv then we obtain au ≤ αv from (v) using w = sau and g = αv. If αv < sαv, then au = s(sau) ≤ sαv by definition. Observe that α < sα by (ii). As α is the maximal element in W
by (iv). So some r ∈ I ∩vJv −1 satisfies sα = αr. Set t = v −1 rv ∈ J so that sαv = αvt. As αv ∈ W J (by (i)) we deduce that (αv, t) are the parabolic components of sαv along J. As au ∈ W J and au ≤ sαv, we obtain by (iii) that au = (au)
Proof of Theorem 1. Assume that u max ≤ v max . First observe that from (1) and (i) we have (((b max ) J ) −1 ) I = b −1 for any b ∈ X IJ . Now use (iii) and the automorphism w → w −1 of the Bruhat order to show that u max ≤ v max implies u ≤ v. Assume now that u ≤ v. Using (1), (i) and (ii) we just have to show that w
v. But this is the special case a = of Lemma 2.
The special case of the symmetric group
Given a permutation w ∈ S n , we define the matrix M (w) = (m i,j (w)) by setting m i,j (w) = δ j,wi , where w 1 · · · w n is the one-line notation of w. It is well known (see, e.g., [6] ) that u and v belong to the same double coset in W I \W/W J if and only if M I,J (u) = M I,J (v). Furthermore we have the following.
Proof.
Then for each w ∈ S n , the matrix D I,J (w) is equal to the (I, J) submatrix of D(w). The "only if" direction follows immediately.
Suppose the u ≤ v and let (i, j) be a componentwise minimal pair satisfying
. If i > 1, then the fact that the matrices D(u) and D(v) weakly increase down columns and across rows, with adjacent entries differing by no more than 1, implies that
By the minimality of i and j, this last expression is less than or equal to d i−1,j (u) + 1, and for some nonnegative integer c we have
It follows that for any values of (i, j) we must have u i > j and u −1 j > i. Now let (k, ℓ) be the componentwise minimal pair in I ×J satisfying i ≤ k, j ≤ ℓ. Since u ∈ X I,J , we must also have 
