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“The science of operations, as derived from mathematics more especially,





MINFLUX is a novel concept for super-resolution fluorescence microscopy
that achieves unprecedented image resolution despite the limited photon
budget of fluorescent molecules. The goal of this thesis is to improve MIN-
FLUX image quality using new optical and analytical approaches. To this
end, we aim to increase the information contained in the emitted photons
by optimizing the excitation light pattern. Furthermore, by integrating
new concepts into the post-processing workflow, we utilize this informa-
tion in an optimal manner.
In the first part, I examine the suitability of low-order Lissajous figures
for 2D MINFLUX illumination schemes that are compatible with alter-
native, simpler scanning systems based on galvanometric beam deflectors.
The width and aspect ratio of these figures are optimized as a function of
different imaging parameters in order to maximize the theoretically achiev-
able localization precision. The optimized Lissajous geometries exhibit a
substantially more isotropic precision than the previously published 2D
excitation pattern.
In the second part, I implement a fast, parameter-free 3D position estima-
tor for MINFLUX nanoscopy based on deep learning. After an optimiza-
tion of the architecture and the training data, the neural network yields a
lower localization error than the currently used maximum-likelihood esti-
mator, especially in the low-photon and high-background regimes. More-
over, the amount of time required for estimating the emitter positions is
significantly reduced.
To conclude, this thesis provides new methods for increasing the informa-
tion content of MINFLUX images by effectively making best use of the
available photons. By allowing simpler instrumentation and reducing the
number of analysis parameters, the approaches developed herein will re-
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EBP excitation beam pattern
EOD electro-optic deflector
MLE maximum-likelihood estimator
MSE mean squared error
numLMSE numerically unbiased modified least-mean-square estimator
PALM photoactivated localization microscopy
PSF point-spread function
ReLU rectified linear unit
ROI region of interest
SBR signal-to-background ratio
SGD stochastic gradient descent
SMLM single-molecule localization microscopy
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Microscopy facilitates the understanding of biological processes by putting
them into spatial and temporal context. These insights can be provided
across multiple scales, whether in whole organisms when observing embry-
onic development [1, 2], on a cellular level when elucidating the structure of
the neuronal cytoskeleton [3, 4] or the architecture of mitochondria [5–7],
or on the scale of multi-protein assemblies such as the nuclear pore com-
plex [8]. Fluorescence microscopy plays a special role because it allows us
to identify specific structures and to study their relationship by labeling
them with different markers. However, diffraction fundamentally limits the
level of detail at which these structures can be resolved using conventional
optical microscopes to a scale of approximately 200 nm. This limitation
was postulated by Ernst Abbe in 1873 [9].
More than a hundred years later, in 1994, Hell and Wichmann proposed
a method to overcome this barrier by exploiting the photophysical switch-
ing properties of fluorophores [10], and super-resolution microscopy, or
nanoscopy, was born. This proposal was followed by the first experimental
demonstrations of STED1 microscopy [11, 12], an implementation of so-
called coordinate-targeted super-resolution microscopy. Later, coordinate-
stochastic approaches to break the diffraction limit, namely STORM2 [13],
1 stimulated emission depletion
2 stochastic optical reconstruction microscopy
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PALM3 [14], and FPALM4 [15], were independently developed. These novel
imaging techniques provided a spatial resolution of around 20 nm [13–16],
corresponding to a tenfold increase over diffraction-limited microscopy. For
this breakthrough, Eric Betzig, Stefan W. Hell, and William E. Moerner
were awarded the 2014 Nobel Prize in Chemistry.
The beginnings of optical microscopy were marked by technical advance-
ments such as aberration-corrected lenses, high-intensity lasers, powerful
computers, and efficient electronic detectors to push the resolution towards
the diffraction limit [17, 18]. With the advent of nanoscopy, other factors
started to determine the achievable resolution, namely the size of the la-
bels and most importantly the photostability and overall switching perfor-
mance of the fluorophores [19]. Therefore, progress in the recent history
of optical microscopy was often driven by advances in labeling concepts,
for example protein tags [20–22] and nanobodies [23, 24], photostable and
photoswitching fluorescent dyes [25–28], or other strategies to make best
use of the limited photon budget.
With the relatively new MINFLUX concept introduced in 2016, a 22-fold
reduction of required photon detections compared to STORM-like meth-
ods was demonstrated [29]. By combining the particular strengths of
coordinate-targeted and coordinate-stochastic super-resolution microscopy,
it became possible to push the resolution in fixed and living cells down to
a truly molecular scale [30]. In the next section, the main ideas behind
STED microscopy and STORM are outlined. Afterwards, the MINFLUX
concept and the underlying statistics are introduced, and the scope of the
present thesis is defined.
3 photoactivated localization microscopy




In conventional optical microscopy, the image of a point-like object is a




The extent of this so-called diffraction-limited point-spread function (PSF)
depends on the wavelength λ of the emitted light and on the numerical
aperture (NA) of the optical system [9, 31]. Emitters that are close together
have overlapping PSFs and cannot be distinguished. As mentioned before,
this fundamental resolution limit has been overcome by different meth-
ods. They all rely on switching emitters between distinguishable molecular
states such that adjacent emitters can be detected sequentially. There is
typically a bright on state, which permits fluorophores to emit photons,
and at least one dark off state, where fluorescence is inhibited. However,
the approaches differ in how they realize the transition between these states
and how they localize the fluorescent emitters in space [32].
Coordinate-targeted super-resolution microscopy techniques such as STED
and RESOLFT5 [33–35] reduce the effective size of the PSF by driving flu-
orophores to the off state with a beam featuring a local intensity minimum.
The off-switching and excitation beams are co-aligned, leaving only a small
fraction of molecules at the point of minimum intensity to fluoresce. Im-
ages are acquired by scanning both beams over the sample and sequentially
switching the fluorophores between the on and off states. Each photon
registered by a point detector can be assigned a coordinate defined by the
well-known position of the intensity minimum. The achievable resolution
is given by the extent of the effective PSF [36], which in turn depends on







Here, σPSF is the size of the diffraction-limited PSF defined in (1.1), Imax
is the maximum intensity of the off-switching light, and Isat denotes the
saturation intensity, for which the off-switching probability is 50 %. While
this relationship yields unlimited resolution in theory, photobleaching of
the fluorophores limits the applicable off-switching intensity in practice.
Coordinate-stochastic methods like PALM and STORM acquire a large
number of images, each of which contains the diffraction-limited spots of
a sparse, random subset of individual fluorescent emitters. Sparsity is
achieved by stochastic switching of photoswitchable molecules between the
on and off states. In contrast to the coordinate-targeted approach, the
origin of each photon is defined as the center of its diffraction-limited flu-
orescence spot recorded by a camera. How precisely this centroid can be




where σPSF is again the size of the diffraction-limited PSF given in (1.1)
and experimental error sources were neglected. Consequently, a high local-
ization precision demands a large number of fluorescence photons, which,
however, are only available on a limited budget.
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1.2 MINFLUX localization concept and
statistics
In MINFLUX nanoscopy the position of an isolated molecule is determined
by probing its fluorescence with a doughnut-shaped excitation beam and
collecting the emitted photons with a point detector. The beam is placed
at several positions forming the so-called excitation beam pattern (EBP)
around the molecule coordinate, whose initial estimate is obtained from a
diffraction-limited overview image. The EBP that is typically used for 2D
MINFLUX is depicted in Figure 1.1. Sparsity is again achieved by ran-
domly activating only a single emitter at a time within the confocal volume
using stochastic switching. The well-known excitation intensity distribu-
tion encodes information on the molecule position. The latter is obtained
from the relative fluorescence photon counts collected at each exposure.
The closer the doughnut minimum approaches the emitter, the more pho-
ton efficient the measurement becomes, meaning that fewer photons are
required to reach a certain localization precision. In theory, localization
would be possible without detecting a single photon in the extreme case of
a local intensity minimum coinciding with the molecule position [29].
For cellular imaging, the MINFLUX concept is typically implemented in
an iterative scheme. The size of the EBP determines the photon efficiency
of the measurement but also defines the local field of view. Initially, a large
field of view is necessary to find the molecule inside the diffraction-limited
activation volume, requiring a large EBP. For the final localization, how-
ever, the beam should be scanned around the emitter as tightly as possible
in order to maximize the photon efficiency. Therefore, the size of the EBP is
iteratively reduced. In each step, a defined number of photons is acquired,
from which a preliminary molecule position is derived. This coordinate













Figure 1.1: 2D excitation pattern with four doughnut-beam po-
sitions. The fluorescent emitter marked by the orange star is exposed to
the doughnut excitation beam shown in green, which is sequentially placed
at the four positions rb,0–3 marked by the colored circles. The coordinates
rb,1–3 are arranged on a circle of diameter L around the central point
rb,0. At each exposure a certain number n0–3 of fluorescence photons is
detected, resulting in the count trace indicated in the lower panel. Fig-
ure adapted from Balzarotti et al. [29]. Reprinted with permission from
AAAS.
ment advances, the exposures approach the true emitter position, which
makes the detected photons more and more informative. The iteration
scheme often employs a combination of coarse alignment with Gaussian
beams and precise localization with doughnut beams. In the final itera-
tions a cross-like arrangement of six positions around an additional central
exposure point is used, as indicated in Figure 1.2.
MINFLUX has been implemented as a scanning microscope with confocal
detection for both imaging and tracking applications. Dual-color measure-
ments of mitochondrial proteins in fixed cells yielded a 3D localization
precision of approximately 5 nm [42]. In tracking experiments with single
fluorophores, a spatiotemporal resolution of around 20 nm and 100µs could
be achieved [43].
The following sections of this introduction summarize the mathematical
6
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xy-localization xyz-localization xyz-localization xyz-localizationz-localization
1 2 4 53
Figure 1.2: 3D iterative MINFLUX scheme. The fluorescent emit-
ter marked by the white star is exposed to a sequence of EBPs: 2D lo-
calization with a Gaussian beam and four exposures, localization along
the optical axis using a 3D-doughnut profile and two exposures, and
three iterations with a cross-like seven-point EBP using the 3D-doughnut
shape for xyz-localization. The pattern diameter was iteratively reduced:
L = {300 nm, 400 nm, 150 nm, 90 nm, 40 nm}. Figure adapted from Gwosch
et al. [41].
foundations of MINFLUX and derive the theoretical limit for the achiev-
able localization precision. These calculations were published in the orig-
inal MINFLUX publication [29, Supplementary Materials] and were pre-
sented in greater detail by Gwosch [44, Section 2.2]. For simplicity we only
consider the case of static, that is, non-iterative, MINFLUX.
1.2.1 Statistics of photon detection
In the following, we will consider the case of a single fluorescent emit-
ter located at rm ∈ Rd. A sequential exposure to K different inten-
sity distributions {I0(r), I1(r), ..., IK−1(r)} yields a collection of photon
counts n = {n0, n1, ..., nK−1}, which comprise signal photons as well as
background and dark count contributions. In the situation of negligible
background and detector dark counts, the signal photons obey a Poisson
distribution with mean λ(0)i (rm), which is proportional to the excitation in-
tensity Ii(rm). We also assume the background and dark counts to follow
Poisson distributions, whose sum has mean λ(b)i (rm). Hence, the detected
7
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counts ni also obey a Poisson distribution




∀i ∈ [0, 1, ..., K − 1] (1.4)
with mean
λi(rm) = λ(0)i (rm) + λ
(b)
i (rm) . (1.5)
The Poissonian mean of the photon count distribution in absence of back-
ground is proportional to the light intensity and given by
λ
(0)
i (rm) = ceqeσaIi(rm) ∀i ∈ [0, 1, ..., K − 1] , (1.6)
where ce is the detection efficiency of the imaging system. qe is the quan-
tum yield and σa the absorption cross-section of the fluorophore at the
excitation wavelength [29, (S1)]. Furthermore, we assume the background
contributions to be identical for all exposures:
λ
(b)
i (rm) = λ
(b)
j (rm) =: λ(b)(rm) ∀i, j ∈ [0, 1, ..., K − 1] . (1.7)
Under the condition of a fixed total number N = ∑K−1i=0 ni of detected
photons, the joint probability distribution of the photon counts can be
described by a multinomial distribution [29, (S3)–(S4)]























) ∀i ∈ [0, 1, ..., K − 1] . (1.9)
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Note that for a fixed total photon number N , there are only K − 1 inde-
pendent photon counts ni and parameters pi spanning the so-called reduced
p-space. Then the parameter pK−1 in (1.8) can be replaced by a function





In order to simplify the expression for the multinomial parameter vector














which is a function of the excitation intensities {Ii(r)} and the emitter


























∀i ∈ [0, 1, ..., K − 1] , (1.13)




In order to quantify the information content of the MINFLUX localization
scheme, one can calculate the Fisher information that the photon collection









∀i, j ∈ [0, 1, ..., K−2] . (1.14)
The likelihood function L(p|n) for the parameter vector p provided a mea-
sured photon set n equals the multinomial distribution defined in (1.8).
Conditioned to a fixed total photon number N and using (1.10), this yields














Inserting this formula into (1.14) results in the following expression for the









∀i, j ∈ [0, 1, ..., K − 2] , (1.16)
where δij is the Kronecker delta.
However, a MINFLUX measurement aims to estimate the position rm of
an emitter, so the quantity we are interested in is the Fisher information
of the photon counts on rm. Applying a coordinate transformation from
the reduced p-space of dimensionality K − 1 to the d-dimensional r-space










with i, j ∈ [1, ..., d] . (1.17)
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The so-called Cramér–Rao bound (CRB) ΣCRB is the inverse of the Fisher
information and sets a lower bound on the covariance of any unbiased
estimator. Thus, we can formulate the Cramér–Rao inequality [46, 47] for
the covariance matrix Σ(rm) of the emitter position,
Σ(rm) ≥ ΣCRB(rm) = F−1rm , (1.18)
which fundamentally limits the achievable localization precision.
In this work we will analyze two performance metrics associated with the
















where tr is the trace operator and d the dimensionality of rm.
1.2.3 Cramér–Rao bound for 2D localization
In this section explicit expressions for the CRB will be presented for the
2D localization scheme with four exposures shown in Figure 1.1. The
illumination beam has a doughnut-shaped intensity distribution [29, (S17)]












where Imax is the peak intensity in the crest of the doughnut and FWHM√ln 2
its peak-to-peak diameter. For simplicity we assume all four intensity
distributions to be identical except for a displacement by rb,i:
Ii(r) = I(r − rb,i) . (1.22)
Three of the exposures form an equilateral triangle with a circumcircle of
diameter L, whereas the fourth beam position coincides with the center of
the triangle, often referred to as the origin:
rb,0 = (0, 0) ,
rb,i =
L
2 (cosαi, sinαi) with αi = (i− 1) ·
2π
3 and i ∈ [1, 2, 3] .
(1.23)
The definitions of the doughnut shape and of the beam arrangement can
be inserted into the expression for the multinomial parameter vector p(0)
given in (1.13). Hence, the CRB for localizing a molecule in the absence
of background at the center of the EBP with K = 4 exposures in d = 2
















Here, we used the definitions of σCRB and Frm provided in (1.19) and
(1.17), respectively. For EBP diameters L that are small compared to the
doughnut size, the CRB at the origin scales linearly with L. Consequently,
the photon efficiency of MINFLUX can be tuned by a geometrical param-
eter, whereas the ultimate limit of camera-based localization given in (1.3)
depends on the emission wavelength.
In the presence of background, the expression for the CRB at the center is
12
1.2 MINFLUX localization concept and statistics
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√√√√(1 + 1SBR(0, L)
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where the definition of p provided in (1.12) was used. Here, the SBR
introduced in (1.11) depends on the beam separation L. This can be
explained by the fact that the signal level drops with decreasing EBP
diameter. The background contributions λ(b), however, are typically not
affected by a beam displacement. This dependence is shown in the left
panel of Figure 1.3. In order to provide a definition of the SBR that is
independent of L, we can express SBR(0, L) as a function of a known SBR
for a reference EBP diameter L0 [29, (S32)]:
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Figure 1.3: Influence of background on the CRB. A, SB at the
origin as a function of the diameter L of the four-doughnut EBP. The
curves are shown for different SBRs defined at the reference diameter
L0 = 100 nm and a doughnut profile with FWHM = 360 nm. B, De-
pendence of the CRB at the origin on the beam separation L for different




The effect of the beam separation L on the CRB in the presence of back-
ground is visualized in the right panel of Figure 1.3. It becomes clear that
depending on the background level, there is a minimum EBP diameter L
that minimizes the CRB at the origin. In contrast to the background-free
case, decreasing L below that value does not increase the photon efficiency
any further.
1.3 Scope of this thesis
A significant bottleneck in super-resolution microscopy is the effective limi-
tation on image resolution arising due to photobleaching of the fluorescent
labels. MINFLUX addresses this problem by increasing the photon effi-
ciency of the imaging process, obtaining a higher resolution than other
methods while using fewer photons. In the MINFLUX concept, the excita-
tion light pattern encodes spatial information into the measurement. This
information is ultimately retrieved by analyzing the resulting fluorescence
photon counts in post-processing. The objective of this thesis is to maxi-
mize the information content of MINFLUX images. To this end, we first
want to enhance the information contained in the emitted photons by opti-
mizing the excitation pattern, which will be elaborated in Chapter 2. Next,
we aim to utilize this information in the optimal way by integrating new
concepts into the post-processing workflow, as presented in Chapter 3.
14
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MINFLUX nanoscopy
This chapter studies the properties of Lissajous figures used as illumi-
nation patterns for 2D MINFLUX. Section 2.1 motivates why Lissajous
curves could be an alternative to the currently employed triangular ar-
rangement [29]. Section 2.2 examines different geometric parameters of
Lissajous EBPs, which are optimized for various imaging conditions in
Section 2.3. Section 2.4 compares these patterns to the existing one as a
function of the experimental parameter settings. The results of this chapter
are discussed in Section 2.5.
2.1 Introduction
This section gives an overview of different beam-scanning techniques and
their implications for the illumination pattern. Based on that, the scope
of this chapter is formulated.
15
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2.1.1 Beam positioning in MINFLUX nanoscopy
In previously published experimental MINFLUX implementations, the ex-
citation beam was laterally moved within the illumination pattern by
electro-optic deflectors (EODs), which enable precise and nearly instan-
taneous beam positioning [29, 43]. The stabilization time of EODs is dom-
inated by the bandwidth of the driver electronics and was on the order of
5 to 13µs depending on the operation mode [30]. As EODs have a limited
scan range of around 0.4 to 2µm, a second scanning system for selecting
the field of view inside the sample is required. This was achieved with
either a piezo-based tip-tilt mirror [29, 30] or a galvanometric scanning
system [43]. Overall, using EODs considerably increases the complexity
and the cost of optical systems.
Galvanometric scanning units are standard components of many micro-
scopes and have the advantages of a large scan range and a reasonably
high scan frequency of a few kHz. Consequently, a single beam-deflection
system could be employed for both selecting the field of view and rapidly
drawing the EBP around the emitter. This would be a cheaper and no-
tably simpler alternative to the existing MINFLUX implementations. Due
to the nature of galvanometric scanners, these devices are typically used
for steering the beam in a continuous movement with fixed scan frequencies
instead of jumping from position to position. Thus, replacing the EODs
by galvanometric deflectors would require an EBP where all exposures lie
on a closed path. Excitation could occur along multiple curve segments of
defined length, for each of which the collected photons could be assigned
a fixed exposure point located within this section.
In order to fulfill the requirement of continuous scanning, the triangular
pattern shown in Figure 1.1, which is the current standard for 2D MIN-
FLUX [29, 48], could for example be described by a trifolium, a curve
16
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resembling a three-leaved clover. Besides, Gwosch conducted a brief inves-
tigation into Lissajous curves as alternative EBPs and demonstrated that
high-order curves may increase the CRB isotropy [44]. However, all these
types of patterns have the drawback of taking a relatively long time to
iterate through the illumination positions for a given scan frequency.
2.1.2 Scope of this chapter
The aim of this subproject is to examine the suitability of low-order Lis-
sajous figures for 2D MINFLUX illumination. To this end, the CRB and
its isotropy are employed as metrics for comparing these patterns to the
existing triangular EBP as a function of the background level and the size
of the region of interest (ROI). In the following sections I examine how
certain geometrical parameters of Lissajous-path EBPs affect the theoret-
ically achievable localization precision, and I optimize these parameters to
minimize the CRB in the ROI. Particular attention is devoted to the ques-
tion whether excitation beam positions arranged on a low-order Lissajous
curve achieve a higher CRB isotropy than the currently used EBP. For
simplicity, stationary conditions are assumed for all calculations, that is,
beam displacements during the exposures are not taken into account.
17
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2.2 Parameters of Lissajous illumination
patterns
Lissajous figures are curves in the xy-plane generated by the functions
x = a sin(ωxt+ qx),
y = b sin(ωyt+ qy),
(2.1)
where the frequencies wx and wy are small integer multiples of a base fre-
quency ω [49]. In order to minimize the EBP iteration time at a given
scan frequency, we decided to use the lowest-order 2D Lissajous figure that
passes through the origin, which is a figure of eight. This curve is gen-
erated by setting the frequencies to ωx = ω and ωy = 2ω and the phase
shifts to qx = qy = 0. Lissajous-path EBPs have a few other geometrical
parameters, namely the amplitudes a and b of the figure, and the number
K of illumination positions along the curve. In order to make these pat-
terns comparable to the existing triangular MINFLUX EBP, I redefined
the amplitudes by the width L and aspect ratio R of the Lissajous figure
as shown in Figure 2.1:
a = L/2 ,
b = L/2 ·R .
(2.2)
The K excitation beam positions can be distributed along the Lissajous
curve in many ways. In the special case of equal angular spacing, the


















with i ∈ [0, 1, ..., K − 1] and nx,y = Kωωx,y .
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R = 0.5, K = 6













Figure 2.1: Arrangement of
the excitation beam posi-
tions on a Lissajous figure
in 2D. Beam scanning curves
in the shape of a figure of eight
with a certain width L and dif-
ferent aspect ratios R are pre-
sented. The beam is switched on
at a number K of fixed exposure
points, shown for K = 6 and
K = 16. Common points of the
two patterns are visualized by
filled circles, and the central po-
sition, which is addressed twice
per scanning cycle, is marked by
a square.
This section will elaborate on the parameter choices for the optimization
following in Section 2.3. Moreover, it will be demonstrated how the number
K of exposures as well as the width L and aspect ratio R of the Lissajous
figure affect the CRB on the localization precision that can be obtained
with this excitation pattern.
2.2.1 Number of exposures
This subsection examines how many exposures are reasonable for MIN-
FLUX excitation with a Lissajous EBP and should hence be further ana-
lyzed in the following optimization. In principle any number K of points
can be distributed on a figure of eight. However, several criteria should be
19
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taken into account when choosing the exposure points:
1. In order to provide a 2D pattern that is symmetric about both the
x- and y-axes, K has to be an even number above 5. Note that for
any even number of points equally distributed along a figure of eight,
two points lie in the center of the curve.
2. Previous findings suggest that a homogeneous coverage of the ROI
with excitation positions increases the isotropy of the CRB [44].
3. The excitation should ideally occur at the points of minimum scan-
ning velocity to minimize the beam displacement during the exposure
time. As shown in Figure A.1, these points approximately coincide
with the turning points of the scanning pattern along the fast axis,
which is the y-axis in this case.
4. High numbers of photon-count inputs pose a particular challenge
to the experiment-control software and electronic hardware. Indeed,
existing MINFLUX implementations are limited to eight input values
[29, 30]. Though a different technical realization would be possible,
our goal was to keep the number K of excitation positions as small
as possible.
In this chapter I compare Lissajous EBPs with different numbers of ex-
posure points. Patterns with K = 6 and K = 16 are shown in Figure
2.1 as blue and red circles, respectively. For K = 16, on the one hand,
the beam positions are distributed relatively evenly throughout the ROI,
covering both the periphery and the central region. Additionally, 4 out of
16 positions coincide with the turning points of the scanning pattern in
y-direction when keeping the angular spacing of the positions uniform for
simplicity. Those points are visualized by the filled circles. K = 6, on the
other hand, is the minimum number of beam positions that meets the crite-
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ria named above. For this pattern, I moved the four peripheral exposures
to the turning points of the y-curve instead of distributing them evenly
along the path. This makes the pattern a subset of the 16-point geometry
and allows us to directly study the effect of the additional ten exposures
on the CRB. The K = 6 beam centers can be calculated according to
rb,i =





























if i ∈ [4, 5] .
(2.4)
The Lissajous geometry withK = 6 exposure points resembles the quadratic
EBP featuring an additional central exposure with increased relative in-
tensity studied by Gwosch [44, Figures 2.7–2.9L]. However, there are two
important differences between the two patterns: The Lissajous figure in-
cludes two exposures at the origin, which coincide in space but are tem-
porally independent. Moreover, all six exposures have equal intensities.
For the quadratic EBP, in contrast, the peripheral intensities were reduced
relative to the single central exposure. Thus, the ratio between the total
intensity applied in the periphery and at the origin was kept independent
of the number of exposures [44, (2.69)].
For all results presented in this chapter, the following parameters were
used in the calculations: a doughnut-shaped intensity profile as defined
in (1.21) with FWHM = 360 nm and a total number of detected photons
N = 1000 if not stated otherwise. The given values for SBR(0, L0, R0)
were defined for a reference EBP width L0 = 100 nm and aspect ratio
R0 = 1.0, and are termed SBR0 for simplicity. The CRB of camera-
based localization was calculated as previously described [29, (S63)], using
the following parameters: a detection PSF of width σPSF = 100 nm, a
camera ROI containing K = 81 pixels, each with a size of a = 100 nm, and
SBRc = 500.
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Figure 2.2 shows how the number K of exposures influences the two perfor-
mance metrics selected for studying the EBPs, namely σCRB and the CRB
isotropy I, in the absence of background. σCRB and I were defined in (1.19)
and (1.20), respectively. In order to assess the potential benefits of further
increasing K, the previously introduced EBPs with K = 6 and K = 16
were compared to a third pattern with K = 50. Within the area enclosed
by the EBP, the CRB obtained with all three geometries lies below the
CRB of camera-based localization. The σCRB and isotropy profiles along
the x-axis, shown in Figure A.2, look identical to the ones along the y-axis
for K = 6. This can be explained by the fact that the EBP aspect ratio
was set to R =
√
2
2 ≈ 0.7, which is the value producing a square for K = 6
based on the beam positions given in (2.4). For K = 16 and K = 50,
the profiles slightly differ between the x- and y-axes, which could indicate
a suboptimal aspect ratio. Increasing the number of exposures above 16
seems to have only a minor effect on the CRB, so the following studies



























Figure 2.2: Influence of the number of exposures in the Lis-
sajous pattern on the CRB and its isotropy. Central profiles of
σCRB and the isotropy I along the y-axis for different numbers K of expo-
sures. The CRB of camera-based localization is visualized by the dotted,
black line. Further parameters: Pattern width L = 100 nm, aspect ratio
R = 0.7, and SBR0 = 1× 105.
It is worth mentioning that the apparent discontinuities at the beam posi-
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tions are properties of the Fisher information and thus of the CRB. Indeed,
the minimum of σCRB is not at the position of the central exposure but
in its close vicinity. This is due to the fact that each exposure with a
doughnut-shaped beam adds information to the Fisher information except
at the position of its zero. The effect decreases for increasing background.
For infinite SBR the Fisher information is ill-defined at the origin [44].
Therefore, a finite, but sufficiently large SBR0 = 1 × 105 was used when-
ever results were calculated “without background”.
2.2.2 Width of the Lissajous figure
The width L of the figure of eight is the geometrical parameter that prob-
ably has the largest effect on the achievable localization precision. As
displayed in (1.24) for a four-doughnut EBP with negligible background,
the CRB at the origin scales approximately linearly with the EBP width
L for small L. However, the beam separation does not only tune the lo-
calization precision but also defines the field of view. As a matter of fact,
the size of the region providing a high localization precision increases with
L, which is illustrated in Figure 2.3. The profiles of σCRB and I along the
x-axis are identical to the ones shown here.
I would further like to point out that for the shown case of a Lissajous
figure with K = 6 exposures, the width L of the Lissajous path does not
equal the actual distance between the peripheral exposures, which can be
seen in Figure 2.1. From (2.4) one can derive a relationship between L and
the extent Lrect of the rectangle formed by the outer illumination positions


































Figure 2.3: Influence of the width of the Lissajous pattern on
the CRB and its isotropy. Central profiles of σCRB and the isotropy I
along the y-axis for different pattern widths L. The CRB of camera-based
localization is visualized by the dotted, black line. Further parameters:
K = 6 exposures, pattern aspect ratio R = 0.7, and SBR0 = 1× 105.
2.2.3 Aspect ratio of the Lissajous figure
The third parameter that describes the geometry of the Lissajous-path
EBP is the aspect ratio R of the figure of eight. It determines how evenly
the beam positions are distributed around the center. Therefore, it has a
considerable effect on the uniformity of σCRB and I throughout the field of
view. This becomes evident in Figure 2.4 for Lissajous figures with K = 6
points and different aspect ratios.
In analogy to the width L, also the aspect ratio R of the Lissajous curve
differs from the aspect ratio Rrect of the rectangle defined by the four




This proves that for a six-point arrangement with a maximum order of
rotational symmetry, we expect the aspect ratio of the curve to take a
24
2.2 Parameters of Lissajous illumination patterns









































R = 0.5 R = 0.7 R = 1.0 R = 2.0 Camera
Figure 2.4: Influence of the aspect ratio of the Lissajous pat-
tern on the CRB and its isotropy. Central profiles of σCRB and the
isotropy I along the x- and y-axes for different pattern aspect ratios R.
The CRB of camera-based localization is visualized by the dotted, black
lines. Further parameters: K = 6 exposures, pattern width L = 100 nm,
and SBR0 = 1× 105.




Furthermore, the diameter of a circle connecting the four peripheral ex-




1 +R2rect = L
√
1/2 +R2 , (2.7)




the comparison of this pattern to the triangular one defined by a circle as
shown in Figure 1.1.
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2.3 Optimization of the geometrical parameters
As demonstrated in the previous section, the CRB on the achievable local-
ization precision is not uniform throughout the field of view and depends
on the size and the shape of the EBP. The optimal geometry of the EBP
in turn is determined by the imaging conditions such as the SBR and the
ROI diameter dROI. The latter is typically given by the uncertainty about
the emitter position and can change in the course of the measurement,
especially in iterative MINFLUX settings. In this section the width L and
the aspect ratio R of Lissajous figures with K = 6 and K = 16 beam
positions are optimized as a function of both dROI and the SBR.
The width L and aspect ratio R of the figure of eight were optimized by
finding the minimum of a CRB-related loss function floss. The choice of the
loss function may have a substantial effect on the outcome and the practical
relevance of the optimization. A straightforward success metric could be
the CRB at the center of the EBP σCRB(0). This metric would have high
relevance if the EBP was expected to be always perfectly centered on the
emitting molecule, which is, however, generally not the case. Assuming
that the emitter is located somewhere in a circular region of diameter dROI
in reality, one should rather pick a loss function that takes all CRB values
within this ROI into account. This ensures localization with high precision
throughout the whole ROI.
There are numerous success metrics that consider the CRB in a certain
ROI. Previously the average localization CRB σCRB over the edge of a ROI
was applied for optimizing the EBP diameter L in a tracking context [48].
Considering the fact that σCRB typically increases with distance from the
center, that loss function optimizes the “worst case”, which is localizing a
molecule on the edge of the ROI. For MINFLUX imaging applications I
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chose the loss function
floss = σCRB(ROI) , (2.8)
which averages the square-root arithmetic mean of the eigenvalues {σ2i (r)}
of ΣCRB(r) over the entire ROI.
Given our particular interest in maximizing the CRB isotropy, all the opti-
mizations that are presented in this section were performed with a second
loss function
floss = σmax,CRB(ROI) . (2.9)
Here, only the square root of the largest eigenvalue σ2max(r) of ΣCRB(r),
that is, the spatial dimension with the highest localization uncertainty,
is averaged over the ROI. Thus, the goal of using this loss function was
to ensure high localization precision in all directions and throughout the
whole ROI. However, the optimization results were almost identical to the
ones yielded with floss = σCRB(ROI) and are therefore not included in
this section. A visual comparison of the two approaches can be found in
Figure A.3. The results obtained from the optimization with the second
loss function are shown in Figures A.5–A.7, A.10, and A.11.
2.3.1 Optimal width of the Lissajous figure
The width L of the Lissajous figure was optimized together with its aspect
ratio R in a 2D grid search for the minimum of the loss function floss.
Following previously presented work [48], the optimization was first con-
ducted as a function of the ROI diameter dROI. For 20 dROI values between
1 nm and 100 nm, the grid contained discrete L values in a slightly bigger
range between 1 nm and 300 nm. Two different Lissajous patterns with
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K = 6 and K = 16 exposures, respectively, were optimized by minimizing
floss = σCRB(ROI), both without background and with a finite SBR0 = 12.
This value is realistic for experiments with single fluorescent dye molecules.
The values for dROI and L followed a logarithmic distribution, which re-
sulted in a grid spacing of 0.03 nm to 8.43 nm in the case of L. All the




dROI Selected values between 1 nm and 100 nm
SBR0 Selected values between 1 and 100 000
Minimum Maximum Number of grid samples
L 1 nm 300 nm 201, logarithmic spacing
R 0 2 401, linear spacing
Table 2.1: Parameters for optimizing width and aspect ratio of the Lis-
sajous figure in a 2D grid search.
The optimal width Lopt of the Lissajous figure resulting from the 2D grid
search is shown in Figure 2.5 as a function of the ROI diameter dROI for
various parameter combinations. In the absence of background, the optimal
width increases linearly with the size of the ROI according to
Lopt ≈
1.1dROI + 0.3 nm if K = 6 ,1.0dROI + 0.2 nm if K = 16 . (2.10)
For SBR0 = 12 and small ROIs, the optimal L value converges to Lopt ≈
31 nm for K = 6 and to Lopt ≈ 27 nm for K = 16. This is due to the fact
that in the presence of background, reducing the EBP width improves the
CRB only up to a minimum L value, as shown in Figure 1.3. As indicated
by the shaded areas in Figure 2.5, values 12 % above or below the respective
optimal width Lopt ensure floss(L) to stay within 1 % above the minimum
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K = 6 K = 16
Figure 2.5: Optimal width of the Lissajous pattern as a func-
tion of the ROI size. The width of the Lissajous figure was opti-
mized with and without background for two different numbers K of ex-
posures. The optimal width Lopt minimizes the value of the loss function
floss = σCRB(ROI) in a circular ROI of diameter dROI. In this figure and
the following ones, a cubic smoothing spline interpolation is shown in ad-
dition to the data points for each set. The narrow, shaded areas around
the lines show the tolerance ranges for a deviation of 1 % from the mini-
mum loss.
on average.
In order to further examine the effect of background on the optimal width
of the Lissajous figure, L was optimized together with R as a function of
the SBR for three different ROI sizes. This time, the 2D grid search was
performed for 20 logarithmically spaced SBR values between 1 and 100 000.
The results are presented in Figure 2.6, where the findings of Figure 2.5
are confirmed: For large ROIs the optimal width of the Lissajous figure
is almost independent of the SBR. The smaller the ROI, the bigger the
influence of background on Lopt gets. With decreasing SBR, the optimal
width of the Lissajous figure for a fixed ROI size increases. In the limit of
a low SBR, Lopt becomes nearly independent of dROI. As visualized by the
shaded areas, L has a tolerance range of ±13 % on average.
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Figure 2.6: Optimal width
of the Lissajous pattern as a
function of the SBR. Analogous
to Figure 2.5. Here, the width of
the Lissajous figure was optimized
for ROIs of three different diame-
ters dROI and for K = 6 exposures.









dROI = 25 nm
dROI = 50 nm
dROI = 100 nm
K = 6
2.3.2 Optimal aspect ratio of the Lissajous figure
Along with the width of the Lissajous figure, I also optimized its aspect
ratio R. The 2D grid on which the loss function was minimized contained
R values between 0 and 2 as given in Table 2.1. Figure 2.7 presents the
optimal aspect ratio Ropt of the Lissajous figure as a function of the ROI
size for different numbers of exposures and SBRs. For patterns with K = 6
illumination positions, Ropt takes an approximately constant value of 0.7,
which yields a quadratic EBP according to (2.6). This confirms our expec-
tation of a geometry with four-fold rotational symmetry as mentioned in
Section 2.2.3. For K = 16 and SBR0 = 12, the optimal value is Ropt ≈ 1.0
and independent of dROI. In the absence of background, however, the ideal
aspect ratio decreases from 1.0 to 0.8 with increasing ROI diameter, which
cannot be easily explained. A different loss function floss = σmax,CRB(ROI)
yielded a more or less fixed optimal aspect ratio Ropt ≈ 1.0, which is vi-
sualized in Figure A.7. In summary, the optimization results suggest that
except for K = 16 and floss = σCRB(ROI), Ropt depends neither on the
size of the ROI nor on the SBR, but only on the number K of illumina-
tion positions. This is confirmed in Figure A.8, where Ropt is visualized as
a function of the SBR. 2D representations of the optimal excitation pat-
terns resulting from the grid search are shown in Figure A.9 for selected
parameter settings.
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K = 6 K = 16
Figure 2.7: Optimal aspect ratio of the Lissajous pattern as a
function of the ROI size. Analogous to Figure 2.5. The aspect ratio of
the Lissajous figure was optimized with and without background for two
different numbers K of exposures.
The shaded tolerance ranges in Figure 2.7 indicate that, compared to the
results obtained for the size parameter L, the loss function is slightly less
sensitive to deviations in the aspect ratio: On average, R values 20 % above
or below the ideal aspect ratio still yield a loss function value that is within
1 % above its minimum. However, this sensitivity varies depending on the
number of excitation positions, the SBR, and the ROI diameter. In the
absence of background, the CRB is less affected by deviations from Ropt
than for a limited SBR. Moreover, the impact of aspect-ratio changes on
the CRB becomes smaller on larger ROIs, especially for K = 6. Figure
A.7 demonstrates that in comparison to floss = σCRB(ROI), the alternative
loss function floss = σmax,CRB(ROI) is much more sensitive to deviations
from the optimal aspect ratio.
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2.4 Localization precision of the optimized
Lissajous patterns
Having found the optimal values for the width and aspect ratio of the
Lissajous figures, the localization precision achievable with these patterns
was quantified. Figure 2.8 displays the values of the loss function that
was minimized using the 2D grid search described in the previous section,
floss(Lopt(dROI), Ropt(dROI)) = σCRB(ROI), as a function of the ROI diam-
eter dROI. σCRB(ROI), the average CRB in the ROI, is visualized by the
thick lines and shows a linear dependence on dROI in the absence of back-
ground. The shaded bands visualize the full range of values that σCRB
assumes inside the ROI. For SBR0 = 12 and small dROI, σCRB is approxi-
mately constant throughout the ROI and converges to 0.70 nm and 0.66 nm


















Figure 2.8: CRB obtained with the optimized Lissajous patterns
as a function of the ROI size. The CRB was calculated inside a circu-
lar ROI of variable diameter dROI with and without background for 20 dif-
ferent values of dROI and two numbers K of exposures. The shaded bands
indicate the range of values that σCRB takes within the ROI. Dash-dotted,
dashed, and continuous lines indicate cubic smoothing spline interpola-
tions to the minimum, maximum, and mean values, respectively.
In the following, the Lissajous-path illumination patterns with six and 16
exposures will be compared to the triangular pattern depicted in Figure
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1.1 under various imaging conditions. To conclude this section, an explicit
expression for the CRB of the six-point Lissajous EBP will be derived.
2.4.1 Comparison to the triangular pattern
Figure 2.9 compares the 2D distributions of the CRB and its isotropy ob-
tained with the two optimized Lissajous EBPs and the triangular pattern.
As demonstrated in Figures 2.5 and A.4, the ideal EBPs are slightly larger
than the circular ROIs in which the CRB was minimized. It becomes
evident that the CRB distributions of the patterns, visualized in the left
column, are very similar. In all three cases σCRB is minimal close to the
origin and stays below 1.5 nm throughout almost the entire ROI of diame-
ter dROI = 50 nm. In contrast, the different degrees of rotational symmetry
of the EBPs become clearly noticeable in the 2D maps of the CRB isotropy
I presented in the central column. For the Lissajous figures, I stays above
0.8 and 0.7 throughout almost the entire ROI for K = 6 and K = 16,
respectively. In the case of the triangular pattern, however, the isotropy
exhibits a sharp peak at the origin and rapidly decreases down to 0.4 to-
wards the edge of the ROI. The visualizations of ΣCRB as ellipses of contour
level e−1/2 in the right column support this observation.
Figure 2.10 compares the average CRB obtained with the two Lissajous
patterns and the triangular geometry as a function of various imaging pa-
rameters, namely the ROI size dROI, the SBR, and the total number N
of detected photons. For each data point, L and R were set to the corre-
sponding optimal values. In general, the results of the three patterns are
very similar under all conditions. Which of the EBPs ultimately achieves
the smallest σCRB(ROI) value depends both on the diameter of the ROI
and on the SBR.
33


































-40 -20 0 20 40
x [nm]
ΣCRB





























Figure 2.9: 2D maps of the CRB and its isotropy for different
illumination patterns with optimal geometry. The width and aspect
ratio of the illumination patterns visualized by the brown circles were op-
timized by minimizing the loss function floss = σCRB(ROI) on the ROIs
marked by the dashed, green circles. This resulted in the following ge-
ometries: Lopt = 66 nm and Ropt = 0.7 for K = 6, Lopt = 62 nm and
Ropt = 1.0 for K = 16, and Lopt = 66 nm for K = 4. In the Lissajous
patterns the central position marked by a brown square is addressed twice
per scanning cycle. The left and central columns each have a fixed color
scale for all three plots. In the right column, ΣCRB is visualized as ellipses
with major and minor axes of length 2σ1,2, where σ21,2 are the eigenvalues
of ΣCRB. Further parameters: dROI = 50 nm and SBR0 = 12.
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Figure 2.10: Average CRB for
different illumination patterns
in various parameter settings.
The width L and aspect ratio R
of the llumination patterns were
optimized by minimizing the loss
function floss = σCRB(ROI) on
a circular ROI for the indicated
patterns. In the middle panel the
lines indicate cubic smoothing
spline interpolations to the data
points. The camera CRB for an
optimistic SBRc = 500 is visu-
alized by the dotted, black lines.
The gray, vertical lines indicate
data points with parameter set-
tings shared between the plots,
namely dROI = 50 nm, SBR0 = 12,
and N = 1000.
The upper panel of Figure 2.10 shows σCRB(ROI) as a function of dROI for
SBR0 = 12. Below dROI ≈ 35 nm, the triangular pattern achieves a slightly
higher precision than the figures of eight, whereas above that value the six-
point Lissajous pattern outperforms the other geometries. For small ROIs,
σCRB(ROI) converges to 0.6 nm for the triangular EBP, and to 0.7 nm for
the Lissajous patterns. In the limit of a large ROI, a linear relationship
emerges between dROI and σCRB(ROI), just like in the background-free
case. For all EBPs and ROI sizes, the average CRB in the ROI stays
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far below the CRB obtained with an ideal camera assuming an optimistic
SBR, σcam ≈ 3.3 nm.
The middle panel exhibits the effect of the SBR on the CRB averaged
over a ROI with a diameter of 50 nm. Below SBR0 ≈ 5, the triangular
EBP yields a slightly smaller σCRB(ROI) than the Lissajous EBP, whereas
above that value the six-point pattern outperforms the other geometries.
For SBR0 = 1, the average CRB reaches values between 2.5 nm for the
triangular EBP and 2.8 nm for the six-point Lissajous geometry. In the
limit of low background, for SBR0 ' 150, σCRB(ROI) converges to 0.9 nm
for the Lissajous figures and to 1.0 nm for the triangular pattern.
In the lower panel the CRB dependence on the inverse square root of the
total number of detected photons is displayed for SBR0 = 12. The average
CRB in the ROI using one of the EBPs is approximately three times as
low as the CRB of camera-based localization for an optimistic SBR. For
K = 6, dROI = 50 nm, and N = 10 000, σCRB(ROI) reaches down to 0.4 nm.
To conclude, all panels underpin the previously made observation that the
three patterns achieve very similar CRB values in the ROI.
2.4.2 Cramér–Rao bound of the six-point Lissajous
pattern
The comparison of different EBPs in Figures 2.9 and 2.10 suggests that with
both Lissajous patterns a similar localization precision can be achieved.
However, as mentioned in Section 2.2, a lower number of exposures would
have the advantage of being compatible with the current implementation
of the experiment-control software and electronic hardware. Therefore, I
further studied the CRB obtained with the optimized six-point Lissajous
figure under various imaging conditions.
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Figure 2.11 further examines the influence of the imaging parameters,
namely the SBR, the EBP width L, and the total number N of detected
photons, on the CRB of the optimized six-point Lissajous pattern. The
left panel shows that for a fixed L, the CRB drops along with the back-
ground level. Moreover, the size of the area providing a low CRB slightly
increases with the SBR. The middle panel indicates a proportionality be-
tween the EBP width and the CRB at the center for a fixed SBR. At the
same time it demonstrates that the region of high localization precision
becomes larger with increasing L. For SBR0 = 12 and Lissajous figures
with a width between 50 and 150 nm, σCRB(0) ranges from 0.8 to 2.0 nm.
These values are well below the CRB of camera-based localization assum-
ing an optimistic SBR, σcam ≈ 3.3 nm, and consistent with previous results
obtained for the triangular pattern [44, Figure 2.6C–D]. The right panel
shows the dependence of σCRB(0) on the inverse square root of the total
number N of detected photons, given in (2.12), using the same L values
as in the middle panel. For L = 50 nm and SBR0 = 12, the CRB of the
optimized six-point Lissajous figure at the origin is four times lower than
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Figure 2.11: CRB obtained with the optimized six-point Lis-
sajous pattern in various parameter settings. The left and cen-
tral panels present profiles of σCRB in x-direction, whereas the right
panel shows the CRB at the origin. The camera CRB for an optimistic
SBRc = 500 is visualized by the dotted, black lines. Parameters if not
stated otherwise: L = 100 nm, R = 0.7, and SBR0 = 12.
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In analogy to (1.25), an analytical expression can be derived for the CRB at
the center of a Lissajous pattern with six exposures, taking background into
account. Using the definitions of σCRB and of the multinomial parameter












with SBR := SBR(0, L,R). In analogy to (1.26), the SBR for a given EBP
width L and aspect ratio R can be derived from a known SBR(0, L0, R0)
for a reference beam width L0 and aspect ratio R0.




2 , which yields a quadratic EBP according to (2.6) and is ap-
proximately equal to the optimum Ropt = 0.7 obtained in Section 2.3.2.
Furthermore assuming the EBP to be small compared to the size of the




















which equals the expression for the triangular EBP provided in (1.24).
Thus, the linear dependence of the CRB at the origin on the width L of
the illumination pattern, an inherent property of the MINFLUX concept,
could be confirmed.
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2.5 Summary and discussion
The aim of this chapter was to examine the suitability of low-order Lis-
sajous figures for 2D MINFLUX illumination schemes that are compatible
with galvanometric beam scanning systems. To this end, I optimized the
width L and aspect ratio R of illumination patterns consisting of six or
16 exposure points distributed along a figure of eight. I compared the op-
timized geometries to the published 2D excitation pattern [29] regarding
the CRB on the theoretically achievable localization precision. Moreover,
I addressed the question whether the optimized Lissajous EBPs achieve
a higher CRB isotropy than the existing triangular pattern. Finally, I
derived an expression for the CRB at the origin of a six-point Lissajous
figure.
The CRB values obtained for the Lissajous patterns in various parameter
settings are comparable to previously shown results for the triangular pat-
tern [44]. However, the optimization of the EBP width yielded a higher
optimal value Lopt for a given ROI than previous studies [48]. This can be
explained by the fact that different loss functions were employed for finding
the best L. While I minimized the average CRB in the entire ROI, Eilers
et al. only took the circular edge of the ROI into consideration. Close to
the origin smaller EBPs produce a lower CRB, but this behavior changes
outside the central region, as demonstrated in Figure 2.3. Therefore, the
loss function values obtained in the present thesis cannot be directly com-
pared to the published ones. Using yet another loss function, which also
averaged the CRB over the whole ROI but only took the direction of max-
imum localization uncertainty into account, did not have any significant
effect on the results of the optimization.
The newly introduced aspect ratio assumes a single optimal value Ropt ≈
0.7 for K = 6, which results in a quadratic beam arrangement. In contrast,
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Ropt depends on the size of the ROI, the SBR, and the choice of the loss
function in the case of K = 16. This could be due to the fact that for K =
16 an EBP with a lower degree of rotational symmetry is combined with a
perfectly symmetric beam profile. However, the loss function σCRB(ROI)
has a broad minimum in the parameter space spanned by L and R. Thus,
simply using a fixed aspect ratio R = 1.0, the optimal value obtained for
SBR0 = 12, for the 16-point Lissajous figure should still ensure a high
localization precision.
A comparison of the four-point triangular EBP and the optimized Lissajous
patterns with six and 16 exposures revealed similar 2D CRB distributions
for all three geometries. The degree of rotational symmetry of the CRB
and its isotropy in the xy-plane increases with the number of exposures,
and, most importantly, both Lissajous EBPs achieve a significantly more
isotropic CRB than the triangular pattern. This is consistent with earlier
findings obtained for high-order Lissajous curves [44].
Which of the three illumination geometries ultimately minimizes σCRB in
the ROI depends on the imaging conditions, but the differences between the
patterns are marginal. Still, the presented Lissajous EBPs are promising
options due to their high CRB isotropy. With its low number of expo-
sures, the six-point Lissajous EBP could be easily implemented using the
current design of the hardware control. In combination with galvanometric
scanners, this could be a cheaper and simpler alternative to the currently
employed beam positioning system.
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MINFLUX nanoscopy
This chapter presents a novel approach to position estimation in MIN-
FLUX nanoscopy based on deep learning. Section 3.1 elaborates on the
motivation for this approach and argues why deep learning could be use-
ful for MINFLUX post-processing. Section 3.2 summarizes the theoretical
fundamentals of MINFLUX position estimation and neural networks, as
well as relevant methods. Section 3.3 describes strategies for designing,
training and evaluating a simple neural network used for predicting 3D
positions from simulated photon counts. This preliminary network is fur-
ther tuned in Section 3.4 in order to minimize both localization error and
training time. Finally, the deep-learning approach is compared to the ex-
isting position estimator, and its localization performance on experimental
data is assessed in Section 3.5. All results presented in this chapter are
summarized and discussed in Section 3.6.
3.1 Introduction
This section first provides a recapitulation of the established post-processing
workflow in MINFLUX nanoscopy and an overview of existing deep-learning
applications in single-molecule localization microscopy (SMLM). Based on
this introduction, the scope of this chapter is formulated.
41
3 Deep-learning-based data analysis for MINFLUX nanoscopy
3.1.1 Post-processing in MINFLUX nanoscopy
Extracting the positions of fluorescent molecules from recorded photon-
count traces typically requires three post-processing steps: trace segmen-
tation, position estimation, and localization filtering [30].
In the segmentation step, photon emissions from single molecules can be
distinguished from background using a hidden Markov model [29]. Each
time point of the trace segment acquired in the final iteration of the MIN-
FLUX cycle is assigned one of the three molecular emission states on, off,
and blinking. Successive emissions in the on or blinking states are merged
and the resulting events are then split at a predefined total photon number
N in order to obtain several localizations per molecule [30].
Next, the photon counts are accumulated for each event and the position
of the fluorescent emitter is estimated based on the resulting count com-
bination. The CRB introduced in (1.19) gives a theoretical limit on the
localization precision achievable with any unbiased estimator. The actual
localization performance, however, strongly depends on the utilized algo-
rithm. Precise position estimation in post-processing is currently accom-
plished by an MLE1, whose performance converges to the CRB for large
photon numbers N . More precisely, this is the case for N ' 500 under typ-
ical conditions for measuring in cellular environments [50, Figure 3.5]. In
the low-photon regime, though, the MLE exhibits a strong bias. Therefore,
a numerically unbiased modified least-mean-square estimator (numLMSE)
was developed as an alternative estimator for tracking applications, where
localization relies on a small number of photons [29]. Further details on the
calculation of the MLE and its implementation in a grid-search algorithm




Finally, the localizations obtained in the previous step need to be filtered
in order to remove false-positive events originating from background or
thermally activated molecules located outside the EBP. However, it is
generally difficult to filter out events with simultaneous emissions from
multiple molecules located inside the confocal volume, especially in a cel-
lular context [30]. The employed filtering parameters will be described in
Section 3.5.
Overall, numerous parameters are involved in the different steps of the
currently employed MINFLUX post-processing workflow, especially in the
hidden Markov model, the grid-search algorithm, and the filtering. Setting
these parameters requires a high level of user expertise. While MLE-based
position estimation given a high number of collected photons is relatively
straightforward, localizing emitters under low-photon conditions using the
numLMSE becomes extremely complex and entails even more parameters.
As a result, MINFLUX would benefit from an alternative data analysis
approach that is easy to handle for users with limited experience. Most
importantly the workflow should be robust even under challenging condi-
tions such as low photon numbers and simultaneously activated emitters.
3.1.2 Deep learning in localization microscopy
Deep learning denotes a set of machine learning approaches that employ ar-
tificial neural networks and belong to the feature-learning, or representation-
learning, techniques [51]. While conventional machine-learning methods
require an experienced human engineer to extract features from the raw
data before patterns can be detected in the input, representation learning
automatically discovers these features. Deep learning in particular involves
multiple levels, called layers, of composed transformations, which makes it
possible to learn several representations at a time [52]. A neural network
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is a universal function estimator, which is generally able to approximate
any existing continuous function mapping the input data onto certain pa-
rameters of interest to any degree of accuracy [53]. This function may be
so complex that it is impossible to find an analytical expression for it, for
example in the case of the relationship between pixel intensities of a SMLM
image and molecule coordinates. Still, a neural network can deduce an ap-
proximation of this function from a sufficient amount of example images.
The beginnings of neural networks and machine learning in general date
back to 1957, when Frank Rosenblatt presented a simplified, mathematical
model of biological neurons along with an algorithm that enabled these
artificial neurons called perceptrons to learn from data [54]. However,
the initial hype around machine learning came to rest when it emerged
that a single layer of perceptrons was not capable of solving certain prob-
lems, of which the XOR operator is certainly the most prominent example
[55]. Only in the 1980s, neural-network-based machine learning was re-
discovered fueled by innovations in algorithms addressing the problem of
training multi-layered architectures [56, 57] and by an easier access to com-
putational resources [58]. Famous breakthroughs such as the victory of the
neural network AlexNet in the ImageNet Large Scale Visual Recognition
Challenge in 2012 [59], where 1.2 million images had to be assigned to
1000 classes, or the development of the program AlphaGo beating a pro-
fessional Go player [60, 61] finally sparked a revolution in the development
of artificial neural networks. In 2018 Yoshua Bengio, Geoffrey Hinton and
Yann LeCun received the Turing Award for their breakthroughs in deep
learning.
Image analysis was one of the earliest domains where deep learning yielded
impressive results, notably in the recognition of handwriting [62, 63]. Med-
ical and biological applications date back to the 1990s [64], and in the past
few years, deep learning has spread throughout the entire field of medical
image analysis and microscopy [65, 66]. Most recently, also SMLM has
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started to take advantage of the power of neural networks to exploit the
information encoded by a limited number of photons in the best possible
way. The key requirement for training a neural network, a large amount
of example data, is generally met in SMLM because signal formation can
be accurately simulated using well-established models.
A major challenge in SMLM is the requirement of sparsely activated emit-
ters, which often leads to long acquisition times. Even though localization
in dense samples by fitting overlapping PSFs has been demonstrated before
[67–70], these algorithms generally involve a high computational effort and
sample-dependent parameter tuning. An alternative, deep-learning-based
approach to tackle the problem of overlapping PSFs was first demonstrated
with the Deep-STORM neural network, which had been trained with simu-
lated 2D STORM images of densely packed molecules [71]. Afterwards, the
problem of localizing multiple emitters was extended to 3D and addressed
by various groups [72–76]. Numerous other deep-learning investigations fo-
cused on extracting additional molecular or imaging parameters from the
PSF data, such as the color of the fluorescent emitter [77, 78], molecule
orientation [72], stoichiometry of fluorescently labeled protein complexes
[79], or structure and intensity of background [80].
Comparing deep learning to existing analysis methods, studies have at-
tested a better performance of neural networks especially under challenging
imaging conditions such as low SBR and high emitter density [71, 76]. Re-
garding computational performance, a direct comparison to the MLE gold
standard has proved deep learning superior in estimating multiple output
variables [74]. Most importantly, the previously mentioned deep-learning
algorithms can be applied to all kinds of samples covered in the train-
ing process without making parameter adjustments. Thus, the analysis of
SMLM data does not require specific user expertise anymore.
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3.1.3 Scope of this chapter
Deep learning could be an alternative to the MINFLUX post-processing
workflow outlined in Section 3.1.1 and provide parameter-free, fast data
analysis. The second part of the current workflow, the position estimation,
is a good starting point for integrating a new approach into the existing
framework. In addition, replacing the MLE by a neural network can poten-
tially extend the range of precise localization to lower photon numbers and
higher background. While there are certain similarities to STORM and
related SMLM techniques, the nature of MINFLUX recordings is fairly
different from camera-based data. This difference needs to be taken into
consideration when designing the architecture of a neural network. There-
fore, the aim of this subproject is to verify that deep learning is a valid
method for position estimation in MINFLUX nanoscopy. Furthermore, I
want to identify conditions where neural networks provide a higher local-
ization performance than the MLE.
3.2 Theory and methods
This section summarizes the theory of the MLE and how it was imple-
mented. Next, it gives an overview of the fundamental concepts of deep
learning and of the software and hardware used for this work. Finally, a
few relevant statistical methods and naming conventions are described.
3.2.1 Maximum-likelihood estimation in MINFLUX
The MLE is a widely used estimator due to its advantageous properties:
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• Consistency. For a large number of observations, the estimate con-
verges in probability to the true value [81].
• Efficiency. The estimator asymptotically reaches the CRB [81].
• Functional invariance. If θ̂ is the estimate of the parameter θ, then
the estimate β̂ of a parameter β = g(θ) is given by β̂ = g(θ̂) [82],
where g is a one-to-one function, that is g(a) = g(b) implies a = b
[83].
In the case of MINFLUX position estimation, the MLE maximizes the
likelihood L(rm|n) of a molecule being located at rm provided a set of
photon counts n. Using the functional invariance of the MLE, this can be
expressed as a maximization of the well-known likelihood function L(p|n)
defined in (1.15) for the multinomial parameter vector p:
r̂m,MLE = arg max
rm
L(p(rm)|n) . (3.1)
For simplification purposes it is convenient to maximize the logarithm of
L(rm|n) and to omit multiplicative factors that only depend on n:
r̂m,MLE = arg max
rm
l(rm|n) (3.2)




ni ln(pi) . (3.3)
The multinomial parameter vector p is calculated according to (1.12) using
an appropriate excitation intensity distribution I(r). In 2D the doughnut
profile is defined as in (1.21), whereas the 3D doughnut profile is often
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approximated by a simple quadratic function [30]
I(r) = x2 + y2 + z2 . (3.4)
While the MLE for a 1D position can be easily calculated analytically [29],
the optimization problem is solved numerically for the 2D and 3D cases.
For the present work the SBR was estimated together with the emitter
position as previously described [30]. In iterative MINFLUX the true SBR
cannot be simply extracted from the photon-count traces because it de-
pends on the position of the emitter both relative to the EBP and within
the confocal volume. The expression for the maximum likelihood estimate
given in (3.2) accordingly changes to






ni ln (pi (rm, SBR))
)
. (3.5)
The MLE was implemented in an iterative grid-search optimization algo-
rithm following previous studies [30]. The initial grids had a diameter
equal to the EBP width L for the emitter position rm, and a diameter of
10 for the SBR. With L = 100 nm, the following successive pixel sizes were
used: 10 nm, 2 nm, 0.4 nm and 0.08 nm for rm, and 1, 0.2, 0.04, 0.04 for
the SBR. Only for SBR(0, L0) > 10, the pixels were scaled such that their
initial size equaled 0.1SBR(0, L0). Events for which the position estimates
coincided with any of the grid edges were discarded. Finally, the obtained
molecule coordinates were multiplied by a factor of 0.7 along the z-axis in
order to account for an axial scaling caused by a refractive index mismatch
between the sample and the cover glass [30].
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3.2.2 Fundamentals of deep learning
Deep learning is distinct from other, shallow, machine-learning techniques
in that multiple, increasingly complex features of the data are automat-
ically generated inside the network. By distributing the representation
development over many layers, even an extremely complex feature can
be broken down into simple transformations. These features are learned
jointly, meaning that whenever an internal representation is modified, the
other ones adapt accordingly without human intervention [84].
Layers are the fundamental building blocks of neural networks and act like
filters on the data. They consist of smaller units termed neurons or nodes,
each of which encodes a mathematical operation. A neuron computes a
linear combination of its input values using a set of weights, and adds a
so-called bias as depicted in panel A of Figure 3.1. This intermediate result
is passed on to an activation function, whose output serves as an input for
the following layer. Neural networks where data flows only in one direction,
which were employed for our studies, are termed feedforward.
Activation functions play an important role in modern deep learning be-
cause they introduce nonlinearity to the mathematical operations per-
formed in the different layers. They are an active research area, and the
ultimate choice of this function depends on the nature of the learning
problem. Among the most common activation functions are the sigmoid
function, the hyperbolic tangent, and the ReLU2, which is visualized in
panel B of Figure 3.1. It is nowadays the default recommendation [58, 85]
and was used in this work. Since the proposition of the original ReLU
[86–88], several variants have been developed [58]. The activation function
in the final layer plays a special role by placing constraints on the output of
the network. For a regression to arbitrary values, no last-layer activation
2 rectified linear unit
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Figure 3.1: Building blocks of neural networks. A, Artificial neu-
ron. B, ReLU activation function. C, Fully connected neural network.
is required, which also applies to the problem modeled in this work.
In general, every neural network has input and output layers and a variable
number of hidden layers in between. The total number of output and
hidden layers denotes the depth of the network. There are various network
architectures, which consist of different types of layers, depending on the
nature of the input data. The most basic kind of layer, in which each neuron
is linked to all the nodes of the previous level, is called fully connected or
dense [84]. Networks containing only fully connected layers, as depicted
in panel C of Figure 3.1, are effective for computationally simple problems
and were used in this work. However, the number of trainable parameters
scales quadratically with the number of neurons, the width, of each dense
layer for networks featuring more than one hidden layer.
In order to limit the number of trainable parameters, image analysis tasks
such as the SMLM applications listed in Section 3.1.2 are typically ad-
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dressed by convolutional neural networks [62]. These networks addition-
ally contain convolutional and spatial-downsampling layers. Each of their
nodes processes only a small part of the input data, which makes it possible
to learn local patterns in the images [58].
In the case of supervised learning, the deep-learning analysis workflow has
two major parts: First, a neural network is trained and validated on data
sets with known target outputs, and second, the trained network is used
to infer the unknown output parameters from experimental data. The
weights and biases are the parameters {θi} to be optimized in the learning
process and are initialized with random values. During the evaluation of
the training data, they are iteratively adjusted in order to minimize the
deviation of the predictions from the ground truth [58]. In the training
process the performance of the network is assessed by calculating a loss
score as indicated in panel A of Figure 3.2. An example of a common loss






of the predictions ŷ relative to the target outputs y [82].
Typically the whole data set is not processed at once, but split into batches.
Just as the number and size of the layers, the loss function and batch size
are hyperparameters of the network, which need to be set in the design
process. The most important ones are listed in Table 3.1 [89]. For each
batch, the loss is determined, and weights are updated before proceeding to
the next batch. A single sweep through the training set is termed an epoch,
and the training of a neural network usually lasts for many epochs. After
each of them, the crucial step of rating the performance of the network on
validation data, which was not part of the training set, takes place [58].
Learning is an optimization problem with the goal of finding the parame-
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Figure 3.2: Key concepts of training neural networks. A, Loss.
The MSE is calculated after a training-data batch has been fed forward
through the network. B, Gradient descent. A minimum of the loss func-
tion is approached by taking steps in the opposite direction of the gra-
dient with respect to the trainable parameters {θi} of the network. C,
Backpropagation. The trainable parameters are adjusted by iterating
backwards through the layers {ui} of the network. Figure adapted from
Möckl, Roy, and Moerner [58].
ter combination that minimizes the training loss score. In deep learning,
that problem is commonly solved by stochastic gradient descent (SGD)
[90, 91], which is sketched in panel B of Figure 3.2. The loss is defined in
a high-dimensional space spanned by the trainable parameters {θi} of the
neural network, as shown by the example of the MSE in (3.6). In order to
minimize the loss, weights and biases are modified by a certain step size fol-
lowing the direction of the negative gradient. The latter is estimated from
a randomly selected batch of the input data. In this context, the learning
rate controlling the step size is another important hyperparameter. Usu-
ally its value decreases in the course of the training as the loss function
approaches a minimum. There are various optimizers implementing this
algorithm, including modern, adaptive SGD algorithms such as RMSprop
[92] or Adam [93], which automatically adjust the learning rate for each
parameter and over time. Among the hyperparameters of the Adam op-
timizer, which was used in this work, the initial learning rate is the most
important one.
The gradients of the loss function are determined using the backpropaga-
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Model Training
Types of layers Loss function
Number of layers Batch size
Widths of the layers Optimizer
Activation functions Learning rate
Regularization factors Number of epochs
Table 3.1: Main hyper-
parameters of feedfor-
ward neural networks.
tion algorithm [57] depicted in panel C of Figure 3.2. It starts by calculat-
ing the gradient with respect to the weights and biases of the last layer and
applies the chain rule to sweep through the network up to the first layer.
This reduces the problem of determining the effect of each parameter on
the loss to a series of matrix multiplications [58].
Because of the large number of trainable parameters, mapping the training
input onto the ground truth is a highly overdetermined problem. Training
a network too well can therefore reduce its ability to generalize and its
performance on unknown data, which is called overfitting. The opposite
phenomenon, a neural net that is not capable of modeling the relevant
patterns in the data and is producing poor results on the training set, is
termed underfitting and characterizes the initial learning phase. Therefore,
the validation data is essential for assessing the generalization capacity of
the network in the course of the training and finding the sweet spot between
underfitting and overfitting. This is illustrated in Figure 3.3, where a neural
network initially yields a comparable loss score on the training and vali-
dation data, but after a certain learning time, the validation performance
degrades. The number of epochs is another important hyperparameter in
this context.
There are numerous so-called regularization strategies to prevent models
from overfitting. The early stopping functionality prematurely terminates
the learning process as soon as the validation loss score stops improving,
53
3 Deep-learning-based data analysis for MINFLUX nanoscopy
Figure 3.3: Training and
validation loss curves.
MSE of a neural network on
the training and validation
data sets as a function of the















which is an easy way to approximate the optimal number of epochs. Weight
decay, or L2 regularization, adds a penalty term to the loss function in order
to prevent the weights from assuming large values [94, 95]. Dropout sets
the outputs of random subsets of neurons to zero [96]. All these approaches
aim at helping the network to learn a more robust representation of the
analysis problem [85].
While the training data is employed for adjusting the weights and biases
of a neural network, the validation set is used to tune the model and opti-
mization hyperparameters. In order to make sure that a trained network
performs equally well on data that was involved in neither of the two pro-
cesses, it can make sense to have a third distinct data set. Furthermore,
this test set is useful for ultimately quantifying the performance of the
trained model on new data with a known ground truth [84]. For testing
the network on experimental data, this ground truth can be provided by the
current gold standard in the field, such as established multi-emitter fitting
algorithms for STORM data [67–70] or the MLE in the case of MINFLUX
position estimation [29].
To conclude, it is worth noting that a neural network will always produce
an output when confronted with experimental data. It can be difficult to
detect artifacts in the predictions because these will usually lie within the
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space defined by the target outputs of the training data. Therefore, it is
crucial for the learning process to cover the sample space of all the data
that the network should be able to analyze. In the context of SMLM, for
example, the simulated PSFs employed in the training have to be repre-
sentative of the ones found under relevant experimental conditions [58].
Software and Hardware
For building, compiling, training, and evaluating neural networks in the
present work, the Keras functional API3 [97] was used, running on top of
the TensorFlow library [98] for Python.
Training and evaluation were run on a workstation equipped with 96 GB of
RAM4, an Intel Core i9-9820X, 3.30-GHz CPU5 and an NVIDIA Quadro
P2000 with 5 GB of memory.
The TensorBoard toolkit was employed for generating the loss curves pre-
sented in this chapter. For each epoch the average of all batch losses was
calculated using identical batch sizes for the training and validation data
sets.
3.2.3 Localization performance metrics
In order to quantify the localization performance of an estimator, three
metrics were calculated for each 3D emitter position rm, namely the pre-
cision σ (rm), the projection b̃ (rm) of the bias averaged over the spatial
3 application programming interface
4 random-access memory
5 central processing unit
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dimensions – for simplicity called bias in this work, and the total error
E (rm). The latter equals the square root of the MSE introduced in (3.6),















‖E (r̂m)− rm‖ , (3.8)
E (rm) =
√
σ (rm)2 + b̃ (rm)2 , (3.9)
where d denotes the dimensionality of the r-space and r̂mi is the ith com-
ponent of the estimated position [44]. The expectation values refer to
localizations r̂m assigned to the same molecular emission event or emitter
coordinate in the case of experimental or simulated data, respectively. Typ-
ically σ was compared to the CRB on the precision of unbiased estimators
as defined in (1.19), which is simply called CRB in this chapter.
3.3 Data simulation and network design
Our goal was to build a neural network for mapping sets of seven photon
counts, acquired in the final step of the MINFLUX iteration scheme shown
in Figure 1.2, to the 3D coordinates of a fluorophore. This can be mod-
eled as a regression problem with a feature vector n and a target vector
rm of lengths seven and three, respectively. The simplest architecture to
approach this kind of problem is a sequence of fully connected layers. Ini-
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tially a single hidden layer with 5000 neurons was incorporated into the
network, resulting in around 55 000 trainable parameters. The widths of
the input and output layers are defined by the lengths of the feature and
target vectors, respectively. I chose the commonly used ReLU activation
function shown in Figure 3.1 in the hidden layers and no activation in
the output layer because the target vector of our regression problem can
assume arbitrary values.
For training the network the MSE loss function defined in (3.6) and the
Adam optimizer mentioned in Section 3.2.2 were employed, keeping the
default parameter settings except for the initial learning rate α, which was
reduced to 1 × 10−4. In a direct comparison of different batch sizes, the
default value of 32 proved optimal. Higher learning rates and bigger batch
sizes both flattened the learning curves, and larger values of α also increased
the final loss score. In order to further automate the training process,
the early-stopping functionality was employed for determining the ideal
number of epochs. By this criterion, training ended when the validation
loss had not improved for 30 epochs, and the model weights from the epoch
with the lowest validation loss were restored.
The network was trained with simulated single-molecule, 3D MINFLUX
data. For the simulation of photon emission events, the following parame-
ters had to be set: The total number N of detected photons per localiza-
tion, the reference SBR(0, L0) introduced in (1.26), the diameter L of the
EBP in the final iteration step, and the position rm of the emitter relative
to the EBP center. As described in Section 1.2.1, both the numbers of
acquired signal photons and the background counts obeyed Poisson distri-
butions. In this study, the simulation of photon counts did not depend
on the excitation wavelength λexc because the simple, quadratic, 3D PSF
model introduced in (3.4) was employed. Regarding the emitter position,
it is worth noting that the CRB on the theoretically achievable localization
precision depends on the position of the molecule relative to the EBP and
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strongly increases for distances rm ' 0.35L from the center of the EBP.
This was for example shown in Figure 2.11 for 2D MINFLUX localization.
Moreover, localizations outside this region are typically filtered out in the
current implementation of MINFLUX post-processing to reduce the num-
ber of false-positive events [42]. Therefore, the network was trained and
validated only within this spherical volume of radius rtrain = rval = 0.35L
around the EBP. The scaling factor along the z-axis mentioned in Section
3.2.1 was not incorporated into the simulations but was later applied to
the coordinates predicted by the trained network.
As mentioned in Section 3.2.2, it is critical for the reliability of a neural
network to ensure that the training space entirely covers the sample space
of the experimental data that will be presented to the network after train-
ing. Thus, a universal position estimator for MINFLUX nanoscopy should
eventually be trained with a range of parameters covering the experimental
conditions encountered in different types of samples. However, we decided
to reduce the complexity of the problem by initially setting each parameter
to a fixed value. For further simplification we chose to keep background
negligible and to use a total photon number N = 1000 that is sufficiently
high for the MLE to produce reliable position estimates according to pre-
vious studies [42]. These simplified parameter settings were employed for
training the first network and optimizing its architecture in this section
and in the following one. The diameter of the EBP in the last MINFLUX
iteration was set to L = 100 nm throughout this work, a value that had
been previously used for acquiring 3D MINFLUX data [30]. Both the full
parameter ranges and the fixed values are provided in Table 3.2.
To create the data sets required for training, validating, and testing the
neural network, a set of 3D ground truth positions was specified within the
spherical training space. Then, combinations of seven photon counts were
generated from the multinomial distribution defined in (1.8) by calculating
the parameter vector p at the given emitter position with specific SBR and
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Parameter Range of interest Initial value
Number N of detected photons 10–2000 1000
SBR(0, L0) 1–50 1000
EBP diameter L 30–100 nm 100 nm
Relative emitter position rm ‖rm‖ ≤ 0.35L
Table 3.2: Parameters of the simulated MINFLUX data. In the
central column, the full parameter ranges that a universal position estima-
tor should eventually cover are given. On the right side, the fixed parame-
ter values that were initially used in the training data are listed.
total count number N per localization. The seven features were normalized
such that their values ideally stayed between 0 and 1 for the most part in
order to avoid losing numeric precision. To this end all photon counts were
divided by the total count number N in the case of data sets with fixed N .
For training with different total count numbers, the mean N of the data
set was used for normalization. This normalization factor must be applied
to any data presented to the trained network for evaluation.
The training and validation data set comprised approximately 5000 sim-
ulated emitter positions with 100 independently generated photon count
combinations per position. Distributed over a spherical volume of radius
0.35L, these positions formed a 3D grid with a spacing of 2.9 nm in each
dimension. I manually performed a hold-out validation split by reserving
a random subset of the molecule positions for validation. Note that all
localizations with the same coordinates were assigned to either of the two
subsets. For testing the fully trained network, I created another data set
of the same size as the one reserved for validation. Again, there were 100
count combinations per position, but in this case, the coordinates were ran-
domly distributed inside the validation space. Overall, the division of data
into training, validation, and test sets followed a 70–15–15 split ratio.
Figure 3.4 demonstrates how the localization performance metrics, which
59
3 Deep-learning-based data analysis for MINFLUX nanoscopy
were introduced in Section 3.2.3, gradually enhance in the course of the
training. While the precision σ changes only slightly, the bias b̃ substan-
tially improves on both training and validation data in the first few epochs.
Later, the learning curves, especially for the validation, flatten until the
early-stopping criterion is met and training ends in order to prevent over-
fitting. The composition of the total localization error E also changes over
time: At the beginning, σ and b̃ contribute more or less equally to the
error, whereas at a later stage of the training, E is dominated by the local-
ization precision. Note that due to the presence of bias, σ can fall below





























Figure 3.4: Training effect on the localization performance. Lo-
calization precision σ, bias b̃, and total error E of a neural network on the
training and validation data sets as a function of the number of training
epochs.
The training effect on the localization performance can also be observed in
a visual comparison of selected ground truth positions and the correspond-
ing estimates made by the deep-learning algorithm, which is presented in
Figure 3.5. The predictions shown in the left panel were calculated after
the first training epoch. Given a training set with approximately 700 000
data points and a batch size of 32, the weights of the network had been
updated around 20 000 times at that stage. Both training and validation
samples located in the xy-plane are affected by a localization bias that is
60
3.3 Data simulation and network design




















Figure 3.5: Predictions in the course
of the training. 2D projections of position
estimates made by a neural network at the
beginning, in the middle, and at the end of
the training. The true positions were located
in the respectively indicated planes and the
















pointing outward for events close to the coordinate center and inward at
the edge of the training volume. Only two epochs later this bias has almost
vanished, especially in the inner part of the sample space, which is shown
in the central panel. After this point it took another 178 epochs with a
substantially lower learning rate to complete the training. The final results
are displayed in the three right panels for positions located in the xy-, xz-
and yz-planes. It becomes evident that the bias of the estimator has been
further reduced and the point clouds formed by the position estimates are
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more compact than at the earlier training stages. Still, this improvement
is relatively small compared to the one made in the first three epochs. The
remaining inward-directed bias is slightly more pronounced along the z-
axis than in the xy-plane. Otherwise the localization performance seems
to be almost isotropic.
3.4 Optimization of the network architecture
and training data
After I had constructed and trained the first version of a neural network
that was able to estimate 3D positions from simulated MINFLUX data,
my goal was to improve the localization performance by optimizing the
network and training designs. The total localization error E introduced
in (3.9) is composed of the precision σ and the bias b̃. As σ was already
surpassing the CRB at the end of the training, which is demonstrated in
Figure 3.4, our focus was to first reduce the bias of the deep-learning-based
position estimator. To be more specific, we wanted to reduce the inward-
pointing bias in the outer regions of the validation space, which can be
observed in the right panels of Figure 3.5.
To this end, I studied the effect of extending the training volume beyond
the region where the network gets validated. In order to have similar sam-
pling densities, the number of molecule positions in the data sets was scaled
along with the extent of the grids. Judging by Figure 3.5, the localization
performance is almost isotropic and comparable for training and validation
data. Hence, this investigation was limited to training positions in the xy-
plane, and the performance metrics σ, b̃, and E were examined as a function
of the distance rxy from the z-axis. More precisely, for each rxy the metrics
obtained for target positions within 2 nm distance from the xy-plane were
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averaged. From Figure 3.6 it becomes evident that the larger the radius
rtrain of the training volume, the larger the area with small bias and a local-
ization precision curve closely following the CRB. The region where σ falls
below the CRB moves further towards the edge of the validation space.
At the same time, the point where the bias strongly rises moves outwards.
However, this bias increase also becomes more pronounced for larger val-
ues of rtrain. Therefore, rtrain = rval = 0.35L minimizes the total error E ,
but rtrain = 0.4L provides the lowest average bias in the validation space
and thus best meets our optimization criterion. To conclude, the train-



























Figure 3.6: Influence of the extent of the training space on the
localization performance. Localization precision, bias, and total error
of a fully connected network with a single hidden layer containing 5000
nodes, trained in regions of different radii rtrain. The localization perfor-
mance was assessed in the xy-plane as a function of the distance rxy from
the z-axis, and the resulting curves were smoothed with a Gaussian kernel
of size σ = 1.5 nm. The yellow-tinted areas depict the validation space
of the neural network with a radius of rval = 0.35L, where L denotes the
diameter of the excitation pattern.
Having optimized the extent of the training space, my next goal was to find
the ideal size for the network to maximize both localization performance
and computational efficiency. The training and validation data sets con-
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tained approximately 8000 simulated emitter positions in total, distributed
in volumes of radius rtrain = 0.4L and rval = 0.35L, respectively. Figure
3.7 compares the loss curves for networks with different numbers of units
per hidden layer and with a varying number of hidden layers, shown in the
left and right panels, respectively. Our criteria for a suitable architecture
were a low validation loss score at the end of the training and a validation
curve that is dropping as smoothly as possible. Note that the total num-
ber of training epochs varies between the curves due to the early-stopping
callback mentioned at the beginning of Section 3.3, which terminates the
training as soon as the validation performance stops improving. In general,
the validation loss fluctuates in the learning process, whereas the training
loss is monotonously decreasing. That is a typical behavior because the
gradients of the training and validation loss functions do not necessarily
point in the same direction in the space spanned by the trainable param-
eters. It is also important to indicate that the validation loss is usually
lower than the training loss in our example. This results from the fact
that molecule positions located at the edge of the training volume, where
we expect the localization error to be maximal, were excluded from the
validation data set as described in Section 3.3.
The left plot suggests that a single hidden layer with 50 neurons does not
provide the required complexity to solve the regression problem. Indeed,
the training and validation curves do not steadily decrease but approach
a local optimum at first before they further drop to the final loss score.
Moreover, the MSE at the end of the training is higher than for the bigger
architectures. The networks with 500, 5000 and 50 000 nodes per layer
all produce smooth loss curves and reach a similar final validation MSE. I
decided to set the width of the hidden layers to 5000 for the following inves-
tigations. The right panel of Figure 3.7 presents a comparison of networks
with one, two and three hidden layers, each one containing 5000 neurons.
The deepest architecture shows an increasing validation loss accompanied
by a further decreasing training loss, which is a sign of overfitting to the
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Figure 3.7: Loss curves for networks of different sizes. Training
and validation MSE of fully connected networks with A, a single hidden
layer containing a varying number of nodes or B, different amounts of hid-
den layers with 5000 nodes each. The loss scores are shown as a function
of the number of training epochs.
training data. This cannot be observed in the curves produced by the two
shallower designs, which are comparable to each other.
Besides the localization performance, computational efficiency plays an-
other crucial role for the practical applicability of any position estimator.
Therefore, I took a closer look at the relationship between the time re-
quired for training networks of different sizes and the precision and bias
of the resulting estimates. Figure 3.8 displays the precision and bias on
simulated test data, which were not used for training or validation, as a
function of the training time for 13 different architectures. This detailed
analysis reveals that especially the networks with a single hidden layer and
5000 nodes, and with two layers containing 500 neurons each provide pre-
cise estimates and minimize the bias. Moreover, their training takes less
than three hours. These designs are marked by a blue plus sign and a
light-blue cross, respectively. Other medium-sized architectures, such as
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the one featuring two hidden layers with 5000 units each and marked by
a light-blue plus sign, also show a satisfying localization performance and
computational efficiency. The exact values of the obtained bias and the
training time can be found in Figure B.1.
It also becomes evident that the training time does not necessarily increase
with the number of trainable parameters. As a matter of fact, for the net-
work with a single hidden layer and 50 neurons, indicated by a blue circle, it
took almost eight hours to find the optimal values for the 553 trainable pa-
rameters. In contrast, the architecture marked by the blue triangle, which
had 50 000 nodes in its hidden layer and correspondingly approximately
1000 times more trainable parameters than the smaller model, required
less than two hours for training. This can be explained by the fact that
the number of epochs needed for this model to converge was significantly
smaller than for the narrower design.
Having compared different network architectures, the influence of the train-
ing data composition on the localization performance and training time
were studied in the next step. More precisely both the number of simu-
lated molecule positions and the number of localizations per position were
varied. The results are displayed in Figure 3.9. Like for the previous fig-
ure, the average localization precision and bias on simulated test data were
calculated. These values could be reproduced with average accuracies of
around 0.8 % and 14 %, respectively, when repeating the training. The
exact values of the obtained bias and the training time can be found in
Figure B.2.
The two plots suggest that training and validation data with a minimum
of approximately 250 distinct positions in total are required for reliably
localizing events with a precision σ close to the CRB and a bias b̃ below
0.5 nm. Placed on a 3D grid, these training coordinates have a spacing
of around 11 nm in each dimension. For finer grids a higher number of
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Figure 3.8: Localization performance and training time for dif-
ferent network sizes. A training data set with approximately 800 000
data points as described in Section 3.3 was used. The test data consisted
of a total of 100 000 simulated events located at 1000 distinct positions,
which were randomly distributed in the validation space. The localization
precision and bias were calculated at each position, and the mean values
over all positions were plotted.
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localizations per molecule position is followed by a slight bias reduction.
The precision σ, however, does not seem to be affected by that number as
long as the grid spacing is sufficiently small. Most prominently the amount
of time ∆ttrain needed for training the network increases with the size of
the used data set ntrain. More specifically, this increase can be described
by the following relationship: ∆ttrain ∝ n0.85train.
For data sets containing less than 150 distinct positions, the behavior of
the localization precision and bias as a function of the number of events
per coordinate observed in Figure 3.9 is less predictable. In some cases,
multiplying the number of data points per position seems to lower the
localization precision and elevate the bias. This unexpected observation
could be reproduced when creating another data set and training a new
network with it. Just as described in the previous paragraph, the training
time increases with the size of the data set also for lower-density coordinate
grids. The relationship between the number of data points provided during
training and the time required for it is similar to the one given before:
∆ttrain ∝ n0.78train.
Regarding the question which training and validation data composition is
the best, the choice made earlier was quite conservative in retrospect. As
a matter of fact, the data set containing around 8000 simulated positions
with 100 localizations each, marked by a small, gray plus sign, produces a
network with high precision and the lowest bias on test samples among all
the data sets presented in Figure 3.9. However, this comes at the cost of a
relatively long training time, namely five hours. Other arrangements such
as the one with approximately 1000 grid coordinates and 13 localizations
per position, indicated by a small, red circle, provide a similar test precision
σ, around 1.6 nm, and a bias b̃ that is still below 0.3 nm, but the training
takes less than 15 minutes. Still, for the results displayed in the next
section, the size of the data set was not reduced below 800 000 events in
order to ensure optimal learning even under more demanding conditions,
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Figure 3.9: Localization performance and training time for dif-
ferent training data compositions. A fully connected network with
two hidden layers and 5000 nodes per layer was used. The test data con-
sisted of a total of 100 000 simulated events located at 1000 distinct posi-
tions, which were randomly distributed in the validation space. The local-
ization precision and bias were calculated at each position, and the mean
values over all positions were plotted. The numbers of molecule positions
and events per position refer to the size of a common data set for training
and validation before splitting it into two parts.
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namely lower photon numbers N and SBR.
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3.5 Comparison to the maximum-likelihood
estimator
Up to this point the neural networks had been trained and evaluated on
data simulated under non-challenging conditions, namely a high number N
of photons per localization and negligible background. Having optimized
both the size of the network and the composition of the training data
set in order to maximize the localization performance, the next important
step was now to compare the deep-learning algorithm to the MLE with
respect to their performance in various parameter settings. To this end,
30 separate test data sets were created using a different combination of N
and SBR(0, L0) for each of them. Every set consisted of a total of 100 000
simulated events located at 1000 distinct positions, which were randomly
distributed in the validation space of radius rval = 35 nm. The total photon
number N per localization and the SBR were within the ranges suggested
in Table 3.2.
For the network, I chose a fully connected architecture containing two hid-
den layers with 500 neurons each, based on the results displayed in Figure
3.8. Two different training approaches were used: First, I trained sepa-
rate, specialized networks matching the individual combinations of N and
SBR(0, L0) that could be found in the test data. Each training set con-
sisted of around 800 000 data points distributed over approximately 8000
distinct grid positions. In the second approach, I trained a single, universal
network with a range of N and SBR(0, L0) values. In order to generate the
photon counts, random N and SBR(0, L0) parameter values were drawn at
about 8 000 000 distinct training and validation grid positions. N ranged
between 10 and 1000 and was drawn from a discrete, uniform distribution,
whereas SBR(0, L0) followed a normal distribution N (1.3, 1.0). The latter
was obtained from a fit to previously published experimental MINFLUX
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data [30], which will be shown later in this section. Additionally, a lower
limit was set to SBR(0, L0), equaling the smallest value encountered in the
experimental data. A flexible SBR is the most relevant condition in prac-
tice because SBR(0, L0) varies within the sample and the training data of
a reliable estimator should cover these variations.
After the learning process had been completed, the test data sets were eval-
uated using both the differently trained networks and the MLE described
in Section 3.2.1. In some cases, especially for small N and SBR, the MLE
predicted the emitter’s position at the edge of the optimization grid. These
localizations constituted up to 10 % of the data points and were filtered
out.
Figure 3.10 illustrates how the existing MLE and the different networks
compare in terms of localization precision, bias, and total error. As the
number of detected photons and the SBR increase, the localization un-
certainty and bias of all estimators generally fall along with the CRB on
the theoretically achievable localization precision. Above a certain N and
SBR, however, the performance of the universal network starts to deterio-
rate, which could be a sign of overfitting. In general the neural networks
outperform the established MLE judging by the total localization error, es-
pecially under challenging conditions, namely small N and SBR. Only for
N = 1000 and SBR(0, L0) ' 5, the MLE has a smaller error than the uni-
versal network. Moreover, these two estimators have a similar bias, which
is small compared to σ, for N < 1000. In contrast, the specialized nets are
dominated by bias especially in the low-photon regime. For the following
evaluation of experimental data, we additionally trained a network with
variable SBR and fixed N = 1000, whose localization performance on test
data was almost identical to the one of the universal network. Overall, the
presented results suggest that compared to the existing MLE, the neural
networks designed in this work have a similar or even better localization
performance in all experimentally relevant photon and SBR regimes.
72































































Variable N and SBR
Specic N and SBR
Figure 3.10: Localization performance of neural networks and
an MLE in various parameter settings. The localization precision,
bias, and total error of the different estimators were assessed on simulated
test data sets with specific SBRs and photon numbers N per localization.
Neural networks were trained in two distinct ways. The performance met-
rics were calculated at each position, and the mean values over all posi-
tions were plotted.
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Subsequently, we wanted to gain a deeper understanding of how the number
of learning epochs and the amount of training and validation data influence
the localization performance of the universal network under different con-
ditions. To this end, we probed the localization performance at different
intermediate training stages and, in an independent approach, trained the
network with a smaller data set. It becomes evident from Figure B.3 that
for large values of N , the full localization performance is already reached
after a single training epoch. For N = 1000 and high SBR, further training
even increases the test bias. Moreover, Figure B.4 reveals that reducing
the size of the training set lowers the test bias in this regime. For low
photon numbers, however, σ and the total localization error increase when
less training data is provided. Note that for the network trained with less
data, the weights received 23 times less updates than in the case of the
larger data set. This difference resulted from the fact that the batch size
had not been increased along with the amount of data, and in addition, the
larger data set coincided with a higher number of epochs determined by
the early-stopping criterion. To conclude, more training data and epochs
seem to improve the localization performance under challenging conditions,
whereas this effect is reversed under easier conditions.
Next, we wanted to extend our findings to experimental data and compare
the position estimates of a neural network trained with simulated photon
counts to the ones made by the MLE. Again, I chose a fully connected
network with two hidden layers consisting of 500 nodes each. It was trained
using a data set containing about 800 000 emission events with a fixed to-
tal photon number N and a normally distributed SBR(0, L0) located at
distinct grid positions. The experimental photon counts that were pre-
sented to the neural net after training were kindly provided by Dr. Jasmin
Pape. The data originated from images of fixed U-2 OS Nup96-SNAP cells
stained with Alexa Fluor 647, which had been acquired with a MINFLUX
nanoscope [30]. In this data set, 3256 distinct emitters had been identified
with around 6500 photons on average detected in the last iteration of the
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image acquisition. Photon-count traces were split into localizations with
fixed photon numbers, namely either N = 1000 or N = 100, before making
predictions on the emitter positions.
The fluorophore coordinates predicted by the MLE or the neural network
were filtered to omit false-positive events, which is displayed in Figure
3.11. In line with previously described approaches [30], we used the emis-
sion probability p0 in the central exposure as a filtering criterion. We set
an upper threshold to p0 in order to discard events originating from either
background or molecules emitting outside the EBP that had been acciden-
tally activated. For both kinds of false-positive events, that probability is
distributed around p0 = 1K with K being the number of excitation posi-
tions. Therefore, we chose an upper limit p0 = cK with c < 1. By taking
the value p0 = 0.10188, which had been found in previous studies [30], we
were able to discriminate two subpopulations in the distribution of p0 for
N = 1000. For N = 100 we used the same p0 threshold even though the
two groups were less apparent in this case.
Another potential filtering criterion, which was previously used [30], is
the distance rest of the estimated position from the EBP center. In the
case of the maximum likelihood estimates, rest can be exploited to sep-
arate two subpopulations of events. However, the right plots in Figure
3.11 indicate that the deep-learning-based estimates do not form these two
groups. Therefore and because our goal was to employ identical filters for
the molecule positions predicted both by the MLE and by the neural net-
work, we did not apply any threshold to rest. Moreover, the distribution
of rest in the output of the MLE suggests that filtering the data only by
p0 is already sufficient to remove the peripheral subgroup of localizations
almost completely.
In order to compare the localization performance of the neural network
and of the MLE, our next step was to calculate the 3D standard deviation
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Figure 3.11: Filtering of experimental data. The figure displays
histograms of the relative photon count number p0 in the central expo-
sure and the distance rest of the estimated positions to the EBP center in
the last iteration. Localizations were calculated with an MLE or a neural
network. The underlying photon-count traces were split at two distinct
predefined photon numbers, leading to different amounts of localizations
in the top-row and bottom-row data sets. Filtering was performed by ap-
plying an upper threshold to p0.
σ of the position estimates for each molecule. Figure 3.12 displays σ in all
spatial dimensions for both filtered and unfiltered predictions made by ei-
ther of the two estimators. We only evaluated clusters with a minimum of
five consecutive localizations at the same position. For N = 1000 detected
photons per localization, the neural network and the MLE show almost
identical precision, whereas for N = 100, the network is up to 5 % more
precise on average. In general, the 3D standard deviation is more or less
isotropic in the xy-plane and slightly smaller along the z-axis, even before
applying the scaling factor of 0.7 along the optical axis as mentioned in Sec-
tion 3.2.1. Regarding the effect of filtering on the localization precision, it
is beneficial for both estimators in the case of N = 1000, where the median
of the precision on raw data is about 20 % larger compared to the filtered
values given in Figure 3.12. However, for N = 100 a completely different
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Figure 3.12: 3D localization precision on experimental data. The
plots show the standard deviations of the position estimates for each flu-
orophore on data sets with two different photon numbers N per localiza-
tion, which are presented in the top and bottom rows, respectively. His-
tograms are shown for estimates made using either a neural network or an
MLE, both before and after filtering as demonstrated in Figure 3.11. The
given medians refer to the distributions of the filtered localizations.
picture emerges: For the MLE the localization precision deteriorates by
35 % when omitting the filtering, whereas the neural network stays almost
unaffected.
Besides the standard deviation of the position estimates, the bias with
respect to the ground truth is another metric for judging the performance of
the neural network. However, in the case of experimental data, the ground
truth is typically unknown. Therefore, we took the predictions made by
the MLE in a photon regime where this estimator is supposed to have a
precision close to the CRB and negligible bias [42, 44], namely N = 1000,
as a reference. The offset between the output of the neural network and the
reference positions averaged over bins of 5 nm width is visualized in Figure
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3.13. The projections into the xy- and xz-planes demonstrate that for an
EBP diameter of L = 100 nm, the two estimators provide almost identical
results within a region of radius 0.3L approximately. Close to the edge
of the training volume, the deep-learning-based estimator has an inward-
directed offset relative to the MLE of around 6 nm on average. Outside



















Figure 3.13: Average offset between position estimates of a neu-
ral network and an MLE. The arrows are pointing from the positions
estimated by the MLE to the predictions made by the neural network
based on MINFLUX data containing around N = 1000 photons per
localization. The arrows’ length equals the actual offset in the used co-
ordinate system. For better visualization, the positions relative to the
center of the EBP were binned using a bin width of 5 nm. The yellow-
tinted areas depict the training space of the neural network with a radius
of rtrain = 0.4L, where L denotes the diameter of the excitation pattern.
The filtered experimental data evaluated by the neural network for N =
1000 photons per localization is presented as a 2D projection with a color-
coded z-coordinate in Figure 3.14. An MLE-based version of this image
with N = 2000 was previously published [30]. The used network had
a moderate training time of around one hour, and the evaluation of the
experimental data took 0.9 seconds. Compared to the MLE, which required
five minutes to localize approximately 20 000 emission events contained in
the data set, the prediction speed of the deep-learning algorithm was 320
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times higher.
Finally, we wanted to compare the image quality produced by the two
estimators in 3D and observe how it is affected by filtering and by the
number N of photons per localization. To this end, we examined the
two nuclear pores inside the boxes in Figure 3.14 more closely. The 3D
renderings in Figure 3.15 visualize the nucleoplasmic and cytoplasmic rings
of Nup96 and indicate the eight-fold symmetry of the complex. Each ring
consists of 16 copies of the protein, which are divided into eight subunits
42 nm apart [99, 100].
Only small differences can be perceived between the images produced with
the neural network and with the MLE for N = 1000. The events local-
ized by the deep-learning algorithm seem to be slightly more spread out
within the clusters, especially when visualizing raw data. In the case of
N = 100 however, the representation of filtered MLE localizations shows
more data points lying outside the clusters than the rendering of neural-
network position estimates. An even more prominent difference between
the two estimators is the effect of filtering on the image quality in the low-
photon regime: When using the MLE, considerable amounts of outliers
appear when exceeding the p0 threshold. For the neural network though,
this effect is rather small: Even in the raw data, the point clouds marking
the positions of the fluorescent emitters look relatively compact. These
observations are consistent with the results shown in Figure 3.12. In con-
clusion, the two estimators yield similar results, but the MLE relies more
on filtering. In general, it becomes evident that a total number of 100
emitted photons per localization is not sufficient to discern the subunits of
Nup96 reliably.
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Figure 3.14: Nup96–SNAP–Alexa-Fluor-647 labels localized by
a neural network in a MINFLUX image of fixed nuclear pore
complexes. Position estimates are visualized by circular patches of ra-
dius 3 nm and opaqueness α = 0.5. Contour lines represent the 3D sur-
face of the nuclear envelope calculated from the weighted average of the
z-coordinates of all position estimates using a 2D Gaussian kernel with
σxy = 250 nm. Further parameters: N = 1000 photons per localization and
scale bar indicating 200 nm.
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Figure 3.15: 3D rendering of single nuclear pores localized by a
neural network and an MLE. Two images of nuclear pores were taken
from Figure 3.14 and rotated 270° against each other in the xy-plane be-
fore being placed side by side. Localizations are displayed as surface ren-
derings of spherical shells with radius 2 nm and opaqueness α = 0.4. The
z-coordinate is color coded and the grids have a spacing of 50 nm.
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3.6 Summary and discussion
The aim of this chapter was to validate deep learning as a fast, parameter-
free method for 3D position estimation in MINFLUX nanoscopy. Further-
more, we wanted to explore in which circumstances a neural network could
be superior to the existing MLE in terms of localization performance. To
this end, I constructed a neural network setting its hyperparameters appro-
priately and trained it with simulated 3D MINFLUX data. Next, I tuned
both the network architecture and the training design in order to find a
trade-off between learning time and localization error. At first, I simulated
emission events under optimal conditions, namely a large number of pho-
tons per localization and negligible background. Afterwards, I quantified
the localization precision and bias of the neural network and the MLE on
simulated data as a function of the number of detected photons and the
SBR. Finally, I compared both estimators regarding their localization per-
formance, computation time, and image quality based on the evaluation of
experimental MINFLUX data of Nup96.
The comparison of neural networks and the MLE on simulated data pre-
sented in Figure 3.10 reveals a similar localization error for large photon
numbers or high SBR. Keeping in mind that the MLE is asymptotically
efficient, we did not expect the localization performance to improve in
this regime. Under more challenging conditions, however, the new posi-
tion estimators outperform the existing one. This behavior is not surpris-
ing because neural networks often develop their full potential when the
performance of traditional approaches starts to degrade. We found these
observations confirmed in the localization precision and image quality of
experimental data shown in Figures 3.12 and 3.15.
Figure 3.13 reveals an offset between position estimates made by the MLE
and by the neural network at the edge of the training volume. The values
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of this offset are much higher than the ones presented in Figures 3.5 and
3.6, where the neural network shows an inward-directed bias in the outer
regions. This could be explained by the significantly lower SBR of the
experimental data used in Figure 3.13. Moreover, the true positions of
the fluorescent emitters are unknown for this data set and might not be
identical to the ground truth estimates provided by the MLE. In any case
the bias of the deep-learning model could be reduced by increasing the grid
density towards the edge of the training volume.
In general, the size of the training and validation data is a parameter
that may be set according to the computational resources and how im-
portant slight improvements in localization performance are. With our
current choice of around 800 000 samples for trainings with fixed N , we
have already reached a point where we expect only minor enhancements in
localization performance from adding more data points in the high-photon
regime. Judging by Figure 3.9, these marginal improvements are likely to
come at the cost of a much longer training time. In the low-photon regime,
however, we suggest increasing the number of training samples based on
the results shown in Figure B.4 to reduce the standard deviation of the
localizations.
The results shown in Figures 3.10, B.3, and B.4 indicate that the universal
network is prone to overfitting in the high-photon, high-SBR regime and
to underfitting for small count numbers. A heterogeneous composition of
the training and validation data might solve this problem. At the same
time, the comparison of different epochs in Figure B.3 implies that due
to overfitting effects, the epoch determined by the early-stopping criterion
does not always provide the lowest localization bias for all parameter set-
tings. Therefore, it is advisable to make the final choice of the best epoch
by examining the localization performance metrics in further detail once
the training is complete.
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In the comparison of two neural nets in Figure 3.10, the specialized network
shows a total error that is dominated by bias in the low-photon and low-
SBR regimes, whereas the universal network mostly keeps the bias small.
This could be explained by the fact that increasing the bias is generally a
good way to reduce the total error under non-asymptotic conditions [101].
The universal network, however, needs to find a single solution to minimize
the error under all conditions. This strategy appears to be similar to the
asymptotically efficient MLE in the sense that both aim to eliminate bias.
Regarding our final choice of network architecture, further optimization to
lower the standard deviation and bias of the localizations under certain
conditions might still be possible. On the one hand, different architectures
yielded similar outcomes in the high-photon, low-background regime as
demonstrated in Figures 3.7 and 3.8. On the other hand, only one of these
designs, namely the one featuring two hidden layers with 500 neurons each,
was tested using multiple N and SBR(0, L0) parameter values. Thus, a
different architecture might be more suitable for challenging conditions or
for covering a wider range of parameter settings. In general, we noticed
that networks of higher complexity do not necessarily require more training
time because SGD takes fewer epochs to converge. By employing an early-
stopping criterion, I prevented the models from overfitting. However, it is
still imaginable that a larger network or extended learning in combination
with another regularization approach, such as weight decay or dropout,
might further reduce the test error.
In the evaluation of experimental data, the role of filtering is ambiguous: It
can improve the general localization precision by discarding false-positive
and ambiguous events, but this comes at the cost of losing valid localiza-
tions. For high amounts of detected photons, the two populations of true
and false-positive events can be easily separated by a p0 filter. With de-
creasing photon numbers, an additional threshold on the distance rest of
the estimated positions to the EBP center becomes important [30]. Figure
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3.12 reveals that in the high-photon regime, both estimators benefit from
p0 filtering. However, it is not entirely clear why the localization precision
of the neural network does not depend on setting this threshold in the case
of lower photon numbers. It seems as if even events localized at the edge of
the EBP according to the MLE are assigned a position closer to the center
with high precision. As the neural network has only been trained within
a limited area of radius rtrain = 0.4L, we expect it to map all events onto
positions within this region. This inhibits removing false-positive events
with a filter on rest. In order to better control the quality of the predic-
tions made by the neural network, the training data set should also include
events far outside the EBP in the future.
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4 Conclusion and outlook
In Chapter 2 of this thesis, I developed an approach to quantify the the-
oretically achievable localization precision of 2D MINFLUX illumination
geometries, and more specifically of Lissajous patterns. The analysis was
based on previous investigations into Lissajous illumination geometries and
into excitation pattern optimization using a loss function defined on a suit-
able ROI [44, 48]. I extended these studies by taking into account the
aspect ratio of the Lissajous curve as another geometrical parameter, the
background level, and different loss functions. The calculations presented
in this subproject focused on performance metrics related to the CRB ma-
trix ΣCRB, namely its eigenvalues and isotropy, that yield the extent and
shape of the localization uncertainty. I demonstrated low-order Lissajous
figures with the shape of a figure of eight to achieve a substantially more
isotropic CRB than the published triangular excitation pattern [29].
In order to achieve an even higher isotropy, it would be possible to ro-
tate the pattern between the illumination cycles. Moreover, it might be
worth calculating the effect of omitting the second central exposure on the
theoretically achievable localization precision. Modulating the excitation
intensity along the beam trajectory could be another way to shift the ratio
of radial and angular information as suggested by Gwosch [44]. Finally,
an extension of the presented concept to 3D and an integration into the
previously published iterative MINFLUX scheme [30] would be of interest.
The results obtained in this thesis are of particular importance for setting
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the ideal illumination geometries as a function of the ROI in the different
iteration steps.
In Chapter 2 all calculations were performed under the assumption of a
stationary illumination beam without taking the scanner movement dur-
ing the exposure into account. Thus, quantifying the effect of the beam
displacement on the CRB as a function of the illumination time and the
scanning speed would be an important next step. In an entirely different
approach, photons could also be acquired continuously along the Lissajous
path instead of exciting the emitters only at discrete positions. Such a
continuous illumination strategy was employed in the recently published
MINSTED concept [102].
In conclusion, I demonstrated that Lissajous figures are suitable patterns
for 2D MINFLUX illumination. They could be implemented in an exper-
imental setup using galvanometric mirrors instead of EODs for scanning
the excitation beam around the fluorescent emitter as suggested in Section
2.1.1. This would reduce the complexity and the cost of MINFLUX systems
and therefore enable a broader range of users to access this technology.
In Chapter 3 I established the foundations for exploiting deep learning in
MINFLUX position estimation. I designed and trained a fully connected
neural network to predict the 3D positions of fluorescent emitters based on
the count sets extracted from the photon traces. Tested on simulated data
under various conditions, the new position estimator produced a smaller
localization error than the currently used MLE especially in the low-photon
and high-background regimes. On experimental MINFLUX data of Nup96,
a similar localization uncertainty was obtained with both estimators, but
unlike the MLE the precision of the neural network did not rely on prior
removal of false-positive events. However, the deep-learning algorithm ex-
hibited an inward-directed bias at the edge of the training volume. This
deviation from the target position was on the order of 1 nm for a high SBR
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and tended to grow with background. Moreover, photon counts detected
from molecules located outside the illumination geometry were assigned an
origin inside of the training space.
The localization error of the neural network could possibly be reduced even
further by providing more training data in the non-asymptotic regime, that
is, for low photon counts and high background. It might also be worth con-
sidering replacing the MSE by a more sophisticated loss function that puts
the error in relation to the CRB. In general, including more information in
the loss function can improve the performance of deep-learning algorithms
by giving more structure to the data. Most importantly, for an enhanced
reliability on experimental data, the neural network should also be trained
with data points far outside the excitation pattern. However, the theo-
retically achievable localization precision, which is fundamentally limited
by the CRB, is relatively low in these areas. This can be seen in Figure
2.9 for example. Thus, in order to avoid undue trust in the predictions of
the model, a fourth network output may be added to serve as a quality
indicator. Of course, simulated training and validation data would have to
be labeled accordingly. In the end, this additional output variable could
serve as a criterion for filtering the predictions made by the model.
In the future, a neural network could replace further steps of the MIN-
FLUX post-processing workflow, notably the computationally demanding
segmentation of the photon-count traces currently performed by a hidden
Markov model. Predicting the emitter positions directly from the raw data
could have several advantages: Photon counts that are currently discarded
when splitting events at predefined total photon numbers could be saved;
the SBR may be estimated from the trace; count rate steps could be de-
tected in the trace and allow us to discern simultaneously activated emit-
ters; and, last but not least, a much faster prediction is expected from a
trained deep-learning model. While the position estimation based on a set
of accumulated photon counts is a relatively simple problem, deep learning
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could develop its full potential when extracting the complete information
encoded in the raw data. Most importantly, an analysis workflow based on
a trained neural network would be largely parameter-free and would not
require any particular user expertise.
In summary, I was able to increase the information content of MINFLUX
images and consequently make better use of the limited photon budget.
The studied Lissajous illumination patterns enable a more isotropic local-
ization precision than the existing geometry for 2D MINFLUX. In addi-
tion, the neural network developed in this work extends precise position
estimation to low-photon and high-background regimes. Both approaches
established in this thesis reduce the complexity of MINFLUX nanoscopy.
The illumination schemes studied herein are ideal for the implementation
with simple scanning systems, and deep learning reduces both the com-
putational effort and the number of parameters in post-processing. Over-
all, the methods proposed in this work will facilitate access to MINFLUX
nanoscopy for the broader research community.
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Figure A.1: Spatial com-
ponents of a Lissajous fig-
ure. x- and y-components of a
Lissajous curve given by (2.1)
with ωx = ω, ωy = 2ω, and
qx = qy = 0, and absolute veloc-


























K = 6 K = 16 K = 50 Camera
Figure A.2: Influence of the number of exposures in the Lis-
sajous pattern on the CRB and its isotropy along the x-axis.
Analogous to Figure 2.2.
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f loss = σmax,CRB(ROI)
Figure A.3: Criteria for optimizing width and aspect ratio of the
Lissajous pattern. Two different loss functions floss were minimized on
a circular ROI marked in green with a dashed periphery. ΣCRB is visual-
ized as ellipses with major and minor axes of length 10σ1,2, where σ21,2 are
the eigenvalues of ΣCRB. Gray bars indicate the eigenvalues of ΣCRB that
were taken into account in the respective loss functions. The brown, dash-
dotted lines represent Lissajous patterns with K = 6 exposures, width





















f loss = σmax,CRB(ROI)
SBR0 = 12
SBR0 = 105
dROILopt = 0.98 + 0.22 dROILopt = 0.98 + 0.31
Figure A.4: Optimal diameter of the triangular illumination pat-
tern as a function of the ROI size. The width of the four-point illu-
mination pattern was optimized with and without background, using two
different loss functions floss. The optimal width Lopt minimizes the value
of the loss function in a circular ROI of diameter dROI. For each set, a cu-
bic smoothing spline interpolation is shown in addition to the data points.
The relations of linear regressions performed for the background-free data

















Figure A.5: Optimal width of the Lissajous pattern as a function
of the ROI size for a different loss function. Analogous to Figure
2.5, but using the loss function floss = σmax,CRB(ROI) for optimizing L.
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Figure A.6: Optimal width
of the Lissajous pattern as a
function of the SBR for a dif-
ferent loss function. Analogous
to Figure 2.6, but using the loss
function floss = σmax,CRB(ROI) for
optimizing L.










dROI = 25 nm
dROI = 50 nm

















Figure A.7: Optimal aspect ratio of the Lissajous pattern as a
function of the ROI size for a different loss function. Analogous to
Figure 2.7, but using the loss function floss = σmax,CRB(ROI) for optimiz-
ing R.









K = 6, f loss = σCRB(ROI)
100 101 102 103 104 105
SBR0
K = 6, f loss = σmax,CRB(ROI)
dROI = 25 nm
dROI = 50 nm
dROI = 100 nm
Figure A.8: Optimal aspect ratio of the Lissajous pattern as a
function of the SBR. Analogous to Figure 2.7. Here the pattern aspect
ratio was optimized for ROIs of three different diameters dROI, using K =
6 exposures and two different loss functions floss.
108









K = 6, SBR0 = 12









K = 16, SBR0 = 105
dROI = 25 nm dROI = 50 nm dROI = 100 nm
Figure A.9: Optimal excitation beam positions as a function of
the ROI size. Each xy-plot shows three exemplary ROIs (dashed lines)
and the corresponding optimized Lissajous figures (dash-dotted lines) in
the first quadrant, taking the x- and y-symmetry of the pattern into ac-
count. As the ROI diameter dROI increases, the optimal beam positions
move outwards along the brown trajectories. Note that the central ex-
posure points (marked by the brown circles) stay at the origin. L and R




















Figure A.10: Maximum CRB obtained with the optimized Lis-
sajous patterns as a function of the ROI size. Analogous to Figure
2.8, but using the loss function floss = σmax,CRB(ROI) for optimizing L
and R. The lines indicate cubic smoothing spline interpolations to the
minimum, maximum, and mean values of σmax,CRB inside the ROI.
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Lissajous, f loss = σCRB(ROI)
Lissajous, f loss = σmax,CRB(ROI)
Triangle, f loss = σmax,CRB(ROI)
Camera












f loss = σCRB(ROI)
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x [nm]
Lissajous,
f loss = σmax,CRB(ROI)
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Circle,











Figure A.11: CRB and its isotropy for illumination patterns op-
timized with different loss functions. The central profiles of σCRB
in x-direction and the 2D maps of I are shown for two Lissajous patterns
with K = 6 and the triangular geometry with K = 4. The patterns are
visualized by brown markers in the lower panels, where the squares at the
center of the Lissajous curves indicate double exposure points. All geome-
tries were optimized by minimizing two different loss functions floss on the
ROIs marked by the dashed, green circles. This resulted in the following
geometrical parameters: L = 66/70/70 nm, and R = 0.7 for the Lissajous
curves. In the upper panel the dotted, black line represents the camera
CRB for an optimistic SBRc = 500. The lower panels use a common color
scale. Further parameters: dROI = 50 nm and SBR0 = 12.
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deep-learning-based data analysis
50 500 5000 50000




















50 500 5000 50000
Number of units per hidden layer





Test bias b̃ [nm]
1 10
Training time [h]
Figure B.1: Test bias and training time for different network
sizes. Alternative representation of the data shown in Figure 3.8.
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Figure B.2: Test bias and training time for different training



































































Figure B.3: Influence of the number of epochs on the localiza-
tion performance of the universal network. Analogous to Figure
3.10, showing the results of the network trained with variable N and SBR.
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Figure B.4: Influence of the amount of training data on the lo-
calization performance of the universal network. Analogous to
Figure 3.10, showing the results of a network trained with data sets of
different sizes and variable N and SBR. The training and validation sets
contained a total of either 8 000 000 or 800 000 data points approximately.
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