Cores and quotients of partitions through the Frobenius symbol by Brunat, Olivier & Nath, Rishi
ar
X
iv
:1
91
1.
12
09
8v
1 
 [m
ath
.C
O]
  2
7 N
ov
 20
19
CORES AND QUOTIENTS OF PARTITIONS THROUGH THE
FROBENIUS SYMBOL
OLIVIER BRUNAT AND RISHI NATH
Abstract. The Frobenius symbol was first introduced in 1900 by Frobenius
as a way to encode an integer partition. In 1941, motivated by the modular
representation theory of the symmetric group, Nakayama introduced the idea
of a p-core partition, for p prime, using hook removals. In the following decade,
Robinson, Littlewood, Staal and Farahat codified the p-quotient of such a
partition, using variations of the star diagram. Since the 1970s, the convention
has been to build up the theory of both core and quotients with the abacus
construction, first introduced by G. James.
In this paper we return to the earlier point of view. First we show that,
for any positive integer t, the t-core and t-quotient of an integer partition can
be directly obtained from its Frobenius symbol. The argument also works in
the opposite direction: that is, given the Frobenius symbol of a t-core and
a t-tuple of Frobenius symbols, one can recover the Frobenius symbol of the
corresponding partition. One immediate application is the calculation of the
Durfee number of the associated partition from the Frobenius symbols of the
core and quotient.
In 1991, J. Scopes gathered together the p-core partitions into families to
prove that Donovan’s conjecture holds for the symmetric groups at the prime
p. We describe, using our methods, the action of the affine Weyl group Wp
of type A on Frobenius symbols, and use this to parametrize and compute
the explicit number of Scopes families. In particular we enumerate both the
infinite and finite Scopes families.
Core partitions have also attracted recent interest in number theory. By
constructing explicit and combinatorial bijections, we revisit some well-known
identities originally obtained using sophisticated methods.
We end with a close study of the relationship between certain hooks in the
quotient and certain hooks in the associated partition.
1. Introduction
A partition of a nonnegative integer n is a non-increasing sequence of positive
integers, called parts, that sum to n. The size of a partition λ of n is |λ| = n. We
denote by P the set of partitions of integers, and by Pn the one of partitions of n.
The Young diagram [λ] of a partition λ is a collection of boxes arranged in left-
and top-aligned rows, so that if λ = (λ1 ≥ λ2 ≥ . . . ≥ λr), then the number of
boxes in the jth row (for 1 ≤ j ≤ r) of [λ] is λj . Each box of [λ] has coordinate
(i, j) using matrix notation.
Example 1.1. Let λ = (5, 5, 4, 2, 1, 1) be a partition of n = 18. The Young diagram
of λ is
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The colored box has coordinate (2, 3).
The Frobenius symbol, introduced in 1900 by Frobenius [9], is obtained from the
Young diagram of λ as follows. For any 1 ≤ j ≤ s such that (j, j) are coordinates
of a box of [λ], write as−j for the number of boxes of [λ] in the same row and to its
right, and ls−j for the ones in the same column and below. The integers aj and lj
(for 1 ≤ j ≤ s) are respectively called the arms and the legs of λ. The integer s is
called the Durfee number of λ, and also counts the dimensions of the largest square
that can fit inside the Young diagram. The Frobenius symbol of λ is denoted by
F(λ) = (ls−1, . . . , l0 | a0, . . . , as−1).
Example 1.2. We continue Example 1.1 with λ = (5, 5, 4, 2, 1, 1). The arms and
legs are represented by horizontal and vertical dashes on [λ].
Note that the box (3, 3) has no boxes in the same column and below. The leg l0
of this box is then 0. We obtain
F(λ) = (5, 2, 0 | 1, 3, 4).
Let t be a positive integer and λ be a partition. The t-core of λ was first
introduced by Nakayama [18] in 1941 for t prime using hook removals on Young
diagrams. In 1952, Farahat [7] showed that the star diagram method, introduced
by Robinson [20] in 1947 and furthered by Staal [22] in 1950, was equivalent to the
t-quotient construction proposed by Littlewood [16] in 1951. For t (not necessary
a prime), G. James [14] proposed in 1978 the abacus method to arriving at the
t-core and t-quotient of an integer partition. One of the main results of this article
is to show that the t-core and the t-quotient of λ can be obtained directly from
the Frobenius symbol of λ. Conversely, we will show that the process, albeit more
complicated, also works in the opposite direction: we can recover the Frobenius
symbol of λ from the ones of the t-core and of the partitions appearing in the
t-quotient.
The paper is organized as follows. In Section 2, we recall some usual concepts on
partitions interpreted in term of Frobenius symbol. In particular, in §2.2, we will
introduce a new labeling of the boxes of the Young diagram of the partition with
respect to the Frobenius symbol. This labeling, called the Frobenius label of the
partition, is helpful to describe its parts, hooks, hooklengths etc, so that we can read
this information directly on the Frobenius symbol. In §2.5 we introduce the pointed
abacus associated to a partition. In a way, this abacus is a geometric interpretation
3of the Frobenius symbol, and our preferred representative of the equivalence class of
abaci associated to the partition. Note that the approach proposed in the present
work was also pursued by Olsson in [19], who used it to investigate the bar-core
and bar-quotient of a bar-partition.
In Section 3, we discuss the t-core and t-quotient of a integer partition. In order
to make the connection with the Frobenius symbol, we first introduce the pointed t-
abacus of a partition. This gives a t-tuple of abaci, each of which, are not, in general,
the pointed abacus of some partition. We then introduce the characteristic vector
of the partition, that appears naturally as a correction factor to obtain t pointed
abaci of partitions (corresponding to a t-tuple of partitions giving the t-quotient of
the partition). The characteristic vector is itself a t-tuple of integers whose entries
sum to 0. We note that Garvan, Kim and Stanton [10], using a star diagram-
type approach, first noticed that t-core partitions can be labeled by characteristic
vectors. However, their construction is not explicit, and the process introduced in
the present paper gives a natural bijection between the set of characteristic vectors
and the one of t-core partitions, which is of independent interest. In §3.4 we describe
how to recover the Frobenius symbol of a partition from those of its t-cores and
the partitions appearing in its t-quotient. As a consequence, in §3.5, we calculate
the Durfee square of the partition from the ones of its t-core and t-quotient. For
this we will need some additional information, which we can also obtain from the
Frobenius symbol of the partition.
In Section 4, we give some applications in representation theory. First, for any
integer t ≥ 2 and h ∈ Z coprime to t, we describe the level k action of the affineWeyl
group Wt of type A on the Frobenius symbol of an integer partition. The action of
Wt on the set of partitions was initially studied by Lascoux [15] for the level 1 and
generalized for height level k by Fayers in [8]. We then connect this to the process
developed by Scopes in 1991 while proving Donovan’s conjecture for the symmetric
groups [21]; that is, for any prime number p, there are a finite number of p-blocks of
symmetric groups with a given defect group up to Morita equivalence. To do this,
Scopes endows the set of p-blocks of symmetric groups with an equivalence relation
so that when two p-blocks are in the same class, they are Morita equivalent. In the
following, the equivalence classes for this relation will be called Scopes families. On
the other hand, Scopes associates to each p-block of symmetric groups a p-abacus,
and shows that we can read on it by an algorithmic process whenever two p-blocks
lie in the same Scopes family. Scopes then proves combinatorially that there are
a finite number of families by giving an explicit bound for this number. In §4.2,
using the level 1 action of Wp above described, we give alternate description of
the Scopes’s process. As a consequence, we explicitly count the number of Scopes
families. We also compute the number of Scopes families that are infinite, as well
as those that are finite.
In Section 5, we give some number-theoretic consequences of our formulation for
t-core partitions. Such partitions appear in the context of Ramanujan’s congruences
identities [11]. In [10, Corollary 2], it is proved, using generating functions, that
the number of self-conjugate 5-core partitions of n is the same as that of 2n+1 and
of 5n + 4. They also show that the numbers of self-conjugate 7-core partitions of
n is equal to that of 6n+ 4. In [1, Theorem 5.3], Baruah and Berndt prove, using
modular forms, that the number of 3-core partitions of n and of 4n+ 1 are equal.
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Such relations are generalized in [12] for 3-core partitions, and in [3] for self-
conjugate 5-core and 7-core partitions. Note also that in [4, Theorem 4.1], it is
proved that the number of self-conjugate 9-core partitions of 2n and that of 8n+10
are the same.
Here we give explicit and combinatorial bijections that explain the original equal-
ities and their generalizations.
Finally, in Section 6, we discuss connections between hooklengths of a partition
and those of its t-quotient. In particular, recall that the set of diagonal hooks
of self-conjugate partitions arises in the study of the representation theory of the
alternating groups, since it describes the non integral values of the character table
of these groups. In §6.2, we will show that the diagonal hooks of a self-conjugate
partition can be recovered from its characteristic vector and the Frobenius symbol
of the partitions appearing in its t-quotient. Obtaining such t-information is of
independent interest. For example, a crucial argument in the authors’ previous work
verifying the Navarro conjecture for the alternating groups [6] involved obtaining
the diagonal hooks from the t-core and t-quotient of self-conjugate partitions, in
order to describe the action on the character table of alternating groups of some
suitable Galois automorphisms that act on t′-roots of unity by a power of t. To
finish, we will also describe in §6.3 an explicit bijection between the set of boxes of
the partitions appearing in t-quotient of λ, and the boxes of λ whose hooklengths
are divisible by t. This makes precise a well-known correspondence between these
two sets [17].
2. The Frobenius symbol and the pointed abacus
Throughout this section λ denotes a partition of an integer n, with Durfee num-
ber s and Frobenius symbol F(λ) = (ls−1, . . . , l0 | a0, . . . , as−1). Note that, if n = 0
and λ = ∅, then we write F(∅) = (∅ | ∅) by convention.
2.1. Arms, legs, coarms and colegs. We denote by A+(λ) = {a0, . . . , as−1} and
L+(λ) = {l0, . . . , ls−1} the arm and leg sets of λ.
Remark 2.1. Arms and legs sequences are strictly increasing and completely de-
termine λ. In particular, these sequences (and Frobenius symbol) can be recovered
from A+(λ) and L+(λ), and we have
|λ| = s+
∑
a∈A+(λ)
a+
∑
l∈L+(λ)
l. (1)
Conversely, any two finite sets A and L of nonnegative, strictly increasing integers
with the same cardinality s can be interpreted as the arms and legs sets of a
partition.
Now, we define the sets of coarms A−(λ) and of colegs L−(λ) associated to λ by
setting
A−(λ) = {0, 1, . . . , as−1}\L
+(λ) and L−(λ) = {0, 1, . . . , ls−1}\A
+(λ),
Remark 2.2. Strictly speaking, arms, legs, coarms and colegs are non-negative
integers. Nevertheless, sometime in the following, we abuse the language by con-
fusing these integers and the corresponding boxes on the Young diagram (see the
picture of Example 1.1). We can then speak about the horizontal or vertical “line”
that supports them.
5A diagonal box is a box of the positive quarter plane with coordinate (j, j) for
some positive integer j, and we denote by bj the corresponding box in the following.
We write D+(λ) for the set of diagonal boxes of [λ].
To any arm, leg, coarm and coleg x of λ, we associate a diagonal box d(x) by
intersecting the diagonal and the line that supports x. Note that if x ∈ A+(λ) ∪
L+(λ), then d(x) ∈ D+(λ). We denote by D−(λ) the set of d(x) for x ∈ A−(λ) ∪
L−(λ). In particular, for a coarm a of λ, the number of horizontal boxes between
the Young diagram of λ and d(a) is a. Similarly, when l is a coleg, the number of
vertical boxes is l. Note here what is meant by x its set of boxes, not simply the
integer; see Remark 2.2.
Example 2.3. For λ = (5, 5, 4, 2, 1, 1), we have
A−(λ) = {1, 3, 4} and L−(λ) = {0, 2}.
To each row outside of the Durfee square there corresponds a coarm, which counts
the horizontal boxes between the end of the row in the diagram and the diagonal.
Similarly for each column beyond the Durfee square, there is a colegs which counts
the number of vertical boxes between the end of the column in the diagram and the
diagonal.
We have
D−(λ) = {b4, b5, b6}.
Again, we notice that there are no empty boxes above b4 and the diagram. Hence, 0
is a coleg of λ. We have d(3) = b5 = d(2). Note that b6 is associated to the coarm
4 but has no associated coleg. In particular, there is no reason that the numbers of
coarms and colegs of λ coincide.
We return again to Remark 2.2. The notation d(3) can be confusing, because 3
can be an arm, leg, coarm or coleg. It then depends on the context, and again, 3
can only be interpreted as the three associated boxes of the Young diagram. When
λ = (5, 5, 4, 1, 1, 1) we have both d(2) = b4 and d(2) = b5. In the first case, 2 is a
coarm, and in the second case, it is a coleg.
2.2. Frobenius label. Having defined the sets of arms, legs, coarms and colegs of
λ, we can now introduce a new parametrization, called the Frobenius label of λ, of
the boxes of [λ] with respect to the diagonal boxes. This section is devoted to the
description of this parametrization.
First, we remark that to any two diagonal boxes d and d′, we can associate two
boxes x+ and x− that are the two other corners of the square with diagonal [dd′].
Note that when d = d′, the square has only one box, and the associated box is
x+ = x− = d.
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d x+
x− d′
Let j, j′ be to positive integers. We set d = bj and d
′ = bj′ . When j ≤ j′, we write
d ≤ d′.
Assume d ≤ d′. We then denote x−dd′ and x
+
dd′ for the boxes corresponding to d and
d′ (as in the above picture).
Let λ be a partition. We write A±(λ) and L±(λ) for the sets of arms, coarms,
legs and colegs of λ as above, and we set
D(λ) = D+(λ) ∪D−(λ),
where D±(λ) are defined in §2.1.
Let d ∈ D(λ). If d ∈ D(λ)+, then we denote by a(d) and l(d) the arm and the
leg of λ attached to d. If d ∈ D(λ)−, then there is exactly one coarm a(d) or one
coleg l(d) of λ that corresponds to d.
Lemma 2.4. Let λ be a partition, d ∈ D(λ)+ and d′ ∈ D(λ)−.
(i) Assume l(d′) ∈ L−(λ). Then the box x+dd′ belongs to [λ] if and only if a(d) >
l(d′).
(ii) Assume a(d′) ∈ A−(λ). Then the box x−dd′ belongs to [λ] if and only if l(d) >
a(d′).
Proof. We only prove (i). The proof of (ii) is similar. Consider
d
d′
l(d′)
a(d)
l(d′)
d
d′
l(d′)
a(d)
l(d′)
The picture on the left shows that if l(d′) ≥ a(d), then the box x+dd′ does not
belong to [λ]. In the picture on the right, we see that if a(d) < l(d′) then x+dd′
belongs to [λ], as required. 
Proposition 2.5. Let λ be a partition.
(i) Let l ∈ L+(λ) and a ∈ A+(λ). Then there exist d and d′ in D+(λ) such that
a(d) = a and l(d′) = l, and we associate to (a, l) the box x+dd′ if d ≤ d
′ and
x−dd′ if d ≥ d
′.
(ii) Let l ∈ L−(λ) and a ∈ A+(λ) be such that a > l. Then there exist d ∈ D+(λ)
and d′ ∈ D(λ) such that d ≤ d′, a = a(d) and l = l(d′), and we associate to
(a, l) the box x+dd′ .
7(iii) Let l ∈ L+(λ) and a ∈ A−(λ) be such that l > a. Then there exist d ∈ D+(λ)
and d′ ∈ D(λ) such that d ≤ d′, l = l(d) and a = a(d′), and we associate to
(a, l) the box x−dd′ .
Furthermore, each box of λ is labeled by a unique pair (a, l) as in (i), (ii) or (iii).
Proof. This is a consequence of Lemma 2.4. 
Definition 2.6. The boxes obtained in (i) of Proposition 2.5 are called the Durfee
boxes of λ. The ones obtained in (ii) and (iii) are respectively the Arm-Coleg boxes
and the Leg-Coarm boxes of λ. A pair (a, l) satifying the conditions of (ii) or (iii)
is called an admissible pair.
Notation 2.7. For a box b of λ with corresponding pair (a, l) as in Proposition 2.5,
we write
fl(b) =

(a, l)++ if b is a Durfee box,
(a, l)+− if b is an Arm-Coleg box,
(a, l)−+ if b is a Leg-Coarm box.
Note that the notation (a, l)δν directly indicates that a ∈ Aδ(λ) and l ∈ Lν(λ), and
in the case that δ 6= ν, the pair (a, l) is admissible. For any box b of λ, fl(b) is
called the Frobenius label of b, and the labeling of the boxes of [λ] obtained in this
way is the Frobenius label of λ.
Remark 2.8. The Durfee boxes of λ are labeled by A+(λ) × L+(λ). There are
s2 such boxes, where s is the Durfee number of λ. The Arm-Coleg boxes and the
Leg-Coarm boxes of λ are respectively labeled by
{(a, l)+− ∈ A
+(λ)× L−(λ) | a > l)} and {(a, l)−+ ∈ A
−(λ)× L+(λ) | l > a}.
Remark 2.9. There is a geometric interpretation to the box b of [λ] with Frobenius
label fl(b) = (a, l)δν for signs δ and ν. By construction, it is the box of [λ] at the
intersection of the lines supporting a and l.
Example 2.10. Consider
α
β
The box α is a Durfee box of λ. We have α = x+dd′ where d and d
′ are the
diagonal boxes b2 and b3. Furthermore, a(d) = 3, l(d) = 2, a(d
′) = 1 and l(d′) = 0.
Since d < d′, the Frobenius label of α is (a(d), l(d′))++ = (3, 0)++, and α is at the
intersection of the second row (the line that supports a(d)) and the third column
(the line that supports l(d′)).
Consider now β = x−dd′ , where d = b1 ∈ D
+(λ) and d′ = b4 ∈ D−(λ). The
Frobenius label of β is then (a(d′), l(d))−+ = (1, 5)−+. Note that we can detect
directly from the label that β is a box of [λ] because 5− 1 = 4 > 0, hence (1, 5) is an
admissible pair. Nevertheless, the diagonal boxes b3 ∈ D+(λ) and b5 ∈ D−(λ) label
no boxes of [λ]. Indeed, we have a(b3) = 1, l(b3) = 0, a(b5) = 3 and l(b5) = 2, and
a(b3)− l(b5) = −1 < 0 and l(b3)− a(b5) = −3 < 0.
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On the other hand, no box in the [λ] is labeled by the choice of d = b3 on the
diagonal and d′ = b5 on the extended diagonal. Hence, it is an not an admissible
pair.
Lemma 2.11. Let λ be a partition with Frobenius symbol F(λ) = (ls−1, . . . , l0 |
a0, . . . , as−1). The parts of λ are parametrized by A+(λ) ∪A−(λ).
(i) If a ∈ A+(λ), then the corresponding part is s+ |{l ∈ L−(λ) | l < a}|.
(ii) If a ∈ A−(λ), then the corresponding part is |{l ∈ L+(λ) | a < l}|.
Proof. To each row of [λ] there is exactly one associated arm or coarm. Let a ∈
A+(λ). The boxes of [λ] lying in the row associated to a have Frobenius label
{(a, l)++ | l ∈ L
+(λ)} ∪ {(a, l)+− | l ∈ L
−(λ), a− l > 0}.
Since s = |{(a, l)++ | l ∈ L+(λ)}|, (i) follows. Similarly, if a is a coarm of λ, the
admissible pairs (a, l) with l ∈ L+(λ) label the boxes of the rows of [λ] corresponding
to a. 
Example 2.12. Let λ be such that F(λ) = (5, 2, 0 | 1, 3, 4). This partition has
s + |A−(λ)| = 3 + 3 = 6 parts. Then {(4, 0), (4, 1)} are the admissible pairs with
arm 4. Hence, the first part of λ is 3 + 2 = 5.
Remark 2.13. Let λ be the partition with Frobenius symbol (A | L). By an
argument similar to the proof of Lemma 2.11, the columns of [λ] are parametrized
by the set L+(λ) ∪L−(λ). More precisely, if l ∈ L+(λ), then the boxes of [λ] lying
in the column associated to l have Frobenius label
{(a, l)++ | a ∈ A
+(λ)} ∪ {(a, l)−+ | a ∈ A
−(λ), l − a > 0}.
If l ∈ L−(λ), then {(a, l)+− | a ∈ A+(λ) | l < a} is the set of the Frobenius label of
the corresponding column boxes of [λ].
2.3. Conjugate partitions.
Definition 2.14. Let λ be a partition with Frobenius symbol F(λ) = (L | A).
The conjugate partition of λ, denoted by λ∗, is the partition with Frobenius symbol
(A | L). A partition λ is called self-conjugate when λ = λ∗.
We note that geometrically, [λ∗] is obtained from [λ] by applying a reflection
with respect to the diagonal. In particular, we have the following result.
Lemma 2.15. Let A and L be two sets with the same cardinality. Then the parts
of the partition with Frobenius symbol (A | L) are the columns of the partition with
Frobenius symbol (L | A).
Remark 2.16. The Durfee number of a partition is invariant under conjugation.
Example 2.17. Let λ = (5, 5, 4, 2, 1, 1). Then λ∗ has Frobenius symbol (4, 3, 1 |
0, 2, 5), that is, λ∗ = (6, 4, 3, 3, 2).
92.4. Hooks and hooklengths of a partition. The notion of hooks and hook-
lengths attached to a partition arise from the representation theory of the symmet-
ric groups. For example the dimension of the complex irreducible representation
labeled by a partition λ can be derived from the hooklengths of λ. Recall that the
hook associated to the box b of [λ] is the set consisting of b and of the boxes of [λ] to
the right and below b. The box b is called the corner of the hook. The set of boxes
in the hook is denoted by H(b) and the hooklength of the hook is h(b) = |H(b)|. A
hook with k boxes will be call a k-hook.
Example 2.18. The hook with corner (2, 1) of the partition λ = (5, 5, 4, 2, 1, 1) is
⋆ ⋆ ⋆ ⋆ ⋆
⋆
⋆
⋆
⋆
Its corresponding hooklength is 9.
We now can describe the hooks and hooklengths of λ using just the Frobenius
label of λ.
Lemma 2.19. Let λ be a partition.
(i) If a ∈ A+(λ) and l ∈ L+(λ), then
h(b) = a+ l+ 1,
where b is the Durfee box of λ with Frobenius label (a, l)++.
(ii) Assume that (a, l) is an admissible pair labeling a Leg-Coarm box b of λ. Then
h(b) = l − a.
(iii) Assume that (a, l) is an admissible pair labeling an Arm-Coleg box b of λ.
Then
h(b) = a− l.
Proof. Assume d, d′ ∈ D+(λ) with d ≤ d′ are such that a = a(d) and l = l(d′).
Then b = x+dd′ , and by construction the number of boxes from b to d and to d
′ is
the same, in particular, the number of boxes in the hook associated to b over the
diagonal is a. The number of boxes under the diagonal is l. Finally, to obtain h(b),
we have to add one that corresponds to the box d′.
⋆⋆ ⋆⋆⋆⋆
⋆
⋆
⋆
⋆⋆
⋆
⋆
d ⋆
d′
The argument is similar for the case that x−dd′ = b. This proves (i). We now consider
d ∈ D+(λ) and d′ ∈ D−(λ) such that l(d) = l and a(d′) = a. Hence, b = x−d,d′ . By
construction, the number of boxes from b to d and d′ is the same, denoted by m.
Since the number of boxes in [λ] right of b is equal to m− a, (ii) follows.
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⋆
⋆
⋆
⋆
⋆
⋆
⋆
⋆ ⋆ ⋆ ⋆
d
d′
The argument is similar for (iii). 
Remark 2.20. Let λ be a partition and b be a box of [λ]. We now describe, in
terms of Frobenius symbol, how to define a new partition after removing a hook
with box b.
(i) If b is a Durfee box, then the Frobenius label of b is (a, l)++ where a ∈ A+(λ)
and l ∈ L+(λ). We then associate a new partition λ\H(b) with sets of arms
and legs
A+(λ\H(b)) = A+(λ)\{a} and L+(λ\H(b)) = L+(λ)\{l}.
In particular, Equality (1) gives
|λ\H(b)| = |λ| − (a+ l + 1) = |λ| − h(b).
We say that λ\H(b) is the partition obtained from λ by removing the H(b)-
hook with corner b. Geometrically, to obtain [λ\H(b)] from [λ] we proceed
as follows. First, remove, in [λ], the arm a, the leg l and the diagonal box
bs, where s is the Durfee number of λ. Then, slide up along the diagonal the
arms of λ smaller that a, and the legs smaller that l.
Example 2.21. We remove the hook b of λ = (5, 5, 4, 2, 1, 1) with corner (2, 1); see
Example 2.18. The Frobenius label of b is (3, 5)++. Then
F(λ\H(b)) = (2, 0 | 1, 4),
and λ\H(b) = (5, 2, 1).
•
(ii) Assume b is a Leg-Coarm box of λ with Frobenius label (a, l)−+. We define
λ\H(b) by the partition with arm and leg sets
A+(λ\H(b)) = A+(λ) and L+(λ\H(b)) = L+(λ)\{l} ∪ {a}.
We remark that λ and λ\H(b) have the same Durfee number s, and
|λ\H(b)| = s+
∑
x∈A+(λ)
x+
∑
y∈L+(λ)\{l}∪{a}
y = |λ|+ a− l = |λ| − h(b).
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As above, λ\H(b) is called the partition obtained from λ by removing the
H(b)-hook with corner b. We describe the process to move to [λ\H(b)] from
[λ] as follows. First, we remove the leg l of [λ]. We then slide up along
the diagonal past the legs smaller that l, and we insert a leg a so that the
decreasing order of legs is respected.
Example 2.22. Consider λ = (5, 5, 4, 2, 1, 1) such that F(λ) = (5, 2, 0 | 1, 3, 4).
Now we remove the box with position (4, 1). Its Frobenius label is (1, 5)−+ ∈
A−(λ)× L+(λ). Then
F(λ\H(b)) = (2, 1, 0 | 1, 3, 4) and λ\H(b) = (5, 5, 4).
•
The Arm-Coleg case is similar.
2.5. Frobenius symbol and pointed abacus. There is a natural way to repre-
sent a Frobenius symbol using its associated pointed abacus. An abacus is a “strip”,
also called runner, with an infinity of regularly spaced slots. A pointed abacus is
an abacus which is “pointed”, that is two consecutive slots are chosen and a dash,
called the fence of the abacus, is drawn between them. We then index the slots
over and the slots under the fence by the sets of nonnegative integers. The slots
over the fence are called the positive slots ; the ones under the fence the negative
slots. We likewise assume that there are white or black beads at each slots and that
the number u of black beads over the fence and v the one of white beads under
are finite. The beads over and under the fence are called positive and negative,
respectively.
Consider a pointed abacus. With the notation as above, when u = v, we say this
is a pointed abacus of a partition.
Let λ be a partition with F(λ) = (ls−1, . . . , l0 | a0, . . . , as−1). The pointed abacus
of λ is constructed as follows. First, we take a pointed runner with fence f, and
place white beads on the positive slots and black beads on the negative ones. Then
for 0 ≤ j ≤ s− 1, we replace the white bead at the aj positive slot by a black bead,
and black bead at the lj negative slot by a white bead.
Remark 2.1 shows that there is a bijection between the set of pointed abacus of
partitions and the set of partitions of integers.
Example 2.23. The pointed abacus of λ = (5, 5, 4, 2, 1, 1) with F(λ) = (5, 2, 0|1, 3, 4)
is
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0
1
2
3
4
f
0
1
2
3
4
5
Remark 2.24. Many of properties of λ can be directly seen on its pointed abacus.
Here is a summary.
(i) Coarms and colegs can be immediately read on the pointed abacus of λ. In-
deed, the coarms to the black beads below, and colegs to the white beads
above, the fence.
(ii) The number of parts of λ is the number of black beads that appear above the
first white bead. The part associated to a black bead is the number of white
beads under it. See Lemma 2.11.
(iii) By Remark 2.8, the boxes of [λ] are in bijection with the pairs of beads (b, w)
where b is black, w is white, and w is under b.
(iv) By Lemma 2.19, the hook of λ with corner labeled by (b, w) as in (iii) has
hooklength the number of beads strictly between b and w plus one. On the
other hand, if we exchange the color of these two beads, then we obtain the
pointed abacus of the partition obtained from λ by removing the hook.
Remark 2.25. We now recall the “usual” way to represent a partition on an aba-
cus [14]. Write S for the set of sequences (lj)j∈Z with lj ∈ {0, 1} and there are
a, b ∈ Z such that lj = 1 (resp. lj = 0) for any j ≤ a (resp. j ≥ b). For any
partition λ, we associate to λ such a sequence as follows. First fix a ∈ Z. For any
j ≤ a, set lj = 1. We begin on the bottom of the Young diagram of [λ] and following
the rim, set, at each step k, la+k = 0 if we go right, or la+k = 1 if we go up. We
continue by following the x-axis, hence lj = 0 for all j ≥ b for some b ≥ a. Note
that this construction depends on a choice of a ∈ Z. Thus, we associate bijectively
to λ such a sequence, up to a shift.
Let (lj)j∈Z ∈ S be associated to λ as above. A corresponding β-sequence is the
set X = {j ∈ Z | lj = 1}. Here we consider here β-sequences instead β-sets as it
is in [14]. They are essentially the same object: a β-sequence can be viewed as a
β-set completed by the negative numbers; see also [19, page 224]. For r ∈ Z, we set
X+r = X+ r which is another β-sequence associated to the same partition λ. Such
a β-sequence X+r can be represented on an abacus (where slot are labeled by Z)
by putting a black bead on the slot labeled x ∈ X+r and a white bead otherwise.
The abacus of X+r can be obtained from the one of X by pushing it r times up if
r ≥ 0 and |r| times down otherwise. Let λ = (λ1, . . . , λm). For j > m, set λj = 0.
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Then [13, 2.2.7] implies that the β-sequences of λ are of the form
X+r(λ) = {λj − j + r | j ≥ 1} for r ∈ Z.
Now, we will show that the pointed abacus of λ corresponds to the usual abacus of
λ associated to r = 0. Write φ : N → Z∗−, t 7→ −t − 1, and Y for the β-sequence
whose elements are A+(λ) ∪ φ(A−(λ)). The abacus attached to Y is the pointed
abacus of λ. Furthermore, we have
A+(λ) = {λj − j | λj − j ≥ 0}.
Let j ≥ 1 be such that λj − j < 0. By Lemma 2.11, λj is parametrized by a coarm
a ∈ A−(λ). Observe that
λj a
j
Hence, λj + a+ 1 = j, and
α(a) = α(j − λj − 1) = λj − j + 1− 1 = λj − j.
It follows that
Y = {λj − j | j ≥ 1},
and the pointed abacus of λ is then the usual abacus of λ obtained for r = 0, as
required.
Remark 2.26. Let λ be a partition with F(λ) = (L | A). Since F(λ∗) = (A | L),
the pointed abacus of the conjugate partition λ∗ can be obtained from the one of
λ by
(i) Reflecting the beads with respect to across the fence line.
(ii) Exchanging the color of each bead.
Let R be a runner with white and black beads and a fence. Here we do not
assume that the abacus is pointed. We denote by R the abacus obtained by applying
operations (i) and (ii) described in Remark 2.26. We have
Lemma 2.27. An abacus R is the pointed abacus of λ if and only if R is the
pointed abacus of λ∗.
Example 2.28. Let λ = (5, 5, 4, 2, 1, 1). In Figure 1, we describe the process to
obtain the abacus R of λ∗ from the one of λ given in Example 2.23.
3. Quotient, core and Frobenius symbol
Let t be a positive integer. In this section, we recover some well-known results
from the point of view of the Frobenius symbol. In particular, we will see that the
t-core and t-quotient of a partition can be directly read on its Frobenius symbol.
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1
3
4
f
0
2
5
R
(i) 0
2
5
f
1
3
4
(ii) 0
2
5
f
1
3
4
R
Figure 1. Abacus of the conjugate partition of λ = (5, 5, 4, 2, 1, 1)
3.1. Pointed t-abacus, characteristic vector and t-quotient of a partition.
A t-abacus is a picture consisting of t runners, labeled from 0 to t− 1, so that each
runner is an abacus. The t-abacus is said to be pointed when the abacus on runner
j (for 0 ≤ j ≤ t− 1) is a pointed abacus and each fences are aligned on the picture.
f
· · ·
· · ·
· · ·
· · ·
0
0
1
2
3
0
1
2
3
1
0
1
2
3
0
1
2
3
t− 1
0
1
2
3
0
1
2
3
Letm be an integer. We denote by qt(m) and rt(m) the quotient and the remainder
obtained by the euclidean division of m by t. We obtain a bijection
ϕt : N −→ N× {0, . . . , t− 1}, m 7−→ (qt(m), rt(m)).
Using ϕt, we associate to every pointed abacus a pointed t-abacus as follows.
• If x is a positive slot labeled by m, then we associate to x the qt(m) positive
slot on the runner rt(m).
• If x is a negative slot labeled bym, then we associate to x the qt(m) negative
slot on the runner t− rt(m)− 1.
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By abuse of notation, we still denote by ϕt(x) the image of x on the pointed t-abacus
described above.
f
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
f
0
m
0
m′
rt(m)
0
1
qt(m)
3
0
t− rt(m′)− 1
0
0
qt(m
′)
Remark 3.1. If a positive (resp. negative) slot is at position q on the jth runner,
then the label of the corresponding positive bead on the pointed abacus is tq + j
(resp. tq + t− j − 1).
Let λ be a partition. The pointed t-abacus associated to λ is the t-abacus with
beads obtained from the pointed t-abacus of λ so that the bead at the positionm (on
the positive or negative slot of the pointed abacus of λ) is put on the corresponding
slot described by the previous process.
Example 3.2. Let t = 5 and λ = (5, 5, 4, 2, 1, 1). The pointed t-abacus associated
to λ is
f
0 1
1
2
2
3
3
4
4
0
5
Here the number just to the left of a bead refers to its label in the pointed abacus of
λ.
Let a pointed t-abacus be such that the numbers of positive black beads and
negative white beads are finite. Such an t-abacus corresponds to a partition if
and only if these two numbers are equal. In this case, we say that it is a pointed
t-abacus of a partition. In fact, by construction and following the bijection given
before, the positions of the black beads above f correspond to the value of the arms
of λ and the positions of the white beads below f to its legs. More precisely, for any
0 ≤ j ≤ q − 1, set
A+j (λ) = {a ∈ A
+(λ) | rt(a) = j} and A˜
+
j (λ) = {qt(a) | a ∈ A
+
j (λ)}, (2)
and
L+j (λ) = {l ∈ L
+(λ) | rt(l) = t− j − 1} and L˜
+
j (λ) = {qt(l) | l ∈ L
+
j (λ)}. (3)
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We remark that the arms congruent to j modulo t lie on the jth-runner. Further-
more, if we know the pointed t-abacus of a partition, then we can recover its set of
arms with residue j modulo t by
A+j (λ) =
{
qt+ j | q ∈ A˜+j (λ)
}
. (4)
Similarly, the legs on the jth-runner are congruent to t− j − 1 and
L+j (λ) =
{
qt+ t− j − 1 | q ∈ L˜+j (λ)
}
. (5)
Note also that we can read the same information on a pointed abacus of a
partition as on its pointed t-abacus. In particular, the observations in Remark 2.24
are valid. Furthermore, we remark that for all nonnegative integers x and y, we
have
x ≤ y if and only if (qt(x), rt(x)) ≤ (qt(y), rt(y)),
where the order relation in the right member is the lexicographic order.
Remark 3.3. When we look at a pointed t-abacus of a partition, however, we
observe that each individual the runner is not necessarily a pointed abacus of a
partition. The runners 1, 2, 3 and 4 in Example 3.2 are an example of this.
In order to recover a t-tuple of pointed abaci, we now will introduce the concept
of characteristic vector of a pointed t-abacus.
For any abacus, we can produce a new abacus by moving each bead one slot
position up with respect to the fence. We define hence the push up operation p+.
Similarly, we define the push down operation p− by moving each bead one slot
position down. Let δ ∈ Z. The δ-push operation pδ on the abacus is obtained by
applying δ times p+ successively on the abacus if δ ≥ 0, and −δ times p− otherwise.
Lemma 3.4. Consider a pointed abacus, and put beads in slots so that the numbers
of positive black beads u and of negative white beads v are finite. Then pv−u produces
a pointed abacus of a partition.
Proof. When we apply p+, if the bead on the negative slot 0 is white, then the
resulting abacus has u positive black beads and v − 1 negative white beads. If it
is black, then the new abacus has u + 1 positive black beads and v negative white
beads. This is similar for p−, when the bead on the positive slot 0 is black, the new
abacus has u − 1 positive black beads and v negatives white beads, and when the
bead is white, there is u positive black beads and v+1 negative white beads in the
resulting abacus.
Let d be a positive integer. Denote by α and β the numbers of white and black
beads on the negative slots labeled from 0 to d− 1. Then the new abacus obtained
from the operation pc has u+β positive black beads and v−α negative white beads.
In particular, α+ β = d, and we have u+ β = v − α if and only if α + β = v − u.
Hence, for d = v − u, the resulting abacus is a pointed abacus of a partition. Now,
when d is negative, α and β denote the numbers of white and black beads on the
first d positive slots, and pc produces an abacus with u − β positive black beads
and v+ α negative white beads. Since |d| = α+ β, we obtain that u− β = v+α if
and only if v − u = −α− β = −|d| = d, as required. 
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Lemma 3.5. Let t be a positive integer and λ be a partition, and consider its
pointed t-abacus. For all 0 ≤ j ≤ t− 1, denote by uj and vj the numbers of positive
black beads and negative white beads on the jth runner. Write cj = uj − vj. Then
t−1∑
j=0
cj = 0.
Proof. The pointed t-abacus of λ has the same number x of positive black beads and
negative white beads. Write c+ and c− for the sum of positive and negative cj ’s.
First, we apply p−cj on the runner j for all 0 ≤ j ≤ t− 1. After these operations,
each runner is a pointed abacus of a partition by Lemma 3.4. In particular, in the
resulting pointed t-abacus, the numbers of positive black beads and negative white
beads are equal, and denoted by y. Now, denote by k+ the number of positive
black beads that appear after these operations on all runners with cj ≤ 0, and
k− the number of negative white beads that appear on all runners with cj ≥ 0.
The proof of Lemma 3.4 implies that c+ − k− positive black beads and |c−| − k+
negative white beads disappear. Hence, the number of positive black beads and
negative white beads in the new pointed t-abacus are x + k+ − (c+ − k−) and
x+ k− − (|c−| − k+), and it follows that
x+ k+ − (c+ − k−) = y and x+ k− − (|c−| − k+) = y,
and k+ + k− − |c−| = k+ + k− − c+. Thus, c+ = −c− and the result follows. 
Definition 3.6. Let t be a positive integer and λ be a partition. For all 0 ≤ j ≤ t−1,
define cj ∈ Z as in Lemma 3.5. The tuple ct(λ) = (c0, . . . , ct−1) is called the
characteristic vector of λ. Furthermore, denote by λj the partition with pointed
abacus obtained by applying p−cj on the jth runner of the pointed t-abacus of λ.
The t-tuple of partitions
λ(t) = (λ0, . . . , λt−1) ∈ Pt
is called the t-quotient of λ.
Remark 3.7. By Remark 2.25, the t-quotient of a partition introduced in Defini-
tion 3.6 coincides with the “usual” t-quotient of partitions given in [13, 2.7.29].
Let t be a positive integer and c = (c0, . . . , ct−1) be a t-tuple of integers that
sum to 0. For every pointed t-abacus T = (R0, . . . ,Rt−1), we define its c-push to
be the pointed t-abacus
pc(T ) = (pc0(R0), . . . , p
ct−1(Rt−1)), (6)
obtained by applying pcj the cj-push to the runner j for all 0 ≤ j ≤ t− 1.
Example 3.8. We continue Example 3.2. We see that c5(λ) = (0, 1,−1, 1,−1).
Hence, after applying the (0,−1, 1,−1, 1)-push to the pointed 5-abacus of λ, we
obtain
f
0 1 2 3 4
Then F(λ4) = (0|1) and λ4 = (2). It follows that the 5-quotient of λ is
λ(5) = (∅, ∅, ∅, ∅, (2)).
18 OLIVIER BRUNAT AND RISHI NATH
Lemma 3.9. Let t be a positive integer and c = (c0, . . . , ct−1) be a t-tuple of
integers that sum to 0. Then for any pointed t-abacus T of a partition, pc(T ) is
also a pointed t-abacus of a partition.
Proof. Write c+ and c− for the sum of positive and negative cj’s. Let k
+ be the
number of positive black beads that appear after the push on all runner with positive
cj and k
− be the number of negative beads that appear on all runner with negative
cj . Then c
+−k+ negative white beads and |c−|−k− positive black beads disappear
after the manipulation. Since we start with a pointed t-abacus of a partition, the
number of positive black beads and negative white beads coincide and is denoted
by a. After the c-push, the number of positive black beads is
b = a+ k+ − (|c−| − k−) = a+ k+ + k− − |c−| = a+ k+ + k− + c−,
and the number of negative white beads is
w = a+ k− − (c+ − k+) = a+ k+ + k− − c+ = a+ k+ + k− + c−
since c+ + c− = 0. Thus, b = w, as required. 
Remark 3.10.
(i) Write
Ct =
(c0, . . . , ct−1) |
t−1∑
j=0
cj = 0
 . (7)
The application
ψt : P −→ Ct × P
t, λ 7−→ (ct(λ), λ
(t)) (8)
is bijective. We give its inverse map. Let c = (c0, . . . , ct−1) ∈ Ct and λ =
(λ0, . . . , λt−1) ∈ Pt be a t-tuple of partitions. First, we construct a pointed
t-abacus of partition so that its jth runner is the pointed abacus of λj for
0 ≤ j ≤ t− 1. Then we apply the cj-push to each runner j. Since
∑
j cj = 0,
we obtain by Lemma 3.9 a pointed t-abacus of a partition λ. By construction,
we have ψ−1t = (c, λ) 7→ λ.
(ii) The characteristic vector of λ can be obtained from it Frobenius symbol.
Indeed, for 0 ≤ j ≤ t− 1, Lemma 3.5 gives
cj = |A˜
+
j (λ)| − |L˜
+
j (λ)|, (9)
where A˜+j (λ) and L˜
+
j (λ) are defined in (2) and (3).
(iii) Let 0 ≤ j ≤ t − 1. To recover the parts of the partition λj of the t-quotient
of λ, we do not have to construct explicitly its pointed abacus. Indeed the
property Remark 2.24(ii) is invariant under the c-push. So we can recover the
parts of λj directly from the jth runner of the original pointed t-abacus of
λ. For example, we see in Example 3.2 that λ4 has one part (because it has
only one arm corresponding to the positive black bead and no coarm) of size
2 because there are two white beads under the positive black bead. See also
Example 3.8.
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3.2. The characteristic vector and t-quotient of the conjugate partition.
For T = (R0, . . . ,Rt−1) a pointed t-abacus with runners Rj (for 0 ≤ j ≤ t− 1), we
define a pointed t-abacus (not necessarily of a partition) by setting
T ∗ = (Rt−1, . . . ,R0).
Lemma 3.11. Let R be an abacus (not necessarily pointed) and c ∈ Z. Then
pc(R) = p−c(R).
Proof. We give a proof only for c ≥ 0. The other case is similar. For a color
u ∈ {black,white}, we write u for its opposite color. Let x ∈ N. Suppose that the
bead at the slot labeled by x has color u. We have three cases to consider.
First, suppose that x labels a positive slot of R. Then x is sent to x + c by
the c-push, and it gives a bead of color u at negative slot x + c after applying
manipulations (i) and (ii) of Remark 2.26. On the other hand, x is sent to the
negative slot x with bead u by (i) and (ii). Applying p−c, we also obtain a bead
with color u at the negative slot x+ c.
Assume now that 0 ≤ x ≤ c−1. After the c-push, the new slot is c−x−1 in the
positive part. Then (i) and (ii) give a bead of color u at the negative slot c− x− 1.
On the other hand, the bead on x is sent to a bead of color u at the positive slot
x by (i) and (ii). Applying p−c, we obtain, at the negative slot c − x − 1, a bead
colored by u, as required.
Finally, suppose that x ≤ c labels a negative slot. After the c-push, there is a
bead colored by u at the negative slot x− c, and (i) and (ii) give a bead with color
u at the positive slot x−c. Now, (i) and (ii) send the initial bead on a bead colored
by u at the positive slot x. Applying p−c, this bead is sent at positive slot x−c. 
For any characteristic vector c = (c0, . . . , ct−1) ∈ Ct and λ = (λ0, . . . , λt−1) ∈ Pt,
we define
c∗ = (−ct−1, . . . ,−c0) and λ
∗ =
(
λ∗t−1, . . . , λ
∗
0)
)
. (10)
Proposition 3.12. Let t be a positive integer and λ be a conjugate partition with
characteristic vector c(λ) = (c0, . . . , ct−1) and t-quotient λ
(t) = (λ0, . . . , λt−1).
Then
ψt(λ
∗) =
(
c(λ)∗, (λ(t))∗
)
.
In particular, c(λ∗) = c(λ)∗ and (λ∗)(t) = (λ(t))∗.
Proof. Recall that if F(λ) = (L | A), then F(λ∗) = (A | L). Let 0 ≤ j ≤ t − 1,
and at + j ∈ A+j (λ). Thus, at + j ∈ L
+(λ∗) and by construction of the pointed
t-abacus of λ∗, this leg is sent on runner t− j − 1 at negative position a. Similarly,
if lt+ t− j−1 ∈ L+j (λ) then lt+ t− j−1 ∈ A
+(λ∗) is sent on the runner t− j−1 at
positive position l. Hence, if we denote by T = (R0, . . . ,Rt−1) the pointed t-abacus
of λ, then T ∗ is the one of λ∗. In particular,
|L˜+j (λ
∗)| = |A˜+t−j−1(λ)| and |A˜
+
j (λ
∗)| = |L˜+t−j−1(λ)|,
and it follows from (9) that
c∗j = |A˜
+
j (λ
∗)| − |L˜+j (λ
∗)| = |L˜+t−j−1(λ)| − |A˜
+
t−j−1(λ)| = −ct−j−1,
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where c(λ∗) = (c∗0, . . . , c
∗
t−1). Denote by (T0, . . . , Tt−1) and (S0, . . . ,St−1) the
pointed t-abaci that define the t-quotient of λ and λ∗ respectively (see Defini-
tion 3.6). Hence, we have
(T0, . . . , Tt−1) = (p
−c0(R0), . . . , p
−ct−1(Rt−1)).
Since c(λ∗) = (−ct−1, . . . ,−c0) and T ∗ is the pointed t-abacus of λ∗, applying
Lemma 3.11, we deduce that
(S0, . . . ,St−1) = (p
ct(Rt−1), . . . , p
c0(R0))
= (p−ct(Rt−1), . . . , p−c0(R0))
= (T t−1, . . . , T 0).
Since Tj is a pointed abacus for all 0 ≤ j ≤ t− 1, Lemma 2.27 gives the result. 
Corollary 3.13. Let λ be a self-conjugate partition with characteristic vector c(λ) =
(c0, . . . , ct−1) and t-quotient λ
(t) = (λ0, . . . , λt−1). Then
c(λ) =
{
(c0, . . . , c(t−3)/2, 0,−c(t−3)/2, . . . ,−c0) if t is odd,
(c0, . . . , ct/2,−ct/2, . . . ,−c0) if t is even.
and
λ(t) =
{
(λ0, . . . , λ(t−3)/2, λ(t−1)/2, (λ(t−3)/2)∗, . . . , (λ0)∗) if t is odd,
(λ0, . . . , λt/2, (λt/2)∗, . . . , (λ0)∗) if t is even,
where λ(t−1)/2 is a self-conjugate partition (when t is odd).
Example 3.14. Let λ = (12, 11, 6, 52, 3, 25, 12). Assume t = 5. We remark that
F(λ) = (11, 9, 2, 1, 0 | 0, 1, 2, 9, 11), and the pointed 5-abacus of λ is
f
0 1 2 3 4
Hence, we deduce that
c(λ) = (0, 2, 0,−2, 0) and λ(5) = ((12), (1), (1), (1), (2)).
3.3. Characteristic vectors and t-core partitions. Let t be a positive integer.
Let c = (c0, . . . , ct−1) ∈ Ct be a tuple of integers that sum to 0; see Remark 3.10.
We associate to c a pointed t-abacus by beginning with the empty partition, that
is only black beads below the fence, and only white beads above, and then putting
cj positive black beads on the runner j if cj > 0 and |cj | negative white beads
otherwise. Since
∑t−1
j=0 cj = 0, the numbers of positive black beads and negative
white beads are equal. Hence, we obtain a pointed t-abacus of a partition. The
partitions obtained by this process are called t-core partitions. Denote by λc the
t-core partition corresponding to c. If λ is a partition with characteristic vector
ct(λ), then λct(λ), also denoted λ(t), is the t-core of λ.
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Example 3.15. Assume t = 5 and c = (0, 1,−1, 1,−1) ∈ C5. The associated
pointed 5-abacus is
f
0 1 2 3 4
The corresponding 5-core has Frobenius symbol F(λc) = (2, 0 | 1, 3), hence λc =
(4, 3, 1).
Remark 3.16. Denote by T = (R0, . . . ,Rt−1) and T ′ = (R′0, . . . ,R
′
t−1) the
pointed t-abacus of λ and λ(t). We can deduce T
′ from T as follows. For all
0 ≤ j ≤ t− 1, we look at the first white bead (by reading from bottom to top) on
the runner Rj . If there is a black bead above, then we exchange the two beads.
We repeat the procedure successively until it is no longer possible. By definition of
the characteristic vector of λ, we obtain T ′ at the end. This shows that λ(t) is the
t-core of the partition λ defined in [13, §2.7].
Remark 3.17. Denote by Ct the set of t-core partitions. The bijection ψt given in
Remark 2.24 induces a bijection
Ψt : P −→ Ct × P
t, λ 7−→ (λ(t), λ
(t)). (11)
Remark 3.18. Let T = (R0, . . . ,Rt−1) be the pointed t-abacus of λ. Denote by
R its pointed abacus. By Remark 2.24(iv), exchanging a pair of consecutive black
and white beads (denoted by b and w and satisfying b over w) on the runner Rj
removes a hook of size 1 (that is a box) of λj . On the other hand, on T , there
are j slots at the right of b and t − j − 1 slots at the right of w. This means that
there are (strictly) j + t − j − 1 = t − 1 slots between ϕ−1t (b) and ϕ
−1
t (w) on R.
Hence, Remark 2.24(iv) again gives that the hooklength associated to (b, w) is t.
Now, consider the opposite procedure of Remark 3.16, that allow us to obtain T
from the pointed t-abacus of λ(t) by exchanging a black bead b and a white bead
w with w over b. We can assume, without loss of generality, that we exchange
only consecutive beads. Therefore, Remark 2.20 shows that at each step, the new
partition has t boxes more. Beginning with the pointed t-abacus of λ(t), we obtain
T after |λ0|+ · · ·+ |λt−1| steps. In particular,
|λ| = |λ(t)|+ t
t−1∑
j=0
|λj |.
Lemma 3.19. Let c ∈ Ct and 0 ≤ j ≤ t− 1.
(i) If cj ≥ 0, then L
+
j (λc) = ∅ and
A+j (λc) = {qt+ j | q ∈ Cj},
where Cj = {0, . . . , cj − 1}.
(ii) If cj ≤ 0, then A
+
j (λc) = ∅ and
L+j (λc) = {qt+ t− j − 1 | q ∈ Cj},
where Cj = {0, . . . , |cj | − 1}.
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Proof. Let 0 ≤ j ≤ t − 1. By construction of λc, we have A˜
+
j (λc) = Cj and
L˜+j (λc) = ∅ if cj ≥ 0, and L˜
+
j (λc) = Cj and A˜
+
j (λc) = ∅ if cj ≤ 0. The result then
follows from (4) and (5). 
Corollary 3.20. Let t be a positive integer, and c ∈ Ct. Then
|λc| =
t
2
t−1∑
j=0
c2j +
t−1∑
j=0
jcj .
Proof. Write C+ and C− for the sets of 0 ≤ j ≤ t − 1 such that cj is positive or
negative. By Lemma 3.19, the Durfee number of λc is
s =
∑
j∈C+
cj =
∑
j∈C−
|cj |. (12)
In particular, 2s =
∑
j∈C+ cj +
∑
j∈C− |cj | hence
s =
1
2
∑
j∈C+
cj +
∑
j∈C−
|cj |
 = 1
2
t−1∑
j=0
|cj |. (13)
Furthermore, Lemma 3.19 gives
∑
a∈A+(λc)
a =
t−1∑
j=0
∑
a∈A+
j
(λc)
a =
∑
j∈C+
∑
a∈A+
j
(λc)
a (14)
=
∑
j∈C+
cj−1∑
q=0
(qt+ j)
=
∑
j∈C+
(
jcj +
cj(cj − 1)
2
t
)
.
Similarly,
∑
l∈L−(λc)
l =
∑
j∈C−
(
(t− j − 1)|cj |+ t
|cj |(|cj | − 1)
2
)
. (15)
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Now, by (12), (13), (14), (15) and (1), we obtain
|λc| = s+ t
t−1∑
j=0
|cj |(|cj | − 1|)
2
+
∑
j∈C+
jcj +
∑
j∈C−
−j|cj|+ (t− 1)
∑
j∈C−
|cj |
= s+ t
t−1∑
j=0
|cj |(|cj | − 1|)
2
+
s−1∑
j=0
jcj + (t− 1)s
= t
t−1∑
j=0
1
2
(|cj |
2 − |cj |) + s
+ t−1∑
j=0
jcj
= t
1
2
t−1∑
j=0
|cj |
2 −
1
2
t−1∑
t=0
|cj |+
1
2
t−1∑
j=0
|cj |
+ t−1∑
j=0
jcj
=
t
2
t−1∑
j=0
c2j +
t−1∑
j=0
jcj ,
as required. 
Corollary 3.21. Let t be a positive integer.
(i) Assume t = 2m+ 1. Let c = (−cm, . . . ,−c1, 0, c1, . . . , cm) ∈ SCt,n. Then
n = t
m∑
j=1
c2j +
m∑
j=1
2jcj.
(ii) Assume t = 2m. Let c = (−cm, . . . ,−c1, c1, . . . , cm) ∈ SCt,n. Then
n = t
m∑
j=1
c2j +
m∑
j=1
(2j − 1)cj.
Proof. Assume t = 2m+ 1. By Corollary 3.20, we have
n = t
m∑
j=1
c2j +
m−1∑
j=1
j(−cm−j) +
m∑
j=1
(m+ j)cj ,
= t
m∑
j=1
c2j +
m−1∑
j=1
(j −m)cj +
m−1∑
j=1
(m+ j)cj + 2mcm,
= t
m∑
j=1
c2j + 2
m−1∑
j=1
jcj + 2mcm,
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as required. Assume now t = 2m. Similarly,
n = t
m∑
j=1
c2j +
m−1∑
j=1
j(−cm−j) +
m∑
j=1
(m+ j − 1)cj ,
= t
m∑
j=1
c2j +
m−1∑
j=1
(j −m)cj + (m−m)cm +
m∑
j=1
(m+ j − 1)cj ,
= t
m∑
j=1
c2j + 2
m∑
j=1
(2j −m+m− 1)cj ,
and the result follows. 
3.4. Moving between the Frobenius symbols of a partition and its t-core
and t-quotient. In this section, we show first, in Proposition 3.23, how to ob-
tain the Frobenius symbols of the quotient from the characteristic vector and the
Frobenius symbol of the partition. Afterwards, we arrive at main result, Theorem
3.27, which shows the reverse direction; that is how to obtain the Frobenius symbol
of a partition λ from the characteristic vector and the Frobenius symbols of the
t-quotient. We begin with some notation.
Let λ be a partition and t be a positive integer. We set
A−(λ) = A−(λ) ∪ {k ∈ N | k > max(L+(λ))}, (16)
and
L−(λ) = L−(λ) ∪ {k ∈ N | k > max(A+(λ))}. (17)
Furthermore, we define
A−j (λ) = {a ∈ A
−(λ) | rt(a) = t− j − 1} and A˜
−
j (λ) = {qt(a) | a ∈ A
−
j (λ)}, (18)
and
L−j (λ) = {l ∈ L
−(λ) | rt(l) = j} and L˜
−
j (λ) = {qt(l) | l ∈ L
−
j (λ)}. (19)
Remark 3.22. Note that, for ε ∈ {−,+}, we have A˜εj ∪ L˜
−ε
j = N.
We denote by λ(t) = (λ0, . . . , λt−1) the t-quotient of λ, and for 0 ≤ j ≤ t− 1, we
write
F(Lj |Aj),
where Lj = L+(λj) and Aj = A+(λj) are the sets of legs and arms of λj .
Proposition 3.23. Let ct(λ) = (c0, . . . , ct−1) ∈ Ct be the characteristic vector of
λ, and 0 ≤ j ≤ t− 1.
(i) If cj ≥ 0, then
Aj = {a− cj | a ∈ A˜
+
j (λ) and a ≥ cj},
and
Lj = {l+ cj | l ∈ L˜
+
j (λ)} ∪ {cj − l − 1 | l ∈ L˜
−
j (λ) such that l < cj}.
(ii) If cj ≤ 0, then
Aj = {a+ |cj | | a ∈ A˜
+
j (λ)} ∪ {|cj| − a− 1 | a ∈ A˜
−
j (λ) such that a < |cj |},
and
Lj = {l− |cj | | l ∈ L˜
+
j (λ) and l ≥ |cj |}.
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Proof. Assume first that cj ≥ 0. By Definition 3.6, the pointed abacus of the
partition λj is obtained by applying p−cj to the jth-runner of the t-pointed abacus
of λ. Now, let a ∈ A˜+j (λ). Then by the construction of the t-pointed abacus T of
λ given in §3.1, the bead on the slot labeled by a on the jth runner of T is black.
After applying p−cj , this bead lies on the positive slot labeled by a− cj if a ≥ cj or
on the negative slot labeled by cj − a− 1 if a < cj . In particular, a contributes to
an arm of λj if and only if a ≥ cj . In this case, a− cj ∈ Aj . Furthermore, to any
l ∈ L˜+j there is a white bead on the negative slot l of the jth runner of T . After
applying p−cj , we obtain a negative white bead of the pointed abacus of λj on the
slot labeled by cj + l. Hence cj + l ∈ Lj . Finally, by the same argument as above,
each coleg l ∈ L˜−j such that l < cj give a leg of λ
j on the negative slot cj − l − 1.
It follows that
Lj = {cj + l | l ∈ L˜
+
j (λ)} ∪ {cj − l − 1 | l ∈ L˜
−
j (λ) and l < cj}.
The argument is similar when cj ≤ 0. 
Remark 3.24. The proof of Proposition 3.23 can be interpreted graphically as
follows.
f
−cj
. . .
. . .
j, cj ≥ 0
0
1
x
cj − 1
cj
cj − x− 1
· · ·
· · ·
k, ck ≤ 0
+|ck|
0
1
x
|ck| − 1
|ck|
|ck| − x− 1
If cj ≥ 0, then any black beads (resp. white beads) in the windows give coarms
(resp. legs) of λj after applying p−cj . If cj ≤ 0, then any white beads (resp. black
beads) in the windows give colegs (resp. arms) of λj after applying the |cj |-push.
Example 3.25. We consider again λ = (5, 5, 4, 2, 1, 1) and t = 5. By Example 1.2,
we have L+0 (λ) = L
+
1 (λ) = L
+
3 (λ) = ∅, L
+
2 (λ) = {2}, L
+
4 (λ) = {0, 5} and A
+
0 (λ) =
A+2 (λ) = ∅, A
+
1 (λ) = {1}, A
+
3 (λ) = {3}, and A
+
4 (λ) = {4}. Hence,
L˜+4 (λ) = {0, 1}, L˜
+
2 (λ) = {0}, A˜
+
1 (λ) = A˜
+
3 (λ) = A˜
+
4 (λ) = {0}.
By Remark Equation 2.24(ii), we obtain c0 = 0, c1 = 1, c2 = −1, c3 = 1, and
c4 = −1. Note that we recover Example 3.8. Now, Proposition 3.23 gives
A0 = A1 = A2 = A3 = ∅, A4 = {1} and L0 = L1 = L2 = L3 = ∅, L4 = {0},
and λ(5) = (∅, ∅, ∅, ∅, (2)). Furthermore, F(λ5) = (2, 0|1, 3), that is λ5 = (4, 3, 1).
Remark 3.26. We do not need a graphical construction of the pointed t-abacus
of λ to determine the t-quotient of λ. The process is completely numerical.
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Now we arrive at the main result of this section.
Theorem 3.27. Let t be a positive integer. Let c = (c0, . . . , ct−1) ∈ Ct be a
characteristic vector and a t-multipartition λ = (λ0, . . . , λt−1). For 0 ≤ j ≤ t− 1,
denote by F(λj) = (Lj | Aj) the Frobenius symbol of λj, and define Lj and Aj as
follows.
(i) If cj ≥ 0, then
Lj = {(l − cj)t+ t− j − 1 | l ∈ Lj and l ≥ cj}
and
Aj = {(a+ cj)t+ j | a ∈ Aj} ∪ {(cj − a− 1)t+ j | a ∈ A
−
j and a < cj},
where A−j = A
−
j (λ
j) with the convention that A−j = N is λ
j = ∅.
(ii) If cj ≤ 0, then
Lj = {(l+ |cj|)t+ t−j−1 | l ∈ Lj}∪{(|cj |− l−1)t+ t−j−1 | l ∈ L
−
j and l < |cj |},
where L−j = L
−
j (λ
j) with the convention that A−j = N is λ
j = ∅, and
Aj = {(a− |cj |)t+ j | a ∈ Aj and a ≥ |cj |}.
Set
L =
t−1⋃
j=0
Lj and A =
t−1⋃
j=0
Aj , (20)
and consider the partition λ with Frobenius symbol (L | A). Then we have
ψt(λ) = (c, λ).
Proof. First, we will show that the partition λ is well-defined. We remark that the
sets Lj (resp. the sets Aj) are disjoint. Let 0 ≤ j ≤ t − 1. If cj ≥ 0, then the
definitions of Lj and Aj give
|Lj | = |Lj |+ αj and |Aj | = |Aj | − βj , (21)
where αj = |{l ∈ Lj | l < cj}| and βj = |{a ∈ A
−
j | a < cj}|. Similarly, if cj ≤ 0,
then
|Lj | = |Lj | − αj and |Aj | = |Aj |+ βj , (22)
where αj = |{l ∈ L
−
j | l < |cj |}| and βj = |{a ∈ Aj | a < |cj |}|. Furthermore, for
any 0 ≤ j ≤ t− 1
αj + βj = |cj |. (23)
Write J+ (resp. J−) for the set of 0 ≤ j ≤ t − 1 such that cj ≥ 0 (resp. cj < 0).
By definition of L, (21) and (22) we have
|L| =
∑
j∈J+
(|Lj | − αj) +
∑
j∈J−
(|Lj |+ αj) =
t−1∑
j=0
|Lj | −
∑
j∈J+
αj +
∑
j∈J−
αj . (24)
Similarly,
|A| =
∑
j∈J+
(|Aj |+ βj) +
∑
j∈J−
(|Aj | − βj) =
t−1∑
j=0
|Aj |+
∑
j∈J+
βj −
∑
j∈J−
βj . (25)
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Now Equations (23), (24) and (25) and the fact that |Lj | = |Aj | (for any 0 ≤ j ≤
t− 1) imply
|A| − |L| =
t−1∑
j=0
(|Aj | − |Lj |︸ ︷︷ ︸
=0
) +
∑
j∈J+
(βj + αj︸ ︷︷ ︸
=cj
)−
∑
j∈J−
(βj + αj︸ ︷︷ ︸
=−cj
) =
t−1∑
j=0
cj = 0,
because c is a characteristic vector. Hence, (L | A) defines a partition λ by Re-
mark 2.1. Write (λ′
0
, . . . , λ′
t−1
) for the t-quotient of λ, and ct(λ) = (c
′
0, . . . , c
′
t−1).
For 0 ≤ j ≤ t − 1, we set F(λ′j) = (L′j | A
′
j). First assume that j ∈ J
+. By
Remark 3.10(ii), c′j = |A˜
+
j (λ)| − |L˜
+
j (λ)|. Furthermore, by definition of λ, we have
A+j (λ) = Aj and L
+
j (λ) = Lj, (26)
hence |A˜+j (λ)| = |Aj | and |L˜
+
j (λ)| = |Lj |. Since |Aj | = |Lj | and by Equations (21),
(22) and (23), we obtain
c′j = |Aj | − |Lj | = |Aj |+ βj − (|Lj | − αj) = βj + αj = cj .
Now, using that A+j (λ) = Aj and the definition of A˜
+
j (λ), we deduce that
A˜+j (λ) = {a+ cj | a ∈ Aj} ∪ {cj − a− 1 | a ∈ A
−
j and a < cj}.
We remark that a + cj ≥ cj for a ∈ Aj and cj − a − 1 < cj for a < cj . Hence,
Proposition 3.23 gives
A′j = Aj .
We remark that
L˜+j (λ) = {l − cj | l ∈ Lj and l ≥ cj},
and that
L˜−j (λ) = {l+ cj | l ∈ L
−
j } ∪ {cj − l − 1 | l ∈ Lj and l < cj}.
Thus,
{l+ cj | l ∈ L˜
+
j (λ)} = {l ∈ Lj | j ≥ cj}
and
{l ∈ L˜−j (λ) | l < cj} = {cj − l − 1 | l ∈ Lj and l < cj}.
Since l = cj − (cj − l − 1)− 1, Proposition 3.23 gives
L′j = {l ∈ Lj | l ≥ cj} ∪ {l ∈ Lj | l < cj} = Lj .
A similar argument shows that, if cj ≤ 0, then
c′j = cj , A
′
j = Aj and L
′
j = Lj .
It follows that λ′j = λj as required. 
Example 3.28. Let t = 5. Consider c = (0, 1,−1, 1,−1) and λ = (∅, ∅, ∅, ∅, (2)).
We have F((2)) = (0 | 1). Hence, Theorem 3.27 gives
L0 = L1 = L3 = ∅, L2 = {2} and L4 = {5} ∪ {0},
and
A0 = A2 = ∅, A1 = {1}, A3 = {3} and A4 = {4},
whence F(λ) = (5, 2, 0 | 1, 3, 4). Although, this process is completely numerical, it
has an abacus interpretation. Indeed, we can recover the pointed t-abacus of λ from
the abacus of each λj and the characteristic vector.
28 OLIVIER BRUNAT AND RISHI NATH
(i) First, we contruct the abacus of λ0, . . . , λt−1 to obtain a pointed t-abacus.
f
c 0 1 −1 1 −1
0 1 2 3 4
Here we represent, using a window on each runner, the characteristic vector
before the c-push on the abacus.
(ii) In the example, we observe that no arms or legs “disappear”. However, two
coarms (resp. two colegs) become two arms (resp. two legs), hence two arms
and two legs “appear”. Applying the c-push, where c = (0, 1,−1, 1,−1), we
obtain the pointed 5-abacus of λ.
f
0 1
1
2
2
3
3
4
0
5
4
3.5. Durfee number. Let t be a positive integer and λ be a partition with t-
quotient (λ0, . . . , λt−1) and characteristic vector c(λ) = (c0, . . . , ct−1). We denote
by s(λ) the Durfee number of λ. In this section, we propose to explain how to
recover the Durfee number of a partition λ from the Durfee number of λj and c(λ).
To do this, however, we will need some additional information. More precisely, for
0 ≤ j ≤ t − 1, we return to αj and βj as in the proof of Theorem 3.27 in (21)
and (22). Write
α =
∑
j∈J+
αj and β =
∑
j∈J−
βj , (27)
where J+ (resp. J−) is the set of 0 ≤ j ≤ t− 1 such that cj ≥ 0 (resp. cj < 0). We
also define Qt(λ) to be the partition satisfying
ψt(Qt(λ)) = ((0, · · · , 0), (λ
0, . . . , λt−1)), (28)
where ψt : P → Zt × Pt is the bijection given in (8).
Corollary 3.29. We keep the above notation. In particular, s(λ) is the Durfee
number of λ. Then
s (Qt(λ)) =
t−1∑
j=0
s
(
λj
)
,
and
s(λ) + α+ β = s (Qt(λ)) + s
(
λ(t)
)
. (29)
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Proof. Write (L | A) for the Frobenius symbol of λ. By the definition of the
Frobenius symbol, |L| = |A| = s(λ). Now, (24) gives
s(λ) =
t−1∑
j=0
|Lj | −
∑
j∈J+
αj +
∑
j∈J−
αj
=
t−1∑
j=0
s(λj)− α− β + β +
∑
j∈J−
αj
=
t−1∑
j=0
s(λj)− α− β +
∑
j∈J−
αj + βj︸ ︷︷ ︸
=|cj| by (23)
=
t−1∑
j=0
s(λj)− α− β + s(λ(t)),
by (12). Applying this equality to the partition Qt(λ), we obtain
s (Qt(λ)) =
t−1∑
j=0
s(λj),
and the result follows. 
Remark 3.30. A key argument in [6] is that, if t is an odd prime number and λ
is a self-conjugate partition, then
s(λ) + s (Qt(λ)) ≡ s(λ(t))− 2β mod 4, (30)
In [6], this congruence is proved using specific properties of self-conjugate par-
titions, and without the Frobenius symbol approach developed here. However,
Equation (30) is in fact a consequence of Corollary 3.29, as we will see now. Denote
by (R0, . . . ,Rt−1) the pointed t-abacus of Qt(λ). Each Rj (for 0 ≤ j ≤ t − 1)
is pointed, and Rt−j−1 = Rj by Corollary 3.13. Consider the runners Rj and
Rt−j−1. Since Rj is pointed, the numbers of positive black beads and of negative
white beads on the runner Rj are equal. On the other hand, the negative white
beads correspond to the positive black beads of Rt−j−1 because Rt−j−1 = Rj .
Hence, the number of positive black beads on the runners Rj and Rt−j−1 is the
same, and we deduce that s(Qt(λ)) is even. It follows that 2s(Qt(λ)) ≡ 0 mod 4.
Now, adding s(Qt(λ)) to the equation (29) and looking it modulo 4, we obtain
s(λ) + s(Qt(λ)) ≡ s(λ(t))− α− β mod 4.
Let j ∈ J+. Then t − j − 1 ∈ J−, and Rt−j−1 = Rj implies that αj = βt−j−1.
Hence, α = β by (27) and the result follows.
Remark 3.31. We now give a geometric interpretation of Relation (24), that can
be rewritten by
s(λ) =
∑
j∈J−
(
s(λj) + αj
)
+
∑
j∈J+
(
s(λj)− αj
)
. (31)
For any 0 ≤ j ≤ t − 1, we consider the Young diagram [λj ]. We begin with the
corner of the box bs(λj).
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(i) If cj ≥ 0, then we follow the rim from the right to the left during cj steps. To
each step 1 ≤ k ≤ cj , we set εk = −1 if we go left, and εk = 0 if we go down.
(ii) If cj ≤ 0, then we follow the rim from the left to the right during |cj | steps.
To each step 1 ≤ k ≤ |cj |, we set εk = 1 if we go right, and εk = 0 if we go
up.
Note that, even if we arrive “at the end” of the diagram (that is, on the x-axis or
y-axis), we continue the movement to have globally |cj | steps. In particular, for the
empty partition, we begin at (0, 0) and we follow the axis.
When we follow the rim, each horizontal step below (resp. above) the diagonal
corresponds to a leg (resp. to a coleg). On the following picture, we show the
correspondence between the colegs (resp. legs) and the horizontal path on the rim
above (resp. below) the diagonal.
Hence,
j∑
k=1
εk = αj if j ∈ J
− and
j∑
k=1
εk = −αj if j ∈ J
+.
It follows that
s(λ) =
t−1∑
j=0
(
s(λj) +
j∑
k=1
εk
)
.
Example 3.32. For λ = (5, 5, 4, 2, 1), we have λ(5) = (∅, ∅, ∅, ∅, (2)) and c5(λ) =
(0, 1,−1, 1,−1). Thus,
λj ∅ ∅ ∅ ∅ (2)
+1
+1
+1
c5(λ) 0 1 −1 1 −1
Hence, s(λ) = 1 + 1 + 1 = 3.
Example 3.33. Consider λ such that λ(5) = ((3, 2), (1, 1), (2, 2), (1), (2)) and c5(λ) =
(−5, 2, 4, 1,−2). We have
λj (3, 2) (1, 1) (2, 2) (1) (2)
+1
+1 +1+1
+1
−1
+1
−1 −1
+1
+1 −1
+1 +1
+1
c5(λ) −5 2 4 1 −2
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Hence, s(λ) = 5 + 0 + 0 + 0 + 2 = 7.
4. Consequences in representation theory
Let R be a pointed abacus, and 0 ≤ j ≤ t − 1. We denote by ι(R) the abacus
with the same beads as R, but with negative slots labeled by x ∈ N on R labeled
instead by by −x − 1 on ι(R). The image of ι is the set of Z-labeled abacus with
a finite number of positive black beads and of negative white beads.
4.1. Level h action of the affine Weyl group Wt on the abacus. Let t ≥ 2 be
an integer. Denote by Wt the affine Weyl group A˜t−1. Recall that Wt is generated
by w0, . . . , wt−1 with relations
w2j = 1 for all 0 ≤ j ≤ t− 1,
wjwi = wiwj if i 6= j ± 1,
wjwj+1wj = wj+1wjwj+1 if t 6= 2,
where the indices are interpreted modulo t. Now, following [8, §3], recall that for
any h ∈ Z prime to t, the group Wt acts on Z by
wj(k) =

k + h if k ∈ (j − 1)h− 12 (t− 1)(h− 1) + tZ
k − h if k ∈ jh− 12 (t− 1)(h− 1) + tZ
k otherwise,
for any 0 ≤ j ≤ t − 1 and k ∈ Z. This is the so-called level h action of Wt on Z.
Note that 12 (t− 1)(h− 1) ∈ Z since h and t are coprime.
We remark that the level h action of Wt on Z induces an action on the set
of pointed abaci as follows. Let R be a pointed abacus. Write S = ι(R). For
0 ≤ j ≤ t− 1, denote by wj(S) the Z-labeled abacus obtained from S by applying
wj to each labels. Since the numbers of positive black beads and of negative white
beads of S are finite, this is the same for wj(S). Hence, ι−1(wj(S)) is a pointed
abacus, denoted by wj(R).
Lemma 4.1. Let t ≥ 2 be an integer and h ∈ Z be coprime to t. If R is a pointed
abacus of a partition, then for all 0 ≤ j ≤ t− 1, the abacus wj(R) obtained by the
level h action of Wt is the pointed abacus of a partition.
Proof. Let T = (R0, . . . ,Rt−1) be the pointed t-abacus of λ. Set S = ι(R) and
Sk = ι(Rk) for all 0 ≤ k ≤ t− 1. Write
h = αt+ r,
where α ∈ Z and 0 ≤ r ≤ t− 1.
Let 0 ≤ j ≤ t − 1. Write R′ = wj(R) and S ′ = wj(S). Denote (R′0, . . . ,R
′
t−1)
for the pointed t-abacus of R′ and set S ′k = ι(R
′
k) for all 0 ≤ k ≤ t− 1. We denote
by 0 ≤ rj ≤ t − 1 and 0 ≤ r′j ≤ t − 1 the residues of hj −
1
2 (t − 1)(h − 1) and
h(j − 1)− 12 (t− 1)(h− 1) modulo t. We have
rj − r ≡ hj −
1
2
(t− 1)(h− 1)− h ≡ r′j mod t.
Furthermore, if rj − r < 0, then t+ rj − r ∈ {0, . . . , t− 1}. In particular
r′j =
{
rj − r if rj − r ≥ 0
t+ rj − r otherwise.
(32)
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Let b ∈ Z be a label of a slot of S. Let q, k ∈ Z such that b = qt+k and 0 ≤ k ≤ t−1.
In particular, the bead labeled by k on S is moved on the qth slot of Sk.
Suppose k /∈ {rj , r′j}. Then wj(b) = b, and
S ′k = Sk. (33)
Suppose now that k = rj . We have wj(b) = b− h = (q − α)t+ rj − r. Hence, (32)
gives
wj(b) =
{
(q − α)t+ r′j if rj − r ≥ 0
(q − α− 1)t+ r′j otherwise.
It follows that
S ′r′
j
= p−α(Srj ) if rj − r ≥ 0 and S
′
r′
j
= p−α−1(Srj ) otherwise. (34)
Finally, assume that k = r′j . We have wj(b) = b+h = (q+α)t+ r
′
j + r. Hence, (32)
gives
S ′rj = p
α(Sr′
j
) if rj − r ≥ 0 and S
′
rj = p
α+1(Sr′
j
) otherwise. (35)
Now, define dj = α if rj − r ≥ 0 and dj = α+ 1 otherwise. We also set
ǫj = (0, . . . , 0, −dj︸︷︷︸
r′
j
−th
, 0, . . . , 0, dj︸︷︷︸
rj−th
, 0, . . . , 0) ∈ Ct. (36)
Then (33), (34) and (35) imply that
(R′0, . . . ,R
′
r′j
, . . . ,R′rj , . . .R
′
t−1) = p
ǫj (R0, . . . ,Rrj , . . . ,Rr′j , . . . ,Rt−1), (37)
where the ǫj-push p
ǫj is defined in (6). Furthermore, (R0, . . . ,Rt−1) is a pointed t-
abacus of a partition. Hence, (R′0, . . . ,R
′
t−1) is also a pointed t-abacus of a partition
by Lemma 3.9. It follows that R′ is a pointed abacus of a partition, as required. 
Remark 4.2.
(i) By Lemma 4.1, if λ is a partition with pointed abacus T , then wj(R) is the
pointed abacus of a partition wi(λ). The map λ 7→ wi(λ) is introduced and
studied in [8].
(ii) The level 1 action gives the Lascoux maps [15].
Corollary 4.3. Let t ≥ 2 be an integer and h ∈ Z be coprime to t. Write h = αt+r
with α ∈ Z and 0 ≤ r ≤ t− 1. Let 0 ≤ j ≤ t− 1, and define ǫj as in Equation (36).
Let λ be a partition with Frobenius symbol F(λ) = (L | A). For 0 ≤ k ≤ t− 1 with
k /∈ {rj , r′j} set A
′
k = A
+
k (λ) and L
′
k = L
+
k (λ).
If dj ≥ 0, then set
Aj ={(q − dj)t+ r
′
j | q ∈ A˜
+
rj , q ≥ dj} ∪ {(q + dj)t+ rj | q ∈ A˜
+
r′
j
}
∪ {(dj − q − 1)t+ rj | q ∈ A˜
−
r′
j
and q < dj},
and
Lj ={(q − dj)t+ rj | q ∈ L˜
+
r′j
, q ≥ dj} ∪ {(q + dj)t+ r
′
j | q ∈ L˜
+
rj}
∪ {(dj − q − 1)t+ r
′
j | q ∈ L˜
−
rj and q < dj},
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If dj ≤ 0, then set
Aj ={(q + dj)t+ rj | q ∈ A˜
+
r′j
, q ≥ |dj |} ∪ {(q − dj)t+ r
′
j | q ∈ A˜
+
rj}
∪ {(|dj | − q − 1)t+ r
′
j | q ∈ A˜
−
rj and q < |dj |},
and
Lj ={(q + dj)t+ r
′
j | q ∈ L˜
+
rj , q ≥ dj} ∪ {(q − dj)t+ rj | q ∈ L˜
+
r′
j
}
∪ {(|dj | − q − 1)t+ rj | q ∈ L˜
−
r′
j
and q < |dj |}.
Then the Frobenius symbol of wj(λ) is (L′ | A′) where
L′ =
⋃
k/∈{rj ,r′j}
L′k ∪ Lj and A
′ =
⋃
k/∈{rj ,r′j}
A′k ∪ Aj .
Proof. This is just a reinterpretation in term of arms and legs of Equation (37). 
Example 4.4. Let t = 2, h = 3 and λ = (4, 1) as in [8, Example p. 65]. Since
F(λ) = (1 | 3), the pointed 2-abacus of λ is
f
0 1
Furthermore, we have 3 = 2α+ r with α = 1 and r = 1. Now, for j = 0, we have
r0 = 1 and r
′
0 = 0. Hence, r0 − r ≥ 0 and ǫ0 = (−1, 1). For j = 1, we have r1 = 0
and r′1 = 1, hence r1 − r < 0 and ǫ1 = (2,−2). It follows that
w0(R0,R1) = p
(−1,1)(R1,R0) and w1(R0,R1) = p
(2,−2)(R1,R0),
and the pointed 2-abacus of w0(λ) and w1(λ) are
f
0 1
f
0 1
w0(λ) w1(λ)
Thus, w0(λ) = (1, 1) and w1(λ) = (7, 4, 3, 2, 1), and F(w0) = (1 | 0) and F(w1) =
(4, 2, 0 | 0, 2, 6).
Remark 4.5. To define λ 7→ wj(λ), we need to associate first to λ a subset of Z,
here the β-sequence Y = (λj − j)j≥1 (see Remark 2.25), so that Wt can act on this
set. Note that if we change the β-sequence, wj(λ) changes. So, in a way, wj(λ) is
not canonically well-defined, and depends on the choice of a β-sequence associated
to λ.
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4.2. Scopes maps. In this section, p denotes a prime number, and we consider the
level 1 action of the affine Weyl group Wp = 〈w0, . . . , wp−1〉 on Z. By [13, 6.1.21],
the p-blocks of symmetric groups are labeled by the set of tuples (λ,w) where λ is
a p-core partition and w ∈ N is the p-weight of the block. Conversely, for any such
a tuple (λ,w) ∈ Cp × N, there is a unique p-block with p-core λ and p-weight w.
Let w ∈ N. Recall that in [21] page 443, Scopes associates to any p-core partition
λ a p-abacus, called the Scopes abacus of λ, and denoted by Rsc(λ). We write
Xsc(λ) for its corresponding β-sequence; see Remark 2.25. For any 0 ≤ j ≤ p− 1,
denote by bj the number of black beads on the jth runner of Rsc(λ). Assume that
1 ≤ j ≤ p − 1. When bj − bj−1 ≥ w, we write Scj(λ) for the p-core partition
associated to the β-sequence wj(Xsc(λ)). The map Scj , only defined for p-core
partition λ whose Scopes abacus satisfies the condition bj − bj−1 ≥ w, is called the
j-Scopes map. Note that in the following, a Scopes map will designate a j-Scopes
map for some 1 ≤ j ≤ p− 1. Now, we can define the Scopes process, abbreviated
by Sc-process : begin with a p-core λ and apply iteratively a Scopes map until no
Scopes map can be applied.
We now describe Scopes process on characteristic vectors corresponding to p-core
partitions. First, for any c = (c0, . . . , cp−1) ∈ Cp, w ∈ N, and 0 ≤ j ≤ p− 1, we say
that c is j-allowed whenever the following condition is satisfied.{
cj − cj−1 ≥ w if 1 ≤ j ≤ p− 1,
c0 − ct−1 > w if j = 0.
(38)
Let 0 ≤ j ≤ p− 1. If c ∈ Cp is j-allowed, then we set
scj(c) =
{
(c0, . . . , cj−2, cj , cj−1, cj+1, . . . , cp−1) if 1 ≤ j ≤ 1,
(cp−1 + 1, c1, . . . , cp−1, c0 − 1) if j = 0.
(39)
Similarly as above, we define the sc-process with respect to these maps, beginning
with a characteristic vector c ∈ Cp and applying iteratively such a map until no
map can be applied.
Lemma 4.6. Let w ∈ N and p be a prime number. Identifying the p-core partitions
with their characteristic vectors as in §3.3. The Sc-process and sc-process are the
same.
Proof. First, we remark that for any β-sequence X representing λ and r ∈ Z, we
have
wj(X
+r) = wj−r(X)
+r, (40)
where the index is taken modulo p. Indeed, for any x ∈ X ,
wj−r(x) + r =

x+ r + 1 if x ≡ j − r − 1 mod t
x+ r − 1 if x ≡ j − r mod t
x+ r otherwise
=

(x+ r) + 1 if x+ r ≡ j − 1 mod t
(x+ r) − 1 if x+ r ≡ j mod t
(x+ r) otherwise
= wj(x+ r),
as required.
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Let c = (c0, . . . , cp−1) be a characteristic vector, and λc ∈ Cp its associated p-
core partition as in §3.3. Denote by Y = (λk − k)k≥1, where λc = (λ1, λ2, . . .), the
β-sequence corresponding to the pointed abacus of λc as in Remark 2.25. Then
there is r ∈ Z such that Y +r = Xsc(λc). Let 1 ≤ i ≤ t − 1. Then Sci(λc) has
β-sequence wi(Xsc(λc)) = wi(Y
+r) = wi−r(Y )
+r by Equation (40). In particular,
wi−r(Y ) is also a β-sequence of the Sci(λc). Furthermore, for 0 ≤ j ≤ p − 1, the
j-runner of the p-abacus of Y is sent to the (j + r)-runner of Xsc(λc). Hence, the
(i − r)-runner and (i − r − 1)-runner of Y are sent to the i and (i − 1) runners of
Xsc(λc), and by construction of λc, we have
bi − bi−1 =
{
ci−r − ci−r−1 if i− r 6≡ 0 mod p
c0 − cp−1 − 1 if i− r ≡ 0 mod p.
(41)
We then can apply Sci to λc if and only if bi − bi−1 ≥ w if and only if c is (i− r)-
allowed, that is we can apply sci−r to c. Conversely, if j satisfies condition (38),
then we cannot have j ≡ −r mod p, because the 0-runner of Xsc(λc) corresponds
to a runner with a minimum number of black beads.
Finally, assume 0 ≤ j ≤ p− 1 such that condition (38) is satisfied, then wj(Y ) is
a β-sequence of Scj+r(λc), and if R denotes the pointed abacus of λc, then wj(R)
is the one of wj(λ) by Remark 2.25 and Lemma 4.1. Since 1 = h = αp + r with
α = 0 and r = 1, and rj = j, r
′
j = j − 1 for 1 ≤ j ≤ p− 1 and r0 = 0, r
′
0 = p− 1,
we deduce that ǫj = (0, . . . , 0) for 1 ≤ j ≤ p − 1 and ǫ0 = (1, 0, . . . , 0,−1). Now,
Equation (37) and the construction of λc from c give the result. 
Example 4.7. Let w = 2. Consider the 3-core partition µ = (4, 2). We have
F(µ) = (1, 0 | 0, 3), hence c(µ) = (2,−1,−1), and Y = (3, 0,−3,−4, . . .). Further-
more,
Xsc(µ) = {11, 8, 5, 4, 3, 2, 1, 0,−1, . . .} = Y
+8.
Then, the 0-runner of the pointed abacus R of µ is sent on the 0+ 8 ≡ 2 runner of
the Scopes abacus Rsc(µ) of µ. Similarly, the 1-runner and the 2-runner of R are
sent to the 0-runner and the 1-runner of Rsc(µ).
f
0 1 2
w0
f
0 1 2
w2
f
0 1 2
c(λ) (2,−1,−1) (0,−1, 1) (0, 1,−1)
λ µ = (4, 2) (3, 1) (2)
0
0
3
1
1
4
2
2
5
8
11
w2
0
0
3
1
1
4
7
10
2
2
5
w1
0
0
3
6
9
1
1
4
2
2
5
Rsc(µ) Rsc(w2(µ)) T
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We first apply w0 to the pointed 3-abacus of µ. Since i ≡ j + r ≡ 0 + 8 ≡ 2
mod 3, it corresponds to applying w2 to Xsc(µ). Similarly, the second step where
we apply w2 to the pointed abacus, corresponds applying w1 to the Scopes abacus,
since i ≡ j + r ≡ 2 + 8 ≡ 1 mod 3. Note that T is not a Scopes abacus of the
3-core partition (2). After the third step, we have to replace T by the Scopes abacus
Rsc((2)), namely
0
0
3
1
1
4
2
2
5
8
Now we can clearly see that there is no allowed Scopes map on this abacus because
the condition on beads is not satisfied. Hence, the process is finished.
Definition 4.8. Let c ∈ Cp. If c is j-allowed for some 0 ≤ j ≤ p− 1, then we say
that c is allowed. We say that c is an ancestor when c is not allowed. If there is
no j-allowed c′ ∈ Cp for all 0 ≤ j ≤ p− 1 such that scj(c′) = c, then we say that c
is a coancestor.
Example 4.9. Let w = 2. The characteristic vector (0, 1,−1) is an ancestor. It
is not a coancestor because Sc2(0,−1, 1) = (0, 1,−1). The vector (1, 0,−1) is a
coancestor.
Now we introduce the following relation ∼ on Cp defined by c ∼ c
′ if and only
if there is 0 ≤ j ≤ p − 1 such that either c′ is j-allowed and c = Scj(c′) or c is
j-allowed c′ = Scj(c). We complete ∼ by reflexivity and transitivity. The classes
on Cp for this equivalence relation are called the Scopes families. Note that each
Scopes family contains exactly one ancestor. In particular, the set of ancestors
parametrizes the Scopes families.
Define
E =
(k1, . . . , kp) ∈ Nt |
p∑
j=1
kj = pw − (p− 1)
 ,
and for all 0 ≤ j ≤ p− 1,
Ej =
{
(k1, . . . , kp) ∈ E |
p∑
i=1
iki ≡ j mod p
}
.
We notice that (Ej)0≤j≤p−1 forms a set-partition of E .
Theorem 4.10. Let p be a prime number and w ≥ 1. Write j0 ∈ N such that
0 ≤ j0 ≤ p− 1 and
j0 ≡
1
2
(w − 1)p(p+ 1) mod p. (42)
For any k = (k1, . . . , kp) ∈ Ej0 , we set
ck,0 =
1
p
 (w − 1)p(p+ 1)
2
−
p∑
j=1
jkj
+ 1,
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and for all 1 ≤ j ≤ p− 1,
ck,j = ck,0 + j(w − 1)−
j∑
i=1
kj .
Then the set
S = {(ck,0, . . . , ck,p−1) ∈ Cp | k ∈ Ej0}
is the set of ancestors for p and w, and parametrizes the Scopes families.
Proof. By (38), c = (c0, . . . , cp−1) ∈ Zp is an ancestor if and only if
cj − cj−1 ≤ w − 1 for all 1 ≤ j ≤ p− 1,
c0 − cp−1 ≤ w,
c0 + · · ·+ cp−1 = 0.
(43)
We set c′0 = c0 and c
′
j = cj−cj−1 for 1 ≤ j ≤ p−1. In particular, cj = c
′
0+· · ·+c
′
j
for all 0 ≤ j ≤ p − 1. Furthermore, the condition c0 + . . . + ct−1 = 0 is equivalent
to
p−1∑
j=0
(p− j)c′j = 0. Hence, (43) is equivalent to
c′0 = c0
c′j ≤ w − 1 for all 1 ≤ j ≤ p− 1,
−
∑p−1
j=1 c
′
j ≤ w,∑p−1
j=0 (p− j)c
′
j = 0.
(44)
Now, note that the system (44) is equivalent to the existence of k1, . . . , kp ∈ N
such that
c′0 = c0
c′j + kj = w − 1, 1 ≤ j ≤ p− 1,
−
∑p−1
j=1 c
′
j + kp = w,∑p−1
j=0(p− j)c
′
j = 0.
⇐⇒

c′0 = c0
c′j = w − 1− kj , 1 ≤ j ≤ p− 1,∑p
j=1 kj = pw − (p− 1),∑p−1
j=0 (p− j)c
′
j = 0.
We note that since
p−1∑
j=0
(p− j)c′j = pc0 +
p∑
j=1
(p− j)c′j
= pc0 +
p∑
j=1
(p− j)(w − 1− kj)
= pc0 +
p∑
j=1
p(w − 1)− (w − 1)
p∑
j=1
j − p
p∑
j=1
kj +
p∑
j=1
jkj
= pc0 + p
2(w − 1)−
1
2
(w − 1)p(p+ 1)− p(pw − p− 1) +
p∑
j=1
jkj
= p(c0 − 1)−
1
2
(w − 1)p(p+ 1) +
p∑
j=1
jkj ,
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it follows that
p−1∑
j=0
(p− j)c′j = 0 if and only if
p(c0 − 1) =
1
2
(w − 1)p(p+ 1)−
p∑
j=1
jkj ,
if and only if p divides 12 (w − 1)p(p+ 1)−
p∑
j=1
jkj and
c0 =
1
p
(w − 1)p(p+ 1)
2
−
p∑
j=1
jkj
+ 1.
The result follows. 
Remark 4.11.
(i) The condition that p is a prime number is not relevant to solve the system (43).
(ii) If p or w is odd, then (w−1)(p+1) is even. In particular, 12 (w−1)p(p+1) ≡ 0
mod p. Hence, j0 = 0 and
ck,0 =
1
2
(w − 1)(p+ 1) + 1 +
1
p
p∑
j=1
jkj .
Theorem 4.12. Let p be a prime number and w ≥ 1. Then the number of Scopes
families is 1p
(
pw
p−1
)
.
Proof. The number of Scopes families is equal to the number of ancestors, which,
by Theorem 4.10, is equal to |Ej0 |, where j0 is defined in Equation (42). By a
standard argument, we have
|E| =
(
pw − (p− 1) + (p− 1)
p− 1
)
=
(
pw
p− 1
)
.
Now, consider the map
σ : Np −→ Np, (k1, . . . , kp) 7−→ (kp, k1, . . . , kp−1).
We prove that σ induces a bijection
σ : Ej → Ej+1,
for all 0 ≤ j ≤ p − 1, where the indices are taken modulo p. For (k1, . . . , kp) ∈ E ,
write k′i = ki−1 for 1 ≤ i ≤ p− 1 and k
′
1 = kp so that (k
′
1, . . . , k
′
p) = σ(k1, . . . , kp).
Then
p∑
i=1
ik′i ≡ kp +
p−1∑
i=1
(i+ 1)ki mod p
≡
p∑
i=1
ki +
p∑
i=1
iki mod p
≡ 1 +
p∑
i=1
iki mod p,
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because
p∑
i=1
ki = pw − (p − 1) ≡ 1 mod p. We deduce that, if (k1, . . . , kp) ∈ Kj ,
then
p∑
i=1
iki ≡ j mod p and
p∑
i=1
ik′i ≡ j + 1 mod p. Hence, σ induces a bijective
map from Ej to Ej+1, with inverse σp−1. It follows that
|Ej | = |Ej+1| for 0 ≤ j ≤ p− 2 and |Ep−1| = |E0|.
Using the fact that (Ej)0≤j≤p−1 is a partition of E , we obtain
|Ej0 | =
1
p
(
pw
p− 1
)
,
as required. 
Example 4.13.
(i) If w = 1 then for any prime number p, there is only one Scopes family.
(ii) Assume p = 3. Then for any w ≥ 1, there are 12w(3w − 1) Scopes families.
When w = 2, j0 = 0, and
Ej0 = {(0, 0, 4), (0, 3, 1), (1, 1, 2), (2, 2, 0), (3, 0, 1)}.
Theorem 4.10 then gives the set of ancestors
S = {(−1, 0, 1), (0, 1,−1), (0, 0, 0), (1, 0,−1), (1,−1, 0)}.
Lemma 4.14. Let p be a prime number and w ≥ 1. A characteristic vector c =
(c0, . . . , cp−1) is a coancestor if and only if it is a solution of the system
cj−1 − cj ≤ w − 1 for all 1 ≤ j ≤ p− 1,
cp−1 − c0 ≤ w − 2,
c0 + · · ·+ cp−1 = 0.
(45)
Proof. Assume c is not a coancestor. Then there is 0 ≤ j ≤ p− 1 and a j-allowed
c′ = (c′0, . . . , c
′
p−1) ∈ Cp such that Scj(c
′) = c. Assume j 6= 0. By Condition (38),
we have c′j−c
′
j−1 ≥ w. Furthermore, Equation (39) imply that c
′
i = ci if i /∈ {j−1, j}
and c′j = cj−1 and c
′
j−1 = cj . It follows that
cj−1 − cj ≥ w.
If j = 0, then c′0 − c
′
p−1 ≥ w by (38), and c
′
0 − 1 = cp−1 and c
′
p−1 + 1 = c0, that is
c′0 = 1 + cp−1 and c
′
p−1 = c0 − 1. Hence, Equation (39) gives
c′0 − c
′
p−1 > w ⇐⇒ cp−1 + 1− c0 + 1 > w ⇐⇒ cp−1 − c0 > w − 2.
This proves that c is a coancestor if and only if Condition (45) is satisfied. 
Theorem 4.15. The number of Scopes families with finite cardinality is 1p
(
pw−2
p−1
)
.
Proof. We remark that a Scopes family has a coancestor if and only if its cardinality
is finite. On the other hand, by Lemma 4.14 a vector c = (c0, . . . , cp−1) ∈ Zp is a
coancestor if and only if Condition 45 holds. By the same method used in the proof
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of Theorem 4.10, we prove that c is a coancestor if and only if there is (k1, . . . , kp) ∈
Np satisfying k1 + · · ·+ kp = p(w− 1)− 1, p divides
p∑
j=1
jkj −
1
2 (w− 1)p(p+1) and
c0 =
1
p
(w − 1)p(p+ 1)
2
−
p∑
j=1
jkj
− 1,
and cj = c0 + j(w − 1)−
j∑
i=1
kj for all 1 ≤ j ≤ p− 1. A similar argument as in the
proof of Theorem 4.12 gives the number of coancestors is
1
t
(
pw − 2
p− 1
)
.

Remark 4.16.
(i) From Theorems 4.12 and 4.15, we deduce that the number of infinite Scopes
families is
1
p
((
pw
p− 1
)
−
(
pw − 2
p− 1
))
.
(ii) The proof of Theorem 4.15 gives a parametrization of the set of ancestors
corresponding to finite Scopes families.
Example 4.17. For p = 3 and w = 2, the set of finite Scopes families is parametrized
by (0, 0, 2) and (1, 1, 0). The corresponding coancestors are (1, 0,−1) and (0, 0, 0).
Consider b the principal p-block (that is the p-block that contains the trivial
representation) of Spw. Then the characteristic vector associated to b is c =
(0, . . . , 0) ∈ Cp. By Conditions (43) and (45), the Scopes family of b is {b}. We
now compute the number of p-blocks of weight w with the same property.
Proposition 4.18. Let p be a prime number and w ≥ 1. Then the number of
Scopes families of cardinality 1 is
1
p
∑
j
(−1)j
(
p
j
)(
pw − j(2w − 1)
p(w − 1) + 1− j(2w − 1)
)
,
where the sum runs over 0 ≤ j ≤ min(p, p(w−1)+12(w−1)+1 ).
Proof. A vector c = (c0, . . . , cp−1) ∈ Zp is both an ancestor and a coancestor if and
only if Conditions (43) and (45) are satisfied. We set c′0 = c0 and c
′
j = cj − cj−1
for all 1 ≤ j ≤ p − 1. The above conditions are equivalent to the existence of
nonnegative integers k1, . . . , kp, k
′
1, . . . , k
′
p such that
c′0 = c0
c′j + kj = w − 1 for all 1 ≤ j ≤ p− 1,
kj + k
′
j = 2w − 2 for all 1 ≤ j ≤ p− 1,
−(c′1 + · · ·+ c
′
p−1) + kp = w,
kp + k
′
p = 2w − 2,∑p−1
j=0 (p− j)c
′
j = 0.
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Following the proof of Theorem 4.10, we show that this system is parametrized
by the set
K =
{
(k1, . . . , kp) ∈ Ej0 , (k
′
1, . . . , k
′
p) ∈ N | kj + k
′
j = 2(w − 1)
}
.
Using the argument in the proof of Theorem 4.12, we have
|K| =
1
p
|K′|,
where K′ =
{
(k1, . . . , kp) ∈ E , (k′1, . . . , k
′
p) ∈ N
p | k′j + kj = 2(w − 1)
}
. We remark
that the cardinal of K′ is equal to the number of (k1 . . . , kp) ∈ {0, . . . , 2w − 2}
p
such that k1 + · · ·+ kp = p(w − 1) + 1. If we write
(
1 + x+ · · ·+ x2w−2
)p
=
p(2w−2)∑
n=0
anx
n,
where an ∈ N, then |K
′| = ap(w−1)+1. Set r = 2w − 2. We have
(1 + x+ · · ·+ xr)p =
(
1− xr+1
1− x
)p
=
∑
j≥0
(
k + j − 1
j
)
xj
 ·
 p∑
j=0
(−1)j
(
p
j
)
x(r+1)j

=
rp∑
n=0
 ∑
0≤j≤m
(−1)j
(
p
j
)(
p+ n− j(r + 1)− 1
n− j(r + 1)
)xn,
where m = min(p, nr+1 ). The result follows. 
5. Some applications in Number theory
For positive integers t and n, we define
Ct,n = {c ∈ Ct | |λc| = n} and SCt,n = {c ∈ Ct,n | λ
∗
c = λc},
where Ct and λc are defined in Equation (7) and in §3.3. We write
at(n) = |Ct,n| and asct(n) = |SCt,n|. (46)
In [10, Corollary 2(1)], Garvan, Kim and Stanton prove, using generating func-
tions, that
asc5(n) = asc5(2n+ 1). (47)
They also give a combinatorial proof of this equality by constructing a bijection
between SC5,n and SC5,2n+1. More precisely, they observe that the map
ϕ : SC5,n −→ SC5,2n+1, (−b,−a, 0, a, b) 7→ (a+ b+ 1, a− b, 0, b− a,−a− b− 1)
is a bijection. Indeed, if we write c = (−b,−a, 0, a, b) ∈ SC5,n for some integers
a, b, then Corollary 3.21 implies
|λϕ(c)| = 5((b− a)
2 + (−a− b− 1)2) + 2(b− a)− 4(a+ b+ 1)
= 10a2 + 10b2 + 10a+ 10b+ 5− 6a− 2b− 4 (48)
= 2(5a2 + 5b2 + 2a+ 4b) + 1
= 2|λc|+ 1.
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In particular, the map ϕ is well-defined and clearly injective. It is surjective, because
for (a′, b′) ∈ Z2 such that (−b′,−a′, 0, a′, b′) ∈ SC5,2n+1, we have
5a′2 + 5b′2 + 2a′ + 4b′ = 2n+ 1 (49)
by Corollary 3.21. On the other hand, there are a, b ∈ Z such that a′ = b − a and
b′ = −a− b− 1 if and only if
a = −
1
2
(a′ + b′ + 1) and b =
1
2
(a′ − b′ − 1).
However, a′2+b′2 = 1 mod 2 implies that a′+b′+1 ≡ 0 mod 2 and a′−b′−1 ≡ 0
mod 2. Hence, a and b are integers satisfying ϕ(−b,−a, 0, a, b) = (−b′,−a′, 0, a′, b′),
and (−b,−a, 0, a, b) ∈ SC5,n by Equation (48) because (−b′,−a′, 0, a′, b′) ∈ SC5,2n+1,
as required.
In this part, we will give, in the same spirit, combinatorial proofs of equalities
similar to Equation (47) by constructing explicit bijections.
5.1. Results on 3-core partitions.
Theorem 5.1. Let k be a positive integer. Assume that k 6≡ 0 mod 3. Let q ∈ N
and ε ∈ {−1, 1} be such that k = 3q + ε. Then the map
ϕ : C3,n −→ C3,k2n+ k2−1
3
, (−x− y, x, y) 7−→ (−ε(k(y + x) + q), εkx, ε(ky + q))
is injective.
Proof. First, we remark that if (−x− y, x, y) ∈ C3,n then
n =
3
2
(
(−x− y)2 + x2 + y2
)
+ x+ 2y = 3x2 + 3y2 + 3xy + x+ 2y (50)
by Corollary 3.20. The vector (−ε(k(y + x) + q), εkx, ε(ky + q)) ∈ core3 is a
characteristic vector, and Equation (50) gives∣∣λϕ(−x−y,x,y)∣∣ = 3((kx)2 + (ky + q)2 + kx(ky + q)) + εkx+ 2ε(ky + q)
= k2(3x2 + 3y2 + 3xy) + k(x+ 2y)(3q + ε) + q
= k2(3x2 + 3y2 + 3xy) + k(x+ 2y)k +
k2 − 1
3
(51)
= k2|λ(−x−y,x,y)|+
k2 − 1
3
,
hence (−ε(k(y + x) + q), εkx, ε(ky + q)) ∈ C
3,k2n+ k
2
−1
3
, and ϕ is well-defined. It is
immediate that ϕ is injective. 
Remark 5.2.
(i) For any c = (−x− y, x, y) ∈ C3,n, we have
ϕ(c∗) = ϕ(−y,−x, y + x)
= (−ε(k(−x+ x+ y) + q),−εkx, ε(k(y + x) + q))
= (−ε(ky + q),−εkx, ε(k(y + x) + q))
= (−ε(k(y + x) + q), εkb, ε(ky + q))∗
= ϕ(c)∗.
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(ii) Since ϕ(c∗) = ϕ(c)∗, the map ϕ induces by restriction an injective map
ϕ : SC3,n −→ SC3,k2n+ k2−1
3
, (−y, 0, y) 7−→ (−ε(ky + q), 0, ε(ky + q)).
By Corollary 3.21, c = (−x, 0, x) ∈ C3,n if and only if 3x2 + 2x = n if and
only if
3(x+
1
3
)2 −
1
3
= n⇐⇒ (3x+ 1)2 = 3n+ 1.
However, when 3n + 1 is a square, it has two roots with only one congruent
to 1 mod 3. Hence, |C3,n| ∈ {0, 1} and |C3,n| = 1 if and only if 3n + 1 is a
square. Now, we remark that 3n + 1 is a square if and only if k2(3n + 1) =
3(k2n+ k
2−1
3 ) + 1 is a square. Hence, for any integer k not dividing by 3, the
map ϕ : SC3,n −→ SC3,k2n+ k2−1
3
is bijective, and
asc3(n) = asc3
(
k2n+
k2 − 1
3
)
.
In particular, we recover [1, Theorem 5.1] for k = 2 and [3, Theorem 3.6] for
k = p2m where p is a prime number such that p ≡ 2 mod 3.
Corollary 5.3. The map
ϕ : C3,n −→ C3,4n+1, (−x− y, x, y) 7−→ (2(y + x) + 1,−2x,−2y − 1)
is a bijection.
Proof. Applying Theorem 5.1 for k = 2, we deduce that ϕ is well-defined and
injective. Now, we prove that ϕ is surjective. Let (−x′ − y′, x′, y′) ∈ C3,4n+1.
Hence,
4n+ 1 = 3(x′2 + y′2 + x′y′) + x′ + 2y′. (52)
Remark that 3x′2+x′ ≡ 0 mod 2. Thus, Equation (52) implies that y′(x′+1) ≡ 1
mod 2. It follows that y ≡ 1 mod 2 and x ≡ 0 mod 2. There exist integers x and
y such that x′ = −2x and y′ = −2y − 1. Hence, (−x− y, x, y) ∈ C3,n and
ϕ(−x− y, x, y) = (−x′ − y′, x′, y′).
The result follows. 
Remark 5.4. Since ϕ is bijective, we have
a3(4n+ 1) = |C3,4n+1| = |ϕ(C3,n)| = |C3,n| = a3(n),
and we recover [1, Theorem 4.1].
Example 5.5. Assume n = 2. There are two 3-core partitions of 2, (2) and (1, 1),
with characteristic vectors (0, 1,−1) and (1,−1, 0). Then the characteristic vectors
of 3-core partitions of 4 × 2 + 1 = 9 are (−1, 2,−1) = ϕ(1,−1, 0) and (1,−2, 1) =
ϕ(0, 1,−1) corresponding to the 3-core partitions (5, 3, 1) and (3, 2, 2, 1, 1) of 9.
Corollary 5.6. We keep the notation as above. We assume that k = p2m for some
positive integer m and prime number p such that p ≡ 2 mod 3. Then the map
ϕ : C3,n −→ C3,p2mn+ p2m−1
3
defined by
ϕ(−x− y, x, y) =
(
pm(y + x) +
pm + 1
3
,−pmkx,−pmy −
pm + 1
3
)
is bijective.
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Proof. By Theorem 5.1, the map ϕ is well-defined and injective. The result follows
by cardinality since a3(n) = a3(p
2mn+ p
2m−1
3 ) by [12, Corollary 8]. 
Remark 5.7. The condition p ≡ 2 mod 3 is relevant. For example, for k = 7,
we have C65,3 = {λ1, λ2, λ3}, where F(λ1) = (14, 11, 8, 5, 2 | 1, 2, 4, 5, 8), F(λ1) =
(12, 9, 6, 3, 0 | 0, 3, 6, 9, 12) and F(λ3) = (8, 5, 4, 2, 1 | 2, 5, 8, 11, 14). It follows that
c3(λ1) = (−5, 2, 3), c3(λ2) = (5, 0,−5) and c3(λ1) = (−3,−2, 5).
We have c3((1)) = (1, 0,−1). Hence, ϕ(1, 0,−1) = (5, 0,−5). Note that ϕ is not
bijective since a3(65) = 3 6= 1 = a3(1).
5.2. Results on self-conjugate 5-core partitions. In this paragraph, we con-
sider self-conjugate 5-core partitions. To simplify the notation, we identify Z2 and
the set characteristic vectors of self-conjugate 5-core partitions by
(x, y) ∈ Z2 7−→ (−y,−x, 0, x, y) ∈ C5.
Let k be a positive integer. Now, we define a map ϕk : SC5,n → SC5,(k2+1)n+k2
depending on the congruence of k modulo 5. Write q and r for the quotient and
the remainder obtained by the euclidean division of k by 5. For (x, y) ∈ SC5,n, set
ϕk(x, y) =

(x+ ky + 2q,−kx+ y − q) if k ≡ 0 mod 5
(−kx+ y − q,−x− ky − 2q − 1) if k ≡ 1 mod 5
(−kx− y − q − 1,−yk + x− 2q − 1) if k ≡ 2 mod 5
(kx− y + q, x+ ky + 2q + 1) if k ≡ 3 mod 5
(−x− ky − 2q − 2, kx− y + q) if k ≡ 4 mod 5
(53)
Proposition 5.8. The map ϕk : SC5,n −→ SC5,(k2+1)n+k2 defined in Equa-
tion (53) is injective.
Proof. The fact that ϕk is injective is immediate. We have to prove that ϕ is well-
defined. We only consider the case k ≡ 0 mod 5, the other cases are similar. Let
c = (x, y) ∈ SC5,n. Corollary 3.21 gives∣∣λϕk(c)∣∣ = 5(x+ ky + 2q)2 + 5(−kx+ y − q)2 + 2(x+ ky + 2q) + 4(−kx+ y − q)
= (k2 + 1)(5x2 + 5y2 + 2x+ 4y) + x(20q − 2k2 + 10kq − 4k)
+y(20kq − 10q + 2k − 4k2) + 25q2
= (k2 + 1)|λc|+ k
2,
as required. 
Remark 5.9.
(i) For k = 1, we recover the map of Garvan, Kim and Stanton [10] giving
Equation (47).
(ii) For k = 2, the map ϕ2 : SC5,n → SC5,5n+4, (x, y) 7→ (−2x− y− 1, x− 2y− 1)
is bijective. By Proposition 5.8, ϕ2 is injective. Let (x
′, y′) ∈ SC5,5n+4. There
are (x, y) ∈ SC5,n such that ϕ(x, y) = (x′, y′) if and only
x =
y′ − 2x′ − 1
5
and y =
−x′ − 2y′ − 3
5
.
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However, considering the relation 5x′2 + 5y′2 + 2x′ + 4y′ = 5n+ 4 modulo 5,
we obtain that x′ + 2y′ + 3 ≡ 0 mod 5 and 2x′ − y′ + 1 ≡ 0 mod 5. Hence,
ϕ2 is surjective. In particular, we recover the equality [10, Corollary 2]
asc5(n) = |C5,n| = |C5,5n+4| = asc5(5n+ 4).
(iii) For k = 3, we can check that the corresponding map ϕ3 : SC5,n → SC5,10n+9
is bijective, giving by cardinality the relation
asc5(10n+ 9) = asc5(n).
In fact, this last equality is not surprising by (i) and (ii), since 10n + 9 =
5(2n+ 1) + 4. We also remark that
ϕ3 = ϕ2 ◦ ϕ1.
Theorem 5.10. Let k be a positive integer not divisible by 5. We define a map
ψk : SC5,n −→ SC5,k2n+k2−1 by setting, for all (x, y) ∈ SC5,n
ψk(x, y) =
{
(ε(kx+ q), ε(ky + 2q)) if k = 5q + ε
(ε(−ky + 2q + 1), ε(kx+ q)) if k = 5q + 2ε
,
where ε ∈ {−1, 1}. Then ψk is injective.
Proof. Let ε ∈ {−1, 1}. The map is clearly injective. We only have to prove that it
is well-defined. We only consider the case k = 5q+ε for some q ∈ N and ε ∈ {−1, 1}.
The case k = 5q+2ε is similar. Let c = (x, y) ∈ SC5,n. Then Corollary 3.21 implies∣∣λψk(c)∣∣ = 5(kx+ q)2 + 5(ky + 2q)2 + 2ε(kx+ q) + 4ε(ky + 2q)
= k2(5x2 + 5y2) + 2xk(5q + ε) + 4yk(5q + ε) + 25q2 + 10εq
= k2|λc|+ (5q + ε)
2 − 1
= k2|λc|+ k
2 − 1,
and the result follows. 
Corollary 5.11. Assume p is a prime number such that p ≡ 3 mod 4. Then for
all m ∈ N, the map ψpm : SC5,n −→ SC5,p2mn+p2m−1 given in Theorem 5.10 is a
bijection.
Proof. Since p is a prime and p 6= 5 because p ≡ 3 mod 4, we can apply Theo-
rem 5.10 to k = p2m and we conclude with [2, Theorem 5.4]. 
5.3. Results on self-conjugate 7-core partitions. As in §5.2, we identify Z3
with the set of characteristic vectors of self-conjugate 7-core partitions by
(x, y, z) ∈ Z3 7−→ (−z,−y,−x, 0, x, y, z) ∈ C.
Let k be a positive integer not dividing by 7. For (x, y, z) ∈ SC7,n, we define
ϕk(x, y, z) =

(kx+ q, kx+ 2q, kx+ 3q) if k = 7q + 1
(−kz − 3q − 1, kx+ q,−yk − 2q − 1) if k = 7q + 2
(−ky − 2q − 1, zk + 3q + 1, kx+ q) if k = 7q + 3
(ky + 2q + 1,−kz − 3q − 2,−kx− q − 1) if k = 7q + 4
(kz + 3q + 2,−kx− q − 1, ky + 2q + 1) if k = 7q + 5
(−kx− q − 1,−kx− 2q − 2,−kz − 3q − 3) if k = 7q + 6
(54)
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Using Corollary 3.21, we can show that ϕk : SC7,n −→ SC7,k2(n+2)−2 is well-
defined by a computation analogue to that in the proof of the proposition 5.8. Note
that ϕk is injective.
Theorem 5.12. The map ϕ2 : SC7,n −→ SC7,4n+6 given by
ϕ2(−z,−y,−x, 0, x, y, z) = (2y + 1,−2x, 2z + 1, 0,−2z − 1, 2x,−2y− 1).
is a bijection.
Proof. First, we remark that ϕ2 is the map given in Equation (54) for k = 2. Hence,
ϕ2 is well-defined and surjective. Now, let (x
′, y′, z′) ∈ SC7,4n+6.
7x′2 + 7y′2 + 7z′2 + 2x′ + 4y′ + 6z′ = 4n+ 6 (55)
by Corollary 3.21. On the other hand, we have x, y, z ∈ Z such that x′ = −2z − 1
and y′ = 2x and z′ = −2y − 1 if and only if
x =
1
2
y′, y = −
1
2
(z′ + 1) and z = −
1
2
(x′ + 1).
By Equation (55), either x′ or y′ or z′ is odd. Assume y′ is odd. If x′ (resp. z′) is
odd, then z′ (resp. x′) is odd, and x′2 ≡ y′2 ≡ z′2 ≡ 1 mod 4. We also necessarily
have 2x′ ≡ 6z′ ≡ 2 mod 4. Thus, Equation (55) gives 1 ≡ 2 mod 4, which is a
contradiction. It follows that x′ and z′ are even. Then x′2 ≡ z′2 ≡ 2x′ ≡ 6z′ ≡ 0
mod 4, and Equation (55) gives 3 ≡ 2 mod 4. We deduce that y′ have to be even,
and Equation (55) now implies that x′ and z′ are both odd. Thus, x, y, z are
integers. The result follows. 
Remark 5.13. We recover [10, (9.1)] the relation
asc7(4n+ 6) = asc7(n).
Proposition 5.14. The map ϕ4k : SC7,n −→ SC7,4k(n+2)−2 defined in Equa-
tion (54) is bijective.
Proof. First we remark that ϕ4k is well-defined and injective, and e conclude by
cardinality with [2, Corollary 6.4]. 
5.4. Results on self-conjugate 9-core partitions. We identify Z4 with the set
of characteristic vectors of self-conjugate 9-core partitions by
(x, y, z, w) ∈ Z4 7−→ (−w,−z,−y,−x, 0, x, y, z, w) ∈ C9.
Theorem 5.15. The map
ϕ : SC9,n −→ SC9,4n+10, (x, y, z, w) −→ (−2w − 1, 2x,−2z − 1, 2y)
is injective.
Proof. Let c = (x, y, z, w) ∈ SC9,n. Then Corollary 3.21 gives∣∣λϕ(c)∣∣ = 9(2w + 1)2 + 9(2x)2 + 9(2z + 1)2 + 9(2y)2 − 2(2w + 1)
+4(2x)− 6(2z + 1) + 8(2y)
= 9(4w2 + 4w + 4x2 + 4z2 + 4z ++4y2 + 2)− 4w + 8x− 12z + 16y − 8
= 4(9x2 + 9y2 + 9z2 + 9w2 + 2x+ 4y + 6z + 8w) + 10
= 4|λc|+ 10.
Hence, ϕ is well-defined. On the other hand, it is immediate that ϕ is injective. 
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Corollary 5.16. The restriction to SC9,2n of the map ϕ given in Theorem 5.15
induces a bijection ϕ : SC9,2n −→ SC9,8n+10.
Proof. By Theorem 5.15, the map is well-defined and injective. It is bijective by
cardinality using [4, Theorem 4.1]. 
Remark 5.17. The map ϕ given in Theorem 5.15 is not surjective in general.
Let (1) ∈ C1. We have F((2, 1)) = (1 | 1) and c9((2, 1)) = (0, 0,−1, 0). Further-
more, ϕ(c9((2, 1))) = (−1, 0, 1, 0) is the characteristic vector of the 9-core partition
(8, 5, 23, 13) of 22 = 4×3+10. However, asc9(3) = 1 and asc9(22) = 2 since the par-
tition (9, 4, 22, 15) is a 9-core partition of 22 with characteristic vector (0,−1, 0, 1).
6. Remarks on the hooklengths
In this section, t denotes a positive integer. Let λ be a partition with t-quotient
λ(t) = (λ0, . . . , λt−1) ∈ Pt and characteristic vector c = (c0, . . . , ct−1) ∈ Ct.
Definition 6.1. The hooks of λ(t) are the hooks of λj for 0 ≤ j ≤ t− 1.
6.1. Description of the hooklenghts.
Lemma 6.2. Let b be a box of λ.
(i) Assume b is a Durfee box; See Definition 2.6. Then there are 0 ≤ i, j ≤ t− 1,
a ∈ A˜+j (λ) and l ∈ L˜
+
i (λ) such that
h(b) = (a+ l + 1)t+ j − i.
(ii) Assume b is an Arm-Coleg box. Then there are 0 ≤ i, j ≤ t− 1, a ∈ A˜+j (λ),
0 ≤ i ≤ t− 1 and l ∈ N satisfying either i ≤ j and l ≤ a or j > i and l < a,
such that
h(b) = (a− l)t+ j − i.
(iii) Assume b is a Leg-Coarm box. Then there are 0 ≤ i, j ≤ t − 1, l ∈ L˜+j (λ),
0 ≤ i ≤ t− 1 and a ∈ N satisfying either i ≥ j and a ≤ l or j < i and a < l,
such that
h(b) = (l − a)t+ j − i.
Proof. Let b be a Durfee box. By (i) of Proposition 2.5, its Frobenius label is
(a′, l′)++ for some a
′ ∈ A+(λ) and l′ ∈ L+(λ). By Equation (4) and Equation (5),
there are 0 ≤ i ≤ t− 1 and 0 ≤ j ≤ t− 1, and a ∈ A˜+j (λ), l ∈ L˜
+
i (λ) such that
a′ = at+ j and l′ = lt+ t− i − 1.
Now, Lemma 2.19(i) gives
h(b) = a′ + l′ + 1 = (a+ l+ 1)t+ j − i.
Assume b is an Arm-Coleg box of λ. By (ii) of Proposition 2.5, its Frobenius label
is (a′, l′)+− for some admissible pair (a
′, l′) ∈ A+(λ)×L−(λ). By Equation (4) and
Equation (5), there are 0 ≤ j ≤ t−1 and a ∈ A˜+j such that a
′ = at+j. Set i = rt(l
′)
and l = qt(l
′). Since (a′, l′) is admissible, (a, j) > (l, i) for the lexicographic order.
This implies the conditions on l and i of the statement and Lemma 2.19(ii) gives
h(b) = a′ − l′ = at+ j − lt− i = (a− l)t+ j − i,
as required. The proof of (iii) is similar. 
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By Theorem 3.27, for all 0 ≤ j ≤ t − 1, we can construct the set Lj and Aj
from the Frobenius symbol of the quotient partitions and the characteristic vector.
Hence, we obtain the sets A˜+j (λ) and L˜
+
j (λ) by Equation (26).
On the other hand, we notice that
L−(λ) = {0, . . . , a}\
t−1⋃
j=0
A+j (λ) and A
−(λ) = {0, . . . , l}\
t−1⋃
j=0
L+j (λ),
where a = max(∪Aj) and l = max(∪Lj). In particular, we have a way to recover
the Frobenius label of λ. However, it seems, in general, to be difficult to recover
L−(λ) and A−(λ) from the characteristic vector and the Frobenius label of λj .
Example 6.3. Consider λ = (10) with pointed 5-abacus :
f
0 1 2 3 4
The “square” beads are colegs of λ, but not colegs of λ0, λ1, λ2 and λ3. Note that,
without the information of the position of the highest black bead of the runner of
λ4, and considering only the beads of the first runner R0, we cannot detect the two
“square” boxes of R0.
In [5], C. Bessenrodt, J.B. Gramain and J. Olsson give a surprising result con-
necting the hooklengths of the t-core of λ with those of λ. The following is [5,
Theorem 4.7].
Theorem 6.4. Let t be a positive integer. For any partition λ with t-core λ(t), the
set (with multiplicities) of hooklengths of λ(t) is a subset (with multiplicities) of the
one of λ.
Proof. The hooklengths of λ and λ(t) can be read off their pointed t-abacus. Let
0 ≤ i < j ≤ t − 1. We will prove that the hooks of λ(t) arising from the runners
labeled by i and j can be associated, in a one-to-one fashion, with a subset of
hooks of λ arising from the same runners and with the same hooklengths. Since the
hooklengths do not depend on the choice of a t-abacus, we consider the following
one: On runner i and j, we put ri and rj black beads, where ri and rj are the
numbers of beads that are exchanged in the procedure of Remark 3.16. We obtain
here the runners Ri and Rj of a t-abacus of λ(t). Exchanging the beads in the
reverse procedure of Remark 3.16, we recover the runners R′i and R
′
j of λ. On each
runner, we label the slots by N∗ from the bottom to the top. Let positive integers
α and β be labels of a slot on the runner i and j respectively. We then define the
level between these two slots by ℓ(α, β) = α − β. Any hook is labeled by a tuple
(b, w) of black and white beads such that either ℓ(b, w) > 0 or ℓ(b, w) = 0 and b is
to the left of w. Furthermore, if b is a black bead, we say that b gives a level d hook
if there is a white bead w such that (b, w) is a hook and ℓ(b, w) = d. If rj = ri,
then λ(t) has no hook coming from the runner Ri and Rj .
Assume ri < rj , and write k = ri and l = ri − rj .
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Let 0 ≤ d ≤ l− 1. Note that there are Nd = l−d hooks of level d on the runners
Ri and Rj . Denote by N
′
d the number of hooks of level d on R
′
i and R
′
j . For b a
black bead of R′j , we say that a black bead x on R
′
i kills the level d hook given by
b if ℓ(b, x) = d. Suppose there are m black beads on R′j whose level d hooks are
killed by some black beads of R′i. We remark that the first d beads of R
′
j cannot
give a level d hook. Hence, there are at least k+ l−m− d black beads on R′j that
give a level d hook, that is, N ′d ≥ k + l −m− d. However, k ≥ m, and thus
N ′d ≥ k + l−m− d ≥ l − d = Nd.
We conclude by noting that two hooks have level d if and only if they have length
d(j − i+ 1) + j − i.
Assume ri > rj , and write again k = rj and l = ri−rj . Then for all 1 ≤ d ≤ l−1,
there are Nd = l − d hooks of level d on Ri and Rj . The same computation as
above shows that the number of d level hooks coming from a black bead of Ri is
bigger that Nj . Since in this case, two hooks have level d if and only if they have
length d(j − i− 1) + j − i. The result follows. 
Remark 6.5. The property described in Theorem 6.4 is difficult to see on the
Frobenius symbol. Let t = 2 and λ = (4, 2, 2, 1, 1, 1). Then λ(2) = (2, 1).
f
0
1
1
1
f
0
0
3
5
1
3
0
2
λ(2) λ
Notice the arm a of λ(2) labeled by 1 moves to the arm a
′ of λ labeled by 3. The
partition λ(2) has a 3-hook corresponding to a and the leg l of λ(2) labeled by 1.
However, there are no 3-hook from a′. The arm of λ at position 0 does not come
from a coarm of λ(2). Even so, λ has a 3-hook (corresponding to the coarm 0 and
the leg 5 of λ), as expected. One of the difficulties with interpreting Theorem 6.4
using the concrete description of the hooklengths by the Frobenius label, is that the
hooks of a t-core fall into the phenomena of Example 6.3. This example illustrates
the challenge inherent in finding a canonical bijection between the hooks of λ and
λ(t).
50 OLIVIER BRUNAT AND RISHI NATH
6.2. Parametrization of the diagonal hooks of self-conjugate partitions.
Let λ be a partition with Frobenius symbol F(λ) = (ls−1, . . . , l0 | a0, . . . , as−1).
Write D(λ) for the set of diagonal hooklengths of λ. By definition of the Frobenius
symbol, we have
D(λ) = {lj + aj + 1 | 0 ≤ j ≤ s− 1}.
Strictly speaking, these numbers are not completely determined from L+(λ) and
A+(λ) in the sense that these two sets have to be ordered to recoverD(λ). However,
when λ is a self-conjugate partition, we have A+(λ) = L+(λ), and
ϕ : A+(λ) −→ D(λ), x ∈ A+(λ) 7−→ 2x+ 1. (56)
Now, we will see that can derive the set of diagonal hooklengths of self-conjugate
partitions from their quotient and core.
Corollary 6.6. Let t be a positive integer. Let λ be a self-conjugate partition with
characteristic vector c(λ) = (c0, . . . , ct−1) and t-quotient (λ
0, . . . , λt−1). Then
D(λ) =
t−1⋃
j=0
{2(xt+ j) + 1 | x ∈ Aj},
where Aj is described in Theorem 3.27.
Proof. By Theorem 3.27,
⋃
j Aj is the set of arms of λ. We then conclude by
Equation (56). 
Example 6.7. We consider t = 5 and the partition λ with
c5(λ) = (0, 2, 0,−2, 0) and λ
(5) = ((12), (1), (1), (1), (2)).
Then λ is self-conjugate by Corollary 3.13; see also Example 3.14. Then
F(λ0) = (1 | 0), F(λ1) = (0 | 0), F(λ2) = (0 | 0), F(λ3) = (0 | 0), F(λ4) = (0 | 1),
and
A0 = {0}, A1 = {0, 2}, A2 = {0}, A3 = ∅, A4 = {1}.
We recover that λ has five diagonal hooks and Corollary 6.6 gives
D(λ) = {2(5 · 0 + 0) + 1, 2(5 · 0 + 1) + 1, 2(5 · 2 + 1) + 1, 2(5 · 0 + 2) + 1,
2(5 · 1 + 4) + 1}
= {1, 3, 23, 5, 19}.
6.3. A well-known correspondence revisited. We now discuss a special case
where our approach allows us to compare, canonically, some hook information of
the partition, with that of its characteristic vector and t-quotient. Recall that there
is a well-known correspondence [17, Proposition 3.1] between the set of the kt-hooks
of a partition, and the set of k-hooks of its t quotient. We now make precise this
correspondence by constructing an explicit and canonical bijection between boxes
of λ(t) and the ones of λ whose hooklength is divisible by t.
Proposition 6.8. Let λ be a partition and a positive integer t. We denote by
λ(t) = (λ0, . . . , λt−1) and c(λ) = (c0, . . . , ct−1) its t-quotient and its characteristic
vector. Let 0 ≤ j ≤ t− 1 and b be a box of λj.
(i) Suppose b is an Durfee box, ie fl(b) = (a, l)++ for some a ∈ A+(λj) and
l ∈ L+(λj).
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(a) Assume cj ≥ 0. If l ≤ cj − 1, then we define f(b) to be the Arm-Coleg
box of λ with Frobenius label
((a+ cj)t+ j, (cj − l − 1)t+ j)+−. (57)
If l ≥ cj, then we define f(b) to be the Durfee box of λ with Frobenius
label
((a+ cj)t+ j, (l − cj)t+ t− j − 1)++. (58)
(b) Assume cj ≤ 0. If a ≤ cj − 1, then we define f(b) to be the Leg-Coarm
box of λ with Frobenius label
((|cj | − a− 1)t+ t− j − 1, (|cj |+ l)t+ t− j − 1)−+. (59)
If a ≥ cj, then we define f(b) to be the Durfee box of λ with Frobenius
label
((a− |cj |)t+ j, (b + |cj |)t+ t− j − 1)++. (60)
(ii) Suppose b is an Leg-Coarm box with Frobenius label fl(b) = (a, l)−+.
(a) Assume cj ≥ 0. If a < l ≤ cj−1, then we define f(b) to be the Arm-Coleg
box of λ with Frobenius label
((cj − a− 1)t+ j, (cj − a− 1)t+ j)+−. (61)
If a ≥ cj − 1 < l, then we define f(b) to be the Durfee box of λ with
Frobenius label
((cj − a− 1)t+ j, (b− cj)t+ t− j − 1)++. (62)
If cj ≤ a, then we define f(b) to be the Leg-Coarm box of λ with Frobenius
label
((a− cj)t+ t− j − 1, (b− cj)t+ t− j − 1)−+. (63)
(b) Assume cj ≤ 0. We define f(b) to be the Leg-Coarm box of λ with Frobe-
nius label
((|cj |+ a)t+ t− j − 1, (|cj|+ l)t+ t− j − 1)−+. (64)
(iii) Suppose b is an Arm-Coleg box with Frobenius label fl(b) = (a, l)+−.
(a) Assume cj ≥ 0. We define f(b) to be the Arm-Coleg box of λ with Frobe-
nius label
((a+ cj)t+ j, (cj + l)t+ j)+−. (65)
(b) Assume cj ≤ 0. If l < a ≤ cj−1, then we define f(b) to be the Leg-Coarm
box of λ with Frobenius label
((|cj | − a− 1)t+ t− j − 1, (|cj| − l − 1)t+ t− j − 1)−+. (66)
If l ≤ cj − 1 < a, then we define f(b) to be the Durfee box of λ with
Frobenius label
((a− |cj |)t+ j, (|cj | − l − 1)t+ t− j − 1)++. (67)
If cj ≤ l, then we define f(b) to be the Arm-Coleg box of λ with Frobenius
label
((a− |cj |)t+ j, (l − |cj |)t+ j)+−. (68)
Then the map f from the set of boxes of λ0, . . . , λt−1 into the set of boxes of λ
induces a bijection between the set of k-hooks of λ(t) and the set of kt-hooks of λ.
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Proof. Let b˜ be a box of λ with Frobenius label (a˜, l˜)±,± and such that h(˜b) is a
k˜-hook for some integer k˜. Denote by R the pointed abacus of λ, and u˜ and v˜
the black and white beads of R associated with b˜ as in Remark 2.24(iii). Write
T = (R0, . . . ,Rt−1) for the pointed t-abacus of λ and set u = ϕt(u˜) and v = ϕt(v˜).
Suppose u ∈ Ri and v ∈ Rj for some 0 ≤ i ≤ t−1 and 0 ≤ j ≤ t−1. By Lemma 6.2,
we have h(˜b) ≡ 0 mod t if and only if i ≡ j mod t, if and only if i = j if and only
if u and v lie on the same runner. More precisely, suppose that the u and v are on
the runner j. On T , there are t− j − 1 slots to the right of v and j slots to the left
of u. On the other hand, since Rj is the image of the pointed abacus of λj by pcj ,
and that the number of beads between u and v on this runner is invariant under
pcj , it corresponds to a k-hook of λj . This means there are strictly k − 1 beads
between u and v on the runner j by Remark 2.24(iv). Hence, Remark 2.24(iv) gives
h(˜b) = (t− j − 1) + j + t(k − 1) + 1 = kt.
The map f between the hooks of λ(t) and the hooks of λ dividing by t is then
constructed following the reverse procedure. First, consider a box b of λj , that
corresponds to a black bead u and a white bead v of the pointed abacus of λj .
Then, apply pcj to this abacus and derive (u˜, v˜) on R using the bijection ϕt, which
gives a box f(b) of λ. The preceding discussion says that f is well-defined, and
sends bijectively the k-hooks of λ(t) into the kt-hooks of λ.
Following the procedure, we can deduce the statement. We only prove (i), (a).
The other cases are similar. Assume that cj ≥ 0 and l ≤ cj − 1. Suppose u and
v correspond to b as above, and are in position a and l on the pointed abacus
of λj . After applying pcj to the runner, the new position of u is a + cj and the
one of v is cj − l − 1. Hence, the f(b) is a Arm-Coleg box of λ with Frobenius
label ((a + cj)t + j, (cj − l − 1)t + j)+−. If l ≥ cj , then after the cj-push, v
is still a leg at position l − cj . Thus, f(b) is Durfee box with Frobenius label
(a+ cj)t+ j, (l − cj)t+ t− j − 1)++, as required. 
Remark 6.9.
(i) In the proof of Proposition 6.8, we show that the k-hook corresponding to a
box b of λj is sent by f to a kt-hook of λ corresponding to f(b). We can also
check this directly using the Frobenius labels of boxes and Lemma 2.19. For
example, if cj ≥ 0 and b is a Durfee box of λj with Frobenius label (a, l)++
corresponding to a k-hook, then k = a+ l+1 and the hook of f(b) has length
h(f(b)) = (a+ cj)t+ j − (cj − l− 1)t− j = (a+ l + 1)t = kt
when l ≤ cj − 1 and
h(f(b)) = ((a+ cj)t+ j) + ((l − cj)t+ t− j − 1) + 1 = (a+ l + 1)t = kt
when l ≥ cj . The other cases are similar.
(ii) The map f of Proposition 6.8 gives a parametrization of the boxes of λ with
hooklength dividing by t by the boxes of λ(t).
Example 6.10. Consider λ = (7, 7, 3, 2, 17) with t = 3. Then c(λ) = (1,−1, 0)
and λ(3) = ((2, 1), (1, 1, 1), (2)). We have F(λ) = (10, 2, 0 | 0, 5, 6), F(2, 1) = (1 | 1),
F(1, 1, 1) = (2 | 0) and F(2) = (0 | 1). Now, we label the boxes of λ0, λ1 and λ2 as
follows.
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a b
c
d
e
g
h i
(2, 1) (1, 1, 1) (2)
We have
fl(a) = (1, 1)++, fl(b) = (1, 0)+−, fl(c) = (0, 1)−+, fl(d) = (0, 2)++,
and
fl(e) = (0, 2)−+, fl(g) = (1, 2)−+, fl(h) = (1, 0)++, fl(i) = (1, 0)+−.
By Proposition 6.8, we deduce that
fl(f(a)) = (6, 2)++, fl(f(b)) = (6, 3)+−, fl(f(c)) = (0, 2)++, fl(d) = (1, 10)−+,
and
fl(f(e)) = (4, 10)−+, fl(f(g)) = (7, 10)−+, fl(f(h)) = (5, 0)++, fl(i) = (5, 2)+−.
Thus,
a′ b′
c′
d′
e′
g′
h′ i′
a′ = f(a),
b′ = f(b),
c′ = f(c),
d′ = f(d),
e′ = f(e),
g′ = f(f),
h′ = f(g),
i′ = f(h),
h(a′) = 6 + 2 + 1 = 9,
h(b′) = 6− 3 = 3,
h(c′) = 0 + 2 + 1 = 3,
h(d′) = 10− 1 = 9,
h(e′) = 10− 4 = 6,
h(g′) = 10− 7 = 3,
h(h′) = 5 + 0 + 1 = 6,
h(i′) = 5− 2 = 3.
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