Abstract. We prove non-subelliptic estimates for the tangential Cauchy-Riemann system over a weakly "q-pseudoconvex" higher codimensional submanifold M of C n . Let us point out that our hypotheses do not suffice to guarantee subelliptic estimates, in general. Even more: hypoellipticity of the tangential C-R system is not in question (as shows the example by Kohn of (Trans AMS 181:273-292,1973) 
q-pseudoconvexity in higher codimension
Let M be a real generic submanifold of C n of codimension l and of class C i , i ≥ 4, defined by a system of l independent equations ρ h = 0, h = n − l + 1, . . . , n. We denote by ρ the vector valued function with components ρ h . Let T M denote the tangent bundle to M, H M = T M ∩ i T M the complex tangent bundle, T 1,0 M and T 0,1 M the subbundles of C ⊗ R H M of holomorphic and antiholomorphic forms respectively. Let L ρ , resp. L M , be the Levi form of ρ, resp. M, which is the Hermitian form defined, in a system of complex coordinates z = x + iy for C n , by the matrix ∂ 2 The form L ξ M (z) is called the "microlocal" Levi form of M at z in codirection ξ . Note that the Levi form is independent of the choice of a system of equations ρ = 0 for M.
We will deal with the assumption that there exists a smooth subbundle V q o = V q o (z,ξ ) of H M of rank q o ≤ q such that for any bundle V q+1 of rank q + 1 we have
We will deal also with the local version of (1. We consider an orthonormal basis {ω j } j≤n of (1, 0) forms, the dual basis {∂ ω j } j≤n of (1, 0) vector fields and denote by ρ ξ i j (z) i j the matrix of L ξ M (z) in the basis {ω j } j≤n . We make our choice so that ω j = ∂ρ j−n+l for any j ≥ n − l + 1, decompose the basis into {ω j } j≤n−l and {ω j } j≥n−l+1 , and use the similar decomposition for the dual basis {∂ ω j } j≤n−l and {∂ ω j } j≥n−l+1 . If we change the partial basis {ω j } so that
Note that (1.3) implies the similar property with q + 1 replaced by any k ≥ q + 1. In fact if (1.3) holds, then λ q+1 ≥ 0. Thus the terms λ j with q + 2 ≤ j ≤ k can be added to the left hand side of the inequality without destroying it. When in (1.2), (1.3) we have strict inequalities, our condition goes back to [13, 17, 18] . Otherwise, it is related to [12] and, more closely, to [20] . Before entering algebraic details about (1.2), (1.3), we wish to discuss some examples. In all of them we have q = q o . (z) . By a partition argument over the unit circle S l−1 , we get (1.4) for all (z, ξ) ∈ M × S l−1 where M is a neighbourhood of z o . The above condition is considered by Nacinovich in [18] where existence theorems for the tangential∂ system are derived. Our task is to refine the above criterion and move q to lower values. Example 1.2. Let M be a hypersurface; in this situation M × S 0 consists of just two components (z, ±ξ). We write λ
and so on; note that s ± (z) = s − (z, ∓ξ). In this situation (1.3) means the existence of two bundles V q o + and V q o − resp., such that in the two systems in which these bundles are reduced to the span of the first q o coordinate vectors, we have
(1.5)
According to Example 1.1 a first rough index q for which (
In some cases we can do better. For instance, assume that s − (z) is constant for z close to z o . Then λ
and hence the negative eigenvectors span a bundle V s − + that, identified to the span of the first s − coordinate vectors, yields Thus we succeeded in decreasing by s 0 the value of q with respect to (1.6).
We want to consider a variant of conditions (1.2) or (1.3) that we need first to express in new terms. For ordered multiindices J = j 1 < j 2 < · · · < j k of length |J | = k, let us consider vectors w = (w J ). Decompose J = j K with |K | = k − 1 and write w j K = sign j K J w J where j K J is the permutation which orders j K . We will deal with the class of tangential forms; these are the forms w = (w J ) such that any coefficient w J is 0 if J contains some index j = n − l + 1, . . . , n. Sometimes we denote these forms by the alternative notation w τ . We will denote by summation over ordered indices. One checks that (1.3) is equivalent to
for any tangential form w of degree k ≥ q + 1, and ∀ (z, ξ) ∈ M × S l−1 . Along with (1.7) we will also consider the condition
for any tangential form w of degree k ≥ q + 1, and 
Example 1.4.
We consider in C n the hypersurface defined by y n = x 2 |z 1 | 2 . Let q o = 1 and define ∂ ω 1 := ∂ z 1 + 2i x 2z1 ∂ z n and V 1 = CRe ∂ ω 1 . Under this choice (1.8) holds for any k ≥ 2 whereas (1.7) only for k = n − 2; hence we have q = 1 and q = n − 3 in the two respective cases.
We refine now our choice of the basis of (1, 0) forms to make it better adapted to M. We first choose our equations ρ h = 0 h = n − l + 1, ..., n having orthonormal differentials along M. We extend the system of the ∂ρ h | M to an orthonormal system {ω } which spans Span{∂ρ h } even ouside of M. We then take an orthonormal completion {ω } of {ω } and denote by {∂ ω , ∂ ω } the dual system of (1, 0) vector fields. Note that by our choice we have ∀ j, k
where κ jk is the Kronecker symbol. We introduce now the spaces of forms of type (0, k); in a basis {ω j } they can be written as u = |J |=k u JωJ |J | = k with coefficients in spaces of various kind such as
k the above defined spaces, and also denote them by the common symbol k when we want not to stress attention to the kind of the coefficients. We denote by C k the restriction to M of the ideal of k engendred by ρ and∂ρ, and define the space of tangential forms on M as the orthogonal complement of C k in k :
Any tangential form can be represented as the restriction to M of a form satisfying the∂-Neumann conditions on M:
where we have used the notation ρ h j for ∂ ω j ρ h . Let us take an orthonormal frame {ω j } satisfying the above conditions and in particular (1.9). Let us decompose any u as u = u τ + u ν where in u τ we collect coefficients corresponding to indices J such that n − l + 1, . . . , n / ∈ J and in u ν the remaining ones. The fact that u| M satisfies the∂-Neumann conditions reads
We can see that we may choose, among representatives of a tangential form, one which satisfies
We also choose the extension of u from M to C n so that for all coefficients we have that ∂ ω j u J | M is nearly 0 according to the following considerations. 
(where the symbol O m denotes an infinitesimal of order m with respect to the distance to M).
Proof. We consider the parametrization of M:
We extend G toG which is m-holomorphic along M that is
This statement belongs to the family of Whitney's extension theorems. Given f , we define 13) and setf :
It is clear that eachL h is of type (0, 1) along M due to (1.12). We also have
(1.14)
If z ∈ C n is close to M and z * is the point on M of minimal distance, we have
note that the a j 's and the b i 's for i = h are small. Thus, iff satisfies the conclusions of the preceding proposition we have
for small a j 's.
We letρ
and define the system of "tuboidal" neighborhoods of M adapted to the frame ω by
Let |ρ(z)| = and a = −1 (ρ h (z)) h ; recall that we are identifying a to a cotangent vector ξ the one with coordinates a in the system of 1-forms ∂ρ h , h = n − l + 1, ..., n; note that ξ is conormal to ∂U . Let C n → M, z → z * be any transversal projection. We have, if ρ is C k and keeping the assumption that z belongs to ∂U and z * is the point of minimal distance on M all through the sequel:
We also have
and hence
By combining (1.16) and (1.19) and by taking summation on K , we get the proof of the following statement which describes how (1.7) is affected when z is no more a point of M, and u is not necessarily a tangential form.
One has also a local version of Theorem 1.7 in a neighborhood of z o , and a variant under the assumption (1.8). 
However, for the tangential vector fields, we
Remark 1.10. It follows from Theorem 1.7 that M has a fundamental system of neighborhoods which are "almost" q-pseudoconvex. In general these neighborhoods cannot be q-pseudoconvex as shows the example by Diederich-Fornaess of non-trivial "nebenhülle".
(1.21)
Choose any transversal projection z → z * ; we have
This gives the proof of the following 
L 2 estimates for the ambient ∂ system
We denote by u(z) = (u J (z)) z ∈ M ⊂ C n , a form of type (0, k) satisfying thē ∂-Neumann conditions; most of times its coefficients are supposed to be smooth. We also suppose that the orthonormal frame {ω , ω } and the extension u satisfy all conditions listed in Sect. 1 including Proposition 1.5 and the related remark. In particular u ν ≡ 0 also outside M and the L 2 norms with weight e −ϕ . We will make our choice of ϕ as ϕ = (t + c)|z| 2 for a large parameter t and for a constant c depending on the coefficients of the ω j 's. We denote by∂ , resp.∂ , the complex on antiholomorphic forms associated to all antiholomorphic vector fields ∂ω j , 1 ≤ j ≤ n, resp. to
We denote by∂ * , resp.∂ * the H 0 ϕ -transposed; note that∂ * =∂ * + O(|ρ|) over ∂-Neumann forms. We will still denote by U the intersection of the tube U with a suitable sphere centered at z o .
Theorem 2.1. Let M be q-pseudoconvex at z o . Then for any∂-Neumann form u of degree k ≥ q + 1 with support whose coefficients satisfy (2.1), and for any large real t, we have
Proof. We will only give the proof under the asumption (1.7) in local form, the case of (1.8) being analogous. We also point out that by cutting the tube U by a sphere we still have a domain which satisfies (1.20) and (1.23) in each smooth part of the boundary. Also, in the integrations by parts, some integrals in the 2-codimensional strata appear. But these are positive and so we can neglect them or equivalently we can assume from the beginning that U is compact, smooth and satisfies (1.20) and (1.23). The proof is closely related to that by Ahn [1] who deals with a q pseudoconvex domain and gets the similar estimate as (2.2) without the error term o( l ). We simplify our notation and write || · || ϕ instead of || · || H 0 ϕ (U ) all through the proof. We also drop the symbol in most of notations: it will be understood that our indices will generally vary between 1 and n − l. We set ϕ j = ∂ ω j ϕ and define
Hence δ ω j is the transposed of −∂ω j in the weighted H 0 ϕ scalar product apart from a 0-order operator which depends on tangential derivatives of the coefficients of the forms ω j 's. We have
where R 1 is an error term which only involves integration of |u| 2 and not of its derivatives. We will use the notation "s.c.", resp. "l.c.", to denote small constants, resp. large constants. We have
where R 2 j j can be estimated both by s.c.||∂ω j u J || 2 ϕ + l.c.||u J || 2 ϕ or s.c||δ ω j u J || 2 ϕ + l.c.||u|| 2 ϕ . In fact the boundary integrals which arise in the integrations by parts for interchanging ∂ ∂ω j with δ ω j are 0 due to (1.9) that is ∂ ω j ρ ≡ 0. We rewrite now the integrals of ∂ω j u i K ∂ω i u j K in the left side of (2.3). Integration by parts yields
where R 3 i j is an error which involves integrals ofū j K ∂ω j u i K . Again, in (2.5) the boundary integral is 0: in fact, since i ≤ n − l, thenρ i ≡ 0 (where we are using as always the notationρ i = ∂ ω iρ ). We also have
where R 4 i j involves integrals of δ ω i u i Kū j K . Again, the boundary integral in (2.6) is 0 due to (1.9) and (1.11). Thus in the left side of (2.3) we use (2.5), (2.6) in the first two terms for any i and j and next (2.4) in the third, but now only for j ≤ p. In this way we can rewrite the left side of (2.3) as   
where R 5 is the sum of the R 2 j j 's (for j ≤ q), the R 3 i j 's and the R 4 i j 's. We denote by S the second term in ( 
We denote by (ϕ i j ) the matrix of L ϕ which coincides, up to an error term, with (t + 2c)κ i j . We get
Integration by parts yields, on account of (1.9):
For h ≥ n − l + 1, we want to interchange δ ω h with ∂ω h in our integrals; we have
11)
Here, for the error term we have the estimate
In fact the coefficients of the vector fields ∂ω h for h ≥ n − l + 1 are non-singular at M. The key point is that the boundary integral in (2.11) is positive due to our assumption of q-pseudoconvexity as restated in Proposition 1.11. By discarding the positive boundary integrals we are thus reduced to integrals involving only terms of type ∂ω h u Jū I for h ≥ n − l + 1. These latter are in turn reduced to terms of type ∂ω j u Jū I for j ≤ n − l due to the choice of the distinguished representative of the form u whose coefficients satisfy in particular (2.1). Summarizing up, (2.7) can be rewritten as
(2.12) 14) with R 8 having the same estimate as prior error terms and with ξ = ∂ρ. Finally, by Proposition 1.11, the term in (2.13) is bigger than
is bigger than (t + c)||u|| 2 ϕ for large t. If we then choose c which takes care of c and of the large constant for the estimate of R 8 , we get from (2.3) the conclusion of the theorem.
Tangential estimates
We recall that we are choosing an orthonormal basis of (1, 0) forms {ω} = {ω , ω } satisfying
We recall that ∂ ω j | M and ∂ ω j | M for j ≤ n −l are the tangential vector fields of type (1, 0) and (0, 1) respectively and that the T h := ∂ ω h − ∂ ω h and N h := ∂ ω h + ∂ ω h for h ≥ n − l are the vector fields totally real tangential and normal to M respectively. We also choose the extension of our forms u from M to C n such that u ν ≡ 0 and
for small coefficients a j . By the C 1 regularity of the extensions, we then get
We note that (3.
and so on. We denote by∂ b and∂ * b the tangential complexes to M associated to∂ and∂ * respectively. (3.2) immediately yields Lemma 3.1. In the above situation we have
Proof. (3.3) is obvious. As for (3.4), we havē 6) then (3.4) immediately follows. Similarlȳ
where we remember that
We go back to Theorem 2.1. We recall that U denotes the intersection of the tube defined byρ < 0 with a ball B centered at z o ; we will consider the neighborhood of z o defined by M = M ∩ B. If we multiply both sides of (2.2) by −l and go to the limit for → 0 we get for any large t and for any tangential form u of degree k ≥ q + 1 t 3 ||u||
We deal now with the (unweighted) Sobolev spaces H s (for s integer). We will emphasize from now on the dependence of ϕ t on t. We will assume also that M is C ∞ . The main result of the section is the following 
where "< ∼ " denotes estimation up to a multiplicative constant. We can also rephrase the conclusions of Theorem 3.2 in terms of the weighted Neumann operator: for any s and for a suitable t s we have
We want to get rid of the condition N b,t s f ∈ C ∞ from equation (4.3). For this purpose we define an elliptic perturbation σ
where the sum is extended to a full set of tangential vector fields. This yields an inverse "regularizing" operator
which satisfies
It follows that for some σ j → 0, the sequence N 6) and, in fact, for any f ∈ H s by density. By using the above construction we get the following statement 
The afore-defined u is orthogonal to Ker∂ b and it is also clear that under such condition there is uniqueness for the solution. Note that according to Theorem 3.2, the hypotheses of Proposition 4.1 are fulfilled, for any s, for any degree k ≥ q + 1 and for a suitable neighborhood M of z o , when M is q-pseudoconvex at z o .
Proof. We have∂
It follows that for u :=∂ b * N b,t s f we have
This completes the proof of the first of (4.7).
As for the second, we first recall that ||N b
. Next, we remark that
This implies immediately the second of (4.7).
Once we know that for f in C ∞ with∂ b f = 0 we can find a solution of∂ b u = f with estimate in each H s , it is easy to see that we can find indeed a solution in C ∞ . The proof consists in a variant of a very classical approximation argument due to Hörmander (as referred by Kohn in [15] ). Proof. According to Theorem 3.2, for any s and for suitable t = t s (3.8) holds for forms of any degree k ≥ q + 1 and for a suitable neighborhood M of z o . According to Proposition 4.1 we can find for any s an H s solution u s in M with the estimate (4.7). We want to carry on our proof by showing by induction that there is a sequence of solutions u ν ∈ H ν of∂ b u ν = f which satisfies
In fact, once u 1 , . . . , u ν have been found, we takeũ ν+1 ∈ C ∞ and v ν+1 ∈ H ν+1 such that
(4.14)
If we then set
we have
Thus u ν+1 is a solution of∂ b u ν+1 = f in M which satisfies (4.13).
The hypersurface case
We want to end by discussing in greater detail the case of a hypersurface M. We have already seen that by setting q = max(s
we have local q-pseudoconvexity at z o . Also, if s 0 is locally constant when we move z, then it has been proved that in fact local q-pseudoconvexity holds for the lower index q = max(s − (z o ), s + (z o )). In both cases the equation∂ b u = f has local C ∞ solution u for any C ∞ datum f with∂ b f = 0 in any degree k bigger than the corresponding q. However, we can improve much our existence theorems. To this end we denote by U ± the two components of C n \ M with outward conormals ±ξ . We still assume that s ± are constant and notice that s − (z, −ξ) = s + (z, +ξ). The argument of the above sections can be applied separately to each domainŪ + and U − which are s − and s + pseudoconvex with respect to their respective conormal: We pass to consider the equation∂ b u = f for k ≤ s ∓ − 1. In this case, we have the so called local s ∓ -pseudoconcavity. Similar arguments as in Section 2 go through without need of a weight t|z| 2 and yield the so called "subelliptic estimates" The estimate (5.1) yields "gain" of regularity for the solution u with respect to the datum f ; in particular it implies the hypoellipticity up to the boundary of the system (∂,∂ * ). Moreover, by the use of the weight −t|z| 2 , the H 0 norm can be removed from the right hand side of (5.1). In this way, or else by the method of the integral representation (cf. [5] ), one gets local solvability in C ∞ (Ū ± ) of the equation∂u = f when∂ f = 0 for any k ≤ s ∓ − 1 (in addition to k ≥ s ∓ + 1 as it was stated in Proposition 5.1).
On the other hand it is classical that the tangential∂-problem for the hypersurface M can be split into the∂ problems for the half-spacesŪ ± . In fact, any germ of C ∞ form f satisfying∂ b f = 0 on M can be decomposed into the sum f = f + ⊕ f − with f ± satisfying∂ f ± = 0 onŪ ± . This yields Let us point out that according to [22] the equation∂ b u = f is not solvable in the two critical degrees s − and s + ; when the Levi form of M is non-degenerate, that is s 0 = 0, the result was already proved in [2] . If we go back to the literature, the solvability of the system∂ b in degree k is related to the so-called Y ( 
