A signed graph (G, Σ) is an undirected graph G together with an assignment of signs (positive or negative) to all its edges, where Σ denotes the set of negative edges. Two signatures are said to be equivalent if one can be obtained from the other by a sequence of resignings (i.e. switching the sign of all edges incident to a given vertex). Extending the notion of usual graph homomorphisms, homomorphisms of signed graphs were introduced, and have lead to some extensions and strengthenings in the theory of graph colorings and homomorphisms. We study the complexity of deciding whether a given signed graph admits a homomorphism to a fixed target signed graph [H, Σ], i.e. the (H, Σ)-Coloring problem. We prove a dichotomy result for the class of all (C k , Σ)-Coloring problems (where C k is a cycle of length k ≥ 3): (C k , Σ)-Coloring is NP-complete, unless both k and the size of Σ are even. We conjecture that this dichotomy can be extended to all signed graphs in a natural way. We also introduce the more general concept of signed constraint satisfaction problems and show that a dichotomy for such problems is equivalent to the statement of the Feder-Vardi Dichotomy Conjecture.
Introduction
The Four Color Theorem (4CT), stating that every planar graph is 4-colorable, is considered to be one of the central theorems in graph theory and, considering its simple statement in the form of a map coloring theorem, attracts a wide audience. One can reason the hidden beauty of this theorem in scientific ways based on the following classic theorems:
Theorem 1. Deciding if a given graph is 4-colorable is NP-complete.

Theorem 2. Deciding if a given planar graph is 3-colorable is NP-complete.
The latter indicates that the class of planar graphs (though recognizable in linear time) is a rich class of graphs, but the 4CT shows that 4-colorability for this rich class of graphs can be easily decided (simply answer YES all the time). This is in contrast with the former theorem.
Despite being such a powerful theorem, the 4CT witnesses a special weakness. While it is very easily decidable if a graph is 2-colorable (i.e., bipartite), the 4CT proves no bound on the chromatic number of such a graph. A more complicated case is when an edge of a planar graph is replaced with a large (complete) bipartite graph. Such an operation does not change the chromatic number of the graph, but makes it far from being planar. Attempts to strengthen the 4CT so that it provides some bound in such cases has developed the theory of signed graphs. Coloring of graphs with signed graphs as forbidden minors have been studied, see for example Odd Hadwiger's conjecture (we refer to [8] for some recent developments), an extension of the well-known Hadwiger conjecture. Only recently, the development of the theory of homomorphisms of signed graphs has begun, see [10, 14] . This paper is the first study of the complexity of signed graph homomorphisms. This work is also strongly related to the celebrated Dichotomy Conjecture of Feder and Vardi [7] . We proceed with some notation.
Given a graph G, a signature is an assignment of signs + and − to the edges of G. It is normally denoted by the set Σ of negative edges (the others being positive). Given a graph together with a signature, a resigning at a vertex v is to change the sign of all edges incident to v. Two signatures Σ 1 and Σ 2 are said to be equivalent if one can be obtained from the other by a sequence of resignings -equivalently, by changing the signs at the edges of an edge-cut of G. This is an equivalence relation on the class of all signatures of a graph. A signed graph is defined to be a graph together with a class of equivalent signatures. It will normally be denoted by [G, Σ] where Σ is any member of the equivalence class of signatures. When we want to emphasize on a specific signature, say Σ 1 , then we will write (G, Σ 1 ). Note that one can easily check in polynomial time whether two signatures are equivalent using a reduction to 2-SAT or using Theorem 4: An important notion here is the one of balance of a cycle. A cycle with even number of negative edges is called balanced cycle and the ones with odd number of negative edges are unbalanced cycles. The set of balanced or unbalanced cycles of a signed graph uniquely determines the equivalent class of signatures by the following theorem of Zaslavsky.
Theorem 4 (Zaslavsky [15]). Given two signatures Σ and Σ on a graphs we have Σ ≡ Σ if and only if the set of balanced (unbalanced) cycles are the same.
A minor of signed graph (G, Σ) is a signed graph (H, Σ ) which is obtained from (G, Σ) by a sequence of the following operations: i. deleting vertices or edges, ii. contracting a positive edge (that is to identify two end vertices and delete loops) and iii. resigning. The last operation implies that notion of minor for (G, Σ) is the same as that of [G, Σ] . Using this notion, a strengthening of the 4CT (which corresponds to one of the first cases of Odd Hadwiger's conjecture) was announced by Guenin in 2005 [9] : If (G, E(G)) has no (K 5 , E(K 5 ))-minor, then G is 4-colorable. Moreover, it follows from a recent work [6] that deciding if (G, E(G)) has a (K 5 , E(K 5 ))-minor is polynomial-time solvable.
A classic way of extending the theory of graph colorings is through graph homomorphisms. The extension to signed graphs, introduced in [10] 
, and ii. with respect to some choice of signature Σ ≡ Σ, φ also preserves the signs. Since the existence of a homomorphism does not depend on the signature of the target graph, we may write it as homomorphism to (H, Σ 1 ).
By considering signed graphs where all edges are of the same sign, we observe that graph homomorphisms are a special case of signed graph homomorphisms. From a complexity point of view, the following is then the first natural question to ask in the theory of signed graph homomorphisms.
The celebrated dichotomy result by Hell and Nešetřil [11] states that for any (non-signed) graph H, H-Coloring is polynomial-time if H is bipartite (in which case it becomes equivalent to checking 2-colorability), and NP-complete otherwise. As an extension of this result, we believe that there is a also dichotomy in the signed case, i.e., that for any given (H, Σ 1 ), either (H, Σ 1 )-Coloring is polynomial-time solvable, or it is NP-complete. In fact, we believe that the problem is NP-complete unless H is bipartite and (H, Σ 1 ) has no unbalanced cycle (in which case Σ 1 ≡ ∅ and thus the problem becomes again equivalent to checking 2-colorability). As we mentioned earlier, when Σ ≡ ∅ or when Σ ≡ E(G), the problem is reduced to simple graph homomorphisms and the dichotomy holds.
We point out that the ability of resigning gives the signed homomorphism problem a different flavor than classical homomorphism problems. When we do not allow resigning, we would get the concept of two-edge-colored graph homomorphisms [2] , whose complexity was studied in [3] . Already for two-edgecolored cycles, a complexity classification is difficult to obtain, but the problem is significantly different; for example, the case of a 4-cycle with three blue edges and one red edge is polynomial-time solvable, see [5] . This is in contrast with the signed graph case, as we will see in Section 2.
Our Results and Structure of the Paper. We begin by proving a dichotomy for the set of (C k , Σ)-Coloring problems in Section 2, where C k denotes a cycle on k vertices. In Section 3, we discuss the case where the target is a signed bipartite graph. Indeed it is known that this case already captures all usual graph homomorphism problems, making it a good candidate for an interesting subclass to study. We also give a few more examples of signed graphs for which the corresponding homomorphism problem is NP-complete. In Section 4, we define a natural extension of signed graph homomorphisms to signed relational structures. We then prove that a complexity dichotomy for the class of signed constraint satisfaction problems exists if and only if Feder-Vardi's celebrated dichotomy conjecture holds. The paper is concluded in Section 5.
Mapping to Signed Cycles
In this section, we determine the complexity of (H, Σ)-Coloring when H is a fixed cycle on k vertices, C k . Observe that there are only two signed graphs based on a cycle C k : a balanced cycle, denoted BC k and which is equivalent to (C k , ∅), and the unbalanced cycle, denoted U C k , which is equivalent to (C k , {e}) where e is any edge of C k . Furthermore, for odd values of k, the unbalanced cycle U C k is also equivalent to (C k , E(C k )). Thus for odd values of k, mapping signed graphs to BC k or U C k is equivalent to mapping graphs to the odd cycle C k , hence by Hell-Nešetřil's theorem [11] it is an NP-complete problem. For BC k with even values of k, the problem is equivalent to 2-coloring of graphs, thus it is polynomial-time solvable. The case that remains to study is U C k with even values of k. In this section, we prove that this is an NP-hard problem (even if the underlying graph of the input signed graph is of maximum degree 6).
Theorem 5. U C 2k -Coloring is NP-complete for any k ≥ 2, even when restricted to signed (bipartite) graphs of maximum degree 6.
To prove Theorem 5, we give a reduction from Monotone Not-All-Equal-3SAT, 1 which is NP-complete [13] :
Monotone Not-All-Equal-3SAT INSTANCE: A set C of monotone size-3-clauses from a set X of boolean variables. QUESTION: Is there a boolean assignment of the variables of X such that each clause contains at least one false and one true variable?
The main idea of our proof is that it uses the resigning of specific vertices as indication for the truth assignment of the corresponding variables.
Proof. Without loss of generality, when mapping to U C 2k , we assume V (U C 2k ) = {1, . . . , 2k} and U C 2k has only edge {12} in its signature (see Figure 1 ).
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Fig. 1. The target graph UC 2k
Given a formula F = {C 1 , . . . , C m } over variable set X, we construct the signed graph (G F , Σ F ) as follows. For each clause C = {x 1 , x 2 , x 3 } of F we construct a clause gadget (G C , Σ C ): G C has a central vertex, c; it contains three edge-disjoint copies U 1 , U 2 , U 3 of U C 2k , meeting at vertex c only. For each copy U i , the unique vertex that is at distance k of c is denoted x i , and corresponds to variable x i in clause C. For each x i , we have a distinct path P i of length k − 1 whose first end is identified with x i , its other end being denoted y i . Finally, let U 4 be a new cycle as follows: if k = 2, U 4 is a copy of U C 6 . Otherwise, U 4 is a copy of U C 2k . We place U 4 such that it goes through y 1 , y 2 and y 3 in such a way that the distances on U 4 between each pair of vertices y i , y j are even, and two of them are equal to 2k 6 (i.e., the three distances are {2 , 2 , 2 } if U 4 has length 6 , {2 , 2 , 2 + 2} if U 4 has length 6 + 2, and {2 , 2 , 2 + 4} if U 4 has length 6 + 4). Finally, we assign the following signature Σ C to G C : U 1 , U 2 , U 3 contain exactly one negative edge each (this edge being incident to c); each path P i has exactly one negative edge (the one incident to y i ), and there is another negative edge incident to y i (the one of U 4 that lies on the path from y i to y (i mod 3)+1 ). For k = 2, the gadget is depicted in Figure 2 ; otherwise, see Figure 3 (a). Now, to build (G F , Σ F ), we consider all clause gadgets corresponding to distinct clauses and identify all vertices of type c with each other. Vertices representing the same variable are identified with each other as well. Σ F is the union of all signatures Σ C . We now show that (G F , Σ F ) maps to U C 2k if and only F is satisfiable. In the first part of the proof, no restriction on the maximum degree is shown; we explain afterward how to prove that part of the claim.
For the first part, assume that F is satisfiable. We give a mapping f from (G F , Σ F ) to U C 2k with the corresponding signature Σ with Σ F ≡ Σ.
Consider a truth assignment A of F . We resign each vertex x i of (G F , Σ F ) such that the corresponding variable x i is true in A, and do not resign the vertices corresponding to a false variable. We also do not resign vertex c. Now, since A is a satisfying truth assignment, either one or two variables are true in each clause. One can see that in any clause, it is possible to resign the remaining vertices as to obtain (up to symmetry) the signature with exactly four negative edges: one . Let Σ be the union of all these clause gadget signatures, and let us now construct the mapping f . We map vertex c to vertex 1 in U C 2k , and each vertex x i is mapped to vertex k + 1. Observe that in Σ and in each clause gadget, exactly one vertex among y 1 , y 2 , y 3 has an incident negative edge. Without loss of generality, we assume it to be y 1 , the other cases follow by symmetry.
If k = 2, we map y 1 to vertex 2, whereas y 2 , y 3 are both mapped to vertex 4. It is now easy to extend the mapping.
If k ≥ 3, we map y 1 to vertex 2 (the k vertices x 1 , . . . , y 1 of path P 1 are mapped to k + 1, k, . . . , 2). Let = 2k/6 . We now distinguish two cases.
On the one hand, if vertices y 1 , y 2 and y 3 are pairwise at distance 2 on the cycle U 4 (i.e. U 4 has length 2k = 6 ), we map vertex y 2 to vertex 2 + 2, and vertex y 3 to vertex 4 + 2. Note that the parity of the length of each P i (k − 1) is the same as the parity of the distance d between vertices k + 1 and 2 + 2 or 4 + 2 in U C 2k , with d < k. It is now easy to complete the mapping.
On the other hand, if y 1 is at distance 2 + 2 of say y 2 , 2k = 6 + 2 and y 1 is at distance 2 of y 3 (respectively, 2k = 6 + 4 and y 1 is at distance 2 + 4 of y 2 ), we map y 2 to vertex 2 + 4 and y 3 to vertex 4 + 4 (resp. 2 + 6 and 4 + 6). Again it is now easy to complete the mapping.
For the other part, suppose that (G F , Σ F ) maps to U C 2k . Let f be the mapping, and Σ the signature that corresponds to f . Without loss of generality, we can assume that vertex c of G F maps to vertex 1 of U C 2k (if not, since C 2k is vertex-transitive, it is easily seen that we could resign (G F , Σ) in an appropriate manner so that this would hold for some other signature).
We claim that when obtaining Σ from Σ F , for each clause C = {x 1 , x 2 , x 3 }, either one or two of the vertices x 1 , x 2 , x 3 of G C have to be resigned. In this case, setting to TRUE each variable x i such that the corresponding vertex x i has been resigned, and to FALSE otherwise, would yield a truth assignment satisfying F .
Observe first that the three cycles starting at vertex c are unbalanced and of length 2k. Hence, they have to map to U C 2k in a surjective way, and each vertex x i maps to vertex k + 1 of U C 2k . Hence, the path joining vertex x i to vertex y i has to map to a path of U C 2k having only positive edges, because the distance between x i and y i is exactly k − 1. Therefore, vertex x i is resigned if and only if vertex y i is not resigned. Indeed, if y i is not resigned, the edge incident to y i on the path from y i to x i remains negative. Since each edge of this path maps to a positive edge, all vertices of the path, including x i , must be resigned. The other side follows from the same argument applied to the other end of the path.
We now claim that either one or two of the vertices y 1 , y 2 , y 3 of G C have to be resigned, which will complete the proof of this part.
If k = 2, y 1 , y 2 and y 3 lie on an unbalanced 6-cycle which hence has to map to U C 4 in a surjective way. The only way that this is possible is to map a path of length 3 of the 6-cycle to an edge of U C 4 . Assume, by contradiction, that all three vertices y 1 , y 2 , y 3 have been resigned. Then, no matter how the resigning is done on the other three vertices, it is not possible to proceed to the mapping of any such path of length 3 to an edge, since the three edges of this path should all have the same sign. The case where none of them is resigned follows by symmetry because the resulting signatures on the 6-cycle are symmetric. Now, if k ≥ 3, U 4 has to map in a surjective way to U C 2k , and in the final signature Σ, exactly one of its edges must be negative. Assume that either none, or all three vertices y 1 , y 2 , y 3 have been resigned. Then the signature along U 4 does not change (up to symmetry): each of the paths y 1 , . . . , y 2 , y 2 , . . . , y 3 , y 1 , . . . , y 3 contains exactly one negative edge. But now, any resigning of the remaining vertices will lead to at least one negative edge on each of these three paths, a contradiction.
It now remains to prove how to restrict the maximum degree of our construction. Observe that in the above reduction, the reason for having a high maximum degree is that we identify all vertices of type c and all vertices x i with each other. Instead of doing so, we can use a replicator gadget of length , consisting of a sequence of i unbalanced 2k-cycles V 1 , . . . , V i , where each cycle V i has vertex set {v share their edge {1, 2k} when i is odd, and the edge {k, k + 1} otherwise. An illustration is given in Figure 4 . Now, observe that in order to map a replicator gadget of length to U C 2k with the signature of Figure 1 , for each fixed j (1 ≤ j ≤ 2k), all vertices v j i , 1 ≤ i ≤ have to be identified with each other. Moreover, it can be easily checked that either all vertices of the gadget have to be resigned, or none. Now, consider the construction of G F described in the first part of the proof. Let x i ∈ X, and let i be the number of occurrence of variable x i in F . Instead of identifying all vertices x i with each other, we take a copy R i of the replicator gadget of length 2 i . Now, for the j'th clause C containing x i , we identify vertex x i of G C with vertex v k+1 2j−1 of R i , as indicated in Figure 1 . Moreover, we take an additional copy R c of the replicator gadget of length 6|F |, where |F | is the number of clauses in . Observe that the created graph has maximum degree 6 (vertices x i possibly having six neighbours: three in the clause gadget, and three in the replicator gadget).
By the properties of the replicator gadget, in a mapping from G F to U C 2k , all vertices c i will be mapped to vertex 1 of U C 2k , and vertices x i , to vertex k + 1, as in the original construction. Moreover, every vertex x i is resigned if and only if every other vertex x i is resigned, and the same holds for all vertices of type c. Hence the same proof as earlier applies.
Further Cases and Signed Bipartite Graphs
There are two special classes of signed graphs: signed graphs where, in some representation of signature, all edges are negative and signed bipartite graphs. These two are exactly the class of signed graphs in which all balanced cycles are even and all unbalanced cycles have a same parity. A homomorphism problem to a signed graph of former type is simply a graph homomorphism problem as all edges must be negative and then resigning does not play a role. In contrast, for the latter family, normally it is the choice of right signature that is the most difficult. However this case this case is already more difficult than graph homomorphism and graph coloring problems. It is shown in [14] that the concept of homomorphisms of signed bipartite graphs captures both the notion of homomorphisms of graphs and the concept of the chromatic number using the following construction. These theorems are stated based on the following construction of signed graphs from graphs: given a graph G, the signed bipartite graph S(G) is obtained by replacing each edge uv of G by an unbalanced 4-cycle on four vertices ux uv vy uv , where x uv and y uv are new and distinct vertices. The following two theorems are then proved. (H, Σ ) , then, in particular, G → H. Therefore, if H is a bipartite graph, this mapping would imply that G is also a bipartite graph. Hence for bipartite signed graphs, the complexity of ([H, Σ)-Coloring is determined by its complexity when reduced to signed bipartite input graphs. The above mentioned theorems then imply that (H, Σ)-Coloring is NP-complete whenever (H, Σ) is (K k,k , M) for k ≥ 3, or if (H, Σ) is equivalent to S(G) for any non-bipartite graph G.
Theorem 6 (Naserasr, Rollová, Sopena [14]). For any graph G, χ(G) ≤ k if and only if S(G)
→ (K k,k , M), where M is a perfect matching of K k,k .
Theorem 7 (Naserasr, Rollová, Sopena [14]). For every pair G, H of graphs, G → H if and only if S(G) → S(H).
Note that if [G, Σ] →
Moreover, using Theorem 5, one can build more examples of signed graphs for which the homomorphism problem is NP-hard: Proof. Let x, y, z, t be the four vertices of K 4 and assume e = xy. Let U C 4 be a signed cycle on x, y, z and t where xy is a negative edge and yz, zt, tx are positive edges (thus an unbalanced 4-cycle). We claim that a signed bipartite graph [G, Σ] maps to (K 4 , {e}) if and only if it maps to U C 4 . Since U C 4 is a subgraph of [K 4 , {e}], one direction is trivial. For the other direction, let A, B be the bipartition of G and let φ be the mapping of [G, Σ] to (K 4 , {e}) and suppose the mapping preserves the signs with respect to Σ. We define a new mapping φ which will be a homomorphism of [G, Σ] to U C 4 . For each vertex u in A, if φ maps it to x or y, then φ maps it to x, and if φ maps it to z or t, then φ maps it to z. Similarly, for each vertex v in B, if φ maps it to x or y, then φ maps it to y, and if φ maps it to z or t, then φ maps it to t. It can now be easily checked that φ is a homomorphism of [G, Σ] to U C 4 with respect to Σ.
Signed Constraint Satisfaction Problems
A (finite) relational structure T is a domain of elements, denoted V (T ), together with a finite set of relations
). An element of a relation R i is called a tuple. This is an extension of the notion of graphs and digraphs, as a graph is a relational structure with one binary and symmetric relation. When the symmetry is not forced we have the notion of digraphs.
The notion of homomorphisms of graphs and digraphs can then be generalized to relational structures as follows: given two relational structures S and T over the same number of relations R 1 , . . . , R k and the same (ordered) set of arities a 1 , . . . , a k a homomorphism of S to T is a mapping φ :
ai belongs to R i in S, then the ordered set φ(X) = {φ(x), x ∈ X} belongs to R i in T . We will write S → T whenever there exists a homomorphism of S to T .
For every fixed relational structure T , we have the following associated decision problem, called T -CSP.
T -CSP INSTANCE: A relational structure S. QUESTION: Does S admit a homomorphism to T ?
It is a folklore fact that this notion captures some well-known problems such as various versions of SAT-problems. The class of all constraint satisfaction problems is denoted by CSP. The complexity of CSPs has been extensively studied, see e.g. the book [1] . One of the major open problems in the area is commonly known as the Dichotomy Conjecture, and has motivated many works such as e.g. [4, 12] :
Conjecture 9 (Dichotomy Conjecture, Feder and Vardi [7] ). For every fixed relational structure T , T -CSP is either polynomial or NP-complete.
Our aim in this section is to introduce the extended notion of signed relational structures and the related decision problem. We then show that a dichotomy for this class of problems is equivalent to the Dichotomy Conjecture.
A signed relational structure (S, Σ) is a relational structure S with a subset Σ of the set of all tuples in S (regardless of which relation the tuple belongs to). We say that the tuples in Σ are negative, and the others are positive. Given an element x in S, the resigning operation at x switches the signs of all tuples in We call the class of all signed constraint satisfaction problems S-CSP. We note that, by considering Σ = ∅ the class of signed constraint satisfaction problems contains the class of usual constraint satisfaction problems. Thus, a dichotomy for S-CSP would imply a dichotomy for CSP, i.e., the Dichotomy Conjecture. Our aim here is to show that the inverse is also true. This follows from another result of Feder and Vardi explained after the following definitions.
The class MMSNP, short for Monotone Monadic Strict NP, is the class of decision problems whose set of positive instances can be described in existential second-order logic with a universal first-order part (that is, having no existential quantifier). In other words, they can be described as the set of instances satisfying a formula of the form F (S) := ∃S , ∀X, Φ(X, S, S ), where S is the instance relational structure, S is a relational structure S with V (S) = V (S ) (intuitively, S is the "proof" for F (S) to be true), X is a subset of elements in V (S), and Φ is a first-order formula that only uses negations, disjunctions, conjunctions, relations of S and S , and the equality operator. Moreover:
-each relation of S must appear in an odd number of negated subformulas in Φ (monotonicity); -the relations in S are only defined over sets of variables of S, not over relations of S (monadicity); -negation cannot be applied to the equality operator (no inequality).
It can be verified that each problem in CSP is also in MMSNP. Feder and Vardi, after introducing their Dichotomy Conjecture, proved that a dichotomy for CSP implies a dichotomy or MMSNP.
Theorem 10 (Feder and Vardi [7]). These three statements are equivalent: (i) MMSNP has a dichotomy; (ii) CSP has a dichotomy; (iii) the set of digraph homomorphism problems has a dichotomy.
Here we show that, furthermore, each S-CSP problem is also in MMSNP. Thus, while S-CSP includes CSP, it is included in MMSNP and, therefore:
Theorem 11. CSP has a dichotomy if and only if S-CSP has a dichotomy.
Proof. As we mentioned, it is enough to prove that each problem in S-CSP belongs to the class MMSNP. First, consider a usual T -CSP problem, when there is no signature. For each instance S, the problem of deciding whether S → T can be express by a formula F (S) in MMSNP: see [7] for details. Now consider (T, Σ)-CSP and let (S, Σ 1 ) be an input signed structure. To express (S, Σ 1 ) → (T, Σ) with a similar formula F (S, Σ 1 ) := ∃S , ∀X, Φ(X, S, S ), one has to add that there is an assignment s : V (S) → {0, 1} (which encodes the set of resigned elements, and can be expressed as a unary relation in S ). Moreover, for each subset X = {x 1 , . . . , x k } of variables of S, not only R i (X) implies R i (f (X)), but now also (f (X), i) ∈ Σ implies that either (X, i) ∈ Σ 1 and an even number of elements in X have been resigned, or (X, i) / ∈ Σ 1 and an odd number of elements in X have been resigned. We give an example when S, T have a unique binary relation R. The "proof" structure S is a relational structure over V (S) with a unary relation A x for every element x in V (T ) (it encodes the assignment V (S) → V (T )), and a unary relation R S (which encodes the set of resigned elements in V (S)). This formula is indeed monotone, monadic and without inequality. In fact, the only difference with a usual CSP is the case distinction according to which of x 1 , x 2 have been resigned; hence the signature can simply be treated as additional constraints.
Conclusion
As a first study of the complexity of signed graph homomorphisms, we have proved a dichotomy for signed cycles, by showing that (C k , Σ)-Coloring is NPcomplete if and only if (C k , Σ) is both even and balanced. We have discussed some further cases, in particular, the case of signed bipartite graphs. As a natural generalization, the notion of signed constraint satisfaction problems and the corresponding class S-CSP were introduced, with S-CSP lying in between of the classes CSP and MMSNP. While it is a difficult problem to prove a dichotomy for S-CSP (equivalently, for CSP or for digraph homomorphism problems), it will be of interest to prove a dichotomy for signed graph homomorphism problems or other special cases of signed CSPs. By extending the classes in CSP/MMSNP for which a dichotomy is known, this would bring some new insight to the Dichotomy Conjecture, and therefore it is a promising direction of research.
