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0Préface
0.0.1 Contexte général
Les fonctions presque-périodiques (en abrégé : p.p.) ou multi-fréquentielles, apparaissent naturellement dès qu’on est en présence
de plusieurs mouvements périodiques simultanés (par exemple deux res-
sorts d’élasticités différentes accrochés à deux masses différentes). Elles
ne sont pas des fonctions qui sont presque des fonctions périodiques,
mais sont des fonctions qui possédent de nombreuses presque-périodes.
L’une des propriétés importantes des fonctions p.p. est d’admettre un
développement en série de Fourier généralisée :
f (t) =
∞
∑
n=0
aλne
iλnt.
La notion est issue, au début du vingtième siécle, des travaux de
Esclangon, Bohl, Bohr, Besicovitch, Bochner, Stepanov.... Des contributions
importantes sont dues à von Neumann, Fréchet,... Une théorie générale
des oscillations passera forcément par les oscillations p.p.. Sur les solu-
tions p.p. des équations différentielles ordinaires, un travail initiateur est
celui de Jean Favard dans les années 1920 (cf. (1)). Une synthèse impor-
tante est un livre de A. M. Fink dans les années 1970 (cf. (2)). Ces travaux
concernent surtout les systèmes dissipatifs. Sur les systèmes hamilton-
niens ou lagrangiens, dans le cas autonome, les solutions p.p. sont surtout
étudiées à travers les tores invariants notamment par la célèbre théorie de
Kolmogorov-Arnold-Moser (K.A.M.).
Parmi la classe des fonction presque-périodiques, on trouve les fonc-
tions quasi-périodiques (q.p.). Les fonction q.p. ont une réprésentation
f (t) = ∑
k∈Zn
ake
iω.kt,
où ω.k = ∑nj=1 ωjk j.
En mécanique, des phénomènes quasi-périodiques apparaissent na-
turellement quand on couple deux ou plusieurs systèmes qui ont des
mouvements de périodes différentes. Même en absence de résonance
exacte, ce couplage, si faible soit-il, peut créer des effets importants à
long terme. En témoigne par exemple les travaux classiques de Laplace et
d’autres en mécanique céleste.
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L’étude mathématique des mouvements quasi-périodiques des sys-
tèmes dynamiques commence essentiellement avec Esclangon (1905). Elle
pose des problèmes bien plus délicats que celle des mouvements pério-
diques. Ces problèmes ont motivé la création d’une théorie des fonctions
presque-périodiques et plusieurs voies de recherche sur elles.
Cette thèse traite de quelques aspects du problème de réductibilité
pour des équations linéaires avec des coefficients presque-périodiques ou
quasi-périodiques.
Le concept de réductibilité des équations différentielles linéaires est
tout d’abord considéré par Lyapunov (cf. (5)). Plusieurs auteurs ont traité
ce problème (cf. (6), (7), (8)......).
Parmi les théories de la réductibilité, on trouve la théorie de Floquet
pour les équations différentielles linéaires périodiques qui répresente un
outil fondamental pour l’étude de phénomènes tant linéaires que non
linéaires résultant des équations différentielles. Cette théorie consiste à re-
duire le système non autonome x′(t) = A(t)x(t) en un système autonome
y′(t) = Ωy(t), où Ω est une matrice constante.
Cette théorie est bien comprise et classique pour les équations linéaires
périodiques (cf. (3), (4)). Une extension naturelle donc doit considérer le
cas dans lequel la matrice A(t) dépend du temps d’une manière quasi-
périodique ou presque-périodique.
Ce travail traite de la réductibilité des équations différentielles ordi-
naires linéaires q.p. et p.p. pour obtenir des résultats sur les solutions q.p.
et p.p. des équations différentielles ordinaires non linéaires.
0.0.2 Résumé de la thèse
Le premier chapitre a pour objectif de donner une collection de
résultats sur les fonctions p.p. qui seront utilisés dans la thèse. On débute
ce chapitre par les fonctions p.p. au sens de Harald Bohr, puis on aborde
les fonctions p.p. uniformément par rapport à un paramètre, ensuite on
parle des fonctions q.p. (quasi-périodiques) et des fonctions q.p avec pa-
ramètre. Enfin on expose un résultat de continuité et de différentiabilité
de l’opérateur de Nemytskii.
Dans le deuxie`me chapitre, nous présentons des résultats d’existence
et d’unicité de solutions quasi-périodiques des équations différentielles
ordinaires non linéaires des classes suivantes :
x˙(t) = A(t)x(t) + f (t, x(t)) (1)
x˙(t) = A(t)x(t) + g(t, x(t), u(t)) (2)
x˙(t) = g(t, x(t), u(t)) (3)
où A est une matrice quasi-périodique, u est une fonction quasi-
périodique (terme de forcing ou terme de contrôle), f et g sont des
x
fonctions quasi-périodiques par rapport à t.
Pour traiter ces problèmes on utilise les propriétés de l’équation diffé-
rentielle ordinaire linéaire forcée suivante
x˙(t) = A(t)x(t) + b(t) (4)
où b est une fonction quasi-périodique. Pour étudier l’équation (4) on
utilise la théorie de Floquet pour les équations différentielles quasi-
périodiques due à Zhensheng Lin (9), (10), (11), et des outils d’Analyse
Fonctionnelle Non Linéaire.
Dans un premier temps, on utilise une théorie de Floquet due à Zhen-
sheng Lin, qui consiste à transformer une équation différentielle ordinaire
linéaire quasi-périodique en une équation différentielle ordinaire linéaire
autonome (i.e. à coefficients constants). Ainsi, sous les conditions sui-
vantes :
Il existe K(ω) ∈ ]0,∞[ telle que, pour tout (l1, ..., lN) ∈ ZN∗ ,
|∑Nj=1 ljωj| ≥ K(ω)(∑Nj=1 |lj|)−(N+1).
}
(5)
et ∣∣∣i ∑Nj=1 k jωj + ∑Ns=1msβs∣∣∣ ≥ K(ω, β)(1+ ‖k‖)N+1,
où k = (k1, · · · , kN) ∈ ZN ,m = (m1, · · · ,mn) ∈ Zn t.q.∣∣∣∑Ns=1ms∣∣∣ ≤ 1 et ∑Ns=1 |ms| ≤ 2,
 (6)
K(ω, β) est une constante strictement positive et β = (β1, · · · , βn) est la
liste des exposants caractéristiques de Floquet (en abrégé fl-cer) , on éta-
blit un résultat de réductibilité qui est l’objet du théorème suivant.
Théorème 0.1 Soit A ∈ QP0ω(M(n,R)) de classe Cτ tel que ω satisfait (5) et les fl-cer
β1, · · · , βn de A satisfont (6) et soit b ∈ QP0ω(Rn). Alors le système
x′(t) = A(t)x(t) + b(t) (7)
est réductible, c’est-à-dire, il existe une transformation linéaire quasi-périodique
en temps qui transforme (7) en un système linéaire à coefficients constants.
y′(t) = Ωy(t) + e(t),
où Ω ∈ M(n,R) est constante et e ∈ QP0ω(Rn). De plus, les valeurs propres de
A sont exactement les fl-cer de A.
( QPkω(E) répresente l’espace des fonctions q.p. qui seront définies
présisément page 8 et les fl-cer de A sont définis page 25 ).
Ensuite, on démontre un résultat d’existence de solutions quasi-
périodiques dans le cas non linéaire. Les techniques utilisées sont le théo-
rème de Zhensheng Lin et le théorème de point fixe de Picard-Banach.
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Théorème 0.2 Soit A ∈ QP0ω(M(n,R)) de classe Cτ et f ∈ QPUω(R ×Rn,Rn). On suppose
que (5), (6) sont satisfaites, les fl-cer β1, · · · , βn de A sont tous non nuls et que
aussi f remplit la condition suivante :
Il existe c ∈ ]0, (‖A‖γ+ 1+ γ)−1[ tel que
‖ f (t, x)− f (t, y)‖ ≤ c‖x− y‖
pour tout t ∈ R et pour tout x, y ∈ Rn.
où γ est la constante de Bohr-Neugebauer de A. Alors l’équation
x′(t) = A(t)x(t) + f (t, x(t))
possède une unique solution dans QP1ω(R
n).
(QPUω(R × Rn,Rn) est l’espace des fonctions quasi-périodiques à
paramètre qui seront définies page 9 et la constante de Bohr-Neugebauer
est définie page 37).
Dans une autre étape, on établit l’existence de solutions quasi-
périodiques de l’équation (2) et un résultat de dépendance continue par
rapport à la fonction paramètre u. Les techniques utilisées sont similaires
à celles du résultat précédent.
Théorème 0.3 Soit A ∈ QP0ω(M(n,R)) satisfaisant les mêmes conditions que dans le théo-
rème précédent. Soit g ∈ QPUω(R ×Rn ×Rp,Rn) et γ la constante de Bohr-
Neugebauer. On suppose aussi que la condition suivante est satisfaite :
Il existe d ∈ (0, (‖A‖∞γ+ 1+ γ)−1)
telle que ‖g(t, x, u)− g(t, y, u)‖ ≤ d.‖x− y‖
pour tout t ∈ R, pour tout x, y ∈ Rn et pour tout u ∈ Rp.
Alors, pour tout u ∈ QP0ω(Rp) il existe une unique solution X[u] ∈ QP1ω(Rn)
de (2), et de plus l’application u 7→ X[u] est continue de QP0ω(Rp) dans
QP1ω(R
n).
Enfin, dans ce chapitre on établit un résultat de perturbation différen-
tiable, qui porte sur l’existence et l’unicté de solution quasi-périodique
de (3), quand g vérifie la condition suivante :
g ∈ QPUω(R ×Rn ×Rp,Rn) ∩ Cτ−1(R ×Rn ×Rp,Rn),
Dxg ∈ QPUω(R ×Rn ×Rp,Mn(R)) ∩ Cτ(R ×Rn ×Rp,Mn(R))
où τ = 2(N + 1)( n(n+1)2 + 1), et
Dug ∈ QPUω(R ×Rn ×Rp,Mn,p(R)).

(8)
(Dxg et Dug désignent des différentielles partielles de g).
En utilisant toujours la théorie de Floquet et des outils d’Analyse Fonc-
tionnelle Non Linéaire, on établit le résultat suivant.
xii
Théorème 0.4 Soit g : R ×Rn ×Rp −→ Rn une fonction qui satisfait (8) où ω satisfait (5).
Soit u∗ ∈ QPτω(Rp) et soit x∗ ∈ QP1ω(Rn) une solution de (3) où u = u∗.
On pose J(t) = Dxg(t, x∗(t), u∗(t)) pour tout t ∈ R et on note par β1, ..., βn les
fl-cer de J. De plus on suppose que les β j satisfont (6) et que
pour tout j = 1, ..., n, β j est non nul.
Alors il existe r ∈ ]0,∞[ tel que, pour tout u ∈ QP0ω(Rp) qui satisfait
‖u− u∗‖∞ < r, il existe X[u] ∈ QP1ω(Rn) qui est une solution de (3).
De plus l’opérateur non linéaire u 7→ X[u] est de classe C1 de
{u ∈ QP0ω(Rp) : ‖u − u ∗ ‖∞ < r} dans QP1ω(Rn), et il existe un voisinage
N de x∗ dans QP1ω(Rn) tel que X[u] est l’unique solution de (3) dans QP1ω(Rn)
qui appartient à N .
Un troisie`me chapitre est consacré à l’étude de la réductibilité d’un
système linéaire presque-périodique en un système linéaire triangulaire
supérieur presque-périodique. Un premier résultat de réductibilité est
donné par :
Théorème 0.5 Soit A ∈ AP0(M(n,R);M) telle que toute les solutions de l’équation
x˙(t) = A(t)x(t) (9)
sont presque-périodiques. Alors il existe Q ∈ AP1(M(n,R);M) orthogonale et
B = (bjk)1≤j,k≤n ∈ AP0(M(n,R);M) triangulaire supérieure telles que
(i) Sous la transformation y(t) = Q−1(t)x(t) l’équation (9) est équivalente
à
y˙(t) = B(t)y(t) (10)
.
(ii) Pour tout k = 1, ..., n, t 7→ ∫ t0 bkk(s) ds ∈ AP1(Rn;M).
(APk(E;M) est l’espace des fonctions presque-périodiques d’ordre k
qui seront définies dans les pages 2, 4 et 5)
On établit aussi un second résultat de réductibilité d’un système li-
néaire en un système linéaire triangulaire supérieur avec conservation du
nombre des solutions presque-périodiques linéairement indépendantes.
Théorème 0.6 Soit A ∈ AP0(M(n,R);M) telle que l’équation (9) possède k solutions presque-
périodiques linéairement indépendantes dans AP1(Rn;M). Alors il existe Q ∈
C1(R,M(n,R)) orthogonale, B ∈ C0(R,M(n,R)) triangulaire supérieure
telles que :
(i) Si x est une solution de (9) alors y, définie par y(t) = Q−1(t)x(t), est
une solution de (10) et inversement si y est une solution de (10) alors x,
définie par x(t) = Q(t)y(t), est une solution de (9).
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(ii) Si Q(t) = col(v1(t), · · · , vn(t)) alors v1, · · · , vk ∈ AP1(R,Rn;M).
(iii) L’équation (10) possède k solutions p.p. linéairement indépendantes.
(AP0(E;M) est un espace de fonctions p.p. à valeurs dans E qui seront
définies page 5.)
Enfin un dernier résultat qui concerne l’existence et l’unicité des so-
lutions presque-périodiques de systèmes semi-linéaires (1) tels que la
partie linéaire est presque-périodique et ses coefficients diagonaux sont
de moyenne non nulle, ainsi qu’un résultat de dépendance continue des
solutions presque-périodiques du système non linéaire (2) par rapport à
un terme de contrôle presque-périodique.
Théorème 0.7 Soit A ∈ AP0(M(n,R)) telle que M{Aii} 6= 0 pour i = 1, · · · , n et soit
f ∈ APU(R×Rn). On suppose aussi que les conditions suivantes sont vérifiées :
‖R‖∞ < 1‖T‖∞α+ 1+ α ,
et ∀t ∈ R et ∀x, y ∈ Rn,{
il existe k ∈ ]0, (‖T‖∞α+ 1+ α)−1 − ‖R‖∞[
tel que ‖ f (t, x)− f (t, y)‖ ≤ k‖x− y‖,
où Tij = Aij × 1{j≥i} et R = A− T. Alors l’équation
x′(t) = A(t)x(t) + f (t, x(t))
possède une unique solution dans AP1(Rn).
(M{ f } est la moyenne temporelle de f qui sera définie page 3).
Théorème 0.8 Soit A ∈ AP0(M(n,R)) telle que M{Aii} 6= 0 pour i = 1, ..., n et f ∈
APU(R×Rn×Rp) qui satisfait la condition suivante : pour tout t ∈ R et pour
(x, y, u) ∈ Rn ×Rn ×Rp,{
il existe c ∈ ]0, (‖T‖∞α+ 1+ α)−1[ s.t.
‖ f (t, x, u)− f (t, y, u)‖ ≤ c‖x− y‖,
où α est la constante de Bohr-Neugebauer, et T est défini comme précédemment.
Alors, pour tout u ∈ AP0(Rp), il existe une unique solution x˜[u] de
x′(t) = A(t)x(t) + f (t, x(t), u(t))
qui est dans AP1(Rn). De plus l’application u 7→ x˜[u] est continue de AP0(Rp)
dans AP1(Rn).
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Dans le dernier chapitre, on montre que si A est presque-périodique et
si toutes les solutions de (9) sont presque-périodiques, alors il existe une
fonction b presque-périodique telle que l’équation (4) ne possède aucune
solution bornée. De plus pour tout c ∈ ]0,∞[ on peut choisir la fonction
b telle que ‖b‖ est constante et égale à c sur R. Autrement dit, si pour
toute fonction b presque-périodique l’équation (4) possède une solution
bornée, alors l’équation (9) possède au moins une solution qui n’est pas
presque-périodique.
xv
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1Rappels sur les fonctionspresque-périodiques et
quasi-périodiques
Le but de ce chapitre est de présenter les notions de fonctions presque-périodiques (p.p.) et quasi-périodiques (q.p.), leurs principales pro-
priétés et de donner certains résultats existants utiles par la suite.
E désigne un espace de Banach réel, et ‖.‖E sa norme. On note par
C0(R,E) l’espace des fonctions continues de R vers E et Ck(R,E) l’espace
des fonctions de classe Ck sur R à valeurs dans E.
1.1 Fonctions presques-périodiques au sens de bohr
1.1.1 Définition de Bohr
Définition 1.1 Un sous-ensemble S de R est dit relativement dense dans R si il existe un nombre
positif L tel que
∀a ∈ R, [a, a+ L] ∩ S 6= ∅.
Le nombre L est appelé la longueur d’inclusion.
Définition 1.2 Pour une fonction bornée f et un nombre réel ǫ > 0, on définit
T( f , ǫ) = {τ ∈ R| ‖ f (t+ τ)− f (t)‖ < ǫ, ∀t ∈ R}.
T( f , ǫ) est l’ensemble des ǫ-presque-périodes de f .
Définition 1.3 Soit f : R → E une application continue. On dit que f est p.p. (presque-
périodique) au sens de Bohr, si pour tout ǫ > 0, T( f , ǫ) est relativement dense
dans R. i.e. ∀ǫ > 0, il existe un nombre l = l(ǫ) > 0, tel que tout intervalle
[a, a+ l] contienne un nombre τ = τǫ satisfaisant
sup
t∈R
‖ f (t+ τ)− f (t)‖E ≤ ǫ.
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Exemple 1.1 1 : Toute fonction continue périodique est une fonction presque-périodique. En
effet, soit T la période de f , alors pour tout n ∈ Z, nT sont aussi des périodes
de f et donc sont des presque-périodes de f , pour tout ǫ > 0. Or l’ensemble
{nT; n ∈ Z} est relativement dense, ce qui implique que f est presque-périodique
au sens de Bohr.
Exemple 1.2 2 : t 7→ f (t) = cos(t) + cos(√2t) est une fonction presque-périodique qui n’est
pas périodique.
Notation : On note par AP0(R,E) l’espace de toutes les fonctions
presque-périodiques au sens de Bohr de R dans E. AP0(R,E) muni de
la norme
‖ f ‖∞ = sup
t∈R
‖ f (t)‖E
est un espace de Banach.
cf. ((1), (2), (3), (4)).
Proposition 1.1 AP0(R,E) jouit des propriétés suivantes :
1. Tout élément de AP0(R,E) est uniformément continu.
2. Tout élément de AP0(R,E) est à image relativement compacte sur E, donc
borné sur R.
3. Si pour i = 1, 2, · · · , p, fi ∈ AP0(R,Ei), Ei étant un espace de Banach,
alors ( fi)1≤i≤p ∈ AP0(R,∏1≤i≤p Ei).
4. Si ( fn)n est une suite des fonctions presque-périodiques et qu’elle converge
uniformément vers une fonction f , alors f ∈ AP0(R,E).
cf. ((1), (3), (4)).
Proposition 1.2 1. Si f et g ∈ AP0(R,E), alors f + g ∈ AP0(R,E).
2. Si f ∈ AP0(R,E) et φ ∈ AP0(R,R) alors φ. f ∈ AP0(R,E).
3. Si F est un espace de Banach, et si g : E 7→ F est une application continue
sur l’adhérence de l’image de f , alors g ◦ f ∈ AP0(R,F).
cf. ((1), (2), (3), (4)).
1.1.2 Définition de Bochner
Notons par BC0(R,E), l’ensemble de fonctions continues, bornées de
R à valeurs dans E.
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Théorème 1.1 (Bochner) Soit f ∈ BC0(R,E). Alors f ∈ AP0(R,E) si et seulement si
l’ensemble
T ( f ) = {τr( f ) = f (.+ r), r ∈ R}
est relativement compact dans (BC0(R,E), ‖.‖).
cf. ((3, Chapitre VIII, page 9))
Proposition 1.3 Soit f ∈ BC0(R,E). Alors f ∈ AP0(R,E) si et seulement si pour toute suite
réelle (r′n)n , il existe une sous-suite de (r′n)n notée par (rn)n telle que :
∀t ∈ R, lim
n→∞ f (t+ rn) = g(t) et limn→∞ g(t− rn) = f (t).
cf. (2, Théorème 1.17, p. 12).
Définition 1.4 Lorsque f ∈ AP0(R,E), la quantité
M{ f } = Mt{ f (t)} = lim
T→∞
1
2T
∫ T
−T
f (t)dt
désigne la moyenne temporelle de f .
Dans le chapitre 3 on utilisera la notationM{ f } au lieu de M{ f }.
Proposition 1.4 Si f ∈ AP0(R,E), alors M{ f } existe dans E.
Proposition 1.5 Soit f ∈ AP0(R,E) et a ∈ R, alors on a
Mt{ f (t+ a)} = Mt{ f (t)}.
Remarque 1.1 Lorsque f ∈ AP0(R,E) et λ ∈ R, l’application [t → f (t)e−iλt] est dans
AP0(R,E) et par suite sa moyenne existe dans E. Ainsi on définit :
Définition 1.5 Pour f ∈ AP0(R,E) et λ ∈ R, on définit le coefficient de Fourier-Bohr d’indice
λ de f par :
a( f ,λ) = Mt{ f (t)e−iλt} ∈ EC.
où EC est le complexifié de E.
Proposition 1.6 Soit f ∈ AP0(R,E). L’ensemble
Λ( f ) = {λ ∈ R : a( f ,λ) 6= 0}
est au plus dénombrable.
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Proposition 1.7 Soit f ∈ AP0(R,E). Alors f est développable en série de Fourier-Bohr
f (t) ∼ ∑
λ∈R
a( f ,λ)eiλt.
La convergence ayant lieu en moyenne quadratique (au sens des familles som-
mables). De plus si E est un espace de Hilbert, on a l’égalité de Parseval :
Mt{‖ f ‖2E} = ∑
λ∈R
‖a( f ,λ)‖2EC .
cf. (3, page 22 et page 29).
Théorème 1.2 Si deux fonctions presque-périodiques ont la même série de Fourier-Bohr, alors
elles sont identiques.
Définition 1.6 Si f ∈ AP0(R,E), on définit Mod( f ) le Z-module engendré par Λ( f ), c’est-à-
dire :
Mod( f ) =
{
n
∑
j=0
k jλj : n ∈ N, k j ∈ Z, λj ∈ Λ( f )
}
.
Le résultat suivant traduit une propriété sur les modules de fréquences
de façon purement analytique.
Théorème 1.3 Soient f et g ∈ AP0(R,E). Les assertions suivantes sont équivalentes :
(i) Mod(g) ⊂ Mod( f ).
(ii) Pour toute suite réelle (rn)n,
( f (.+ rn))n converge uniformément sur R
=⇒ (g(.+ rn))n converge uniformément sur R.
(iii) Pour toute suite réelle (rn)n qui converge dans R,
( f (.+ rn))n converge uniformément sur R
=⇒ (g(.+ rn))n converge uniformément sur R.
cf. (7), (2, Théorème 4.5 , page 61), (5, page 928).
Comme conséquence de ce dernier théorème on a :
Corollaire 1.1 Soit f ∈ AP0(R,E) et φ est une application continue de f (R) dans F (un autre
espace de Banach). Alors
Mod(φ ◦ f ) ⊂ Mod( f ).
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1.1.3 Dérivation et intégration des fonctions presque-périodiques
Lorsqu’une fonction périodique est dérivable, sa dérivée est automa-
tiquement périodique. Lorsqu’il s’agit des fonctions presque-périodiques,
ceci n’est pas vrai, puisque rien n’assure que la dérivée soit uniformément
continue, ce qui est nécessaire pour être presque-périodique. En fait, un
résultat remarquable assure que cette condition est suffisante :
Proposition 1.8 Si f ∈ AP0(R,E) ∩ C1(R,E) et f ′ est uniformément continue sur R, alors
f ′ ∈ AP0(R,E).
Notation 1.4 Pour k ∈ N∗, on définit :
APk(R,E) =
{
f ∈ Ck(R,E) : ∀j = 0, 1, · · · , k; d
j f
dtj
∈ AP0(R,E)
}
.
et lorsque M est un sous-Z-module dans R, on définit :
APk(E,M) = {u ∈ APk(R,E) : Mod(u) ⊂ M}
Parfois, on note par APk(E) au lieu de APk(R,E).
Exemple 1.3 La fonction t 7→ f (t) = exp(sin(t) + sin(πt)) appartient à APk(R,R).
Proposition 1.9 APk(R,E) muni de la norme
‖ f ‖Ck = ‖ f ‖∞ +
k
∑
j=1
∥∥∥∥dj fdtj
∥∥∥∥
∞
est un espace de Banach.
Pour une fonction périodique continue, la condition d’être de moyenne
nulle assure que les primitives sont presque-périodiques. Pour les fonc-
tions presque-périodiques, cette condition ne suffit pas, comme le montre
l’exemple suivant (cf. (14, page 198)) :
Exemple 1.4 On note f la fonction :
f (t) =
∞
∑
k=0
1
(2k+ 1)2
sin
( t
2k+ 1
)
Cette fonction est presque-périodique, et de moyenne nulle. En effet, Pour tout
ǫ > 0, il existe N ∈ N tel que :
1
t
∫ t
0
f (s) ds ≤ 1
t
∫ t
0
( N
∑
k=0
1
(2k+ 1)2
sin
( s
2k+ 1
)
+ ǫ
)
ds
≤ 1
t
N
∑
k=0
1
2k+ 1
+ ǫ,
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Et par suiteM{ f } = 0.
D’autre part si g une la primitive de f , alors on a
g(t) =
∫ t
0
f (s) ds =
∞
∑
k=0
1− cos( t2k+1 )
2k+ 1
=
∞
∑
k=0
2
2k+ 1
sin2
( t
2(2k+ 1)
)
≥ 0.
Pour tout N ∈ N et pour tout t ∈ R on a
g(t) >
N
∑
k=0
1
2k+ 1
sin2
( t
2(2k+ 1)
)
.
Prenons t0 = 1× 3× · · · × (2N + 1)π. Si 0 ≤ k ≤ N, alors t02(2k+1) = 12 (2r+
1)π, où r ∈ N, donc
g(t0) >
N
∑
k=0
1
2k+ 1
>
∫ N
0
ds
2s+ 1
=
1
2
ln(2N + 1)
pour tout entier positif N. Ainsi, g est non bornée donc n’est pas une presque-
périodique.
En fait, la condition de relative compacité de l’image des primitives,
qui est necéssaire, n’est pas automatiquement satisfaite. Il est remarquable
que cette condition soit suffisante :
Proposition 1.10 Soit f ∈ AP0(R,E) et F une primitive de f . L’une des conditions suivantes
assure que les primitives soient presque-périodiques.
1. L’image de F est relativement compacte.
2. F est bornée et E est uniformément convexe.
1.1.4 Fonction presque-périodique avec paramètre
On considère la fonction
F : R ×R −→ R
(x, t) 7−→ cos(xt)
Il est clair que pour tout x ∈ R, F ∈ C0(R × R,R) et la fonction F(., t)
est périodique et par conséquent presque-périodique. Malgré la presque-
périodicité de la fonction [t 7−→ cos(t)], la fonction [t 7−→ F(cos(t), t)]
n’est pas uniformément continue sur R et par conséquent n’est pas
presque-périodique. Plus généralement si F ∈ C0(E × R,F), où E et F
sont des espaces de Banach, est telle que F(x, .) est presque-périodique
pour x ∈ E, et φ : R 7−→ E est presque-périodique, alors la fonction
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[t 7−→ F(φ(t), t)] n’est pas forcément presque-périodique. Une certaine
uniformité par rapport à x est necéssaire.
Définition 1.7 Soit F ∈ C0(R ×E,F). On dit que F est presque-périodique en t uniformément
par rapport à x, si pour tout compact K de E
∀ǫ > 0, ∃lǫ > 0; ∀α ∈ R, ∃τ ∈ [α, α+ lǫ] tels que
∀t ∈ R, ∀x ∈ E, ‖ f (t+ τ, x)− f (t, x)‖E ≤ ǫ.
Notation 1.5 Par APU(R ×E,F) on note l’espace des telles fonctions.
Théorème 1.6 soit F ∈ C0(R × RN ,RM). F est presque-périodique en t uniformément par
rapport à x si et seulement si, pour toute suite (rn)n de réels, il existe une sous-
suite (r′n)n de (rn)n et une fonction G ∈ C0(R ×RN ,RM) telles que pour tout
compact K de RN ,
lim
n→∞ supt∈R
sup
x∈K
‖F(t+ r′n, x)− G(t, x)‖RM = 0.
Proposition 1.11 Si F et G sont deux fonctions presque-périodiques en t uniformément par rapport
à x, alors
1. F+ G est presque-périodique en t uniformément par rapport à x.
2. Pour tout compact K de RN , F est bornée et uniformément continue sur
R × K.
Théorème 1.7 Si F ∈ C0(R × E,F) est presque-périodique en t uniformément par rapport à x
et φ ∈ AP0(R,E), alors l’application [t 7−→ F(t, φ(t))] ∈ AP0(R,F).
cf. (6), (7, Théorème 2.7, page 16).
Définition 1.8 Si F ∈ APU(R ×RN ,RM), on définit
Λ(F) =
{
λ ∈ R : ∃x ∈ RN , Mt{F(t, x)e−iλt} 6= 0
}
,
et Mod(F) est le Z-module de R engendré par Λ(F).
Théorème 1.8 Soient F et G ∈ APU(R×RN ,RM). Pour tout compact K de RN , les assertions
suivantes sont équivalentes :
(i) Pour toute suite réelle (rn)n ,
(F(.+ rn))n converge uniformément sur R × K
=⇒ (G(.+ rn))n converge uniformément sur R × K.
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(ii) Pour toute suite réelle (rn)n qui converge dans R,
(F(.+ rn))n converge uniformément sur R × K
=⇒ (G(.+ rn))n converge uniformément sur R × K.
(iii) Mod(G) ⊂ Mod(F).
cf. (2), (7) (5, page 933).
1.2 Fonctions quasi-périodiques
1.2.1 Fonctions quasi-périodiques
Définition 1.9 Une fonction f : R −→ E est dite quasi-périodique lorsque f ∈ AP0(R,E) et
Mod( f ) possède une base finie sur Z.
Notation 1.9 Soit ω = (ω1, · · · ,ωn) une liste de n nombres réels qui sont Z-linéairement
indépendants. Par QP0ω(R,E) (ou QPω(R,E)), on note l’espace des fonctions f
quasi-périodiques telles que Mod( f ) ⊂ 〈ω〉.
Définition 1.10 Pour k ∈ N, on définit l’ensemble des fonctions quasi-périodiques d’odre k
comme suit :
QPkω(R,E) = AP
k(R,E) ∩QP0ω(R,E).
Proposition 1.12 Pour k ∈ N, QPkω(R,E) est un sous-espace de Banach de APk(R,E).
Soit TN = (RN/2πZN) le tore de dimension N. Une manière clas-
sique de généraliser les fonctions quasi-périodiques est de considérer
F ∈ C0(TN ,E). Ce qui fait l’objet du théorème suivant :
Théorème 1.10 Il existe un isomorphisme isométrique (bicontinu) entre les espaces de Banach
QP0ω(R,E) et C
0(TN ,E).
cf. (8).
Remarque 1.2 L’isomorphisme dans le théorème précédent est
Qω : ET
N −→ ER; Qω(u)(t) = u(tω).
Ainsi f ∈ QPkω(R,E) si et seulement si il existe une fonction F ∈ Ck(TN ,E)
telle que
f (t) = F(tω), ∀t ∈ R.
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Si x ∈ TN , alors x = x˜ + 2kπ, k ∈ Z. F ∈ Ck(TN ,E) est équivalent à dire
que F ∈ Ck(RN ,E) telle que xj 7−→ F(x1, · · · , xN) est 2π-périodique pour tout
1 ≤ j ≤ N.
Exemple 1.5 La fonction t 7→ f (t) = cos(t) + cos(√3t) est quasi-périodique. En effet, on
peut écrire
f (t) = F(t,
√
3t)
où
F(θ1, θ2) = cos(θ1) + cos(θ2).
1.2.2 Fonctions quasi-périodiques avec paramètre
Soit ω = (ω1, · · · ,ωN) une liste des N nombres réels Z-linéairement
indépendants.
Définition 1.11 Soit F ∈ C0(R×E,F), on dit que F est quasi-périodique en t uniformément par
rapport à x si F ∈ APU(R ×E,F) et Mod(F) ⊂ 〈ω〉. Par QPUω(R ×E,F)
on note les classes des telles fonctions.
Théorème 1.11 Lorsque g ∈ QPUω(R×E,F), il existe une fonction G ∈ C0(TN ×E,F) telle
que :
g(t, x) = G(tω, x), ∀(t, x) ∈ R ×E.
cf. (8).
1.3 Opérateurs de Nemytskii
Définition 1.12 Soit E et F deux espaces de Banach, et F : R×E −→ F, (t, x) 7−→ F(t, x). On
appelle opérateur de Nemytskii (ou aussi opérateur de superposition) construit
sur F, l’opérateur NF de la forme suivante :
[t 7−→ u(t)] 7−→ NF(u) = [t 7−→ F(t, u(t))]
où u est une fonction de R à valeurs dans E.
Dans ce paragraphe nous étudions la continuité et la dérivabilité
de l’opérateur de Nemytskii entre les espaces des fonctions presque-
périodiques au sens de Bohr. Rappelons que la théorie des opérateurs
de Nemytskii dans les espaces de classe Ck sur les domaines bornés est
traitée dans (10, page 168) et (11, page 211), pour les espaces Lp, elle est
traitée dans (12, Chapitre I et II). Pour les espaces de Sobolev usuels on
peut consulter (13).
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Lemme 1.1 Soit K une partie compacte de AP0(R,E), alors
S = {u(t) : t ∈ R, u ∈ K}
est une partie relativement compacte de E.
Proposition 1.13 Soient E et F deux espaces de Banach. Si F ∈ APU(E×R,F), alors l’opérateur
de Nemytskii construit sur F, NF : AP0(R,E) −→ AP0(R,F), défini par
NF(u)(t) := F(u(t), t) est continu.
cf. (9).
Démonstration. Il est clair que NF(u) ∈ AP0(R,F) lorsque u ∈ AP0(R,E).
Soit K une partie compacte de AP0(R,E), soit u ∈ K et ǫ un nombre
strictement positif. On pose
S = {u(t) : t ∈ R, u ∈ K} ,
en utilisant le Lemme 1.1, S est une partie relativement compacte de E,
donc S est une partie compacte de E. F étant dans APU(E × R,F), il
existe l > 0, tel que tout intervalle de longueur l contient un nombre τ
satisfaisant la condition suivante :
sup{‖F(x, s+ τ)− F(x, s)‖F : s ∈ R, x ∈ S}. (1.1)
S × [0, l] étant un compact, comme produit de deux compacts, donc F
est uniformément continue dessus, par conséquent il existe δ = δ(S ×
[0, l], ǫ) > 0, tel que pour tout s1 et s2 dans [0, l], et pour tout x1 et x2 dans
S on a :
(‖x1 − x2‖E ≤ δ, |s1 − s2| ≤ δ) =⇒ ‖F(x1, s1)− F(x2, s2)‖F ≤ ǫ3
d’où
‖x1 − x2‖E ≤ δ =⇒ ‖F(x1, s1)− F(x2, s2)‖F ≤ ǫ3, ∀s ∈ [0, l]. (1.2)
Soit v ∈ K, tel que ‖u− v‖∞, en utilisant (1.1) et (1.2), on obtient, pour tout
t ∈ R,
‖F(u(t), t)− F(v(t), t)‖F ≤‖F(u(t), t)− F(u(t), t− τ)‖F
+ ‖F(u(t), t− τ)− F(v(t), t− τ)‖F
+ ‖F(v(t), t− τ)− F(v(t), t)‖F
≤3× ǫ
3
= ǫ,
ce qui entraîne que
sup {‖F(u(t), t)− F(v(t), t)‖F : t ∈ R} ≤ ǫ,
ou encore
‖NF(u)−NF(v)‖∞ ≤ ǫ.
Ainsi la restriction de NF à tout compact K de AP0(R,E) est continue,
sachant que AP0(R,E) et AP0(R,F) sont deux espaces de Banach. Ce qui
prouve que NF est continu sur AP0(R,E).
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Théorème 1.12 On suppose que F ∈ APU(E×R,F) est telle que la dérivée partielle DxF(x, t)
existe pour tout (x, t) ∈ E ×R, et que DxF ∈ APU(E ×R,L(E,F)). Alors
l’opérateur de Nemytskii construit sur F, NF : AP0(R,E) −→ AP0(R,F) est
de classe C1 et
(DNF(u).h)(t) = DxF(u(t), t).h(t)
pour tout t ∈ R, u, h ∈ AP0(R,E).
cf. (9).
Démonstration. On a F ∈ APU(E×R,F) donc d’après la Proposition 1.13,
NF ∈ C0(AP0(R,E), AP0(R,F)). De même, DxF ∈ APU(E ×R,L(E,F))
donc d’après la Proposition 1.13,
NDxF ∈ C0(AP0(R,E), AP0(R,L(E,F))),
avec
[NDxF(u)](t) = DxF(u(t), t),
pour tout t ∈ R. D’après (3, chapitre VII page 6, et chapitre IX page 10),
si [t 7→ h(t)] est dans AP0(R,E), alors [t 7→ DxF(u(t), t).h(t)] est dans
AP0(R,F). Notons par Lu l’opérateur linéaire défini de AP0(R,E) dans
AP0(R,F) par
[Lu.h](t) = DxF(u(t), t).h(t)
pour tout t ∈ R. Pour ‖h‖∞ = sup{‖h(t)‖E : t ∈ R} ≤ 1, on a
‖[Lu.h](t)‖F = ‖DxF(u(t), t).h(t)‖F
≤ ‖DxF(u(t), t)‖L(E,F).‖h(t)‖F
≤ ‖NDxF‖L(E,F)
≤ sup
t∈R
‖DxF(u(t), t)‖F
< ∞.
(Sachant que la fonction [t 7→ DxF(u(t), t)] est dans AP0(R,L(E,F)), donc
bornée sur R). Ainsi on a démontré que l’ensemble des ‖[Lu.h]‖∞, quand
‖h‖∞ ≤ 1, est bornée.
De plus, pour ‖h‖∞ ≤ 1 on a :
|[DxF(u(t), t)− DxF(v(t), t)].h(t)‖F ≤ ‖NDxF(u)−NDxF(v)‖F.
Puisque NDxF est continu, l’application
Lu : AP0(R,E) −→ L
(
AP0(R,E), AP0(R,F)
)
est continue.
Soit u et h dans AP0(R,E), et θ ∈ [0, 1]. Il est clair que [t 7→ u(t) +
θv(t)] ∈ AP0(R,E), et d’après le théorème de la moyenne (cf. (10, page
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144)), on obtient pour tout t ∈ R
‖F(u(t) + h(t), t)− F(u(t), t)− DxF(u(t), t).h‖F
≤
∫ 1
0
‖[DxF(u(t) + θh(t), t)− DxF(u(t), t)].h‖F dθ
≤
∫ 1
0
‖[DxF(u(t) + θh(t), t)− DxF(u(t), t)].h‖F dθ.‖h‖∞
≤ ξ(h).‖h‖∞
où
ξ(h) = sup{‖DxF(u(t), t)−DxF(v(t), t)‖F; v ∈ AP0(R,E), ‖u− v‖∞ ≤ ‖h(t)‖∞}.
Ainsi on a démontré que
‖NF(u+ h)−NF(u)− Lu.h‖ ≤ ‖h(t)‖∞.ξ(h).
Or limh→∞ ξ(h) = 0 (car NDxF est continu en u), d’où NF est Fréchet-
différentiable et DNF(u).h = Lu.h, i.e.
(DNF(u).h)(t) = DxF(u(t), t).h(t)
pour tout t ∈ R, u, h ∈ AP0(R,E). De plus L est continue, donc NF est de
classe C1.
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2Solutions quasi-périodiquesd’équations différentielles
non linéaires via la théorie
de Floquet-Lin.
2.1 Introduction
On utilise une théorie de Floquet due à Zhensheng Lin pour leséquations différentielles ordinaires linéaires quasi-périodiques pour
obtenir des résultats sur les solutions quasi-périodiques des équations
différentielles ordinaires non linéaires.
Premièrement, on obtient un résultat d’existence, deuxièmement on
obtient un résultat sur la dépendance continue en utilisant un théorème
de point fixe avec paramètre, et troisièmement on obtient un résultat local
sur la dépendance différentiable en utilisant le théorème des fonctions
implicites dans les espaces des fonctions.
Notre but est d’étudier les solutions quasi-périodiques des équations
différentielles ordinaires des classes suivantes :
x˙(t) = A(t)x(t) + f (t, x(t)) (2.1)
x˙(t) = A(t)x(t) + g(t, x(t), u(t)) (2.2)
x˙(t) = g(t, x(t), u(t)) (2.3)
où A est une matrice quasi-périodique, u est une fonction quasi-
périodique (terme de forcing ou terme de contrôle), f et g sont des
fonctions quasi-périodiques par rapport à t.
Pour traiter ces problèmes on utilise les propriétés de l’équation diffé-
rentielle ordinaire linéaire forcée suivante :
x˙(t) = A(t)x(t) + b(t) (2.4)
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où b est une fonction quasi-périodique. Pour étudier l’équation (2.4)
on utilise la théorie de Floquet pour les équations différentielles quasi-
périodiques due à Zhensheng Lin (2), (3), (4), et des outils d’Analyse
Fonctionnelle Non Linéaire.
2.2 Notations et définitions
Quand TN désigne le tore usuel de dimensions N, par Wk,2(TN ,Rn)
on note l’espace de Sobolev défini comme suivant :
Wk,2(TN ,Rn) = {φ ∈ L2(TN ,Rn)| ∀ α = (α1, ..., αN) ∈ NN
tq |α| ≤ k,Dαφ ∈ L2(TN ,Rn)}
où Dαφ est la dérivée de φ dans le sens des distributions de Schwartz , et
|α| = ∑Nj=1 αj. cf. (8).
On note par Mp,n(R) l’espace de p× n matrices réelles, par M(n,R)
l’espace de n × n matrices réelles, et on note par GL(n,R) le groupe li-
néaire général des n× n matrices réelles inversibles.
2.3 Systèmes différentiels périodiques et triangulari-
sation
On considère le système différentiel ordinaire linéaire homogène sui-
vant :
x˙(t) = A(t)x(t), (2.5)
où A est une matrice de format n× n, continue.
Théorème 2.1 Les solutions du système linéaire homogène (2.5) forment un espace vectoriel Sn
de dimension n .
Définition 2.1 Soit {xi}1≤i≤n une base de Sn. Alors on dit que X(t) = col(x1, · · · , xn), dont
ces colonnes sont les vecteurs xi, est la matrice fondamentale (ou solution fonda-
mentale) de (2.5).
Proposition 2.1 Si X est une matrice fondamentale de (2.5), alors
(i) X satisfait l’équation suivante
dX(t)
dt
= A(t)X(t).
(ii) X est une matrice régulière, et toute matrice X˜(t) solution de (2.5) s’écrit
comme suit :
X˜(t) = X(t)D,
où D est une matrice constante.
2.3. Systèmes différentiels périodiques et triangularisation 17
Les deux résultats précédents sont classiques cf. (4, page 2 et page 3)
Le but de lemme qui suit est de montrer que le système pério-
dique (2.5) se transforme sous certaines conditions en un système triangu-
laire supérieur périodique. (cf. (2), (3), (4)).
Lemme 2.1 Soit t 7→ A(t) ∈ M(n,R) continue et périodique de période T, alors il existe
une transformation Q linéaire, orthogonale et T-périodique telle que si y(t) =
Q(t)−1x(t), le système (2.5) se réduit à un système triangulaire
y˙(t) = C(t)y(t), (2.6)
où C est une matrice triangulaire supérieure et périodique de période T.
Et si A est de classe Cτ, alors C est de classe Cτ et Q est de classe Cτ+1, où τ est
un entier positif. De plus si ‖A(t)‖ ≤ M, alors ‖C(t)‖ ≤ 3M.
Démonstration. Soit X(t) une matrice fondamentale du système (2.5), alors
X(t+ T) est aussi une matrice fondamentale de ce système, et par suite il
existe une matrice D régulière constante telle que
X(t+ T) = X(t)D (2.7)
et
D = eBT. (2.8)
où B une matrice constante. On peut supposer que B est triangulaire
supérieure.
Maintenant, en utilisant la méthode de Gramm-Schmidt, on construit
une matrice orthogonale périodique Q de la manière suivante :
Premièrement, on pose
P(t) = X(t)e−Bt =
(
p1(t), ..., pn(t)
)
. (2.9)
Alors par (2.7) et (2.8), il suit que P est périodique de période T.
Ensuite, on considère Q(t) = col
(
q1(t), ..., qn(t)
)
définie comme suit :
q1(t) =
p1(t)
‖p1(t)‖ ,
et
qk+1(t) =
q0k+1(t)
‖q0k+1(t)‖
(2.10)
où
q0k+1(t) = pk+1(t)−
k
∑
j=1
〈
qj(t), pk+1(t)
〉
‖qj(t)‖2 ,
pour tout k = 1, ..., n− 1. Il est facile de montrer par récurrence que pour
tout k = 1, ..., n− 1,
q0k+1(t) 6= 0.
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Comme P est T-périodique, il en découle que la suite des (pi)1≤i≤n
l’est aussi, ainsi que (qi)1≤i≤n. Et par suite Q est T-périodique.
De plus,
Q(t) =
(
p1(t), ..., pn(t)
)
R0(t)
= X(t)e−BtR0(t)
= X(t)R(t),
(2.11)
où R0(t) est une matrice triangulaire supérieure. En effet, pour tout k =
2, ..., n
qk(t) =
1
‖q0k(t)‖
(
pk(t)−
k−1
∑
j=1
〈
qj(t), pk(t)
〉
‖qj(t)‖2
)
= α1i(t)p1(t) + α2i(t)p2(t) + ...+ αii(t)pi(t).
Ce qui implique que
Q(t) = (q1(t), · · · , qn(t)) = (p1(t), · · · , pn(t))
 α11(t) ∗. . .
0 αnn(t)
 .
Donc Q(t) = P(t)R0(t), où R0(t) est une matrice triangulaire supé-
rieure. De plus le fait que B est triangulaire supérieure entraîne que
R(t) = e−BtR0(t) et dR
−1
dt (t) sont aussi triangulaires supérieures.
Maintenant, pour le système (2.5), on considère la transformation sui-
vante
y(t) = Q−1(t)x(t). (2.12)
En dérivant (2.12) par rapport à t et en utilisant (2.5), on obtient :
y˙(t) =
dQ−1
dt
(t)x(t) +Q−1(t)x˙(t)
=
dQ−1
dt
(t)Q(t)y(t) +Q−1(t)A(t)Q(t)y(t)
=
[
dQ−1
dt
(t)Q(t) +Q−1(t)A(t)Q(t)
]
.y(t)
= C(t)y(t),
(2.13)
avec
C(t) =
dQ−1
dt
(t)Q(t) +Q−1(t)A(t)Q(t). (2.14)
Du fait que A et Q sont T-périodiques, il découle que C aussi est T-
périodique.
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Par ailleurs,
C(t) =
dQ−1
dt
(t)Q(t) +Q−1(t)A(t)Q(t)
=
[
dR−1
dt
(t)R(t)Q(t) + R−1(t)
dX−1
dt
(t)
]
Q(t) +Q−1(t)A(t)Q(t)
=
dR−1
dt
(t)R(t) +
[
R−1(t)
dX−1
dt
(t) +Q−1(t)A(t)
]
Q(t)
=
dR−1
dt
(t)R(t) + 0
=
dR−1
dt
(t)R(t).
Par conséquent, C est une matrice triangulaire supérieure et T-périodique.
Ceci achève la preuve de la première partie du Lemme.
Maintenant, comme X est solution fondamentale de (2.5), si A est de
classe Cτ, alors X˙ est de classe Cτ et donc X est de classe Cτ+1, ainsi
par (2.9) et (2.10), il suit que Q est aussi de classe Cτ+1 ce qui implique en
utilisant (2.11) que R est de classe Cτ+1. Par conséquent C = dR
−1
dt R est de
classe Cτ.
Ensuite, il ne reste à prouver que ‖C(t)‖ ≤ 3M. On sait que la martice
Q(t) est orthogonale, donc Q−1(t) = Q∗(t), où Q∗ désigne la matrice
transposée de Q. Donc on peut écrire :{
C(t) = dQ
−1
dt (t)Q(t) +Q
−1(t)A(t)Q(t)
C∗(t) = Q−1(t) dQdt (t) +Q
−1(t)A(t)Q(t)
(2.15)
En utilisant (2.11) et le fait que X est solution fondamentale de (2.5), on
obtient
C(t) =
d
dt
(
R−10 (t)e
BtX−1(t)
)
X(t)e−BtR0(t) + R−10 (t)e
BtX−1(t)A(t)R0(t)e−BtX(t)
=
dR−10
dt
(t)R(t) + R−10 (t)BR0(t) + 0
= R−10 (t)BR0(t) +
dR−10
dt
(t)R0(t).
Ainsi
C(t) = R−10 (t)BR0(t) +
dR−10
dt
(t)R0(t), (2.16)
où les matrices C, R0 et B sont triangulaires supérieures, donc on peut les
écrire sous la forme
C(t) =
 c11(t) ∗. . .
0 cnn(t)
 , B =
 b11 ∗. . .
0 bnn

et
R0(t) =
 r11(t) ∗. . .
0 rnn(t)
 .
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D’où (2.16) implique que :
cii(t) = bii +
dr−1ii (t)
dt
rii(t), i = 1, ..., n. (2.17)
Moyennant (2.7) et (2.8) et choisissant X(0) = I, on obtient
B =
1
T
ln(X(T)).
D’après le lemme de Gronwall, si ‖A(t)‖ ≤ M, on obtient
‖X(t)‖ ≤ eMT.
Par suite on a
‖B‖ ≤ M. (2.18)
Par (2.15) et le fait que Q est orthogonale, il suit que
C(t) + C∗(t) =
dQ−1
dt
(t)Q(t) +Q−1(t)A(t)Q(t) +Q−1(t)
dQ
dt
(t)
+Q−1(t)A(t)Q(t)
=
dQ−1(t)Q(t)
dt
+Q−1(t)(A(t) + A∗(t))Q(t)
= 0+Q−1(t)(A(t) + A∗(t))Q(t)
= Q−1(t)(A(t) + A∗(t))Q(t).
Comme C est triangulaire et puisque cii a la même partie imaginaire que
bii, il en résulte que
‖C(t)‖ ≤ ‖C(t) + C∗(t)‖+ ‖B‖,
Et en utilisant (2.17) et (2.18), on obtient
‖C(t)‖ ≤ ‖C(t) + C∗(t)‖+ ‖B‖
≤ ‖A(t) + A∗(t)‖+ M
≤ 2M+ M = 3M.
Ceci achève la démonstration du lemme.
Remarque 2.1 Si la matrice B dans (2.8) n’est pas triangulaire supérieure, on triangularise B :
il existe une matrice F et B0 triangulaire supérieure telle que B0 = FBF−1. En
passant à l’exponentiel on trouve
FeBTF−1 = eB0T,
qui est triangulaire supérieure.
Alors dans la preuve du Lemme 2.1, on peut remplacer X(t) par Z(t) = X(t)F−1
pour obtenir
Z(t+ T) = X(t+ T)F−1
et par (2.7), on obtient
Z(t+ T) = X(t)eBTF−1 = X(t)F−1FeBTF−1 = Z(t)eB0T,
où B0 est une matrice triangulaire supérieure.
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2.4 Quelques propriétés des fonctions quasi-périodiques
2.4.1 Primitive d’une fonction quasi-périodique
Quand f ∈ QP0ω(Rn), la primitive de f définie par G(t) =
∫ t
0 f (s)ds
peut ne pas appartenir à QP0ω(R
n) même si limt→∞ 1t
∫ t
0 f (s)ds = 0. Afin
d’avoir G dans QP0ω(R
n), on exige que ω = (ω1, ...,ωN) satisfasse la condi-
tion diophantienne suivante :{
Il existe K(ω) ∈ ]0,∞[ telle que, pour tout (l1, ..., lN) ∈ ZN∗ ,
|∑Nj=1 ljωj| ≥ K(ω)(∑Nj=1 |lj|)−(N+1). (2.19)
Dans la proposition suivante on montre que, sauf pour un ensemble
Lebesgue-négligeagle, chaque point de RN satisfait (2.19).
Proposition 2.2 Pour tout vecteur k = (k1, ..., kN) ∈ ZN∗ , presque tout vecteur ω = (ω1, ...,ωN)
satisfait l’inégalité (2.19).
cf. (4, Proposition 4.1, page 130).
On peut trouver quelques propriétés de (2.19) dans (3), (5).
Dans le lemme suivant on prouve un résultat de Z. Lin (2) en affaiblis-
sant l’hypothèse de différentiabilité, précisement on remplace la différen-
tiabilité forte par la différentiabilité distributionnelle.
Lemme 2.2 Soit f ∈ QP0ω(Rn) telle que f (t) = F(tω) pour tout t ∈ R, où F ∈
Wτ,2(TN ,Rn), τ = 2(N + 1)
(
n(n+1)
2 + 1
)
, et ω satisfait (2.19). On sup-
pose que
∫
TN
F(u)du = 0. Alors la fonction t 7→ G(t) = ∫ t0 f (s)ds appar-
tient à QP0ω(R
n). De plus, si f est de classe Cτ, alors G est de classe Cs où
s = τ − 2(N + 1).
Démonstration. F(u) peut être exprimée comme suit :
F(u) = ∑
k 6=0
ake
i〈k,u〉.
Alors on a :
∂τF(u)
∂uτj
= ∑
k 6=0
(ik j)
τake
i〈k,u〉, pour tout j = 1, ...,N
et, pour tout k = (k1, ..., kN) ∈ ZN∗ ,
(ik j)
τak =
(
1
2π
)N ∫ 2π
0
...
∫ 2π
0
(
∂τF(u)
∂uτj
)
e−i〈k,u〉du .
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Soit ‖k‖∞ = max{|k1|, ..., |kN |}, en choisissant j tel que ‖k‖∞ = |k j|, et en
utilisant l’inégalité de Cauchy-Schwarz, on obtient :
‖k‖τ∞|ak| ≤
∥∥∥∥∥∂τF(u)∂uτj
∥∥∥∥∥
L2(TN)
(
1
(2π)N
∫
QN
|e−i〈k,u〉|2du
) 1
2
=
∥∥∥∥∥∂τF(u)∂uτj
∥∥∥∥∥
L2(TN)
où QN = ]0, 2π[N , donc :
|ak| ≤ ‖k‖−τ∞
∥∥∥∥∥∂τF(u)∂uτj
∥∥∥∥∥
L2(TN)
.
Soit
M = max
1≤j≤N
∥∥∥∥∥∂τF(u)∂uτj
∥∥∥∥∥
L2(TN)
.
Alors on obtient :
|ak| ≤ M‖k‖−τ∞ . (2.20)
Maintenant, pour tout entier r ∈ N∗, on définit :
C(r,N) = ∑
‖k‖∞=r
1 = 2N(2r+ 1)N−1 = 2N
N−1
∑
j=1
CN−1j (2r)
j.
Alors, il existe une constante C(N) telle que :
C(r,N) ≤ C(N)rN−1. (2.21)
Soit ‖k‖1 = |k1|+ ...+ |kN |, puisque ‖k‖1 ≤ N‖k‖∞, on a
‖k‖−τ∞ ≤ Nτ‖k‖−τ1 .
Maintenant en combinant ceci avec (2.19) et (2.20), on obtient
∑
‖k‖∞=r
∣∣∣∣ ak〈k,ω〉
∣∣∣∣ ≤ 1K(ω) ∑‖k‖∞=r |ak|.‖k‖N+11
≤ M
K(ω) ∑‖k‖∞=r
‖k‖−τ∞ ‖k‖N+11
≤ M
K(ω) ∑‖k‖∞=r
‖k‖−τ∞ NN+1‖k‖N+1∞
=
M
K(ω)
NN+1 ∑
‖k‖∞=r
‖k‖−τ+(N+1)∞
=
M
K(ω)
NN+1
(
∑
‖k‖∞=r
1
)
r−τ+(N+1)
=
M
K(ω)
NN+1C(r,N)r−τ+(N+1)
et en utilisant (2.21), on obtient
∑
‖k‖∞=r
∣∣∣∣ ak〈k,ω〉
∣∣∣∣ ≤ MK(ω)NN+1C(N)rN−1r−τ+(N+1).
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Ainsi on a prouvé que, pour tout r ∈ N∗,
∑
‖k‖∞=r
∣∣∣∣ ak〈k,ω〉
∣∣∣∣ ≤ C0(N)r−τ+2N
où C0(N) = MK(ω)N
N+1C(N).
Par suite
∑
r=1
∑
‖k‖∞=r
∣∣∣∣ ak〈k,ω〉
∣∣∣∣ ≤ ∑
r=1
C0(N)r−τ+2N ,
et si τ = s+ 2(N + 1), où s ∈ N∗, alors on obtient
∑
r=1
∑
‖k‖∞=r
∣∣∣∣ ak〈k,ω〉
∣∣∣∣ ≤ C0(N) ∑
r=1
r−(s+2) < ∞.
Ainsi la série ∑k 6=0
ak
〈k,ω〉 e
i〈k,u〉 converge absolument, et donc G est une fonc-
tion quasi-periodique. De plus, si f est de classe Cτ, alors G est de classe
Cs.
2.4.2 Relations entre les fonctions périodiques et les fonctions quasi-
périodiques
Soit t 7→ F(ω1t, ...,ωNt) une fonction quasi-périodique telle que ω =
(ω1, ...,ωN) satisfait (2.19). On considère la suite de nombres rationnnels
rij, i = 1, ...,N telle que
lim
j→∞
rij = ωi, i = 1, ...,N. (2.22)
Alors la fonction t 7→ F(r1j t, ..., rNj t) est périodique de période 2πrj , où
rj = min
{
N
∑
i=1
nir
i
j | ni est un entier,
N
∑
i=1
nir
i
j > 0
}
. (2.23)
Inversement, on suppose que la fonction t 7→ Fj(t) = Fj(r1j t, ..., rNj t) est
périodique. Sous certaines conditions on peut trouver une sous-suite de
fonctions (Fjk(t))k de (Fj(t))j qui converge vers t 7→ F(ω1t, ...,ωNt). Ceci
fait l’objet du lemme suivant :
Lemme 2.3 Soit t 7→ Fj(t) = F˜j(r1j t, ..., rNj t) une suite des fonctions périodiques de période
2π
rj
, où rij et rj sont donnés par (2.22) et (2.23). Si de plus on suppose que Fj ∈ Cτ
et que
∥∥∥F(i)j (t)∥∥∥ ≤ M pour tout t ∈ R et pour tout i = 0, ..., τ. Alors il existe
une sous-suite (Fjk)k de (Fj)j telle que
lim
k→∞
Fjk(t) = F˜(ωt) = F(t), ∀t ∈ R,
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où F est une fonction quasi-périodique et de classe Cs, avec τ = s+ 2(N + 1).
De plus
∥∥Dhu F˜(u)∥∥ ≤ M, pour tout h = (h1, ..., hN) ∈ NN tel que ∑Ni=1 hi ≤ τ,
pour tout u ∈ TN.
cf. ((2), (3, Lemme 2, page 203), (4, Lemme 4.2, page 133)).
Démonstration. Fj admet un développement en série de Fourier de la forme
Fj(t) = ∑
k
ajke
i(k1r1j+...+kNr
N
j )t,
où k = (k1, ..., kN) ∈ ZN . Par l’hypothèse
∥∥∥F(i)j ∥∥∥ ≤ M, i = 0, ..., τ, et par le
Lemme 2.2, on conclut que
|ajk| ≤ M‖k‖−τ∞ , ∑
‖k‖∞=r
|ajk| ≤ C0(N)r−τ+2N
et donc il existe une sous-suite (ajsk )s de (a
j
k)j telle que
lim
s→∞ a
js
k = ak et lims→∞ Fjs(t) = ∑ ake
i(k1ω1+...+kNωN)t = F˜(ωt)
uniformément sur chaque intervalle borné. De plus, F est de classe Cτ.
Les résultats de cette section sont dûs à Zhensheng Lin. Les dé-
monstrations données par Lin étant très concises, nous donnons des
démonstrations détaillées.
2.5 Exposants caractéristiques d’un système linéaire
quasi-périodique
2.5.1 Exposants caractéristiques d’un système linéaire périodique
On considère le système linéaire T-périodique suivant :
x′(t) = A(t)x(t), A(t+ T) = A(t). (2.24)
Soit X la matrice fondamentale de (2.24), d’après (2.7) et (2.8) il existe une
matrice constante B telle que :
X−1(0)X(T) = eBT. (2.25)
On appelle les valeurs propres de B les exposants caratéristiques de Flo-
quet de A. On note ces exposants par fl-cer.
Proposition 2.3 (i) Les fl-cer de A sont indépendants du choix de la matrice fondamentale
de (2.24).
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(ii) Les fl-cer de A sont invariants par une transformation linéaire et T-
périodique.
Démonstration. (i) Soit X˜ une autre matrice fondamentale de (2.24).
Alors d’après la Proposition 2.1, il existe une matrice constante D
telle que
X˜(t) = X(t)D, ∀t ∈ R.
Donc
X˜−1(0)X˜(T) = D−1X−1(0)X(T)D = D−1eBTD = e(D
−1BD)T.
Et puisque les valeurs propres de B et de D−1BD sont les mêmes, il
résulte que les fl-cer de A sont indépendants du choix de la matrice
fondamentale de (2.24).
(ii) Soit P une transformation linéaire périodique de période T. Si
Z(t) = P(t)X(t), pour tout t ∈ R, alors
Z−1(0)Z(T) = X−1(0)P−1(0)P(T)X(T) = X−1(0)X(T).
Ainsi les fl-cer de A sont invariants par la transformation linéaire
et T-périodique P.
2.5.2 Exposants caractéristiques d’un système linéaire quasi-
périodique
Maintenant on va étendre la définition des exposants caractéristiques
de Floquet des systèmes linéaires périodiques aux systèmes linéaires
quasi-périodiques. Afin de prouver cette extension, on énonce le lemme
suivant :
Lemme 2.4 On considère le système linéaire quasi-périodique suivant :
x′(t) = A(t)x(t) (2.26)
de vecteur des fréquences ω = (ω1, ...,ωN) qui satisfait (2.19) où A est de classe
Cτ. Alors il existe une fonction à valeurs dans l’ensemble des matrices orthogo-
nales Q ∈ QP0ω(M(n,R)) telle que sous la transformation z(t) = Q−1(t)x(t),
le système (2.26) se réduit à
z′(t) = C(t)z(t), (2.27)
où C ∈ QP0ω(M(n,R)) une matrice triangulaire et de classe Cpτ0 , et p =
1
2n(n+ 1) et τ0 = 2(N + 1).
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Démonstration. On reprend la suite de nombres rationnels rij définie
par (2.22) et on considère le système suivant :
x′(t) = Aj(t)x(t), (2.28)
où Aj(t) = A˜(r1j t, ..., r
N
j t), Aj est périodique de période
2π
rj
.
Par le Lemme 2.3, il suit que
lim
j→∞
Aj(t) = A(t) = A˜(ω1t, ...,ωNt)
uniformément sur chaque intervalle réel borné. Par suite si Xj est la ma-
trice fondamentale de (2.28) telle que Xj(0) = X(0), alors on a
lim
j→∞
Xj(t) = X(t) (2.29)
uniformément sur chaque intervalle réel borné.
En utilisant le Lemme 2.1, on conclut qu’il existe une matrice orthogo-
nale périodique Qj de période 2πrj , j = 1, 2, ..., qui est de classe C
τ+1 telle
que si on applique la transformation
z(t) = Q−1j (t)x(t)
∀t ∈ R, au système (2.28), on obtient
z′(t) = Cj(t)z(t), (2.30)
(∀t ∈ R) où Cj est une matrice triangulaire supérieure, périodique de
période 2πrj et est de classe C
τ.
De (2.14), il résulte que pout tout t ∈ R,
Cj(t) = (Q−1j )
′(t)Qj(t) +Qj(t)Aj(t)Qj(t)
C∗j (t) = Q
−1
j (t)Q
′
j(t) +Qj(t)A
∗
j (t)Qj(t)
}
(2.31)
Maintenant, on va montrer que Cj et Qj satisfont les mêmes conditions
que celles de Fj dans le Lemme 2.3.
Tout d’abord, puisque Aj(t) = A˜(r1j t, ..., r
N
j t) et Aj est quasi-
périodique, il existe une constante M > 0 telle que
∥∥Aj(t)∥∥ ≤ M,
pour tout t ∈ R. Ainsi par le Lemme 2.1, il découle que ∥∥Cj(t)∥∥ ≤ 3M,
pour tout t ∈ R. Et ceci entraîne, en considérant (2.31), que∥∥∥(Q−1)′(t)∥∥∥ ≤ ∥∥∥Cj(t)Q−1j ∥∥∥+ ∥∥∥Q−1j (t)Aj(t)∥∥∥ ≤ 3M+ M = 4M,
pour tout t ∈ R. Et donc Q−1j est uniformément bornée.
Par un raisonnement similaire, on peut montrer que Q′j est uniformé-
ment bornée.
Comme Qj est orthogonale, et
∀t ∈ R, (Cj(t) + C∗j (t))′ =
(
Q−1j (t)(Aj(t) + A
∗
j (t))Qj(t)
)′
,
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alors C′j + (C
∗
j )
′ est aussi uniformément bornée.
Puisque Cj est triangulaire supérieure et rélle, il suit que
∀t ∈ R,
∥∥∥C′j(t)∥∥∥ ≤ 12 ∥∥∥C′j(t) + (C∗j )′(t)∥∥∥ .
Ainsi on conclut que C′j est aussi uniformément bornée.
Ensuite, puisque A est de classe Cτ, Aj l’est aussi, on se procède par le
même raisonnement que ci-dessus pour démontrer que C(k)j et Q
(h)
j sont
uniformément bornées, où k = 0, 1, ..., τ et h = 0, 1, ..., τ + 1.
Enfin, Cj et Qj satisfont les conditions du Lemme 2.3 ; il en résulte qu’il
existe s 7→ js strictement croissante de N dans N telle que
lim
s→∞ Qjs(t) = Q(t), lims→∞ Cjs(t) = C(t)
uniformément sur chaque intervalle réel borné.
Maintenant, si on applique la transformation z(t) = Q−1(t)x(t)
à (2.26), on obtient
z′(t) = C(t)z(t). (2.32)
En effet, d’après (2.32) on a, pour tout t ∈ R,
(Q−1js )
′(t)Xjs(t) = Cjs(t)Q
−1
js
(t)Xjs(t)−Q−1js (t)Ajs(t)Xjs(t),
où Xjs est la matrice fondamentale de X
′
js(t) = Ajs(t)Xjs(t) telle que
Xjs(0) = I.
Donc
(Q−1js )
′(t)Xjs(t) +Q
−1
js
(t)X′js(t) = Cjs(t)Q
−1
js
(t)Xjs(t),
cela veut dire que
(Q−1js Xjs)
′(t) = Cjs(t)Q
−1
js
(t)Xjs(t).
En intégrant cette dernière équation, on obtient
Q−1js (t)Xjs(t) = Q
−1
js
(0) +
∫ t
0
Cjs(r)Q
−1
js
(r)Xjs(r)dr. (2.33)
On a vu que (Q−1js (t))s, (Cjs(t))s et (Xjs(t))s convergent respectivement
vers Q(t), C(t) et X(t) uniformément sur chaque intervalle réel borné.
Alors en faisant tendre s → ∞ dans (2.33), on obtient
Q−1(t)X(t) = Q−1(0) +
∫ t
0
C(r)Q−1(r)X(r)dr.
Ainsi si Z(t) = Q−1(t)X(t), alors
Z(t) = Q−1(0) +
∫ t
0
C(r)Z(r)dr.
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Ceci prouve que Z est une matrice fondamentale de (2.32) et par suite
z(t) = Q−1(t)x(t) est solution de (2.32).
Finalement, puisque Cj est de classe Cτ, alors d’après le Lemme 2.3, C
est de classe Cpτ0 .
cf. ((2), (3), (4)).
Lemme 2.5 Soit X une matrice fondamentale du système quasi-périodique (2.26) et soit
δ1(t), ..., δn(t) les valeurs propres de X−1(0)X(t). Alors il existe des nombres
β1, ..., βn qui sont indépendants du choix de la matrice fondamentale tels que :
βi = lim
j→∞
1
tj
ln(δi(tj)), i = 1, 2, ..., n, (2.34)
où la suite de nombres réels (tj)j satisfait la relation suivante :
lim
j→∞
(ω1tj, ...,ωNtj) = (0, ..., 0) (mod (2π)N). (2.35)
Démonstration. Par le Lemme 2.4, le système (2.26), sous z(t) =
Q−1(t)x(t), se transforme au système triangulaire (2.32). Si X est une
matrice fondamentale de (2.26), alors Z, définie par Z(t) = Q−1(t)X(t),
est une matrice fondamentale de (2.32) et on a :
X−1(0)X(t) = Z−1(0)Q−1(0)Q(t)Z(t)
= Z−1(0)Q−1(0)Q(t)Z(t)Z−1(0)Z(0).
(2.36)
Ainsi X−1(0)X(t) est semblable à Q−1(0)Q(t)Z(t)Z−1(0), donc elles pos-
sèdent les mêmes valeurs propres.
Maintenant, puisque Z est une matrice fondamentale de (2.32) alors on
a d’une part
Z(t)Z−1(0) = I +
∫ t
0
C(r)dr+
∫ t
0
dt1
∫ t1
0
C(t1)C(t2)dt2 + ...
et d’autre part
Z(t) = Z(0) exp
(∫ t
0
C(r)dr
)
,
où
C(t) =
c11(t) ⋆. . .
0 cnn(t)
 .
D’où
Z(t)Z−1(0) =

e
∫ t
0 c11(r)dr ⋆
. . .
0 e
∫ t
0 cnn(r)dr
 .
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Cette dernière matrice a pour valeurs propres αi(t) = e
∫ t
0 cii(r)dr, i = 1, ..., n.
Puisque t 7→ Q(t) = Q˜(ω1t, ...,ωNt) est quasi-périodique et que tj satis-
fait (2.35), on conclut que
lim
j→∞
Q(tj) = lim
j→∞
Q˜(ω1tj, ...,ωNtj) = Q˜(0).
Ainsi,
Q(tj) = Q(0) + o(Q(0))
et
Q−1(0)Q(tj) = I + o(1).
D’où, de l’égalité (2.36), on déduit que
X−1(0)X(tj) = Z−1(0)(I + o(1))Z(tj)Z−1(0)Z(0).
Par suite, les valeurs propres de X−1(0)X(tj) sont celles de (I +
o(1))Z(tj)Z−1(0) qui peuvent s’écrire sous la forme
δi(tj) = (1+ o(1))e
∫ tj
0 cii(r)dr, i = 1, · · · , n.
Par conséquent, pour tout i = 1, · · · , n,
lim
j→∞
1
tj
ln(δi(tj)) = lim
j→∞
1
tj
∫ tj
0
cii(r)dr = βi. (2.37)
L’existence de ces βi est assurée par le fait que les cii sont quasi-
périodiques et de classe Cpτ0 . Il est clair que ces βi sont indépendants
du choix de la matrice fondamentale.
Lemme 2.6 Soit A ∈ QP0ω(M(n,R)) de classe Cτ telle que ω satisfait (2.19), et soit b ∈
QP0ω(R
n). Alors le système linéaire quasi-périodique suivant :
x′(t) = A(t)x(t) + b(t) (2.38)
est réductible en un système linéaire, triangulaire et quasi-périodique
z′(t) = C(t)z(t) + d(t), (2.39)
où C ∈ QP0ω(M(n,R)) une matrice triangulaire et d ∈ QP0ω(Rn).
Démonstration. On considère la transformation Q provenant du Lemme 2.4
et on effectue la transformation z(t) = Q−1(t)x(t), ce qui donne
z′(t) = (Q−1)′(t)x(t) +Q−1(t)x′(t)
= (Q−1)′(t)Q(t)z(t) +Q−1(t)[A(t)Q(t)z(t) + b(t)]
= [(Q−1)′Q(t) +Q−1(t)A(t)Q(t)]z(t) +Q−1(t)b(t)
= C(t)z(t) + d(t),
où
C(t) = (Q−1)′Q(t) +Q−1(t)A(t)Q(t)
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et
d(t) = Q−1(t)b(t),
pour tout ∈ R.
Notons que par le Lemme 2.4, C est une matrice triangulaire dans
QP0ω(M(n,R)) et est de classe C
τ et Q ∈ QP1ω(GL(n,R)). Par conséquent
d ∈ QP0ω(Rn), car ses coordonnées sont des produits scalaires de deux
fonctions de QP0ω(R
n).
Définition 2.2 Les constantes βi, i = 1, · · · , n, définies par (2.37) sont appelées les exposants
caractéristiques de Floquet du système (2.26) (ou de A). On les note par fl-cer
de (2.26) (ou de A) .
2.5.3 Théorie de Floquet pour les systèmes linéaires quasi-périodiques.
Dans les sections précédentes, on a vu que le système (2.26) se réduit
à un système linéaire, triangulaire et quasi-périodique (2.27). Dans cette
section, on montrera que sous certaines conditions, (2.27) se réduit à un
système linéaire constant. Et donc (2.26) est réductible à un système li-
néaire constant. Pour cela, en plus de la condition diophantienne, pour
éviter le problème des petits diviseurs qui apparaitra, on aura besoin que
la condition suivante soit satisfaite :
∣∣∣∣∣i N∑j=1 k jωj +
N
∑
s=1
msβs
∣∣∣∣∣ ≥ K(ω, β)(1+ ‖k‖)N+1, (2.40)
où k = (k1, · · · , kN) ∈ ZN , m = (m1, · · · ,mn) ∈ Zn tels que∣∣∣∣∣ N∑s=1ms
∣∣∣∣∣ ≤ 1 et N∑s=1 |ms| ≤ 2,
K(ω, β) est une constante strictement positive et β = (β1, · · · , βn) sont les
exposants caractéristiques de Floquet.
Théorème 2.2 Soit A ∈ QP0ω(M(n,R)) de classe Cτ tel que ω satisfait (2.19) et les fl-cer
β1, · · · , βn de A satisfont (2.40) et soit b ∈ QP0ω(Rn). Alors le système
x′(t) = A(t)x(t) + b(t) (2.41)
est réductible, c’est-à-dire, il existe une transformation linéaire quasi-périodique
qui transforme (2.41) à un système linéaire à coefficients constants
y′(t) = Ωy(t) + e(t), (2.42)
où Ω ∈ M(n,R) est constante et e ∈ QP0ω(Rn). De plus, les valeurs propres de
A sont exactement les fl-cer de A.
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Démonstration. Par le Lemme 2.6, il existe une transformation Q ∈
QP1ω(GL(n,R) telle que si z(t) = Q
−1(t)x(t), le système (2.41) se réduit
au système suivant :
y′(t) = C(t)y(t) + d(t), (2.43)
où C est une matrice triangulaire supérieure dans QP0ω(M(n,R)), de
classe Cτ et d ∈ QP0ω(Rn). Il reste à montrer que le système (2.43) se
réduit en un système à coefficients constants.
Tout d’abord, (2.43) s’écrit comme suit :
z′1(t) = c11z1(t)+ c12(t)z2(t) + · · ·+ c1n(t)zn(t) + d1(t)
z′2(t) = c22(t)z2(t) + · · ·+ c2n(t)zn(t) + d2(t)
· · · · · ·
z′n(t) = cnn(t)zn(t) + dn(t)
 . (2.44)
Pour montrer la réductibilité de (2.44), on procède par récurrence
inverse sur k, l’ordre du système (2.44). c’est à dire on raisonne pour
k ∈ {1, ..., n} sur le système :
z′k(t) = ckkzk(t)+ ck,k+1(t)zk+1(t) + · · ·+ ckn(t)zn(t) + dk(t)
z′k+1(t) = ck+1,k+1(t)zk+1(t) + · · ·+ ck+1,n(t)zn(t) + dk+1(t)
· · · · · ·
z′n(t) = cnn(t)zn(t) + dn(t)
 (E)
- On initialise à k = n.
- On fait l’hypothèse de récurrence sur k+ 1 (k < n).
- On vérifie l’assertion pour k.
Première étape : k = n. Ainsi la dernière équation de (2.44) est la sui-
vante :
z′n(t) = cnn(t)zn(t) + dn(t), (2.45)
qui a pour solution zn définie par :
zn(t) = e
∫ t
0 cnn(r)dr
(
zn(0) +
∫ t
0
e
∫ s
0 cnn(r)drdn(s) ds
)
.
Puisque C ∈ QP0ω(M(n,R)) et est de classe Cpτ0 , alors C−M{C} satisfait
les hypothèses du Lemme 2.2 et par conséquent, la fonction t 7→ ∫ t0 (C(r)−M{C})dr appartient à QP0ω(Rn). Donc si on pose
∀t ∈ R, f j(t) = cjj(t)− β j,
alors la fonction définie par
∀t ∈ R, gj(t) =
∫ t
0
f j(r) dr,
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appartient à QP0ω(R), pour tout j = 1, · · · , n. Donc
zn(t) = eβnt+gn(t)
(
zn(0) +
∫ t
0
eβns+gn(s)dn(s) ds
)
.
Nous considérons la transformation suivante
yn(t) = zn(t)e−gn(t),
pour tout t ∈ R. Moyennant (2.45), on obtient
y′n(t) = (cnn(t)zn(t) + dn(t))e−gn(t) − fn(t)e−gn(t)zn(t)
= (cnn(t)− fn(t))e−gn(t)zn(t) + e−gn(t)dn(t)
= βne−gn(t)zn(t) + e−gn(t)dn(t)
= βnyn(t) + en(t),
où en(t) = dn(t)e−gn(t), pour tout t ∈ R.
On voit que en ∈ QP0ω(R) comme produit de deux fonctions dans QP0ω(R).
Deuxième étape. Hypothèse de récurrence en k+ 1.
On suppose qu’il existe une matrice Jk+1 ∈ QP0ω(M(n − k,R)) qui est
régulière triangulaire telle que si
yk+1(t)
yk+2(t)
...
yn(t)
 = Jk+1(t)

zk+1(t)
zk+1(t)
...
zn(t)
 , (2.46)
alors 
y′k+1(t)
y′k+2(t)
...
y′n(t)
 = Ωk+1

yk+1(t)
yk+2(t)
...
yn(t)
+ ek+1(t), (2.47)
où
Ωk+1(t) =

βk+1 ∗
βk+2
. . .
0 βn
 , ek+1(t) =

dk+1(t)
dk+2(t)
...
dn(t)
 .
Ωk+1 ∈ M(n− k,R) est une matrice constante.
Troisième étape. On montrera qu’il existe Ωk ∈ M(n− k+ 1,R) constante
et ek ∈ QP0ω(Rn−k+1) vérifiant (2.46) et (2.47).
Moyennant (E) et (2.46), on obtient
z′k(t) = ckk(t)zk(t) + ck,k+1(t)zk+1(t) + · · ·+ ckn(t)zn(t) + dk(t)
= ckk(t)zk(t) + sk+1(t)yk+1(t) + · · ·+ sn(t)yn(t) + dk(t),
où
(sk+1(t), · · · , sn(t)) = (ck,k+1(t), · · · , ck,n(t))J−1k+1(t),
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pour tout t ∈ R. Ainsi on a
(zk(t)e
−gk(t))′ = (ckk(t)zk(t) + sk+1(t)yk+1(t) + · · ·+ sn(t)yn(t)
+ dk(t))e
−gk(t) − fk(t)e−gk(t)zk(t)
= (ckk(t)− fk(t))e−gk(t)zk(t) + (sk+1(t)yk+1(t)
+ · · ·+ sn(t)yn(t) + dk(t))e−gk(t).
D’où
(zk(t)e
−gk(t))′ = βke−gk(t)zk(t) + (sk+1(t)yk+1(t)
+ · · ·+ sn(t)yn(t) + dk(t))e−gk(t).
(2.48)
Maintenant, soit H(t) = (hk+1(t), · · · , hn(t)) ∈ QP0ω(Rn−k). En consi-
dérant la transformation
yk(t) = zk(t)e
−gk(t) + H(t)~y0(t), ~y0(t) =
 yk+1(t)...
yn(t)
 , (2.49)
et en utilisant (2.47) et (2.48), on obtient
y′k(t) = (zk(t)e
−gk(t))′ + H′(t)~y0(t) + H(t)~y′0(t)
= βke
−gk(t)zk(t) + [sk+1(t)yk+1(t) + · · ·+ sn(t)yn(t) + dk(t)]e−gk(t)
+ H′(t)~y0(t) + H(t)(Ωk+1~y0(t) + ek+1(t))
= βk(yk(t)− H(t)~y0(t)) + e−gk(t)(sk+1(t), · · · , sn(t))~y0(t)
+ e−gk(t)dk(t) + H′(t)~y0(t) + H(t)(Ωk+1~y0(t) + ek+1(t)).
Et par suite,
y′k(t) = βkyk(t) + K(t)~y0(t) + dk(t)e
−gk(t) + H(t)ek+1(t), (2.50)
où
K(t) = H′(t)− βkH(t) + H(t)Ωk+1(t) + D(t)
et
D(t) = (sk+1(t), · · · , sn(t)),
pour tout t ∈ R.
En utilisant l’hypothèse de récurrence (2.46), la transformation (2.49)
s’écrit :
yk(t) = zk(t)e
−gk(t) + H(t)Jk+1(t)

zk+1(t)
zk+2(t)
...
zn(t)

=
(
e−gk(t);H(t)Jk+1(t)
)
zk(t)
zk+1(t)
...
zn(t)
 .
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Ceci, avec (2.46), implique que
yk(t)
yk+1(t)
...
yn(t)
 =
(
e−gk(t) H(t)Jk+1(t)
0 Jk+1(t)
)
zk(t)
zk+1(t)
...
zn(t)
 .
C’est-à-dire
y(t) = Jk(t)z(t)
où
Jk(t) =
(
e−gk(t) H(t)Jk+1(t)
0 Jk+1(t)
)
.
Il est clair que Jk est matrice régulière, triangulaire et quasi-périodique car
Jk+1 l’est aussi. Donc pour conclure, il reste à montrer que
y′(t) = Ωky(t) + ek(t), (2.51)
où Ωk est une matrice constante d’ordre n− k+ 1 et ek ∈ QP0ω(Rn−k+1).
De (2.47) et (2.50), on déduit que
y′k(t)
y′k+1(t)
...
y′n(t)
 =
(
βk K
0 Ωk+1
)
yk(t)
yk+1(t)
...
yn(t)
+
(
H(t)ek+1(t) + e−gk(t)dk(t)
ek+1(t)
)
.
D’où (2.51) est obtenue pour :
Ωk =
(
βk K
0 Ωk+1
)
et ek(t) =
(
H(t)ek+1(t) + e−gk(t)dk(t)
ek+1(t)
)
.
Le vecteur ek ∈ QP0ω(Rn−k+1). En effet, ek+1 ∈ QP0ω(Rn−k), H ∈
QP0ω(R
n−k), dk ∈ QP0ω(R) et e−gk ∈ QP0ω(R) puisque gk ∈ QP0ω(R).
Par conséquent, Hek+1 + e−gkdk ∈ QP0ω(R). Ceci entraîne que ek ∈
QP0ω(R
n−k+1).
Pour que Ωk soit constante, il faut et il suffit que K soit un vecteur
constant σ = (σk+1, · · · , σn). C’est-à-dire il faut et il suffit de prouver qu’il
existe un vecteur H ∈ QP0ω(Rn−k) qui soit solution de l’équation différen-
tielle suivante :
H′(t) = βkH(t)− H(t)Ωk+1 − D(t) + σ. (2.52)
Dans ce qui suit, on prouvera l’existence d’un tel H.
D’après le Lemme 2.4, ckk est de classe Cpτ0 , donc fk = ckk − βk est
aussi de classe Cpτ0 , et d’après le Lemme 2.2, gk et Jk = e−gk sont de classe
C(p−1)τ0 , p = 12n(n+ 1).
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Puisque Jk+1 est une matrice triangulaire, alors le nombre de ses co-
efficients non nuls est inférieur ou égal à 12 (n − k)(n − k − 1), et ces co-
efficients sont obtenus en intégrant les coefficients de C pas plus que
1
2 (n − k)(n − k − 1) fois. Il en résulte par le Lemme 2.2 que Jk+1 est de
classe Cpτ0− 12 (n−k)(n−k−1)τ0 . Avec p− 12 (n− k)(n− k− 1) = 12 (−k2 + (2n−
1)k+ 2n).
Et puisque 2 ≤ k+ 1 ≤ n, il suit que :
1
2
(−k2 + (2n− 1)k+ 2n) ≥ 1
2
(−(n+ 1)2 + 2(2n+ 1) + 2n) ≥ n.
Ainsi, Jk+1 est de classe Cnτ0 . Par suite
D = (sk+1, · · · , sn) = (ck,k+1, · · · , ckn)J−1k+1
est de classe Cnτ0 et donc la valeure moyenne M{D∗} de D∗ existe,
M{D∗} = lim
t→∞
∫ t
0
D∗(r)dr =
 σk+1...
σn
 .
Soit
D0(t) =
 σk+1...
σn
− D∗(t) =
 dk+1(t)...
dn(t)
 .
Il est facile de voir que la valeur moyenne de D0 est nulle. Donc (2.52)
s’écrit comme suit :
(H∗)′(t) = (βk I −Ω∗k+1)H∗(t) + D0(t). (2.53)
On procède par récurrence sur j, la dimension de H, pour monter l’exis-
tence de H.
Première étape : j = k+ 1. Donc (2.53) est la suivante :
h′k+1(t) = (βk − βk+1)hk+1(t) + dk+1(t). (2.54)
Puisque D est de classe Cnτ0 et M{D0} = 0, alors dk+1 est aussi de classe
Cnτ0 , M{dk+1} = 0 et dk+1 ∈ QP0ω(R), donc dk+1 peut être exprimée sous
la forme d’une série de Fourier comme suit
dk+1(t) = ∑
l 6=0
dk+1,le
i〈l,ω〉t.
Et par (2.54), on obtient(
hk+1(t)e
−(βk−βk+1)t
)′
= h′k+1(t)e
−(βk−βk+1)t − (βk − βk+1)hk+1(t)e−(βk−βk+1)t
= ((βk − βk+1)hk+1(t) + dk+1(t)) e−(βk−βk+1)t
−(βk − βk+1)hk+1(t)e−(βk−βk+1)t
= dk+1(t)e
−(βk−βk+1)t
= ∑
k 6=0
dk+1,le
i〈l,ω〉t−(βk−βk+1)t.
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Ainsi,
hk+1(t) =
(
∑
l 6=0
dk+1,lei〈l,ω〉t−(βk−βk+1)t
i〈l,ω〉 − (βk − βk+1)
)
e(βk−βk+1)t
= ∑
l 6=0
dk+1,lei〈l,ω〉t
i〈l,ω〉 − (βk − βk+1) .
En utilisant (2.40), le fait que dk+1 est de classe Cnτ0 et en effectuant un
raisonnement similaire à celui de la preuve du Lemme 2.20, on conclut
que hk+1 ∈ QP0ω(R) et est de classe C(n−1)τ0 .
Deuxième étape : On suppose que pour j = k+ 1, · · · , n− 1, il existe
hk+1, · · · , hj dans QP0ω(R), qui sont de classe C(n−j+1)τ0 dont les valeurs
moyennes sont nulles.
Troisième étape : Par (2.53), on obtient :
h′j+1(t) = (βk − β j+1)hj(t) + d¯j+1(t), (2.55)
où
d¯j+1(t) = −
j
∑
l=k+1
αl,j+1hl(t) + dj+1(t),
pour tout t ∈ R et où αl,j+1 désigne le coefficient à la j+ 1-ième ligne et la
l-ième colonne de Ωn−1.
Puisque D ∈ QP0ω(Rn−k) et est de classe Cnτ0 , alors dl ∈ QP0ω(R) est
aussi de classe Cnτ0 et, d’après l’hypothèse de la récurrence, hl ∈ QP0ω(R)
et est de classe C(n−l+1)τ0 , donc d¯j+1 ∈ QP0ω(R) et est de classe C(n−j+1)τ0 ,
i.e. d¯j+1 est de classe C(n−j+1)τ0 . De plusM{d¯j+1} = 0, puisqueM{hl} = 0
pour l = k+ 1, · · · , j et M{dj+1} = 0. Ainsi en utilisant le même raison-
nement que dans la première étape, on conclut qu’il existe hj+1 ∈ QP0ω(R)
solution de (2.55) telle que hj+1 est de classe C(n−j)τ0 et M{hj+1} = 0.
Ceci prouve l’existence de H ∈ QP0ω(Rn−k) qui vérifie (2.52), ce qui achève
la preuve du théorème.
2.6 un résultat d’existence : cas linéaire
Dans cette section, nous donnons des conditions qui assurent l’exis-
tence d’une unique solution quasi-périodique de l’équation :
y′(t) = A(t)y(t) + b(t), (2.56)
Tout d’abord on rappelle un résultat classique, dû à Bohr et Neugebauer,
pour les systèmes différentiels linéaires à coefficients constants. cf. (6).
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Théorème 2.3 Soit Ω ∈ M(n,R) telle que les parties réelles de ses valeurs propres sont non
nulles. Alors pour tout d ∈ AP0(Rn), il existe un unique zd ∈ AP1(Rn) qui est
solution de l’équation différentielle suivante
z′(t) = Ωz(t) + d(t).
De plus, il existe une constante α ∈ ]0,∞[ telle que
‖zd‖∞ ≤ α.‖d‖∞
pour tout d ∈ AP0(Rn).
Définition 2.3 On appelle ainsi constante de Bohr-Neugebauer la plus petite constante α qui
satisfait la dernière assertion dans le Théorème 2.3 de Bohr-Neugebauer.
Lemme 2.7 Soit A ∈ QP0ω(M(n,R)) de classe Cτ telle que ω satisfait (2.19) et (2.40). On
suppose de plus que la condition suivante est verifiée
Les fl-cer β1, ..., βn de A sont non nuls. (2.57)
Alors pour tout b ∈ QP0ω(Rn) il existe un unique yb ∈ QP1ω(Rn) qui est solution
de (2.56). De plus il existe une constante γ ∈ ]0,∞[ telle que
‖yb‖∞ ≤ γ‖b‖∞
pour tout b ∈ QP0ω(Rn).
Démonstration. Du Théorème 2.2, on déduit qu’il existe S ∈
QP1ω(GL(n,R)) et Ω ∈ M(n,R) telles que en posant d(t) = S−1(t)b(t),
pour tout t ∈ R, et en effectuant la transformation y(t) = S(t)z(t), le
système (2.56) devient équivalent à
z′(t) = Ωz(t) + d(t). (2.58)
Puisque les valeurs propres de Ω sont les FL-CER de A, alors la condi-
tion (2.57) nous permet d’utiliser le thórème de Bohr-Neugebauer pour
affirmer qu’il existe un unique zd ∈ QP1ω(Rn) solution de (2.58). Par
conséquent yb(t) = S(t)zd(t) appartient à QP1ω(R
n) est
y′b(t) = A(t)yb(t) + b(t).
Ainsi l’existence est prouvée.
Si y ∈ QP1ω(Rn) satisfait aussi y′(t) = A(t)y(t) + b(t), pour tout t ∈ R,
en posant z(t) = S(t)−1y(t), on vérifie que z′(t) = Cz(t) + d(t) et l’unicité
provenant du théorème de Bohr-Neugebauer implique que z = zd et donc
y = yb. D’où l’unicité est prouvée.
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Maintenant, soit α la constant de Bohr-Neugebauer de C. Puisque S et
S−1 = [t 7→ S(t)−1] sont quasi-périodiques, alors elles sont bornées sur R,
et par conséquent on obtient :
‖yb‖∞ = ‖Szd‖∞ ≤ ‖S‖∞.‖zd‖∞
≤ ‖S‖∞α‖d‖∞ = ‖S‖∞α‖S−1b‖∞
≤ ‖S‖∞α‖S−1‖∞‖b‖∞,
et donc il suffit de prendre γ = ‖S‖∞α‖S−1‖∞.
Définition 2.4 On appelle constante de Bohr-Neugebauer de A la plus petite constante γ qui
satisfait la dernière assertion du Lemma 2.7.
2.7 Un résultat d’existence : cas non linéaire
Dans cette section, on obtient un résultat original d’existence en utili-
sant le théorème de Z. Lin et le théorème de point fixe de Picard-Banach.
Théorème 2.4 Soit A ∈ QP0ω(M(n,R)) de classe Cτ et f ∈ QPUω(R ×Rn,Rn). On suppose
que (2.19), (2.40) et (2.57) sont satisfaites et que aussi f remplie la condition
suivante :
Il existe c ∈ ]0, (‖A‖γ+ 1+ γ)−1[ tel que
‖ f (t, x)− f (t, y)‖ ≤ c‖x− y‖
pour tout t ∈ R et pour tout x, y ∈ Rn.
 (2.59)
où γ est la constante de Bohr-Neugebauer de A. Alors l’équation
x′(t) = A(t)x(t) + f (t, x(t)) (2.60)
possède une unique solution dans QP1ω(R
n).
Démonstration. On considère l’opérateur linéaire L : QP1ω(R
n) −→
QP0ω(R
n) défini par Lx = [t 7→ x′(t)− A(t)x(t)]. En utilisant le Lemme 2.7,
on conclut que L est inversible, et pour tout b ∈ QP0ω(Rn), L−1(b) = xb est
l’unique solution de x′(t) = A(t)x(t) + b(t) dans QP1ω(Rn).
En utilisant la constante de Bohr-Neugebauer, on sait que ‖xb‖∞ ≤
γ‖b‖∞, et de plus on a ‖x′b‖∞ ≤ ‖A‖∞‖xb‖∞ + ‖b‖∞ ≤ (‖A‖∞γ+ 1)‖b‖∞.
Et donc on obtient ‖L−1(b)‖C1 ≤ (‖A‖∞γ+ 1+ γ)‖b‖∞, ce qui implique
l’inégalité suivante pour la norme de l’opérateur inverse :
‖L−1‖L ≤ ‖A‖∞γ+ 1+ γ. (2.61)
Rappelons par la Remarque 1.2 que si x ∈ QP0ω(Rn) il existe ϕ ∈
C0(TN ,Rn) telle que x(t) = ϕ(tω) pour tout t ∈ R. Puisque f ∈
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QPUω(R × Rn,Rn), en utilisant le Théorème 1.11, on déduit qu’il existe
F ∈ C0(TN ×Rn,Rn) telle que f (t, x) = F(tω, x) pour tout t ∈ R et pour
tout x ∈ Rn. Il est clair que la fonction ψ, définie par ψ(θ) = F(θ, ϕ(θ))
pour tout θ ∈ TN , appartient à C0(TN ,Rn) comme une composition de
fonctions continues. Par conséquent, on a [t 7→ f (t, x(t)) = ψ(tω)] ∈
QP0ω(R
n).
Et ainsi l’opérateur de superposition construit sur f , N f : QP0ω(R
n) −→
QP0ω(R
n), N f (x) = [t 7→ f (t, x(t))], est bien défini.
Par l’hypothèse (2.59), il est facile d’obtenir l’inégalité suivante :
‖N f (x)− N f (y)‖∞ ≤ c‖x− y‖∞ (2.62)
pour tout x, y ∈ QP0ω(Rn).
Par conséquent, en posant c1 = c(‖A‖∞γ+ 1+ γ)−1, on obtient c1 ∈
]0, 1[ et en utilisant (2.61) et (2.62), on obtient l’inégalité suivante :
‖L−1 ◦ N f (x)− L−1 ◦ N f (y)‖∞ ≤ c1‖x− y‖∞
pour tout x, y ∈ QP0ω(Rn).
Et donc l’opérateur L−1 ◦ N f : QP0ω(Rn) −→ QP0ω(Rn) est une contrac-
tion. Alors en utilisant le théorème du point fixe de Picard-Banach, on
conclut qu’il existe un unique x ∈ QP0ω(Rn) tel que L−1 ◦ N f (x) = x.
On note que, pour x ∈ QP0ω(Rn), L−1 ◦ N f (x) = x équivaut à dire
que x est une solution de (2.60) dans QP1ω(R
n), et donc le théorème est
prouvé.
2.8 Un résultat de dépendance continue
Dans cette section on établit l’existence et l’unicité de solutions quasi-
périodiques de l’équation (2.2) et un résultat de dépendance continue par
rapport à la fonction paramètre u.
Tout d’abord on rappelle le théorème de points fixes paramétrés qui
est établi dans (7, p.103).
Théorème 2.5 ( Points Fixes Paramétrés) Soit E un espace métrique complet, Λ un espace to-
pologique et φ : E × Λ −→ E une application qui satisfait les deux propriétés
suivantes :
Pour tout x ∈ E, λ 7→ φ(x,λ) est continue de Λ dans E. (2.63)
et
Il existe k ∈ ]0, 1[ tel que,
pour tout λ ∈ Λ et pour tout x, y ∈ E,
d(φ(x,λ), φ(y,λ)) ≤ k.d(x, y).
 (2.64)
Alors, pour tout λ ∈ Λ, notant par a[λ] l’unique point fixe de l’application
partielle φ(.,λ), l’application λ 7→ a[λ] est continue de Λ dans E.
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Théorème 2.6 Soit A ∈ QP0ω(Mn(R)) et g ∈ QPUω(R × Rn × Rp,Rn). On suppose que
(2.19), (2.40) and (2.57) sont verifiées, et γ est la constante de Bohr-Neugebauer.
On suppose aussi que la condition suivante est satisfaite.
Il existe d ∈ ]0, (‖A‖∞γ+ 1+ γ)−1[
tel que ‖g(t, x, u)− g(t, y, u)‖ ≤ d.‖x− y‖
pour tout t ∈ R, pour tout x, y ∈ Rn et pour tout u ∈ Rp.
 (2.65)
Alors, pour tout u ∈ QP0ω(Rp) il existe une unique solution X[u] ∈ QP1ω(Rn)
de (2.2), et de plus l’application u 7→ X[u] est continue de QP0ω(Rp) dans
QP1ω(R
n).
Démonstration. On considère l’opérateur L défini dans la preuve de Théo-
rème 2.4. En utilisant sur g des arguments similaires à ceux utilisés sur
f dans la preuve du Théorème 2.4, on obtient que l’opérateur de su-
perposition Ng : QP0ω(R
n) × QP0ω(Rp) −→ QP0ω(Rn), Ng(x, u) = [t 7→
g(t, x(t), u(t))], est bien défini. En utilisant (2.65) on vérifie facilement que
la propriété suivante est vraie :
‖Ng(x, u)− Ng(y, u)‖∞ ≤ d.‖x− y‖∞ (2.66)
pour tout x, y ∈ QP0ω(Rn) et pour tout u ∈ QP0ω(Rn).
On définit l’opérateur non linéaire φ : QP0ω(R
n) × QP0ω(Rp) −→
QP0ω(R
n) en posant φ(x, u) = L−1 ◦ Ng(x, u) pour tout (x, u) ∈
QP0ω(R
n)×QP0ω(Rp).
Avec E = QP0ω(R
n) et Λ = QP0ω(R
p), en utilisant (2.61) and (2.66) en
posant k = d.(‖A‖∞γ + 1+ γ) ∈ ]0, 1[, on voit que φ satisfait (2.64). En
utilisant le Théorème 4, on conclut que N1g : AP
0(Rn) × AP0(Rp) −→
AP0(Rn), N1g(x, u) = [t 7→ g(t, x(t), u(t))], est continu, et comme Ng
est une restriction de N1g , alors Ng est aussi continu. Puisque L
−1 est
linéaire continu, φ est continu comme composition d’opérateurs continus,
et par conséquent l’opérateur partiel u 7→ φ(x, u) est continu pour tout
x ∈ QP0ω(Rn), et ainsi φ satisfait (2.63).
Maintenant on peut utiliser le Théorème de points fixes paramétrés,
et on peut affirmer que, pour tout u ∈ QP0ω(Rp) il existe un unique
X[u] = L−1 ◦ Ng(X[u], u), et de plus l’application u 7→ X[u] est continue
de QP0ω(R
p) dans QP0ω(R
n).
Dire que X[u] satisfait l’équation X[u] = L−1 ◦ Ng(X[u], u) est équi-
valent à dire que X[u] ∈ QP1ω(Rn) et X[u] est une solution de (2.2).
On note que X′[u](t) = A(t)X[u](t) + g(t,X[u](t), u(t)). Puisque u 7→
X[u] est continue de QP0ω(R
p) dans QP0ω(R
n) et puisque v 7→ Av = [t 7→
A(t)v(t)] est linéaire continue de QP0ω(R
n) dans QP0ω(R
n), on obtient
que u 7→ AX[u] est continue de QP0ω(Rp) dans QP0ω(Rn). On a déjà vu
que l’opérateur de superposition Ng est continu de QP0ω(R
n)× QP0ω(Rp)
dans QP0ω(R
n), et ainsi l’opérateur u 7→ (X[u], u) est continu de QP0ω(Rp)
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dans QP0ω(R
n) × QP0ω(Rp) car ses deux composantes sont continues, et
donc u 7→ Ng(X[u], u) est continue de QP0ω(Rp) dans QP0ω(Rn) comme
composition d’opérateurs continus . Finalement u 7→ X′[u] = AX[u] +
Ng(X[u], u) est continue de QP0ω(R
p) dans QP0ω(R
n) comme une somme
d’opérateurs continus. Donc u 7→ X[u] est continue de QP0ω(Rp) dans
QP1ω(R
n).
2.9 Un résultat de perturbation différentiable
On fixe ω = (ω1, ...,ωN) une liste de nombres réels Z-linéairement
indépendants. On considère, pour la fonction g dans l’équation (2.3), la
condition suivante :
g ∈ QPUω(R ×Rn ×Rp,Rn) ∩ Cτ−1(R ×Rn ×Rp,Rn),
Dxg ∈ QPUω(R ×Rn ×Rp,Mn(R)) ∩ Cτ(R ×Rn ×Rp,Mn(R))
où τ = 2(N + 1)( n(n+1)2 + 1), et
Dug ∈ QPUω(R ×Rn ×Rp,Mn,p(R)).
 .
(2.67)
Dans cette condition, Dxg est la différentielle partielle de g par rap-
port à la seconde variable vectorielle et Dug est la différentielle partielle
de g par rapport à la troisième variable vectorielle.
Théorème 2.7 Soit g : R × Rn × Rp −→ Rn une fonction qui satisfait (2.67) où ω satisfait
(2.19). Soit u∗ ∈ QPτω(Rp) et soit x∗ ∈ QP1ω(Rn) une solution de (2.3) où
u = u∗.
On pose J(t) = Dxg(t, x∗(t), u∗(t)) pour tout t ∈ R et on note par β1, ..., βn les
fl-cer de J. De plus on suppose que la condition suivante est satisfaite :
pour tout j = 1, ..., n, β j est non nul. (2.68)
Alors il existe r ∈ ]0,∞[ tel que, pour tout u ∈ QP0ω(Rp) qui satisfait
‖u− u∗‖∞ < r, il existe X[u] ∈ QP1ω(Rn) qui est une solution de (2.3).
De plus l’opérateur non linéaire u 7→ X[u] est de classe C1 de
{u ∈ QP0ω(Rp) : ‖u− u∗‖∞ < r} dans QP1ω(Rn), et il existe un voisinage N
de x∗ dans QP1ω(Rn) tel que X[u] est l’unique solution de (2.3) dans QP1ω(Rn)
qui appartient à N .
Avant de commencer la preuve de ce théorème on a besoin d’un lemme
de Calcul Différentiel :
Lemme 2.8 Quand g ∈ QPUω(R × Rn × Rp,Rn) est telle que ses dérivées partielles
par rapport à la seconde et la troisième variables vectorielles existent et satis-
font Dxg ∈ QPUω(R × Rn × Rp,M(n,R)) et Dug ∈ QPUω(R × Rn ×
Rp,Mn,p(R)), alors l’opérateur Γ : QP1ω(R
n) × QP0ω(Rp) −→ QP0ω(Rn),
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Γ(x, u) = [t 7→ x′(t)− g(t, x(t), u(t))], est bien-défini et il est de classe C1.
La formule de sa différentielle partielle par rapport à la première variable est
donnée par :
D1Γ(x∗, u∗).y = [t 7→ y′(t)− Dxg(t, x∗(t), u∗(t)).y(t)]
pour tout y ∈ QP1ω(Rn).
Démonstration. Quand x ∈ QP0ω(Rn) et u ∈ QP0ω(Rp), par la Remarque
1.2, des fonctions ϕ ∈ C0(TN ,Rn) et ψ ∈ C0(TN ,Rp) existent telles
que x(t) = ϕ(tω) et u(t) = ψ(tω) pour tout t ∈ R. En utilisant
le Théorème 1.11, puisque g ∈ QPUω(R × Rn × Rp,Rn), il existe
G ∈ C0(TN × Rn × Rp,Rn) telle que g(t, x, u) = G(tω, x, u) pour tout
(t, x, u) ∈ R ×Rn ×Rp.
On pose χ(θ) = G(θ, ϕ(θ),ψ(θ)), alors χ ∈ C0(TN ,Rn) comme com-
posée de fonctions périodiques continues. Par conséquent on obtient
[t 7→ g(t, x(t), u(t)) = χ(tω)] ∈ QP0ω(Rn). Et ainsi l’opérateur Γ est bien-
défini.
En utilisant le Théorème 1.12, on déduit que l’opérateur de super-
position N1g : AP
0(Rn) × AP0(Rp) −→ AP0(Rn), N1g(x, u) = [t 7→
g(t, x(t), u(t))], est de classe C1. Et par suite l’opérateur de superposi-
tion Ng : QP0ω(R
n)× QP0ω(Rp) −→ QP0ω(Rn), défini par Ng(x, u) = [t 7→
g(t, x(t), u(t))] est de classe C1 comme une restriction de N1g . Et ainsi on
obtient l’assertion suivante :
Ng ∈ C1
(
QP0ω(R
n)×QP0ω(Rp),QP0ω(Rn)
)
. (2.69)
L’opérateur Π1 : QP1ω(R
n) × QP0ω(Rp) −→ QP1ω(Rn), défini par
Π1(x, u) = x, est linéaire continu, donc l’assertion suivante est vraie :
Π1 ∈ C1(QP1ω(Rn)×QP0ω(Rp),QP1ω(Rn)). (2.70)
L’opérateur ddt : QP
1
ω(R
n) −→ QP0ω(Rn), défini par ddtx = x′, est li-
néaire continu, donc on obtient l’assertion suivante :
d
dt
∈ C1(QP1ω(Rn),QP0ω(Rn)). (2.71)
L’opérateur in : QP1ω(R
n)×QP0ω(Rp) −→ QP0ω(Rn)×QP0ω(Rp), défini
par in(x, u) = (x, u), est linéaire continu, et ainsi on obtient l’assertion
suivante.
in ∈ C1(QP1ω(Rn)×QP0ω(Rp),QP0ω(Rn)×QP0ω(Rp)). (2.72)
Il est clair que Γ = ddt ◦ Π1 − Ng ◦ in, ainsi par (2.69)-(2.72), il s’ensuit
que Γ est de classe C1 comme la différence de composés d’opérateurs de
classe C1.
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Maintenant, en utilisant le Théorème 1.12 et la formule de différen-
tiation en chaîne du calcul différentiel dans les espaces de Banach, on
obtient :
D1Γ(x∗, u∗).y = DΓ(x∗, u∗).(y, 0)
= D
(
d
dt
◦Π1
)
(x∗, u∗).(y, 0)− D(Ng ◦ in)(x∗, u∗).(y, 0)
=
d
dt
◦Π1(y, 0)− DNg(x∗, u∗).(y, 0)
= [t 7−→ y˙(t)− Dxg(t, x∗(t), u∗(t)).y(t)].
Théorème 2.8 (Théorème des Fonctions Implicites) Soient E, F et G trois espaces des Banach, U
un ouvert de E×F, et f : U −→ G une application de classe C1. Soit (a, b) ∈ U
tels que f (a, b) = 0 et f ′y(a, b) ∈ L(F,G) est un isomorphisme de F sur G, où
la notation f ′y désigne la dérivée partielle de f par rapport à la deuxième variable.
Alors il existe un voisinage ouvert, V ⊂ U, de (a, b), il exste un voisinage ouvert,
W ⊂ E, de a et il existe une application de classe C1, g : W −→ F qui jouissent
des propriétés suivantes :
g(a) = b,
∀x ∈ W, f (x, g(x)) = 0,
{(x, y) ∈ V : f (x, y) = 0} = {(x, g(x)) : x ∈W}.
c.f. (1, Théorème 4.7.1, p.61).
Démonstration. (du Théorème 2.7.) Puisque g est de classe Cτ−1, en utili-
sant un "bootstrapping" argument, on conclut que x∗ est aussi de class Cτ.
Ainsi la matrice J est de classe Cτ et appartient à QP0ω(M(n,R)) .
L’hypothèse (2.68) assure que (2.57) est verifiée pour A = J. Et donc on
peut utiliser le Lemme 2.7 pour affirmer que pour tout b ∈ QP0ω(Rn), il
existe un unique y ∈ QP1ω(Rn) tel que y′(t) = J(t)y(t) + b(t) pour tout
t ∈ R. Par conséquent, en utilisant le Lemme 2.8, on peut traduire ce
résultat sous la forme suivante :
D1Γ(x∗, u∗) est une bijection de QP1ω(Rn) dans QP0ω(Rn). (2.73)
Puisque x′∗(t) = g(t, x∗(t), u∗(t)) pour tout t ∈ R, alors l’assertion est
satisfaite :
Γ(x∗, u∗) = 0. (2.74)
Puisque Γ est de classe C1, (2.73) et (2.74) permettent d’utili-
ser le Théorème 2.8 des fonctions implicites du calcul différentiel
dans les espaces de Banach. Et donc on peut affirmer qu’il existe
V = {x ∈ QP1ω(Rn) : ‖x− x∗‖C1 < r} tel que r ∈ (0,∞), un voisinage
N de u∗ in QP0ω(Rp), et une application X : V −→ N de classe C1 tels
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que, pour tout (x, u) ∈ V ×N , on a Γ(x, u) = 0 si et seulement si x = X[u].
Notons que Γ(x, u) = 0 est équivalent à dire que x est une solution de
(2.3) dans QP1ω(R
n). Et donc le Théorème 2.7 est prouvé.
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3Réductibilité et résultatsd’existence pour des
équations différentielles
presque-périodiques
3.1 Introduction
Dans ce chapitre on établit un résultat de réductibilité d’un systèmelinéaire p.p. (presque-périodique) en un système linéaire triangulaire
supérieur p.p.. On établit aussi un résultat de réductibilité d’un système
linéaire en un système linéaire triangulaire supérieur avec conservation
de nombre des solutions p.p. linéairement indépendantes.
On prouve un résultat d’existence et d’unicité de solutions p.p. de
systèmes semi-linéaires dont la partie linéaire est p.p..
On établit aussi un résultat de dépendance continue des solutions p.p
d’un système non linéaire par rapport a un terme de contrôle p.p..
Dans un premier temps on considère l’équation différentielle ordinaire
linéaire p.p.
x′(t) = A(t)x(t) (3.1)
où A est une matrice de format n× n réelle et p.p..
Quand toutes les solutions de (3.1) sont p.p., on établit (Théorème 3.4
dans la Section 3) qu’il existe une transformation p.p. entre les solutions
de (3.1) et les solutions de
y′(t) = B(t)y(t) (3.2)
où B est une matrice réelle p.p. de format n× n telle que B(t) est triangu-
laire supérieure pour tout t ∈ R.
Quand k solutions linéairement indépendantes de (3.1) sont p.p., on
peut construire une matrice B(t) continue par rapport à t telle que (3.2)
possède aussi k solutions linéairement indépendantes p.p. (Théorème 3.5
47
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dans la Section 4).
Dans la Section 5 on considère l’équation non linéaire suivante
u′(t) = B(t)u(t) + f (t, u(t)) (3.3)
où B est une matrice p.p. telle que l’équation homogène de (3.3) ne
possède aucune solution p.p. non nulle et f est uniformément p.p. (Théo-
rème 3.6).
Dans le chapitre précédent, on a considéré le cas où u′(t) = B(t)u(t)
ne possède aucune solution p.p. non nulle et où ce système homogène
peut être transformé en un système linéaire de matrice constante dans le
cas quasi-périodique et sous des conditions diophantiennes.
x′(t) = A(t)x(t) + f (t, x(t), u(t)). (3.4)
Dans la Section 6, en utilisant les résultats de la Section 5, on utilise un
théorème de Points Fixes Paramétrés pour obtenir un résultat d’existence
et un résultat de dépendance continue de solutions presque-périodiques
de l’équation différentielle suivante :
x′(t) = A(t)x(t) + f (t, x(t), u(t)), (3.5)
où u est un terme de contrôle, (Théorème 3.7).
3.2 Notations et rappels
Le produit scalaire usuel de Rn est noté par (.|.) et ‖.‖ est la norme as-
sociée. Et S(N,N) désigne l’espace des fonctions strictement croissantes
de N dans N.
En utilisant le résultat de Bochner (Proposition 1.3), on peut définir
une fonction p.p. u : R → E comme une fonction de BC0(R, E) et pour
tout (rm)m ∈ RN il existe σ ∈ S(N,N) telle que la suite de fonctions
translatées ( f (.+ rσ(m)))m est uniformément convergente sur R.
On note par M(n,R) l’espace des matrices réelles d’ordre n. La ma-
trice transposée de M ∈ M(n,R) est notée par M∗.
Le résultat suivant est un corollaire d’un théorème dû à Bochner,
prouvé dans (7, Théorème 1.17, p.12).
Théorème 3.1 Soit f ∈ AP0(Rn) et (rm)m ∈ RN. Alors il existe σ ∈ S(N,N) telle que
limm→∞ f (t+ rσ(m)) = g(t) uniformément sur R et limm→∞ g(t− rσ(m)) = f (t)
uniformément sur R.
(voir (5) aussi).
Théorème 3.2 (7, Théorème 5.7, p. 85).
Soit A ∈ AP0(M(n,R)) et x ∈ AP1(R) la solution de
x′(t) = A(t)x(t).
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Alors on a inft∈R ‖x(t)‖ > 0 ou x = 0 .
Théorème 3.3 (6, Théorème p. 30).
Soit A ∈ AP0(M(n,R)). Si toutes les solutions de x′(t) = A(t)x(t) sont
presque-périodiques alors
t 7→
∫ t
0
n
∑
j=1
Ann(s)ds
est bornée, où A(t) = (Ajj(t))1≤j≤n pour tout t ∈ R.
3.3 Un premier résultat de réductibilité.
Dans cette section on établit que (3.1) est réductible en un système
triangulaire supérieur (3.2) sous les hypothèses suivantes :
(A1) A ∈ AP0(M(n,R),M)
(A2) Toutes les solutions de (3.1) sont dans AP1(M(n,R),M),
où M est un sous-Z-module fixé de R.
Lemme 3.1 Soit u ∈ AP1(Rn;M) telle que inft∈R ‖u(t)‖ > 0. Alors t 7→ 1‖u(t)‖ ∈
AP1(R;M).
Démonstration. On sait que ‖.‖ est de classe C1 sur Rn \ {0}. On pose
N(z) = ‖z‖ et N1(z) = 1‖z‖ ,
alors on a pour tous z, h ∈ Rn,
DN(z).h =
1
‖z‖ (z|h) et DN1(z).h =
−1
‖z‖3 (z|h).
En utilisant la formule de différentiation en chaîne on obtient
d
dt
(
1
‖u(t)‖
)
=
−1
‖u(t)‖3 (u(t)|u
′(t)).
Puisque u, u′ ∈ AP0(Rn;M) et inft∈R
(
1
‖u(t)‖3
)
> 0, alors en utilisant (7,
Théorème 1.9, p. 5) on obtient
d
dt
(
1
‖u‖
)
∈ AP0(R;M).
Et donc
1
‖u‖ ∈ AP
1(R;M).
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Lemme 3.2 Sous (A1) et (A2), soient x1, · · · , xn ∈ AP1(Rn,M) des solutions linéairement
indépendantes de (3.1). Alors il existe w1, · · · ,wn ∈ AP1(Rn,M) qui satisfont
les conditions suivantes.
(i) ∀j, k ∈ {1, · · · , n} t.q. j 6= k, ∀t ∈ R, (wj(t)|wk(t)) = 0.
.
(ii) ∀k = 1, · · · , n, ∀t ∈ R, Vect{wj(t) : 1 ≤ j ≤ k} = Vect{xj(t) : 1 ≤
j ≤ k}.
(iii) ∀k ∈ {1, · · · , n}, ∀t ∈ R, wk(t) = xk(t) − ∑k−1j=1 λj,k(t)xj(t) où
λj,k ∈ AP1(R;M).
(iv) ∀k = 1, · · · , n, ∀t ∈ R, xk(t) = wk(t) − ∑k−1j=1 µj,k(t)wj(t) où
µj,k ∈ AP1(R;M).
(v) ∀k = 1, · · · , n, inft∈R ‖wk(t)‖ > 0.
Démonstration. On procède par récurrence sur k ∈ {1, · · · , n}.
Première étape : k = 1. On pose w1 = x1. Puisque x1, · · · , xn sont li-
néairement indépendantes, on a x1(t) 6= 0, et puisque x1 est une solution
de (3.1), on a x1(t) 6= 0 pour tout t ∈ R. Condition (i) n’a pas de sens
pour une seule fonction. Les conditions (ii), (iii) et (iv) sont évidentes et
(v) est une conséquence du Théorème 3.2.
Seconde étape : Hypothèse de recurrence sur k ∈ {1, · · · , n− 1}.
On suppose qu’il existe w1, · · · ,wk ∈ AP1(Rn;M) qui satisfont les asser-
tions suivantes.
(i)k ∀i 6= j ∈ {1, · · · , k}, ∀t ∈ R, (wi(t)|wj(t)) = 0.
(ii)k ∀j ∈ {1, · · · , k}, ∀t ∈ R,
Vect{wi(t) : 1 ≤ i ≤ j} = Vect{xi(t) : 1 ≤ i ≤ j}.
(iii)k ∀j = 1, · · · , k, ∀t ∈ R,
wj(t) = xj(t)−∑j−1i=1 λi,j(t)xi(t) où λi,j ∈ AP1(R;M).
(iv)k ∀j = 1, · · · , k, ∀t ∈ R,
xj(t) = wj(t)−∑j−1i=1 µi,j(t)wi(t) où µi,j ∈ AP1(R;M).
(v)k ∀j = 1, · · · , k, inft∈R ‖wj(t)‖ > 0.
Troisième étape : On prouve l’existence de wk+1 ∈ AP1(Rn;M) tel que
w1, · · · ,wk+1 satisfont (i)k+1, (ii)k+1, (iii)k+1, (iv)k+1, (v)k+1.
On considère Pk,t la projection orthogonale sur Vect{xi(t) : 1 ≤ i ≤ k} =
Vect{wi(t) : 1 ≤ i ≤ k} (après (ii)k). En utilisant (i)k, il est connu (9, p.
136-138) que
Pk,t(xk+1(t)) =
k
∑
j=1
(xk+1(t)|wj(t))
‖wj(t)‖2
wj(t). (3.6)
On définit
wk+1(t) = xk+1(t)− Pk,t(xk+1(t)). (3.7)
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En utilisant la caractérisation de la projection orthogonale (9, p. 136-
138) et (i)k) on obtient (i)k+1.
En utilisant (v)k on peut assurer que t 7→ ‖wj(t)‖−2 ∈ AP1(R;M).
Puisque (.|.) est bilinéaire continue et xk+1, wj ∈ AP1(Rn;M), par le Co-
rollaire 1.1, on conclut que t 7→ (xk+1(t)|wj(t)) ∈ AP1(R;M). Du fait que
AP1(R;M) est un algèbre et (r, ξ) 7→ rξ est bilinéaire continue de R ×Rn
dans Rn, on déduit en utilisant (3.6) que :
wk+1 ∈ AP1(Rn;M). (3.8)
Par (3.6) et les arguments précédents on conclut que (iv)k+1 est vraie.
On note par l’indice supérieur q, la q-ième coordonnée d’un vecteur
de Rn, la relation dans (iv)k+1 est équivalente au système suivant, pour
q = 1, · · · , n et j = 1, · · · , k+ 1
xqj (t) = w
q
j (t)−
j−1
∑
i=1
µi,j(t)w
q
i (t). (3.9)
Posons T(t) = (τi,j(t))1≤i,j≤k+1 avec τi,j(t) = 0 si j > i, τi,i(t) = 1 et
τi,j(t) = −µi,j(t) si j < i, (3.9) est équivalente au système suivant, pour
q = 1, · · · , n,  x
q
1(t)
...
xqk+1(t)
 = T(t)
 w
q
1(t)
...
wqk+1(t)
 . (3.10)
On sait que det T(t) = ∏
k+q
i=1 τii(t) = 1 car T(t) est triangu-
laire supérieure, et donc T(t) est inversible, et l’inverse de T(t) est
T(t)−1 = co f T(t)∗ la matrice des cofacteurs de T(t).
Si T(t)−1 = (σi,j(t))1≤i,j≤k+1, alors on a
σi,j = (−1)i+jco fi,jT(t) = (−1)i+j det T(t)î, ĵ,
où T(t)î, ĵ est la matrice d’ordre k obtenue en supprimant la i-ième ligne et
la j-ième colonne, (1, Définition 4.15, p. 117).
Puisque τi,j ∈ AP1(R;M) et le déterminant est multilinéaire continu,
alors par le Corollaire 1.1 il suit que σi,j ∈ AP1(R;M) pour tout i, j.
Par le fait que T(t) est triangulaire supérieure, il suit que T(t)−1 est
aussi triangulaire supérieure, et par (3.10) on obtient, pour tout q = 1, ..., n, w
q
1(t)
...
wqk+1(t)
 = T(t)−1
 x
q
1(t)
...
xqk+1(t)
 , (3.11)
ce qui implique (iii)k+1.
En utilisant (iii)k+1 et (iv)k+1 on obtient (ii)k+1.
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Enfin il reste à prouver que (v)k+1 est satisfaite. Pour cela, par (v)k, il
suffit de prouver que inft∈R ‖wk+1(t)‖ > 0. On procède par l’absurde, on
suppose que inft∈R ‖wk+1(t)‖ = 0. Par conséquent, il existe (rm)m ∈ RN
tel que limm→∞ wk+1(rm) = 0. Par le Théorème 3.1, il existe σ ∈ S(N,N)
telle que , pour tout j = 1, · · · , k+ 1, et i = 1, · · · , j, on a
limm→∞ xj(t+ rσ(m)) = yj(t), limm→∞ yj(t− rσ(m)) = xj(t),
limm→∞ x′j(t+ rσ(m)) = y
′
j(t), limm→∞ y
′
j(t− rσ(m)) = x′j(t),
limm→∞ A(t+ rσ(m)) = L(t), limm→∞ L(t− rσ(m)) = A(t),
limm→∞ λi,j(t+ rσ(m)) = µi,j(t), limm→∞ µi,j(t− rσ(m)) = λi,j(t),
où toutes ces convergences sont uniformes sur R.
Donc on a, pour tout j = 1, ..., k+ 1,
y′j(t) = L(t)yj(t). (3.12)
On note que
0 = lim
m→∞ wk+1(rσ(m))
= lim
m→∞[xk+1(rσ(m))−
k
∑
j=1
λj,k(rσ(m))xj(rσ(m))]
= yk+1(0)−
k
∑
j=1
µj,k(0)yj(0);
et par suite,
yk+1(0) =
k
∑
j=1
µj,k(0)yj(0).
puisque les yj sont des solutions de (3.12) on a, pour tout t ∈ R,
yk+1(t) =
k
∑
j=1
µj,k(0)yj(t).
Par conséquent,
xk+1(t) = limm→∞ yk+1(t− rσ(m)) =
k
∑
j=1
µj,k(0) limm→∞ yj(t− rσ(m)) =
k
∑
j=1
µj,k(0)xj(t)
pour tout t ∈ R, ce qui est impossible puisque x1, ..., xk+1 sont linéairement
indépendantes. Ainsi la preuve est achevée.
Lemme 3.3 Sous (A1), (A2), soit t 7→ X(t) une matrice fondamentale de (3.1).
Alors il existe R ∈ AP1(M(n,R);M) et Q ∈ AP1(M(n,R);M) telles que
Q(t) est orthogonale, R(t) est triangulaire supérieure et Q(t) = X(t)R(t) pour
tout t ∈ R.
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Démonstration. Soit x1(t), ..., xn(t) les colonnes de X(t). On note que
x1, ..., xn satisfont les hypothèses du Lemme 3.2. Soit w1, ...,wn provenant
du Lemme 3.2. On a vk(t) = ‖wk(t)‖−1wk(t) pour tout k ∈ {1, ..., n} et
pour t ∈ R. En utilisant (v) du Lemme 3.2 et le Corollaire 1.1, on obtient
que ‖wk(.)‖−1 ∈ AP1(R;M), et vk ∈ AP1(Rn;M).
Puisque w1(t), ...,wn(t) sont orthogonales, on obtient
∀j = 1, ..., n, ∀t ∈ R, (vj(t)|vk(t)) = δkj (symbole de Kronecker). (3.13)
Maintenant on définit Q(t) comme la matrice dont les colonnes sont
v1(t), ..., vn(t). De (3.13) on déduit que Q(t)∗Q(t) = I, i.e. Q(t) est ortho-
gonale. Et comme vk ∈ AP1(R;M), alors Q ∈ AP1(M(n,R);M).
Par (iii) du Lemme 3.2, on déduit que, pour tout k = 1, ..., n et pour
tout t ∈ R, on a vk(t) = ‖wk(t)‖−1xk(t)− ∑nj=1 ‖wk(t)‖−1λj,k(t)xj(t) avec
λj,k(t) = 0 si j > k.
L’indice supérieur i désigne la i-ème coordonnée de ce vecteur, on ob-
tient, pour tout k = 1, ..., n et pour tout i = 1, ...n ,
vik(t) = ‖wk(t)‖−1xik(t)−
n
∑
j=1
‖wk(t)‖−1λj,k(t)xij(t)
= (xi1(t) · · · xik(t) · · · xin(t))

‖wk(t)‖−1λ1,k(t)
· · ·
‖wk(t)‖−1λk−1,k(t)
‖wk(t)‖−1
0
· · ·
0

(3.14)
et donc, on posant
rj,k(t) =

‖wk(t)‖−1λj,k(t) when j ≤ k− 1
‖wk(t)‖−1 when j = k
0 when j > k
on conclut que la matrice R(t) = (rj,k(t))1≤j,k≤n est triangulaire supérieure,
et ainsi (3.14) s’écrit comme suit :
Q(t) = X(t)R(t).
Par le Lemme 3.2 et le Lemme 3.1, il suit que rj,k ∈ AP1(R;M) pour tous
j, k = 1, · · · , n. Ainsi R ∈ AP1(M(n,R);M).
Lemme 3.4 Sous (A1) et (A2), soit t 7→ X(t) une matrice fondamentale de (3.1). Soit Q et
R provenant du Lemme 3.2. On pose
B(t) = −Q−1(t)Q′(t) +Q−1(t)A(t)Q(t)
pour tout t ∈ R. Alors B ∈ AP0(M(n,R);M) et B(t) est triangulaire supé-
rieure pour tout t ∈ R.
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Démonstration. Pour tout t ∈ R, on a
Q′(t) = X′(t)R(t) + X(t)R′(t)
= A(t)X(t)R(t) + X(t)R′(t)
= A(t)Q(t) + X(t)R′(t).
Donc
−Q−1(t)Q′(t) = −Q−1(t)A(t)Q(t)−Q−1(t)X(t)R′(t)
= −Q−1(t)A(t)Q(t)− R−1(t)R′(t).
Ainsi
B(t) = −R−1(t)R′(t). (3.15)
Comme R(t) est triangulaire supérieure, R−1(t) et R′(t) sont aussi
triangulaires supérieures, et puisque le produit de matrices triangulaires
supérieures est triangulaire supérieure, on obtient par (3.15) que B(t) est
triangulaire supérieure.
Puisque Q(t) est orthogonale, on a B(t) = −Q∗(t)Q′(t) +
Q∗(t)A(t)Q(t), et du fait que Q, Q∗, A ∈ AP0(M(n,R);M), il découle
que B ∈ AP0(M(n,R);M).
Théorème 3.4 Sous (A1) et (A2) il existe Q ∈ AP1(M(n,R);M) et B = (bjk)1≤j,k≤n ∈
AP0(M(n,R);M) qui satisfont les conditions suivantes :
(i) Q(t) est orthogonale pour tout t ∈ R.
(ii) B(t) est triangulaire supérieure pour tout t ∈ R.
(iii) Si x est une solution de (3.1) alors y, définie par y(t) = Q−1(t)x(t),
est une solution de (3.2) et inversement si y est une solution de (3.2) alors
x, définie par x(t) = Q(t)y(t), est une solution de (3.1).
(iv) Pour tout k = 1, ..., n, t 7→ ∫ t0 bkk(s) ds ∈ AP1(Rn;M).
Démonstration. Soit X une matrice fondamentale de (3.1), soit Q et R les
matrices provenant du Lemme 3.3, et soit B provenant du Lemme 3.4. Par
le Lemme 3.3, on obtient (i) et par le Lemme 3.4 on obtient (ii).
Pour prouver (iii), si x′(t) = A(t)x(t) et y(t) = Q−1(t)x(t), alors on a
y′(t) = (Q−1)′(t)x(t) +Q−1(t)x′(t)
= −Q−1(t)Q′(t)Q−1(t)x(t) +Q−1(t)A(t)x(t)
= −Q−1(t)X′(t)R(t)Q−1(t)x(t)−Q−1(t)X(t)R′(t)Q−1(t)x(t) +Q−1(t)A(t)x(t)
= −Q−1(t)A(t)X(t)R(t)Q−1(t)x(t)− R−1(t)R′(t)y(t) +Q−1(t)A(t)x(t)
= Q−1(t)A(t)x(t) +Q−1(t)A(t)x(t)− R−1(t)R′(t)y(t)
= B(t)y(t) par (3.15).
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Inversement, si y′(t) = B(t)y(t) et x(t) = Q(t)y(t), alors on a
x′(t) = Q′(t)y(t) +Q(t)y′(t)
= Q′(t)Q−1(t)x(t) +Q(t)B(t)y(t)
= Q′(t)Q−1(t)x(t) +Q(t)[−Q−1(t)Q′(t) +Q−1(t)A(t)Q(t)]Q−1(t)x(t)
= Q′(t)Q−1(t)x(t)−Q′(t)Q−1(t)x(t) + A(t)x(t)
= A(t)x(t).
Ainsi (iii) est prouvée.
Enfin, pour prouver (iv) on note que (3.2) est équivalente à
y′k(t) =
n
∑
j=k
bkj(t)yj(t), 1 ≤ k ≤ n.
Dans la suite on procède par récurrence décroissante.
Première étape : k = n. Puisque toutes les solutions de l’équation sca-
laire y′n(t) = bnn(t)yn(t) sont p.p., alors par le Théorème 3.3, on obtient
nécessairement que la fonction t 7→ ∫ t0 bnn(s) ds est bornée et par consé-
quent elle est p.p.
Seconde étape : L’hypothèse de récurrence, pour k ∈ {2, ..., n},
t 7→ ∫ t0 bjj(s) ds est p.p. pour tout j ∈ {k, ..., n}.
Troisième étape : le cas k− 1.
On considère le sous-système suivant
y′j(t) =
n
∑
i=j
bji(t)yi(t), i = k− 1, ..., n. (3.16)
Puisque bji sont p.p., et que toutes les solutions de (3.16) sont p.p.,
en utilisant le Théorème 3.3, il résulte que t 7→ ∫ t0 ∑ni=k−1 bii(s) ds est
p.p., et par l’hypothèse de récurrence on déduit que t 7→ ∫ t0 ∑ni=k bii(s) ds
est p.p. comme une somme des fonctions p.p.. En conséquence, t 7→∫ t
0 bk−1,k−1(s) ds est p.p. comme une différence de deux fonctions p.p..
Remarque 3.1 Dans le théorème précédent, Y(t) = Q−1(t)X(t) est une matrice fondamentale
de (3.2). Ainsi, Q(t) = X(t)R(t) implique que Y(t) = R−1(t) qui est triangu-
laire supérieure puisque l’inverse d’une matrice régulière triangulaire supérieure
est aussi triangulaire supérieure.
Remarque 3.2 Une telle construction de B(t) à partir de A(t) est faite dans le cas continu
dans (4, Théorème 1.4, p. 4), dans le cas périodique dans (4) (dans la preuve du
Théorème 1.7, p. 12-13) et dans le cas quasi-périodique dans (4) (dans la preuve
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du Lemme 4.3, p.134-135) sous la condition diophantienne. Théorème 3.4 contient
le cas quasi-périodique puisque on peut choisir M comme un sous-Z-module de
R ayant une base finie, et on n’a pas besoin de condition diophantienne.
Remarque 3.3 Dans la théorie de Floquet-Lin pour les systèmes quasi-périodiques developpée par
Z. Lin (2), (3), (4), les exposants caractéristiques de Floquet (fl-cer) of (3.1),
notés par β1, ..., βn, satisfont βk = M{bkk} (4, p. 137). Une conséquence de (iv)
dans le Théorème 3.4 est le fait que βk = 0 pour tout k = 1, ..., n. Si il existe une
matrice réelle d’ordre n, constante et triangulaire supérieure Ω provenant de la
théorie de Lin (4, Theorem 4.1, p. 139) alors (3.1) est réductible en z′(t) = Ω z(t)
et les valeurs propres de Ω sont β1, ..., βn. Et donc, sous (A1 − A2), on peut
aisément vérifier que Ω = 0 puisque toutes les solutions de z′(t) = Ωz(t) sont
p.p..
3.4 Un second résultat de réductibilité
Pour (3.1) on considère la condition suivante :
(A3)

L’équation (3.1) possède k solutions presque-périodiques
linéairement indépendantes dans AP1(Rn;M)
où M est un sous-Z-module de R et k ∈ {1, ..., n}.
Théorème 3.5 Sous (A1) et (A3), il existe Q ∈ C1(R,M(n,R)), B ∈ C0(R,M(n,R)) telles
que les conditions suivantes sont satisfaites :
(i) Q(t) est orthogonale pour tout t ∈ R.
(ii) B(t) est triangulaire supérieure pour tout t ∈ R.
(iii) Si x est une solution de (3.1) alors y, définie par y(t) = Q−1(t)x(t),
est une solution de (3.2) et inversement si y est une solution de (3.2) alors
x, définie par x(t) = Q(t)y(t), est une solution de (3.1).
(iv) Si Q(t) = col(v1(t), · · · , vn(t)) alors v1, · · · , vk ∈ AP1(R,Rn;M).
(v) L’équation (3.2) possède k solutions p.p. linéairement indépendantes.
Démonstration. On note par x1, · · · , xk ∈ AP1(Rn;M) k solutions de (3.1)
qui sont linéairement indépendantes. On choisit xk+1, · · · , xn ∈ C1(R,Rn)
solutions de (3.1) telles que x1, · · · , xn sont linéairement indépendantes.
On pose X(t) = col(x1(t), · · · , xn(t)), c’est une matrice fondamentale
de (3.1).
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On pose w1(t) = x1(t) et, pour tout k ∈ {2, · · · , n},
wk(t) = xk(t)−
k−1
∑
j=1
(xk(t)|wj(t))
‖wj(t)‖2
wj(t).
On pose vk(t) = 1‖wk(t)‖wk(t) pour tout k ∈ {1, · · · , n}.
On a x1, · · · , xn ∈ C1(R,Rn) ; il en découle que v1, · · · , vn ∈ C1(R,Rn).
On définit Q(t) = col(v1(t), · · · , vn(t)). On vérifie que Q(t) = X(t)R(t) où
R ∈ C1(R,M(n,R)) et R(t) est triangulaire supérieure pour tout t ∈ R.
Alors on pose
B(t) = −Q−1(t)Q′(t) +Q−1(t)A(t)Q(t),
B(t) est triangulaire supérieure pour tout t ∈ R et B ∈ C0(R,M(n,R)).
Cette construction est prouvée dans (4, Théorème 1.4, p.4), et les assertions
(i), (ii), (iii) résultent de ce théorème.
Pour tout j ∈ {1, · · · , k} on pose yj(t) = Q−1(t)xj(t) = Q∗(t)xj(t)
pour tout t ∈ R. Alors y1, · · · , yk sont des solutions de (3.2).
D’après la définition de vj pour j ∈ {1, · · · , k}, et en raison-
nant comme dans la preuve du Lemme 3.2, on vérifie aisément que
v1, · · · , vk ∈ AP1(Rn;M), ce qui prouve (iv).
Pour tout p ∈ {2, · · · , n} et pour tout t ∈ R, on sait que vp(t) est
orthogonale à {xq(t) : 1 ≤ q ≤ p− 1}, ainsi on obtient
∀p ∈ {2, · · · , n}, ∀q ∈ {1, · · · , p− 1}, ∀t ∈ R, (vp(t)|xq(t)) = 0. (3.17)
Lorsque j ∈ {1, · · · , k}, puisque yj(t) = Q∗(t)xj(t), on a pour tout
i ∈ {1, · · · , n},
yij(t) = (vi(t)|xj(t)),
et ainsi, en utilisant (3.17), on obtient
yij(t) = 0 si i > j
et donc
yij(t) = 0 si i > k.
Si i ≤ k on a yij ∈ AP1(R;M) car vi, xj ∈ AP1(Rn;M). Et donc toutes
les coordonnées de yj appartiennent à AP1(R;M) ce qui implique que
yj ∈ AP1(Rn;M). Par suite y1, · · · , yk sont des solutions de (3.2) qui ap-
partiennent à AP1(Rn;M). De plus elles sont linéairement indépendantes.
En effet,
k
∑
j=1
ξ jyj = 0
implique que
0 =
k
∑
j=1
ξ jQ
−1xj = Q−1
( k
∑
j=1
ξ jxj
)
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ce qui implique que
k
∑
j=1
ξ jxj = 0
puisque x1, · · · , xk sont linéairement indépendantes, on obtient
ξ1 = · · · = ξk = 0.
Ainsi (v) est prouvée.
3.5 Un résultat d’existence : cas linéaire.
Dans cette section on étudit l’existence des solutions p.p. de (3.3). Tout
d’abord on établit un résultat sur les systèmes linéaires.
Lemme 3.5 Soit a ∈ AP0(R;M) telle que M{a} 6= 0. Alors on a les deux assertions sui-
vantes :
(i) L’équation scalaire x′(t) = a(t)x(t) ne possède aucune solution presque-
périodique.
(ii) Pour toute b ∈ AP0(R;M) il existe un unique x ∈ AP0(R;M) qui
est solution de x′(t) = a(t)x(t) + b(t). De plus il existe une constante
α ∈ ]0,∞[ telle que,
Pour tout b ∈ AP0(R;M), ‖xb‖∞ ≤ α‖b‖∞. (3.18)
Démonstration. On considère les deux systèmes suivants :
(H) x′(t) = a(t)x(t)
(NH) x′(t) = a(t)x(t) + b(t).
On distingue deux cas : M{a} > 0 et M{a} < 0.
Premier cas : M{a} > 0.
(i) Par l’existence de la valeur moyenne on obtient : ∀ǫ ∈ ]0,M{a}[, ∃tǫ >
0, ∀t ≥ tǫ,
M{a} − ǫ ≤ 1
t
∫ t
0
a(r)dr ≤M{a}+ ǫ.
Ceci implique que, ∀t ≥ tǫ,∫ t
0
a(r)dr ≥ t(M{a} − ǫ).
Donc
exp
(∫ t
0
a(r)dr
)
≥ exp (t(M{a} − ǫ)) → ∞ quand t → ∞,
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et ainsi on obtient que
lim
t→∞
∫ t
0
a(r)dr = ∞. (3.19)
En conséquence de (3.19), toutes les solutions de (H), qui sont sous la
forme x(t) = exp
(∫ t
0 a(r)dr
)
x(0) sont non bornées et par suite elles sont
non p.p..
Comme la différence de deux solutions p.p. de (NH) est nécessaire-
ment une solution p.p. de (H), alors (NH) ne possède pas plus d’une
solution p.p..
(ii) Maintenant on prouve l’assertion suivante :∫ ∞
0
exp
(
−
∫ s
0
a(r)dr
)
ds existe dans R+. (3.20)
Du fait que lims→∞ 1s
∫ s
0 a(r)dr = M{a} > 0, il suit que :∀ǫ ∈ ]0,M{a}[, ∃sǫ > 0, ∀s ≥ sǫ,
M{a} − ǫ ≤ 1
s
∫ s
0
a(r)dr ≤M{a}+ ǫ.
D’où ∀s ≥ sǫ,
s (M{a} − ǫ) ≤
∫ s
0
a(r)dr.
Ce qui entraîne que, ∀s ≥ sǫ,
−
∫ s
0
a(r)dr ≤ −s (M{a} − ǫ) ,
∀s ≥ sǫ,
exp
(
−
∫ s
0
a(r)dr
)
≤ exp (−s (M{a} − ǫ)) .
Donc ∫ ∞
sǫ
exp
(
−
∫ s
0
a(r)dr
)
ds ≤
∫ ∞
sǫ
exp (−s (M{a} − ǫ)) ds
=
1
M{a} − ǫ exp (−sǫ (M{a} − ǫ))
= ξǫ.
Puisque s 7→ exp (− ∫ s0 a(r)dr) est continue sur l’intervalle compact [0, sǫ],
on a ∫ sǫ
0
exp
(
−
∫ sǫ
0
a(r)dr
)
ds < ∞,
et ainsi ∫ ∞
0
exp
(
−
∫ s
0
a(r)dr
)
ds =
∫ sǫ
0
exp
(
−
∫ s
0
a(r)dr
)
ds
+
∫ ∞
sǫ
exp
(
−
∫ s
0
a(r)dr
)
ds
≤
∫ sǫ
0
exp
(
−
∫ s
0
a(r)dr
)
ds+ ξǫ
< ∞.
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Et donc (3.20) est prouvée.
On sait que s 7→ exp (− ∫ s0 a(r)dr) b(s) est continue sur R+, donc
elle est Borel-mesurable, et en utilisant l’intégrale supérieure de Lebesgue
pour les fonctions positives sur R+, le théorème de la moyenne et (3.20),
on déduit que∫
R+
| exp
(
−
∫ s
0
a(r)dr
)
b(s)|ds ≤ ‖b‖∞
∫
R+
exp
(
−
∫ s
0
a(r)dr
)
ds < ∞.
Il en résulte que s 7→ | exp (− ∫ s0 a(r)dr) b(s)| est Lebesgue-intégrable sur
R+,
donc s 7→ exp (− ∫ s0 a(r)dr) b(s) est Lebesgue-intégrable sur R+, et on a :∫ ∞
0
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds existe dans R. (3.21)
Maintenant on pose, pour tout t ∈ R,
xˆ(t) = exp
(∫ t
0
a(r)dr
)
[−
∫ ∞
0
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds
+
∫ t
0
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds].
(3.22)
En utilisant la fomule dite de variation des constantes, on obtient
xˆ est une solution sur R de (NH). (3.23)
Dans l’étape suivante, on va prouver que xˆ est bornée sur R+.
En utilisant la relation de Chasles on déduit de (3.22) l’égalité suivante
∀t ≥ 0, xˆ(t) = exp
(∫ t
0
a(r)dr
) [
−
∫ ∞
t
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds
]
= −
∫ ∞
t
exp
(∫ t
0
a(r)dr−
∫ s
0
a(r)dr
)
b(s)ds.
Et ainsi
∀t ≥ 0, xˆ(t) = −
∫ ∞
t
exp
(
−
∫ s
t
a(r)dr
)
b(s)ds. (3.24)
On introduit le changement de variable σ : R+ → [t,∞], σ(ρ) = ρ + t,
par (3.24) et en utilisant la formule de changement de variable, on obtient
xˆ(t) = −
∫ σ(∞)
σ(0)
exp
(
−
∫ s
t
a(r)dr
)
b(s)ds
= −
∫ ∞
0
exp
(
−
∫ σ(ρ)
t
a(r)dr
)
b(σ(ρ))σ′(ρ)dρ
= −
∫ ∞
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
b(t+ ρ)dρ
ce qui implique, en utilisant le théorème de la valeur moyenne pour les
intégrales, que :
∀t ≥ 0, |xˆ(t)| ≤
(∫ ∞
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ
)
.‖b‖∞. (3.25)
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Du résultat de Bohr (8, p.44) on déduit que, ∀ǫ ∈]0,M{a}[, ∃ρǫ > 0,
∀ρ ≥ ρǫ, ∀t ∈ R,
M{a} − ǫ ≤ 1
ρ
∫ t+ρ
t
a(r)dr ≤M{a}+ ǫ.
Donc ∀ρ ≥ ρǫ, ∀t ∈ R,
ρ (M{a} − ǫ) ≤
∫ t+ρ
t
a(r)dr ≤ ρ (M{a}+ ǫ) .
Donc ∀ρ ≥ ρǫ, ∀t ∈ R,
−ρ (M{a} − ǫ) ≥ −
∫ t+ρ
t
a(r)dr.
Ainsi ∀ρ ≥ ρǫ, ∀t ∈ R,
exp
(
−
∫ t+ρ
t
a(r)dr
)
≤ exp (−ρ (M{a} − ǫ)) .
Et par conséquent, ∀t ∈ R,∫ ∞
ρǫ
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ ≤
∫ ∞
ρǫ
exp (−ρ (M{a} − ǫ)) dρ
=
1
M{a} − ǫ exp (−ρǫ (M{a} − ǫ))
= ξǫ.
De plus, lorsque ρ ∈ [0, ρǫ],
−
∫ t+ρ
t
a(r)dr ≤ |
∫ t+ρ
t
a(r)dr| ≤ ρ sup
s∈[0,ρǫ]
|a(s)| ≤ ρ‖a‖∞.
Il en découle
exp
(
−
∫ t+ρ
t
a(r)dr
)
≤ exp(ρ‖a‖∞)
pour tout t ∈ R. Et par suite on obtient∫ ρǫ
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ ≤
∫ ρǫ
0
exp(ρ‖a‖∞)dρ
=
1
‖a‖∞ (exp(ρǫ‖a‖∞)− 1)
= ξ1ǫ .
Maintenant, en utilisant la relation de Chasles, on obtient∫ ∞
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ ≤ ξǫ + ξ1ǫ = ξ2ǫ < ∞, ∀t ∈ R. (3.26)
Notons que ξǫ et ξ1ǫ ne dépendent pas de t.
Comme conséquence de (3.25) et (3.26) on a l’assertion suivante :
xˆ est bornée sur R+. (3.27)
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Dans l’étape suivante on va prouver que xˆ est bornée sur
R− = ]−∞, 0].
On introduit
x1(t) = exp
(∫ t
0
a(r)dr
)(
−
∫ ∞
0
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds
)
et
x2(t) = exp
(∫ t
0
a(r)dr
)(∫ t
0
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds
)
.
Et donc on a
xˆ(t) = x1(t) + x2(t) pour tout t ∈ R−. (3.28)
On sait que
M{a} = lim
T→∞
1
2T
∫ T
−T
a(r)dr = lim
T→∞
1
T
∫ T
0
a(r)dr
cf. (8, p. 44), et puisque
1
2T
∫ T
−T
a(r)dr =
1
2
(
1
T
∫ T
0
a(r)dr+
1
T
∫ 0
−T
a(r)dr
)
,
en prenant t = −T, on obtient
lim
t→−∞
1
−t
∫ 0
t
a(r)dr = M{a}. (3.29)
Notons que, pour tout t ≤ 0,∫ t
0
a(r)dr = −
∫ 0
t
a(r)dr = t
1
−t
∫ 0
t
a(r)dr,
ce qui implique
exp
(∫ t
0
a(r)dr
)
= exp
(
t.
1
−t
∫ 0
t
a(r)dr
)
→ exp (−∞.M{a}) = 0
quand t → −∞, et ainsi on vient de prouver que
lim
t→−∞ exp
(∫ t
0
a(r)dr
)
= 0. (3.30)
Alors en utilisant (3.21) et (3.30) on obtient limt→−∞ x1(t) = 0, et, puisque
x1 est continue sur R−, il suit que
x1 est bornée sur R−. (3.31)
Pour tout t ≤ 0,
x2(t) =
∫ t
0
exp
(∫ t
0
a(r)dr
)
exp
(
−
∫ s
0
a(r)dr
)
b(s)ds
= −
∫ 0
t
exp
(
−
∫ s
t
a(r)dr
)
b(s)ds.
D’où
|x2(t)| ≤
∫ 0
t
exp
(
−
∫ s
t
a(r)dr
)
ds‖b‖∞.
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On introduit γ : [0,−t] → [t, 0], γ(ρ) = ρ+ t et en utilisant la formule de
changement de variable et (3.26), on obtient∫ 0
t
exp
(
−
∫ s
t
a(r)dr
)
ds =
∫ γ(−t)
γ(0)
exp
(
−
∫ s
t
a(r)dr
)
ds
=
∫ −t
0
exp
(
−
∫ γ(ρ)
t
a(r)dr
)
γ′(ρ)dρ
=
∫ −t
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ
≤
∫ ∞
0
exp
(
−
∫ t+ρ
t
a(r)dr
)
dρ ≤ ξ2ǫ ,
pour tout t ≤ 0, où ξ2ǫ est indépendant de t.
En conséquence, ∀t ≤ 0, on a
|x2(t)| ≤ ξ2ǫ‖b‖∞,
ce qui prouve que
x2 est bornée sur R−. (3.32)
Par (3.28), (3.31) et (3.32), on sait que xˆ est bornée sur R−, et avec (3.27),
on conclut que
xˆ est bornée sur R. (3.33)
D’après (7, Théorème 6.3, p. 100), xˆ est une solution p.p. de (NH), et elle
est la seule solution p.p..
Ainsi la preuve du lemme est achevée dans le cas où M{a} > 0.
Second cas : M{a} < 0. Pour traiter le cas M{a} < 0, on considère
l’équation supplémentaire
(AE) y′(t) = −a(−t)y(t)− b(−t)
et on note que y(t) = x(−t) une solution de (AE) si et seulement si x est
une solution de (NH). On note aussi queMt{−a(−t)} = −Mt{a(−t)} =
−M{a}. Lorsque M{a} < 0, alors Mt{−a(−t)} > 0 et en utilisant le
raisonnement précédent, on peut affirmer que (AE) possède une unique
solution p.p. notée y. Par conséquent, x(t) = y(−t) est l’unique solution
p.p. de (NH).
Maintenant, on considère l’équation différentielle ordinaire suivante :
x′(t) = A(t)x(t) + b(t) (3.34)
où A = (Aij)1≤i,j≤n ∈ AP0(M(n,R)) et b ∈ AP0(Rn) sont tels que
(A4)
{
A est triangulaire supérieure t.q.
M{Aii} 6= 0 pour i = 1, · · · , n
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Lemme 3.6 Soit A ∈ AP0(M(n,R)) qui satisfait (A4) et b ∈ AP0(Rn). Alors (3.34)
possède une unique solution xb dans AP0(Rn). De plus il existe α ∈ ]0,∞[ telle
que, pour toute b ∈ AP0(RN),
‖x‖∞ ≤ α‖b‖∞.
Démonstration. L’ équation (3.34) peut s’écrire sous la forme
x′1(t) = A11(t)x1(t)+ A12(t)x2(t) + · · ·+ A1n(t)xn(t) + b1(t)
x′2(t) = A22(t)x2(t) + · · ·+ A2n(t)xn(t) + b2(t)
· · · · · ·
x′n(t) = Ann(t)xn(t) + bn(t)

(3.35)
où x = (x1, · · · , xn) and b = (b1, · · · , bn).
Comme M{Ann} 6= 0 alors en utilisant le Lemme 3.5, on déduit que
la dernière équation scalaire de (3.35)
x′n(t) = Ann(t)xn(t) + bn(t) (3.36)
a une unique solution xˆn ∈ AP0(R) telle que
‖xˆn‖∞ ≤ αn‖bn‖∞ (3.37)
où αn est une constante positive indépendante de bn.
La (n− 1)-ième équation du système (3.35) est
x′n−1(t) = An−1,n−1(t)xn−1(t) + dn−1(t), (3.38)
où
dn−1(t) = An−1,n(t)xn(t) + bn−1(t)
pour tout t ∈ R. Il est clair que dn−1 ∈ AP0(R) comme somme et produit
de fonctions p.p. : An−1,n, xn et bn−1. En utilisant toujours le Lemme 3.5
et le fait que M{An−1,n−1} 6= 0, on conclut que l’équation (3.38) a une
unique solution xˆn−1 ∈ AP0(R) et il existe αn−1 ∈ ]0,∞[, indépendante de
dn−1, tel que
‖xˆn−1‖∞ ≤ αn−1‖dn−1‖∞. (3.39)
Ainsi en utilisant le même raisonnement que précédemment, on peut
prouver par récurrence que, pour k = 1, · · · , n, la k-ième équation de (3.35)
a une unique solution xˆk ∈ AP0(R) et il existe αk ∈ ]0,∞[, indépendante
de dk, tel que
‖xˆk‖∞ ≤ αk‖dk‖∞, (3.40)
où
dk(t) = Ak,k+1(t)xk+1(t) + · · ·+ Ak,n(t)xn(t) + bk(t),
pour tout t ∈ R.
Il en découle que (3.35) a une unique solution xˆ ∈ AP0(Rn).
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Maintenant on va prouver qu’il existe α ∈ ]0,∞[, indépendante de b,
tel que
‖xˆ‖∞ ≤ α‖b‖∞, (3.41)
Puisque sur BC0(R,Rn) la norme ‖.‖∞ est équivalente à la norme ‖.‖0, où
‖x‖0 =
n
∑
j=1
‖xj‖∞
et
‖x‖∞ = sup
t∈R
‖x(t)‖2 = sup
t∈R
√√√√ n∑
j=1
|xj(t)|2,
avec x = (x1, · · · , xn), il suffit de prouver (3.41) pour ‖.‖0. Pour cela on
procède par récurence sur l’ordre k ∈ {1, · · · , n} de A.
Première étape : k = 1. Alors (3.35) est l’équation scalaire (3.36), et
par (3.37), (3.41) est obtenue.
Seconde étape : k = n − 1. On suppose qu’il existe γn−1 ∈ ]0,∞[ tel
que
‖xˆn‖∞ + · · ·+ ‖xˆ2‖∞ ≤ γn−1(‖bn‖∞ + · · ·+ ‖b2‖∞). (3.42)
Troisième étape : k = n. Par (3.42) on obtient
‖xˆn‖∞ + · · ·+ ‖xˆ1‖∞ ≤ γn−1(‖bn‖∞ + · · ·+ ‖b2‖∞) + ‖xˆ1‖∞,
et par (3.40) on sait que :
‖xˆ1‖∞ ≤ α1‖d1‖∞,
où
d1(t) = A12(t)x2(t) + · · ·+ A1n(t)xn(t) + b1(t)
pour tout t ∈ R, ce qui implique
‖xˆ1‖∞ ≤ α1(‖A12‖∞‖xˆ2‖∞ + · · ·+ ‖A1n‖∞‖xˆn‖∞ + ‖b1‖∞)
≤ α1 (max(‖A12‖∞, · · · , ‖A1n‖∞)(‖xˆ2‖∞ + · · ·+ ‖xˆn‖∞))
+ α1‖b1‖∞.
Par l’hypothèse de récurrence et en notant
cn = max(‖A12‖∞, · · · , ‖A1n‖∞),
on obtient
‖xˆ1‖∞ ≤ α1(cnγn−1(‖b2‖∞ + · · ·+ ‖bn‖∞) + ‖b1‖∞)
≤ α1kn(‖b2‖∞ + · · ·+ ‖bn‖∞ + ‖b1‖∞)
≤ Mn(‖b1‖∞ + · · ·+ ‖bn‖∞)
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où kn = max{cnγn−1, 1} et Mn = α1kn.
Donc on conclut que :
‖xˆ1‖∞ + · · ·+ ‖xˆn‖∞ ≤ γn−1(‖b2‖∞ + · · ·+ ‖bn‖∞)
+ Mn(‖b1‖∞ + · · ·+ ‖bn‖∞)
≤ γn(‖b1‖∞ + · · ·+ ‖bn‖∞),
avec γn = max{γn−1,Mn} ∈ ]0,∞[, et ainsi :
‖xˆ‖0 ≤ γn‖b‖0.
Et par suite, (3.41) est prouvée.
Définition 3.1 On appelle constante de Bohr-Neugebauer la plus petite constante α qui satisfait
la dernière assertion du Lemme 3.6.
Maintenant soit A ∈ AP0(M(n,R)). On définit les deux matrices T =
(Tij)1≤i,j≤n et R = (Rij)1≤i,j≤n comme suit, pour tout t ∈ R,
Tij(t) =
{
Aij(t) si j ≥ i
0 sinon
et R(t) = A(t)− T(t). (3.43)
On remarque que T(t) est triangulaire supérieure.
Théorème 3.6 Soit A ∈ AP0(M(n,R)) telle que M{Aii} 6= 0 pour i = 1, · · · , n et soit f ∈
APU(R ×Rn). On suppose aussi que les conditions suivantes sont remplies :
‖R‖∞ < 1‖T‖∞α+ 1+ α , (3.44)
et pour tout t ∈ R et pour tous x, y ∈ Rn,
il existe k ∈ ]0, (‖T‖∞α+ 1+ α)−1 − ‖R‖∞[
telle que ‖ f (t, x)− f (t, y)‖ ≤ k‖x− y‖,
}
. (3.45)
où T et R sont définies comme dans (3.43). Alors l’équation
x′(t) = A(t)x(t) + f (t, x(t)) (3.46)
possède une unique solution dans AP1(Rn).
Démonstration. Tout d’abord on remarque qu’on peut écrire (3.46) comme
suit
x′(t) = T(t)x(t) + g(t, x(t)) (3.47)
où g(t, x(t)) = R(t)x(t) + f (t, x(t)) pour tout t ∈ R.
Ensuite on considère l’opérateur linéaire L : AP1(Rn) → AP0(Rn)
défini par Lx = [t 7→ x′(t) − T(t)x(t)]. Puisque M{Aii} 6= 0 pour
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i = 1, · · · , n, alors T satisfait l’hypothèse du Lemme 3.6 et on en déduit
que, pour b ∈ AP0(Rn), il existe une unique solution de l’équation diffé-
rentielle
x′(t) = T(t)x(t) + b(t). (3.48)
Alors L est inversible, et on note par x[b] l’unique solution de (3.48), ainsi
on obtient L−1(b) = x[b]. Par le Lemme 3.6, il existe α ∈ ]0,∞[, indépen-
dante de b, telle que
‖x[b]‖∞ ≤ α‖b‖∞,
et utilisant (3.48), on obtient
‖x′[b]‖∞ ≤ ‖T‖∞‖x[b]‖∞ + ‖b‖∞
≤ ‖T‖∞α‖b‖∞ + ‖b‖∞
= (‖T‖∞α+ 1)‖b‖∞.
Ce qui implique que
‖L−1(b)‖C1 ≤ (‖T‖∞α+ 1+ α)‖b‖∞.
Par conséquent, on a
‖L−1‖L ≤ (‖T‖∞α+ 1+ α). (3.49)
Maintenant on considère l’opérateur de superposition défini comme
suit :
Ng : AP0(Rn) → AP0(Rn), Ng(x) = [t 7→ g(t, x(t))].
Ng est bien défini d’après la Proposition 4.
De (3.45), il découle l’inégalité suivante :
‖Ng(x)− Ng(y)‖∞ ≤ (‖R‖∞ + k)‖x− y‖∞, (3.50)
pour tous x, y ∈ AP0(Rn).
Maintenant, par (2.42) et (3.50), on vérifie que pour x, y ∈ AP0(Rn),
‖L−1 ◦ Ng(x)− L−1 ◦ Ng(y)‖∞ ≤ k1‖x− y‖∞,
où k1 = (‖T‖∞α+ 1+ α)(‖R‖∞ + k).
D’autre part en utilisant (3.44) et (3.45), on voit que k1 ∈ ]0, 1[ et donc
l’opérateur L−1 ◦ Ng : AP0(Rn) → AP0(Rn) est une contraction. Alors en
appliquant le Théorème de Point Fixe de Picard-Banach, on conclut qu’il
existe un unique x ∈ AP0(Rn) tel que
L−1 ◦ Ng(x) = x.
Ce qui est équivalent à dire que x une solution de (3.47) dans AP1(Rn) et
ainsi x est l’unique solution de (3.46) dans AP1(Rn).
68
Chapitre 3. Réductibilité et résultats d’existence pour des équations différentielles
presque-périodiques
3.6 Un résultat de dépendance continue
Théorème 3.7 Soit A = (Aij)1≤i,j≤n ∈ AP0(M(n,R)) telle queM{Aii} 6= 0 pour i = 1, ..., n,
et f ∈ APU(R×Rn ×Rp) qui satisfait la condition suivante : pour tout t ∈ R
et pour (x, y, u) ∈ Rn ×Rn ×Rp,
il existe c ∈ ]0, (‖T‖∞α+ 1+ α)−1[ t.q.
‖ f (t, x, u)− f (t, y, u)‖ ≤ c‖x− y‖,
}
. (3.51)
où α est la constante de Bohr-Neugebauer, et T est défini comme précédem-
ment. Alors, pour tout u ∈ AP0(Rp), il existe une unique solution x˜[u] de
x′(t) = A(t)x(t) + f (t, x(t), u(t)) (3.52)
qui est dans AP1(Rn). De plus l’application u 7→ x˜[u] est continue de AP0(Rp)
dans AP1(Rn).
Démonstration. Soit L l’opérateur défini dans la preuve du théorème pré-
cédent et N f l’opérateur de superposition N f : AP0(Rn) × AP0(Rn) →
AP0(Rn), défini par N f (x, u) = [t 7→ f (t, x(t), u(t))]. D’après la Proposi-
tion 4, N f est bien défini et est continu. Ceci implique que l’application
u 7→ Φ(x, u) est continue sur AP0(Rp) pour tout x ∈ AP0(Rn), où
Φ : AP0(Rn)× AP0(Rp) → AP0(Rn), Φ(x, u) = L−1 ◦ N f (x, u).
Maintenant de (3.51) il suit que
‖N f (x, u)− N f (y, u)‖∞ ≤ c‖x− y‖∞ (3.53)
pour tout x, y ∈ AP0(Rn) et pour tout u ∈ AP0(Rp). Avec (3.49), ceci
implique que
‖Φ(x, u)−Φ(y, u)‖∞ ≤ c(‖T‖∞α+ 1+ α)‖x− y‖∞
pour tous x, y ∈ AP0(Rn) et pour tout u ∈ AP0(Rp).
Ainsi on peut appliquer le Théorème de Points Fixes Paramètrés (Théo-
reme 2.5) pour conclure que l’équation (3.52) possède une unique solution
x˜[u] ∈ AP1(Rn) et l’application u 7→ x˜[u] est continue de AP0(Rp) dans
AP0(Rn).
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4Un résultat sur les systèmeslinéaires presque-périodiques
4.1 Introduction
Lorsque A est une fonction presque-périodique (au sens de Bohr) deR dans l’espace des matrices réelles de format n × n, on considère
l’équation différentielle homogène et non autonome suivante :
x′(t) = A(t)x(t), x(t) ∈ Rn. (4.1)
Et lorsque b est une fonction presque-périodique de R dans Rn, on consi-
dère l’équation différentielle non homogène suivante :
x′(t) = A(t)x(t) + b(t) (4.2)
Le but de ce chapitre est d’établir le résultat suivant :
Théorème 4.1 Si A est presque-périodique et si toutes les solutions de (4.1) sont presque-
périodiques, alors il existe une fonction b presque-périodique telle que l’équa-
tion (4.2) ne possède aucune solution bornée. De plus pour tout c ∈ ]0,∞[ on
peut choisir la fonction b telle que ‖b‖ est constante et égale à c sur R.
Il est aussi important de voir la contraposée de ce dernier théorème
qui est le résultat suivant :
Théorème 4.2 Soit A presque-périodique. Si pour tout b ∈ AP0(R,Rn) il existe une solution
bornée de (4.2), alors il existe au moins une solution de l’équation (4.1) qui n’est
pas presque-périodique.
4.2 Notations et rappels
On note par M(n,R) l’espace des matrices réelles de format n × n.
La matrice transposée de M ∈ M(n,R) est notée par M∗. Et lorsque x,
y ∈ Rn, (x|y) désigne le produit scalaire usuel de x et y.
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Si A ∈ AP0(R,M(n,R)), on appelle l’enveloppe de A, notée H(A),
l’ensemble des B ∈ AP0(R,M(n,R)) pour lesquelles il existe une suite
réelle (τm)m telle que
lim
m→∞ ‖B− A(.+ τm)‖∞ = 0
cf. (3) et (4)
Dans le livre de Cheban (1, Théorème 3.37, p.63), le résultat suivant,
attribué à Muhamadiev (référence [121] dans (1)), est prouvé.
Théorème 4.3 Les deux assertions suivantes sont équivalentes.
(i) Pour tout b ∈ AP0(R,Rn), l’équation (4.2) possède une unique solution
presque-périodique.
(ii) Pour tout B ∈ H(A), l’équation y′(t) = B(t)y(t) ne possède aucune
solution bornée.
Notant que notre Théorème 4.2 n’est pas un simple corollaire du
Théorème 4.3 puisque l’hypothèse dans le Théorème 4.1 implique la
négation de (ii), et par conséquent, la négation de (i), et donc il existe
b ∈ AP0(R,Rn) pour lequel (4.2) ne possède aucune solution presque-
périodique ou en possède plusieurs.
L’équation adjointe de (4.1) est la suivante :
x′(t) = −A∗(t)x(t) (4.3)
Les deux résultats qui suivent concernent les solutions p.p. et bornées
de ce type d’équations. Ils sont récents, ce qui témoigne de l’interêt exis-
tant pour ces équations. On peut consulter aussi (5).
Dans le papier de Tarallo (6, Théorème 1.1, p. 2303) on trouve le résultat
suivant :
Théorème 4.4 Si toutes les solutions non triviales x de (4.1) sont bornées et satisfont
in ft∈R‖x(t)‖ > 0, alors pour tout b ∈ AP0(R,Rn) les assertions suivantes
sont équivalentes.
(i) l’équation (4.2) possède des solutions presque-périodiques.
(ii) Pour toute solution bornée v de (4.3), t 7→ ∫ t0 (b(s)|v(s)) ds est bornée.
Dans le papier de Cieutat et Haraux (2), on trouve le résultat suivant :
Théorème 4.5 Soit A ∈ AP0(R,M(n,R)) telle que A(t) est symétrique et définie positive
pour tout t ∈ R. Soit b ∈ AP0(R,Rn). Alors les deux assertions suivantes sont
équivalentes.
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(i) L’équation (4.2) possède au moins une solution presque-périodique.
(ii) Pour tout c ∈ ∩t∈RKerA(t), t 7→
∫ t
0 (b(s)|c) ds ∈ AP0(R,Rn).
4.3 Démonstration du théorème 4.1
Dans la preuve du Thérème 4.1, on va utiliser le résultat suivant :
Lemme 4.1 Soit a ∈ AP0(R,R) telle que toute les solutions de l’équation
x′(t) = a(t)x(t) (4.4)
sont presque-périodiques . Alors pour tout c ∈ R∗, l’équation
x′(t) = a(t)x(t) + c (4.5)
ne possède aucune solution bornée.
Démonstration. On suppose par l’absurde qu’il existe c ∈ R∗ tel que (4.5)
ait une solution bornée. Cette solution s’écrit sous la forme suivante
x(t) = exp
(∫ t
0
a(r) dr
)
x(0) + c
∫ t
0
exp
(∫ t
s
a(r) dr
)
ds.
En choisissant x(0) = 0, la fonction définie par
φ(t) =
∫ t
0
exp
(∫ t
s
a(r) dr
)
ds =
x(t)
c
est bornée. De plus,
φ(t) =
∫ t
0
exp
(∫ t
0
a(r) dr
)
exp
(
−
∫ s
0
a(r) dr
)
ds
= exp
(∫ t
0
a(r) dr
) ∫ t
0
exp
(
−
∫ s
0
a(r) dr
)
ds.
Ainsi, si on définit,
ψ(t) =
∫ t
0
exp
(
−
∫ s
0
a(r) dr
)
ds, ∀t ∈ R,
on obtient, ∀t ∈ R,
ψ(t) = φ(t)
∫ t
0
exp
(
−
∫ t
0
a(r) dr
)
. (4.6)
Maintenant, par le fait que que toute les solutions de (4.4) sont
presque-périodiques, il suit que la solution de (4.4) définie par
u(t) = exp
(∫ t
0
a(r) dr
)
u(0)
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est presque-périodique. Donc si on choisit u(0) 6= 0, on déduit par le
Théorème 3.2 que
inf
t∈R
‖u(t)‖ > 0
et en utilisant le Théorème 3.1 on obtient
t 7→ exp
(
−
∫ t
0
a(r) dr
)
∈ AP0(R,R). (4.7)
En utilisant (4.6), (4.7) et le fait que φ est bornée, on conclut que ψ est
bornée sur R. Et par suite
lim
t→∞
1
t
ψ(t) = lim
t→∞
1
t
∫ t
0
exp
(
−
∫ s
0
a(r) dr
)
ds = 0
ou encore
Mt
{
exp
(
−
∫ t
0
a(r) dr
)}
= 0. (4.8)
D’autre part, par (4.7), on conclut que la fonction t 7→ − ∫ t0 a(r) dr
est presque-périodique, donc elle est bornée. Par conséquent, ∃β ∈ R,
∀t ∈ R, − ∫ t0 a(r) dr ≥ β donc 1t ∫ t0 exp (− ∫ s0 a(r) dr) ds ≥ exp(β) > 0.
Ceci entraîne que
Mt
{
exp
(
−
∫ t
0
a(r) dr
)}
> 0. (4.9)
Ainsi, (4.8) et (4.9) fournissent la contradiction cherchée.
Démonstration. (du Théorème 4.1) En utilisant le Théorème 3.4, on
déduit qu’il existe Q ∈ AP1(R,M(n,R);M) orthogonale et B ∈
AP0(R,M(n,R);M) triangulaire supérieure telles que sous la trans-
formation y(t) = Q−1(t)x(t), l’équation (4.2) est équivalente à
y′(t) = B(t)y(t) + e(t) (4.10)
où e(t) = Q(t)b(t), pour tout t ∈ AP0(R,Rn).
De plus, toutes les solutions de
y′(t) = B(t)y(t) (4.11)
sont presque-périodiques.
Ainsi par le Lemme 4.1, il suit qu’il existe c ∈ R∗ tel que l’équation
y′(t) = B(t)y(t) + c (4.12)
n’a aucune solution bornée. En effet, (4.12) s’écrit sous la forme
y′1(t) = b11(t)y1(t)+ b12(t)y2(t) + · · ·+ b1n(t)yn(t) + c1
y′2(t) = b22(t)y2(t) + · · ·+ b2n(t)yn(t) + c2
· · · · · ·
y′n(t) = bnn(t)yn(t) + cn

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où y = (y1, · · · , yn) and c = (c1, · · · , cn).
Puisque toutes les solutions de (4.11) sont presque-périodiques, il est
de même pour les solutions de y′n(t) = bnn(t)yn(t). Et en appliquant le
Lemme 4.1, on conclut de l’équation y′n(t) = bnn(t)yn(t) + cn ne possède
aucune solution bornée. Ceci implique que (4.12) n’a aucune solution
bornée puisque la dernière coordonnée n’est jamais bornée.
Comme x(t) = Q(t)y(t), ∀t ∈ R, et Q est orthogonale, on obtient
‖x(t)‖ = ‖Q(t)y(t)‖ = ‖y(t)‖.
Finalement, x est non bornée. Ceci achève la démonstration du théorème.
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Conclusion générale
Au cours de ce mémoire, nous avons étudier
1. La réductibilité d’un système différentiel linéaire quasi-
périodique en un système différentiel linéaire autonome via
la théorie de Floquet-Lin pour établir des résultats d’existence et
d’unicité et de dépendance continue des systèmes différentiels
non linéaires quasi-périodiques.
2. La réductibilité d’un système différentiel linéaire presque-
périodique en un système différentiel linéaire triangulaire su-
périeur avec conservation du nombre des solutions presque-
périodiques indépendantes. Ensuite, un résultat d’existence et
d’unicité et de dépendance continue des systèmes différentiels
non linéaires presque-périodiques.
3. Soit A est presque-périodique. Si pour tout b ∈ AP0(R,Rn) il
existe une solution bornée de x′(t) = A(t)x(t), alors il existe au
moins une solution de l’équation x′(t) = A(t)x(t) + b(t) qui n’est
pas presque-périodique.
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Notations
N,N∗ ensemble des entiers naturels, des entiers
strictement positifs.
R ensembles des réels.
Rn ensemble des vecteurs réels à n dimensions
C0(R,E) espace des fonctions continues de R dans E.
BC(R,E) espace des fonctions continues bornées
de R à valeurs dans E.
Ck(R,E) espace des fonctions k fois continuement dérivables
de R dans E.
AP0(R,E) = AP0(E) espace des fonctions presque-périodiques au sens de
Bohr, de R dans E.
APk(R,E) = APk(E) espace des fonctions Ck qui sont presque-périodiques
jusqu’à l’ordre k.
APU(R ×E,F) espace des fonctions presque-périodiques uniformément,
par rapport à un paramètre.
QP0ω(R,E) espace des fonctions quasi-périodiques de R dans E, dont le
module de fréquences est engendré par les composantes de ω.
QPkω(R,E) espace des fonctions C
k qui sont quasi-périodiques jusqu’à
l’ordre k, et de vecteur des fréquences ω.
QPUω(R ×E,F) espace des fonctions quasi-périodiques uniformément,
par rapport à un paramètre et de vecteur des fréquences ω.
M(n,R) espace des matrices réelles d’ordre n.
GL(n,R) groupe linéaire général des matrices réelles invercibles d’ordre n.
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Wk,2(E,F) espace de Sobolev.
TN tore de dimension N.
a( f ,λ) le λ-ème coefficient de Fourier-Bohr de f .
Mod(ϕ) Z-module engendré par Λ(ϕ) dans R.
M{ f } moyenne temporelle de f
τa opérateur de translation par a, (a ∈ R).
Λ( f ) ( f ∈ AP0(E)) ensemble des fréquences de f .
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non Linéaires
Résumé L’objet de cette thèse est d’étuidier, dans un premier temps,
la réductibilité d’un système différentiel linéaire quasi-périodique en un
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