Abstract. The k-partition problem is as follows: Given a graph G and a positive integer k, partition the vertices of G into at most k parts A 1 , A 2 , . . . , A k , where it may be specified that A i induces a stable set, a clique, or an arbitrary subgraph, and pairs A i , A j (i = j) be completely nonadjacent, completely adjacent, or arbitrarily adjacent. The list k-partition problem generalizes the k-partition problem by specifying for each vertex x, a list L(x) of parts in which it is allowed to be placed. Many well-known graph problems can be formulated as list k-partition problems: e.g., 3-colorability, clique cutset, stable cutset, homogeneous set, skew partition, and 2-clique cutset. We classify, with the exception of two polynomially equivalent problems, each list 4-partition problem as either solvable in polynomial time or NP-complete. In doing so, we provide polynomial-time algorithms for many problems whose polynomial-time solvability was open, including the list 2-clique cutset problem. This also allows us to classify each list generalized 2-clique cutset problem and list generalized skew partition problem as solvable in polynomial time or NP-complete.
Introduction.
The problem of partitioning the vertex-set of a graph subject to a given set of constraints on adjacencies between vertices in two distinct parts, or among vertices within a part, is fundamental and ubiquitous in algorithmic graph theory. For example, the problem of testing whether graph G is bipartite is equivalent to testing whether the vertex-set of G can be partitioned into parts A 1 and A 2 such that each A i is a stable set; here we have no constraint on the adjacencies between vertices in A 1 and vertices in A 2 . A graph is a split graph [28] if its vertex-set can be partitioned into a clique and a stable set. As the definition itself suggests, testing whether graph G is a split graph is another partition problem where we do not restrict the adjacencies between vertices placed in different parts of the partition. On the other hand, testing whether graph G is a complete tripartite graph is equivalent to testing whether the vertex-set of G can be partitioned into parts A 1 , A 2 , and A 3 such that each A i induces a stable set, and between vertices in parts A i , A j , i = j, we have all possible edges; hence, the relationship between vertices placed in distinct parts is relevant here. a polynomial-time algorithm to find a strict 2-clique cutset. A strict 2-clique cutset is a cutset that induces the disjoint union of two cliques (or, equivalently, induces a complete bipartite graph in the complement). We also classify each list generalized skew partition problem as solvable in polynomial time or NP-complete.
Significance.
Many important graph decomposition problems can be formulated as M -partition problems with additional constraints imposed on the parts. Indeed, the eventual resolution of the Strong Perfect Graph Conjecture by Chudnovsky et al. [5] relies in part on three types of decompositions (a type of skew cutset partition and two generalizations of the homogeneous set partition) that can be formulated as M -partition problems with constraints. Such extra constraints typically are that certain parts be nonempty, have at least a given number of vertices, induce subgraphs that have at least one edge, etc. As discussed later, an instance of the Mpartition problem with additional constraints can be reduced to a set of instances of the list M -partition problem. Thus, the list M -partition problem provides a flexible model to capture extra constraints placed on the required partition.
Every list M -partition problem with M of dimension 4 was classified by Feder et al. [22] as either 'solvable in quasi-polynomial time' or NP-complete. Here, quasipolynomial time is complexity of O(n c log t n ), where t and c are positive constants and n is the number of vertices in the input graph. Complete classification into polynomialtime solvable and NP-complete problems has been obtained for the list M -partition problem under several restrictions on M : when M is a matrix over {0, * }, {1, * }, or {0, 1} [16, 19, 20, 22] , has dimension 4 and does not contain an asterisk on the main diagonal [22] , is the matrix for skew partition [15] , has dimension 3 [22] , and, trivially, when M has dimension 2. We complete this dichotomy classification (polynomialDownloaded 10/16/18 to 157.182.147.224. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php time solvable and NP-complete) for all problems when M has dimension 4, with the exception of the stubborn problem (see Figure 1 .1) and its complement. Further, when M has dimension 4, we give polynomial-time algorithms for many list M -partition problems that were previously not known to be solvable in polynomial time [22] . The techniques we employ, obtained by strengthening the techniques used in [15] , are general enough that they may prove useful in solving other decomposition problems. For instance, we develop tools that are applicable to list M -partition problems of any dimension.
In general, such dichotomy (into polynomial-time solvable and NP-complete problems) results are uncommon. However, Feder and Vardi [26] have made a dichotomy conjecture in the context of constraint-satisfaction problems which has generated considerable interest and has been proven in several special cases [17] . It is noted in [17, 22] that general list M -partition problems are similar to, but not exactly the same as, list constraint-satisfaction problems. It was conjectured in [22] that every list M -partition problem (with no restriction on dimension of M ) is either solvable in quasi-polynomial time or NP-complete. This "quasi-dichotomy" has since been established by Feder and Hell [17] .
We show that all the quasi-polynomial-time cases of the Feder et al. [22] quasidichotomy result for the list M -partition problem when M has dimension 4 are actually polynomial-time solvable, with the single exception of the stubborn problem (and its complement), for which the best known complexity remains quasi-polynomial time. There is no NP-complete problem that is known to have a quasi-polynomialtime solution, and it is generally believed that problems solvable in quasi-polynomial time are unlikely to be NP-complete. A polynomial-time solution for the stubborn problem, if one exists, appears to be difficult and to require methods different from those presented here and those in [17, 22] .
Next, we remark on the attention that the stubborn problem has received subsequent to the appearance of a preliminary version of this paper in [4] . Feder and Hell have independently identified the so-called "edge-free three-coloring problem" (see [17] ), in their attempt to classify certain list partition and list constraint satisfaction problems, whose complexity has also eluded classification. Further, it is shown in [17] that the two problems are closely related and also that the latter problem is at least as hard as the stubborn problem. Finally, in a recent work in [24] , it was shown that each of these two problems can be solved in O(n O( log n log log n ) ) time, thus improving the bound of O(n O(log n) ) established in [22] . This remains the current best complexity for solving the stubborn problem.
A clique cutset in a graph is a cutset that induces a clique. It is easy to see that a connected graph has a clique cutset if and only if its vertex-set can be partitioned into parts A, B, and C, such that C is a clique, there are no edges between parts A and B, and, further, each part is nonempty. For a graph G on n vertices, the clique cutset problem can be reduced to O(n 3 ) instances of the list M -partition problem, where M is the matrix corresponding to the clique cutset problem, as follows: in order to handle the restriction that each of the parts A, B, and C be nonempty, for each triple x, y, z of vertices, we construct an instance with L(x) = {A}, L(y) = {B}, L(z) = {C}, and the list for any other vertex is {A, B, C}. G has a clique cutset if and only if some such instance has a valid list M -partition. We note that finding a clique cutset and decomposing a graph via clique cutsets have applications in algorithmic graph theory [7, 28] , and efficient algorithms exist for these problems [28, 33, 35, 36] .
A 2-clique cutset is a cutset that is the union of two cliques (equivalently, the set of vertices in the cutset induces a bipartite graph in the complement). As illustrated in Figure 1 .1, if parts A and B correspond to the two cliques whose union disconnects part C from part D, then whether a graph admits a 2-clique cutset is again an instance of the M -partition problem with the extra stipulation that each part be nonempty. Hayward and Reed [29] conjectured that every (even hole)-free graph (a graph that does not contain any induced cycle on an even number of vertices ≥ 4) that is not a complete graph contains a vertex whose neighborhood can be partitioned into two cliques. This conjecture implies that an (even hole)-free graph G has chromatic number at most 2ω(G), where ω(G) is the clique number of G. Hoàng [31] proposed the weaker conjecture that (even hole)-free graphs different from a clique have a 2-clique cutset. Feder et al. [22] provided the first subexponential-time (but, not polynomial-time) algorithm to solve the list M -partition problem where M is the matrix for a 2-clique cutset, and hence, they also solved the 2-clique cutset problem in subexponential time. They posed the question [22] of the existence of a polynomialtime algorithm for the problem, which is answered in the affirmative here. We note that (even hole)-free graphs can be recognized in polynomial time [8, 9] .
Analogous to a clique cutset, if we require the cutset to induce a stable set, then we get the stable cutset problem. A skew partition of a graph is a partition of its vertexset into nonempty parts A, B, C, and D such that there are all possible edges between parts A and B and there are no edges between parts C and D. These problems are Mpartition problems with the added constraint that each part be nonempty. Both the stable cutset and skew partition problems play prominent roles in the area of perfect graph theory. The interest in the stable cutset problem was motivated by Tucker's result [34] that a minimal imperfect graph, other than a chordless odd cycle, cannot contain a stable cutset. Chvátal conjectured [6] that a minimal imperfect graph does not admit a skew partition. Skew partitions played an important role in the proof of the Strong Perfect Graph Conjecture by Chudnovsky et al. [5] ; this work also proved Chvátal's conjecture. Testing whether a graph has a stable cutset is known to be NP-complete [14] . However, Feder et al. [22] gave the first subexponential-time algorithm for the (list) skew partition problem. A polynomial-time algorithm for the (list) skew partition problem was developed subsequently by de Figueiredo et al. [15] .
In certain other M -partition problems, there are constraints that there be at least a certain number of vertices in some parts. A homogeneous set or module in a graph is a set C of vertices such that C has at least two, but not all, of the vertices of the graph, and every vertex not in C is either adjacent to all the vertices in C, or none of the vertices in C. Among vertices not in C, if A is the set of vertices that are Downloaded 10/16/18 to 157.182.147.224. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php adjacent to all the vertices in C, and B is the set of vertices that are adjacent to none of the vertices in C, then testing for the presence of module is an M -partition problem with the additional requirements that |C| ≥ 2 and A ∪ B is nonempty. We can reduce the homogeneous set problem for a graph G on n vertices to O(n 3 ) instances of the list M -partition problem, where M is the matrix corresponding to the homogeneous set problem, as follows: for each triple x, y, z of vertices, we set L(x) = {C}, L(y) = {C}, and L(z) = {A, B}, the list of any other vertex to {A, B, C}, and check if any such instance has a valid list M -partition. Testing for the presence of modules and decomposition of a graph via modules have important applications in algorithmic graph theory, and efficient algorithms exist for these problems [10, 28, 32] .
Feder et al. [22] studied the list M -partition problem with the goal of classifying matrices M into those for which the problem is efficiently solvable and those for which an efficient solution is perhaps unlikely. Next, we present results known on restricted versions of the list M -partition problem and then results known on the general list M -partition problem.
A k-coloring of graph G is the same as an M -partition of G where M (with dimension k) has zeros along the main diagonal and all other entries are asterisks. Therefore, the k-colorability problem is an M -partition problem where M is obtained from the 0-1 adjacency matrix of a complete (loopless) graph on k vertices by replacing every 1 with an asterisk. The more general H-coloring problem [30] is derived when M is obtained from the adjacency matrix of an arbitrary graph in the same way. More precisely, in the H-coloring problem [30] , also called the homomorphism problem, given graph G and a specific graph H (possibly containing loops), we are asked whether it is possible to partition V (G) into parts A u , u ∈ V (H), such that A u is a stable set when u does not have a loop in H, and there are no edges between parts A x and A y whenever xy / ∈ E(H). The H-coloring problem is solvable in polynomial time when H is bipartite or when H contains a loop, and is NP-complete otherwise [30] .
The list H-coloring problem [16, 19, 20] is the list version of the H-coloring problem where, in addition to being given G and H, for each vertex v of G we are given a list, L(v) which is a subset of V (H). The problem then asks whether there is an H-coloring subject to the additional restriction that each vertex v of G is placed in a part A y such that y ∈ L(v). Just as the list coloring is a special case of list H-coloring (when H is a complete graph with no loops), list H-coloring is a special case of list M -partition where the matrix M is obtained from the adjacency matrix of the graph H by replacing every 1 with an asterisk.
In a sequence of papers [16, 19, 20] , it was established that every list H-coloring problem (namely, every list M -partition problem where M is a matrix over {0, * }) is either solvable in polynomial time or NP-complete. The complement M of a matrix M over {0, 1, * } is obtained from M by interchanging the zeros and ones and leaving the asterisks unchanged. Since the list M -partition problem for G, where M is a matrix over {1, * }, is essentially the same as the list M -partition problem for the complement of G, it follows that every list M -partition problem, where M is a matrix over {1, * }, is also either solvable in polynomial time or NP-complete. See Figure 1 .1 for definitions of the problems in the following theorems. Theorem 1.1 (see [16, 19, 20] The following corollary can be derived from [16, 19, 20] . [16, 19, 20, 21] Feder et al. [22] also showed that if M is a matrix over {0, 1}, then the list Mpartition problem is polynomial-time solvable. When M has dimension 2, the problem can be reduced to the 2-satisfiability problem and solved in polynomial time using the algorithm of [1] .
Corollary 1.2 (see
It was conjectured in [22] that every list M -partition problem (with no restriction on dimension of M ) is either solvable in quasi-polynomial time or NP-complete, and this now has been shown to be the case by Feder and Hell [17] . In a recent work [17] , it has been shown that every list M -partition problem for directed graphs is either solvable in quasi-polynomial time or NP-complete. Further, when M has dimension at most 3, the quasi-polynomial cases of the list M -partition problem for directed graphs are now known to be polynomial-time solvable [25] .
We close this section by referring the reader to [22] for a fine exposition on other graph theoretic problems that can be modeled as list M -partition problems.
Tools.
We borrow some tools from [15] and [22] . For a vertex v of graph G, N (v) denotes the set of vertices adjacent to v in G, i.e., N (v) is the set of neighbors of v in G.
A basic strategy that we employ, much akin to [22] and [15] , is replacing an instance I of the list M -partition problem on graph G by a polynomially bounded number of instances I 1 , I 2 , . . . , I p such that
• The answer to I is "yes" if and only if the answer to some I k is "yes."
Moreover, each instance I k satisfies at least one of the following: • The longest list of I is missing in I k .
• The number of distinct lists in I k is fewer than the number of distinct lists in I.
• I k is an instance of the list M -partition problem for graph H where H is an induced subgraph of G and M is a principal submatrix of M .
• I k is easy to resolve. Next we reproduce and summarize the tools from [22] that we use in this regard.
Tool 1. An instance of the list M-partition problem in which the list for every vertex of the input graph has size at most two, is solvable in polynomial time.
Justification. Such a problem can easily be modeled as an instance of the 2-satisfiability problem (2-SAT) and solved using the algorithm in [1] .
In the course of dealing with an instance of the list M -partition problem, our methods might decide to place a particular vertex in a specific part of the partition (either because the list of the vertex has size one, or this is one of the many possibilities Downloaded 10/16/18 to 157.182.147.224. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that will be tried). The following tool addresses how the instance can then be "cleaned up" to account for the placement of the vertex without altering the outcome. Justification. If the original instance were to admit a list M -partition, then the possibilities are that either some vertex that had X in its list is placed in part X, or no vertex that had X in its list is placed in part X. The latter case can be covered by creating an instance by deleting X from every list. The former case can be covered by creating, for each vertex v that has X in its list, an instance by placing v in X and then applying Tool 2.
Following the terminology used in [22] , we say part X dominates part Y in matrix M , if for every part Z (including X and Y ), we have
Tool 4. Suppose we have an instance of the list M-partition problem on graph G with lists L, and part X dominates part Y in M. Let L be the lists obtained from L by removing Y from any list that also contains X. Then there is a list M-partition of G with respect to lists L if and only if there is a list M-partition of G with respect to lists L .
Justification. If part X dominates part Y in matrix M , then in any list Mpartition of G, a vertex in part Y can also be placed in part X.
Again, following the terminology in [22] , we say that
Tool 5. If M contains M and the list M -partition problem is NP-complete, then the list M-partition problem is also NP-complete.
Justification. Clearly, any polynomial-time algorithm for the list M -partition problem can be used, without any changes, to solve the list M -partition problem in polynomial time.
Recall that the complement M of matrix M is obtained from M by replacing every 0 with a 1, every 1 with a 0, and leaving the asterisks unchanged.
Tool 6. Graph G admits a list M-partition with respect to lists L if and only if the complement of G admits a list M -partition with respect to the lists L.
The following lemmata can be extracted from the details in [15] ; however, they are not explicitly presented as lemmata there. We state them explicitly and present their proofs in their entirety for the sake of completeness. For simplicity of exposition (as was done in [15] ) we use the constant 1/10 (and the related constants 7/10, 8/10, and 9/10) in the following lemmata. However, this can be replaced by any constant 1/c (and the related constants replaced by (c − 3)/c, etc.) such that c ≥ 5.
With respect to graph G and vertex-subset O of G, O denotes the subgraph induced by O in G, the complement of G.
Lemma 2.1 (see [15] .
We first set W = W and invoke Algorithm α. As u is nonadjacent to fewer than On the other hand, suppose the algorithm stops with |O|+|NT | < n 10 and NT = ∅; clearly, |O| < n 10 and W was partitioned into O and T , and there are all possible edges between O and W \O. We then apply the following algorithm to find the desired sets.
Algorithm β

Input:
O ⊆ W such that |O| < 
Algorithm γ
Input:
Sets S 1 , S 2 , and X 1 as specified in Lemma 2.2.
It is evident from Algorithm γ that there are no edges between O and M , and every vertex in NM has a neighbor in O. 
Algorithm δ Input:
W
We first set W = W and invoke Algorithm δ. As u is nonadjacent to fewer than On the other hand, suppose the algorithm stops with and there are all possible edges between O and W \O.
Apply Algorithm δ to W to partition it into sets O, T , and NT ;
10 ) then stop /* O, T , and NT are as desired */ else and A i has a true (false) partner p(
Properties (a) and (b) ensure that each A i has either a true or false partner p(A i ). 
this eventuality is covered by Φ Ai . Now suppose there is no part in F − U that has nonempty intersection with O. Let the parts not in F − U be U 1 , . . . , U l (if they exist). These parts must have the clique structure. If l = 1, then we have M U1,U1 = 1 and O ⊆ U 1 in the solution. Since O is connected, it follows that when |O| > 1, there is no solution. Otherwise, the only vertex in O must go to part U 1 . As no vertex in NT can now be in part U 1 , NT must drop the part U 1 ; this eventuality is covered by the instance Φ U1 . Now suppose l ≥ 2. For any U i that is a true partner of all U j with j different
Since no member of NT can now be placed in a part that is a true partner of U i , it follows that NT must drop all parts U j with i = j; this eventuality is covered by Φ Ui .
Last, we consider the case
Since O is connected, O must be partitioned uniquely into two cliques K 1 , K 2 ; otherwise, there is no solution. We see that every vertex in NT must drop a part (U l−1 or U l ); this eventuality is covered by Φ 1 and Φ 2 .
Case (ii). We construct two new instances from Φ as follows. Choose an A i that has a false partner p(A i ) and create Φ 1 by making T * drop p(A i ); then create Φ 2 by making O * drop A i . This can be justified as follows. In any solution to Φ, if there is a part R j that is a false partner of all parts in F, 9. if the set H of parts in R that have no true partners in L is not empty, then there is a part L i that is a false partner of all parts in H, 10. if the set U of parts of L∪R that have no false partners in L∪R is not empty, then the parts in U must have the clique structure, each of them has a true partner in L and in R, and the two parts in U that are not true partners (if they exist) must belong to L ∩ R. Output: A set of at most 2k instances {Φ 1 , Φ 2 , . . .} that is equivalent to Φ, and such that for each i,
Note 2. Given an instance Φ on a graph G with n vertices (with k ≤ 10) that satisfies the conditions of Procedure 2, recursively applying Procedure 2 produces a polynomial number of instances Φ for which S L (Φ ) = ∅ or S R (Φ ) = ∅, and the set of instances produced is equivalent to Φ. It is easy to see that the number of instances Φ is at most (2k) 
Details of Procedure 2.
Case 1. There is a vertex v in S 1 with
It is a routine matter to verify that the set of new instances is equivalent to Φ. Case 1 . There is a vertex v in S 2 with
10 . This case is symmetric to Case 1.
Define four sets as follows:
There are three cases to consider. Case 2.1.
10 . Create q new instances from Φ as follows. For each R j ∈ R, let p(R j ) be a partner of R j in L. If p(R j ) is a true (resp., false) partner of R j , then Φ j is obtained from Φ by making X 1 (resp., W 1 ) drop the part p(R j ). This is justified as follows. In any Downloaded 10/16/18 to 157.182.147.224. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
10 . This case is symmetric to Case 2.2. 
There are two cases to consider. 2 . Therefore, we can construct a set of two instances equivalent to Φ in this case by using the logic for Case 2.1 in the complement of the given graph using M and by simply reversing the roles played by L 1 and L 2 .
Finally, it can be easily verified that for each instance Γ created, |S L (Γ)| |S R (Γ)| ≤ 
