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ABSTRACT. A generating set for a complex hyperplane arrangement A is a collection
{ f1, . . . , fµ} of continuous functions on the complement M of A whose differences are
non-vanishing on M. A generating set F gives rise to a certain space of extensions
Ek(A ,F ) ofA which is the total space of a bundle over M, with fiber the ordered config-
uration space of k points in a plane with µ punctures. For k = 2 one can use such bundles
to construct a representation of the fundamental group G(A ) = pi1(M) analogous to the
Lawrence-Krammer-Bigelow representation of the pure braid group. We construct gener-
ating sets for rank two arrangements, reflection arrangements of types A`, B`, D`, F4, and
for arrangements supporting multinet structures with three classes.
A generating set for a subarrangementS of A is a generating set for A . We consider
the product of representations arising from a family of subarrangements of A that support
generating sets. In this context we analyze the kernel of the homomorphism ρX : G −→
∏S∈X GS from an arbitrary group G with finite generating set Y to the product of quotients
GS =G/〈〈Y −S〉〉 corresponding to an antichainX ⊆ 2Y . Generalizing an argument of T.
Stanford concerning Brunnian braids, we show the kernel of ρX is generated by iterated
commutators that are transverse toX in a certain sense, provided the projections G−→GS
split compatibly. Under this hypothesis, we derive a test for the injectivity of ρX that
depends only on 2- and 3-fold commutators of generators. We show that ρX is injective
for some well-studied decomposable arrangements, for certain families X of rank two
flats.
If A is central and X consists of rank two flats, the homomorphism ρX induces
a homomorphism ρX from the projectivized group G(A ) = G(A )/Z to the product
∏X∈X G(AX ) of free groups. We show ρX is injective if and only if ρX is, provided
the incidence graph ΛX of X is connected. The image of ρX is a normal subgroup,
and the cokernel of ρX is equal to H1(ΛX ,Z). Using results of Meier-Meinert-Van
Wyk on subdirect products of free groups, we identify the cohomological finiteness type
of ρX
(
G(A )
)
in terms of ΛX , and deduce the cohomological finiteness type of several
well-known arrangement groups. Finally we apply our results to decomposable arrange-
ments, concluding that a decomposable arrangement group either has a conjugation-free
presentation or is not residually nilpotent.
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1. INTRODUCTION
Let A = {H1, . . . ,Hn} be an arrangement of affine hyperplanes in C`, with comple-
ment M(A ) = C`−⋃ni=1 Hi. We present a general construction of nontrivial fiber bundles
over M(A ). One may then construct representations of the arrangement group G(A ) =
pi1 (M(A )) via the monodromy action on the homology of the fiber with coefficients in
certain local systems, which generalize the Lawrence-Krammer-Bigelow representation of
the pure braid group as described in [38, 41].
These bundles Ek(A ,F ) −→ M(A ) are pullbacks of the Fadell-Neuwirth projection
fiber bundles on ordered configuration spaces [21, 8], determined by an integer k and gen-
erating setF , a collection { f1, . . . , fµ} of continuous functions on M having the property
that fi− f j is nowhere zero on M(A ) for i 6= j. The fiber is the ordered configuration
space of k points in a plane with µ punctures, realized as the complement of the affine
discriminantal arrangement Aµ,k in Ck [45]. We call the pullback a discriminantal bundle
over M(A ).
When k = 1 and the fi are linear, one obtains a strictly linear fibration over M (with
punctured plane fiber) as in the definition of fiber-type arrangements. In this case our
construction coincides with the root map construction of [16, 12], used to produce the
braid-monodromy presentation of the fundamental group of the total space. The fact that
bundles involving strictly linearly fibered arrangements, as well as certain orbit configura-
tion spaces, may be realized as pullbacks of configuration space bundles was established
in [12]. This was used to show that fundamental groups of complements of fiber-type
arrangements are linear in [14].
When k = 2 we obtain analogues of the bundles which arise in the context of the
Lawrence-Krammer-Bigelow (LKB) representations of braid groups [41]. One can then
define LKB-like representations of arrangement groups, depending on the given generat-
ing set - see Remark 2.1.15.
The support of a generating set is the set of hyperplanes H in A such that the associ-
ated discriminantal bundle has nontrivial monodromy around H. Any rank two arrange-
ment supports a generating set. If A is a rank three arrangement admitting a multinet
structure [29] with three classes, then A supports a generating set. For arbitrary A , we
have no method to construct a generating set supported by A . But taking Whitney sums
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of discriminantal bundles over M whose supports coverA yields bundles over M(A ) with
nontrivial monodromy around every hyperplane of A .
To understand when the resulting representation of G(A ) is faithful, we analyze the
kernel of the homomorphism ρX from a group G with finite generating set Y to the product
∏S∈X GS of quotients of G determined by an antichain X of subsets of Y , where, for
S∈X , GS =G/〈〈Y −S〉〉. We assume the composite 〈S〉 ↪→G−→GS is injective for each
S in the atomic latticeS ⊆ 2Y generated byX , and generalize an argument of T. Stanford
[47] to show that under this assumption ker(ρX ) is generated by iterated commutators of
elements of Y and their inverses whose entries are not contained in any single S ∈X . As a
corollary we obtain a criterion for ρX to be injective that involves only such commutators
of length two and three, and can often be verified by hand.
If G = G(A ) for an affine arrangement A , let Y = {yH | H ∈ A } ⊆ G, where yH is
represented by a meridian of H. Then Y generates G - we call Y a standard generating
set of G - and subsets of Y correspond to subsets of A . The standard generating set Y is
adapted to an antichain X ∈ 2A if the injectivity hypothesis holds for the corresponding
antichain in 2Y . This condition is weaker than the existence of a conjugation-free cyclic or
geometric presentation as defined in [30] and [20], respectively. We give various sufficient
conditions on Y , relative to X , for this condition to hold. Using these we establish the
injectivity of ρX for the rank three whirl arrangement, labelled X3 in [28] and considered
in unpublished work by Arvola [2], for the group of the Kohno arrangement of seven lines,
labelled X2 in [28], and for a pair of seven-line arrangements that appear in [25], where in
each caseX is the family of rank two flats of size at least three. The existence of Brunnian
braids shows that ρX is not injective in general, see [15].
When A is central, and X is any set of pairwise incomparable flats of A , the ho-
momorphism ρX induces a well-defined homomorphism ρX : G −→ ∏S∈X GS, where
G = G/Z and GS = GS/Z are the projectivized fundamental groups. Each GS is a free
group, so the image NX of ρX is naturally a subgroup of a direct product of free groups,
and indeed is a subdirect product of free groups in the terminology of [9]. Then NX has
a faithful linear representation, and is residually free and residually torsion-free nilpotent,
has solvable word and conjugacy problems, and satisfies the Haagerup property [11]. If
ρX is injective G(A ) has these properties as well.
Next we show, forX a set of rank two flats, the image NX is normal. We recognize the
quotient∏S∈X GS/NX as the integral cohomology of the incidence graph ΛX ofX with
A , hence it is free abelian and its rank is given by a simple combinatorial formula. Using
[36] we obtain precise information about the finiteness type of NX . We deduce that, for
the rank three whirl arrangement, G(A ) is isomorphic to the Stallings’ group of type F2
but not of type F3 [46], as originally observed by Matei and Suciu [35]. This observation
provided motivation for the current project; see also Question 2.10 in Bestvina’s problem
list [4]. We show the Kohno arrangement X2 is of type F4 but not F5, and the groups of the
two seven-line arrangements from [25] are of type F3 but not F4. The X3 example has been
generalized by Artal, Cogolludo, and Matei [1] to a large family of arrangements whose
groups are Bestvina-Brady groups. We reproduce their result using our approach.
In the last section we specialize to decomposable arrangements, in the sense of Pa-
padima and Suciu [39]. If A is decomposable,X is a set of rank two flats that covers A ,
and Y is a standard generating set of G(A ) adapted to X , the kernel of ρX is precisely
the nilpotent residue of G, the intersection of the terms of the lower central series. Then
our results imply either Y is adapted to the set L [2] of all rank two flats, in which case G
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has a type of conjugation-free presentation, or G(A ) is not residually nilpotent. We do not
know an example of the latter type.
2. DISCRIMINANTAL BUNDLES
In this section we will construct a bundle Ek(A ,F ) −→M(A ) over the complement
of an arbitrary complex arrangementA , depending on a positive integer k and a familyF
of functions on M(A ) called a generating set. The total space can be identified with the
complement of a family of extensions ofA , parametrized by the complement ofA via the
generating setF .
The construction mimics the process of constructing the pure braid space for `+ k
strings from the space for ` strings. The pure braid space PB` is the complement in C`
of the braid arrangement, defined by the polynomial ∏1≤i< j≤`(zi− z j) = 0, with funda-
mental group the pure braid group P` . Then PB`+k = {(z1, . . . ,z`,z`+1, . . . ,z`+k) | zi 6= z j}.
To see how this arises from PB`, let w1 . . . ,wk be the last k variables. Then
PB`+k = {(z1, . . . ,z`,w1, . . . ,wk) | zi 6= z j,zi 6= w j,wi 6= w j}.
We have introduced new variables, and prohibiting those variables from being equal or
from taking values given by the “generating set” F = {z1, . . . ,z`}. The Fadell-Neuwirth
bundle PB`+k −→ PB` is given by the projection (z1, . . . ,z`,w1, . . . ,wk) 7→ (z1, . . . ,z`), see
[21]. To generalize, we replaceF with an arbitrary collection of continuous functions on
M, subject to a condition that ensures the resulting projection is a bundle map.
2.1. Construction of discriminantal bundles. Let A = {H1, . . . ,Hn} in C` be a hyper-
plane arrangement in C`, with Hi the zero locus of the linear polynomial αi : C` −→ C for
1≤ i≤ n. Let Q =∏ni=1αi and
M = M(A ) = C`−
n⋃
i=1
Hi = {(z1 . . . ,z`) ∈ C` | Q(z1, . . . ,z`) 6= 0}.
Definition 2.1.1. A setF = { f1, f2, . . . , fµ} is called a generating set for the arrangement
A provided that each fi is a continuous function on M and each difference fi− f j, 1≤ i<
j ≤ ` is nowhere zero on M.
So the coordinate functions fi(z) = zi, 1 ≤ i ≤ `, define a generating set for the braid
arrangement in C`. Functions in a generating set need not be linear; in most examples
the fi are rational functions on C`, regular on M. In this case F forms a generating set
for A if and only if the closures of irreducible components of the (possibly non-reduced)
quasi-affine algebraic hypersurfaces defined by fi(z) = f j(z) are hyperplanes of A , for
each i 6= j.
Let F = { f1, . . . , fµ} be a generating set for A and let k ≥ 1. For z = (z1, . . . ,z`) ∈
M(A ) and w = (w1, . . . ,wk) ∈ Ck, let
Q(z,w) = ∏
1≤i≤k
1≤ j≤µ
(wi− f j(z)) ∏
1≤i< j≤k
(wi−w j),
and define the topological space Ek(A ,F ) by
Ek(A ,F ) = {(z,w) ∈ C`×Ck | z ∈M(A ) and Q(z,w) 6= 0}.
Definition 2.1.2. The discriminantal bundle associated with F and k is the natural pro-
jection p : Ek(A ,F )−→M(A ).
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The terminology is justified by observations to follow. If the fi are meromorphic on C`,
then the complement of Ek(A ,F ) is an analytic hypersurface in C`+k, so Ek(A ,F ) is a
Stein manifold, hence has the homotopy type of a complex of dimension at most `+ k.
By the discussion above, PB`+k = Ek(A`,F ) where A` is the braid arrangement in
C` and fi(z) = zi for 1 ≤ i ≤ `. The projection p : Ek(A`,F ) −→ M(A`) is the Fadell-
Neuwirth bundle PB`+k −→ PB`. In general we have the following result, generalizing
[12, Thm. 1.1.5], which treats generating sets of linear functions.
Theorem 2.1.3. If A is an arrangement with generating setF = { f1, . . . , fµ} and k ≥ 1,
then the projection p : Ek(A ,F )→ M(A ) is the projection map of a fiber bundle. This
bundle is the pullback of the Fadell-Neuwirth bundle PBµ+k → PBµ via the function f =
( f1, . . . , fµ) : M(A )→ PBµ .
Proof. Let z = (z1, . . . ,z`) and (x1, . . . ,xµ ,w1, . . . ,wk) be coordinates on C` and Cµ+k, re-
spectively. Then the total space of the pullback of PBµ+k → PBµ via f is the set of all
points
(z1, . . . ,z`,x1, . . . ,xµ ,w1, . . . ,wk) ∈M(A )×PBµ+k
which satisfy fi(z) = xi, i = 1, . . . ,µ . It is readily checked that the map
(z1,z2, . . . ,z`,w1, . . . ,wk) 7−→ (z1, . . . ,z`, f1(z), . . . , fµ(z),w1, . . . ,wk)
from Ek(A ,F ) to the total space of the pullback is a bundle equivalence. 
The total space Ek(A ,F ) of a discriminantal bundle can be interpreted as a space of
labelled extensionsA (z,w) of the arrangementA by k distinct hyperplanes, parametrized
by complex numbers w1, . . . ,wk, with forbidden values of the wi given by f1(z), . . . , fµ(z)
depending on z ∈ M(A ). See Remark 2.2.2 for a concrete description in a particular
example.
The function f = ( f1, . . . , fµ) : M(A )→ PBµ , determined by the chosen labelling of
F , is called a generating function for the discriminantal bundle; two generating functions
for the same generating set F differ by an automorphism of PBµ , yielding isomorphic
pullbacks.
Definition 2.1.4. A discriminantal arrangement of type (µ,k) is the arrangement Aµ,k in
Ck, with coordinates (w1, . . . ,wk), defined by the polynomial
∏
i, j
(wi−m j) ·∏
i< j
(wi−w j)
where m1, . . . ,mµ are fixed distinct complex numbers.
The complement Fµ,k of Aµ,k is the configuration space of k ordered points in C−
{m1, . . . ,mµ}. Different choices of m1 . . . ,mµ lead to lattice-isotopic arrangements. Thus
the complement of Aµ,k is determined up to homeomorphism by µ and k [44]. We de-
note the complement of Aµ,k by Fµ,k. The arrangement Aµ,k is an affine supersolvable
arrangement, hence is itself a fiber-type arrangement. In particular Fµ,k is aspherical, see
[27, 48].
Since Fµ,k is the fiber of the Fadell-Neuwirth bundle PBµ+k → PBµ , the fundamental
group Gµ,k = pi1(Fµ,k) is a normal subgroup of the pure braid group Pµ+k. Note that Gµ,1
is a free group of rank µ .
Proposition 2.1.5. The fiber of p : Ek(A ,F )−→M(A ) is homeomorphic to Fµ,k.
It is because of this observation that we call these discriminantal bundles.
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Corollary 2.1.6. The fiber of p : Ek(A ,F ) −→ M(A ) is an Eilenberg-Mac Lane space
of type K(Gµ,k,1).
Remark 2.1.7. The bundle p : Ek(A ,F )−→M(A ) supports a fiber-preserving action of
the symmetric group Sk, by permutation in the last k variables, so the monodromy repre-
sentations arising from this bundle are naturally (pi1(M),Sk)-bimodules.
Write E = Ek(A ,F ), M = M(A ), and G = G(A ) = pi1(M). The bundle map p : E→
M is the restriction of a linear projection. If the fi are linear and k≥ 1, then the total space
is the complement of a hyperplane arrangement E . If, in addition, A is central, then the
map p is the bundle projection associated with the modular flat A of E , see [40, 26]. If
k= 1 then p is a strictly linear fibration [27, 48], and f is the associated root map as defined
in [16, 12].
Much of the topology of fiber-type arrangements carries over (but some does not, see
Examples 2.1.16 and 2.1.17). The results below all follow from the characterization of dis-
criminantal bundles as pullbacks of Fadell-Neuwirth bundles, along with standard results
for fiber bundles, see [27, 22].
An arrangement A is a K(pi,1) arrangement if M(A ) is aspherical, and is a rational
K(pi,1) arrangement if the rational completion of M(A ) is aspherical [22].
Corollary 2.1.8. Let p : E −→M be a discriminantal bundle.
(i) If A is a K(pi,1) arrangement, then E is apsherical.
(ii) The bundle p : E →M has a section, and the action of G on the fiber is trivial in
homology.
(iii) The group pi1(E) is isomorphic to a semidirect product Gµ,koG.
(iv) The homology H∗(E,Z) is isomorphic to H∗(M,Z)⊗H∗(Fµ,k,Z).
(v) If A is a rational K(pi,1) arrangement, then the rational completion of E is
aspherical.
If G = pi1(M(A )) is an iterated semidirect product of free groups, respectively, an
almost-direct product of free groups [27, 17], then so is pi1(E). In the latter instance,
the cohomology ring of pi1(E) may be calculated from the almost-direct product structure,
see [13]. Additionally, we have the following, as noted in [14, Lem. 6.2].
Corollary 2.1.9. If pi1(M) is linear, then so is pi1(E).
Proof. The group pi1(E) is a subgroup of the product pi1(M)×pi1(PBµ+k), which is linear
since both factors are. 
The fiber Fµ,1 of the Fadell-Neuwirth bundle PBµ+1 −→ PBµ is a copy of C with
µ punctures. The monodromy of the bundle is the (faithful) Artin representation Pµ =
pi1(PBµ) −→ Aut(Fµ) of the pure braid group in the group of automorphisms of the free
group. With this identification, Pµ acts diagonally on Fµ,k for any k≥ 1, since the diagonal
hyperplanes wi = w j are preserved. The bundle PBµ+k −→ PBµ is the associated bundle
of PBµ+1 −→ PBµ with fiber Fµ,k with this action of Pµ .
Corollary 2.1.10. The structure group of the bundle Ek(A ,F )→M(A ) reduces to the
pure braid group on µ = |F | strings, and the bundle is associated with the discriminantal
bundle E1(A ,F )−→M(A ) corresponding toF and k = 1 via the diagonal action of Pµ
on Fµ,k.
Definition 2.1.11. LetF be a generating set forA and H ∈A . We sayF is trivial on H
if fi− f j extends continuously and is not identically zero on H, for all 1≤ i < j ≤ µ . The
support ofF is the set of hyperplanes H ∈A on whichF is not trivial.
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The monodromy of the bundle Ek(A ,F )−→M(A ) may be nontrivial around H ∈A
if H is in the support of F . If S ⊆ A denotes the support of F , then F is a generating
set for S, and Ek(A ,F )−→M(A ) is a subbundle of Ek(S,F )−→M(S), the pullback by
the inclusion map M(A ) ↪→M(S).
Example 2.1.12. Let D` be the Coxeter arrangement of type D`, with defining equations
zi±z j = 0, 1≤ i< j≤ `. LetF = { f1, . . . , f`}where fi(z)= z2i . ThenF is a generating set
on D`, with support D`, and Ek(D`,F ) is the complement of the union of `(`− 1)+
(k
2
)
hyperplanes and ` affine quadrics in C`+k. In particular, Ek(D`,F ) is not a hyperplane
arrangement complement.
The space E1(D3,F ) is homeomorphic to an arrangement complement. The group
pi1(M(D3)) is isomorphic to the pure braid group P4, and the homomorphism f∗ : P4 −→ P3
induced by f is given on the standard pure braid generators by
f∗(Ai, j) =

A1,2 if {i, j}= {1,2} or {i, j}= {3,4},
A2,3 if {i, j}= {2,3} or {i, j}= {1,4},
A1,3 if {i, j}= {1,3},
A1,2A1,3A−11,2 if {i, j}= {2,4},
with appropriate choices of basepoints. This is the homomorphism on pure braid groups
induced by the map B4 −→ B3 on full braid groups sending σ1 and σ3 to σ1, and σ2 to σ2.
We showed in [15] that f∗ is equivalent to the homomorphism induced by the map PB4 −→
PB3 defined by deleting the fourth strand. If follows that the total space E = E1(D3,F ) is
homeomorphic to the pull-back of the Fadell-Neuwirth bundle PB4 −→ PB3 along itself;
by a result of [26] this implies E is diffeomorphic to the complement of an arrangement
of nine hyperplanes in C4, the generalized parallel connection of D3 with itself along a
modular line. (All such arrangements are isomorphic.)
For general k and `, we do not know whether Ek(D`,F ) has the homotopy type of an
arrangement complement.
Example 2.1.13. Let B` be the Coxeter arrangement of type B`, with defining equations
zi = 0, 1≤ i≤ `, and zi =±z j,1≤ i < j ≤ `. The set
F = {−z`, . . . ,−z1,0,z1, . . . ,z`}
is a generating set for B`, with support B`. Here 0 denotes the zero function, and zi
a coordinate function as before. This linear generating set arises from the structure of
the projection M(B`+1) −→M(B`) as a strictly linear fibration. The corresponding gen-
erating function f : M(B`) −→ PB2`+1 realizes the bundle M(B`+1) −→ M(B`) as the
pullback of the Fadell-Neuwirth bundle PB2`+2 −→ PB2`+1. This is used to determine the
structure of the type B pure braid group pi1(M(B`)) as an almost-direct product of free
groups in [12, Thm. 1.4.3].
The setF ′ = { f1 . . . , f`}, where fi(z) = z−2i for 1≤ i≤ `, is another generating set for
the arrangement B`, with support the entire arrangement B`. Note that the hyperplanes
zi = 0 and z j = 0 are poles of fi− f j, of multiplicity two.
Similar considerations apply to the reflection arrangements associated to the full mono-
mial groups, with defining equations zi = 0, 1 ≤ i ≤ `, and zi = ζ kz j, 1 ≤ i < j ≤ `,
1≤ k ≤ r, where ζ is a primitive rth root of unity.
Example 2.1.14 ([10]). For the reflection arrangement of type F4, with hyperplanes zi = 0,
1 ≤ i ≤ 4, zi ± z j = 0, 1 ≤ i < j ≤ 4, and z1 ± z2 ± z3 ± z4 = 0, the functions fi(z) =
(z1z2z3z4)z2i , 1≤ i≤ 4, comprise a generating set.
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Remark 2.1.15. Given a generating setF as in the preceding examples, one can consider
the monodromy of the bundle p : E2(A ,F )−→M, acting on the twisted homology group
H2(Fµ,2,R), where R = Q(s, t) is the pi1(Fµ,2)-module with the generators corresponding
to hyperplanes wi−m j = 0 acting by multiplication by s, and the generator corresponding
to w1−w2 = 0 acting by multiplication by t. The corresponding homology representa-
tion is an analogue of the Lawrence-Krammer-Bigelow representation of the pure braid
group for the arrangement group G(A ); see [41]. We will call this the LKB-type rep-
resentation of G(A ) associated with F . For the braid arrangement A`, with generating
set F = {z1, . . . ,z`}, this representation is indeed rationally equivalent to the Lawrence-
Krammer-Bigelow representation of the pure braid group, by [38]. For the examples above
we do not know if the resulting representations are rationally equivalent to the LKB-type
representations of the corresponding pure Artin groups as described in [41]. We did not
examine whether Coxeter arrangements of types En, n = 6,7,8, support generating sets.
Example 2.1.16. Let A be the arrangement consisting of the origin in C. The set F =
{0,z,2z} is a generating set forA . The total space of the discriminantal bundle E1(A ,F )
is the complement in C2 = R4 of the real linear subspaces z = 0,w = 0,w = z, and w =
2z. This complement of four 2-planes in R4 does not have the homotopy type of the
complement of a complex hyperplane arrangement, by [49, Ex. 2.2]. Furthermore, the
group G = pi1(E1(A ,F )) is not the fundamental group of any smooth quasi-projective
variety, see [19, Ex. 8.1]
Example 2.1.17. Again, let A = {0} in C. The setF = {z, 12 z, 38 z+ 58 z,− 112 z+ 512 z} is a
generating set for A . Here, the space E1(A ,F ) is the complement in C2 =R4 of the five
2-planes z= 0, w= z, 2w= z, 8w= 3z+5z, and 12w=−z+5z. Noting that the equations
az+bw+ cw = 0 and αz+β z+ γw = 0 define the same 2-plane if α(b2− c2) = γab and
β (b2−c2) =−γac, this arrangement is identical to the arrangement considered in [19, Ex.
8.2]. There, it is shown that G = pi1(E1(A ,F )) is not a 1-formal group, and consequently
that E1(A ,F ) is not a formal space.
Using the observation in the previous example, the complement of any arrangement of
2-planes through the origin in C2 = R4 may be realized as E1(A ,F ) for an appropriate
choice of generating setF for the arrangement A = {0} in C.
2.2. Existence of generating sets. To construct faithful representations of the fundamen-
tal group G(A ) = pi1(M), we need to know which subarrangements ofA support generat-
ing sets. It turns out the conditions are somewhat restrictive. But one can always construct
generating sets supported on rank two subarrangements.
For an arrangement A of affine hyperplanes in C` and a subset X of C`, let
AX = {H ∈A | H ⊇ X}.
The (finite) collection L (A ) = {AX | X ⊆ C`} ⊆ 2A forms a poset under inclusion; its
elements are called flats ofA . The posetL (A ) has smallest element /0=AC` and largest
element A =A /0. To avoid confusion we will call L (A ) the poset of flats of A ; it is an
atomic lattice which is geometric if and only if
⋂
H∈A H 6= /0, in which case we say A is
central. The poset of flats of a central arrangement is the lattice of flats of a simple matroid
on A .
If X 6= /0, the arrangement AX is called the localization of A at X . In any case we
can assume without loss of generality that X =
⋂
H∈AX H. Then AX ⊆ AY if and only
if X ⊇ Y , and the mapping AX 7→ ⋂H∈AX H = X defines an isomorphism of L (A ) to
the (augmented) intersection poset L(A ) of A , the set of intersections of subsets of A
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ordered by reverse inclusion. Observe that, forA non-central, the intersection poset L(A )
has largest element /0, contrary to the convention of [37]. The posets L(A ) andL (A ) are
ranked. A flat S ⊆ A in L (A ) has rank rk(S ) equal to the codimension of ⋂H∈S H.
Similarly X ∈ L(A ) has rk(X) = codim(X). In particular, we have rk(X) = rk(AX ) =
codim(X) for X ∈ L(A ) corresponding to AX ∈L (A ).
The proof of the following result gives an indication of our original ideas for producing
fibered families of hyperplanes, as discussed in Remark 2.2.2 below.
Proposition 2.2.1. Let A be an arbitrary arrangement and X ∈ L(A ) with rk(X) = 2.
Then there is a generating set for A of size |AX | supported on AX .
Proof. We may label the hyperplanes of A so that AX = {H1, . . . ,Hµ}, µ = |AX |. Since
H1 and H2 are distinct we may choose coordinates so that they are given by z1 = 0 and z2 =
0, respectively. Then, since X has codimension two, there are distinct, nonzero complex
numbers m3, . . . ,mµ , so that Hi is defined by the equation z2 = miz1. . Define FX =
{ f1, . . . , fµ}, where
fi(z) =

0, i = 1
z2, i = 2
miz1, 3≤ i≤ µ,
for z ∈ M, and observe that FX is a generating set for A with support equal to AX and
|FX |= µ . 
Abusing terminology slightly, we will call a generating set FX constructed as in the
proof of Proposition 2.2.1 a canonical generating set for X ∈ L(A ) with rk(X) = 2; it is
determined by X up to choice of coordinates.
Remark 2.2.2. For X ∈ L(A ) with rk(X) = 2 and FX a canonical generating set for X , a
point (z,w) in the space Ek(A ,FX ) can be identified with the extension of A by a pencil
of k distinct hyperplanes containing the codimension-two subspace z+X , with defining
equations
x2− z2 = wi(x1− z1),1≤ i≤ k,
none of which are parallel to any of the hyperplanes in AX , with z ∈ M. Consequently,
Ek(A ,FX ) is isomorphic to the space of all extensions of A having a certain fixed inter-
section poset. Our work was motivated in part by the desire to understand the topology of
“nicely-behaved” extension spaces such as this.
Generating sets supported on rank three flats are related to multinets (or combinatorial
pencils) on projective line arrangements, as studied in [34, 29].
Definition 2.2.3. A (k,d)-multinet on a rank three central arrangement A consists of a
function m : A −→ Z>0 and a partition Π of A with k ≥ 3 blocks, with the associated
base locusX being the set of rank two flats not contained in parts of Π, satisfying
(i) for each pi ∈Π, ∑H∈pi m(H) = d;
(ii) for each x ∈X , ∑H∈pi,x∈H m(H) is independent of pi ∈Π;
(iii) (
⋃
H∈pi H)−X is connected for each pi ∈Π.
By results of [34, 29], A supports a (k,d)-multinet structure if and only if there is a
linear system of curves of degree d on CP2 with no fixed components having k completely
reducible fibers whose irreducible components are the projectivizations of the hyperplanes
in A . By results of [42], such pencils exist only for k ≤ 4.
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Theorem 2.2.4. LetA be a rank three arrangement supporting a (3,d)-multinet for some
d ≥ 1. Then there is a generating set { f1, f2, f3} with support equal to A .
Proof. By [29], there are pairwise relatively prime, homogeneous, completely reducible
polynomials Qi, 1≤ i≤ 3, of degree d, satisfying
{z ∈ C` | Q1(z)Q2(z)Q3(z) = 0}=
⋃
H∈A
H,
and Q3 = Q1−Q2. Then {0,Q1,Q2} is a generating set with support equal to A . 
There is a partial converse. Suppose { f1, f2, f3} is a generating set consisting of homo-
geneous polynomials of the same degree d, with supportA . If the linear system generated
by f1− f2 and f2− f3 has no fixed components and connected general fiber, then A sup-
ports a (3,d)-multinet structure.
Any set F = { f1, . . . , fµ} of µ distinct linear forms is a generating set whose sup-
port A has defining polynomial ∏1≤i< j≤µ( fi − f j). In this case, as observed earlier,
Ek(A ,F ) is the complement of an arrangement E , which contains A as a modular flat,
and Ek(A ,F )−→M(A ) is the associated bundle projection.
Example 2.2.5. If F consists of the coordinate functions {z1, . . . ,z`} then its support
A is the braid arrangement. If F consists of the natural defining forms zi− z j for the
braid arrangement, thenA is the p= 2 center-of-mass arrangement defined in [18], whose
complement parametrizes the labelled configurations of ` distinct points in R2 with pair-
wise distinct midpoints. More generally, if F consists of the natural defining forms
∑pk=1 zik −∑pk=1 z jk , for the p-fold center-of-mass arrangement on ` points, then the sup-
porting arrangement A is the 2p-fold center-of mass arrangement on ` points.
If f1, . . . , fµ are distinct linear forms, then the set F = { 1f1 , . . . ,
1
fµ
} of reciprocals is
also a generating set, whose support is the arrangement defined by
∏
1≤i≤µ
fi · ∏
1≤i< j≤µ
( fi− f j).
3. PRODUCTS OF LOCALIZATION HOMOMORPHISMS
Given an arbitrary arrangement A of rank at least two, we would like to build a bundle
with base M(A ) which is sufficiently twisted to yield a faithful representation of pi1(M).
For A itself to support a discriminantal bundle requires fairly special circumstances, as
we have seen, but A may have several proper subarrangements supporting such bundles.
Indeed, any rank two subarrangement, and any rank three subarrangement supporting a
multinet, will have that property. We propose to pull back the product of all such discrimi-
nantal bundles supported on subarrangements, to obtain a bundle over M(A ).
If D denotes the set of subarrangements of A supporting generating sets, let
ϕD : M(A )−→ ∏
S∈D
MS
be the product of inclusion maps, where MS is the complement of the hyperplanes in S ⊂
A . Note that the codomain is also an arrangement complement. Choosing a generating
setFS of size µS and a positive integer kS for each S ∈D , we have discriminantal bundles
EkS(S,FS)−→MS, and hence a product bundle
∏ pS : ∏
S∈D
EkS(S,FS)−→ ∏
S∈D
MS.
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The pullback ϕ∗D (∏ pS) gives a bundle over M(A ), with fiber F =∏S∈D FkS,µS , and non-
trivial monodromy around each hyperplane in
⋃
S∈D S.
To use the product bundle ϕ∗D (∏ pS) constructed above to produce faithful represen-
tations of pi1(M(A )), one might first build faithful representations of pi1(MS) for S ∈ D ,
using the monodromy of discriminantal bundles, and then attempt to show that ϕD induces
an injection on fundamental groups. We can carry out the first step at least in case S comes
from a rank two flat.
3.1. Representations associated to rank two flats. Fix now a single element X ∈ L(A )
of rank two. Let AX = {H ∈ A | H ⊇ X}, and let MX be the complement of AX . Let
iX : pi1(M)→ pi1(MX ) be the homomorphism induced by the inclusion M ↪→MX . LetFX =
{ f1, . . . , fµ}, µ = |AX |, be a canonical generating set associated with X , as constructed in
the proof of Proposition 2.2.1, and denote the associated generating function by fX : MX →
PBµ .
Proposition 3.1.1. The induced homomorphism ( fX )∗ : pi1(MX )−→ Pµ is injective.
Proof. Assume without loss of generality that AX = {H1, . . . ,Hµ}, with H1 is defined by
z1 = 0, H2 by z2 = 0, and Hi is defined by z2 = miz1 for 3 ≤ i ≤ µ . Then fX : MX →
PBµ is given by fX (z) = (0,z2,m3z1, . . . ,mµz1). Let p : PBµ −→ PBµ−1 be the projection
(u1, . . . ,uµ) 7→ (u1,u3, . . . ,uµ). Then p is a discriminantal bundle projection; in particular
the kernel of p∗ is the fundamental group of the fiber of p, a free group on µ−1 generators.
For i = 1, . . . ,µ , let yi be a loop in MX about Hi. Choosing the base point in the hy-
perplane z1 = 1, we may assume that the loops y2, . . . ,yµ lie in the subspace z1 = 1,z3 =
m3, . . . ,zµ = mµ . Then p∗ ◦ ( fX )∗ sends yi to 1 for 2 ≤ i ≤ µ . Then any element of the
kernel of ( fX )∗ lies in 〈y2 . . . ,yµ〉, a free group of rank µ−1. Moreover, ( fX )∗ sends this
subgroup to the fundamental group of the fiber of p. Then ( fX )∗ is injective by the Hopfian
property of free groups. 
Recall the LKB-type representation of G(A ) over Q(s, t) associated with a generating
setF , defined in Remark 2.1.15.
Corollary 3.1.2. The LKB-type representation of G(AX ) associated with a canonical gen-
erating setFX for X is faithful.
Proof. Since p is the pullback of the Fadell-Neuwirth bundle PBµ+2 −→ PBµ via fX , and
( fX )∗ is injective, this follows from the faithfulness of the LKB representation of the braid
group [5, 32, 38]. 
3.2. The kernel of (ϕS )∗. Next we consider a general product mapping
ϕS = ∏
S∈S
iS : M −→ ∏
S∈S
MS,
where S is an arbitrary set of subarrangements of A and iS : M −→MS is the inclusion.
We pick a base point in M and obtain an induced homomorphism,
(ϕS )∗ : pi1(M)→ ∏
S∈S
pi1(MS).
For simplicity, denote (ϕS )∗ by ρS and (iS)∗ by ρS, so that ρS = ∏S∈S ρS. We adopt
the conventions xy = y−1xy and [x,y] = x−1y−1xy for group elements x and y, in agreement
with [33] and [24].
Recall that pi1(M) is generated by small loops around the hyperplanes of A . For each
S ∈S , ρS kills the generators corresponding to hyperplanes in A −S. For the pure braid
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group, and a certain sets of flats S , this has the effect of deleting strands. So elements
in the kernel of the product mapping ρS are analogous to Brunnian braids, braids that
become trivial upon deletion of any strand.
Example 3.2.1. LetA be the braid arrangement in C4, so that pi1(M) = P4, the four strand
pure braid group. Denote the pure braid generators by Ai j, for 1≤ i< j≤ 4, corresponding
to the hyperplanes Hi j given by xi = x j. By considering the projection to C3 along the x4
axis, we see that the subgroup U generated by A14,A24 and A34 is a free subgroup on three
generators.
LetS = {S123,S124,S134,S234} be the set of rank two flats of A of multiplicity greater
than two: Si jk = {Hi j,Hik,H jk}. Consider the commutator g = [A14, [A24,A34]]. Then, for
every i, j,k, ρSi jk(g) = 1. Indeed, one of H14,H24 or H34 lies outside of Si jk, hence at least
one factor of the commutator is sent to 1 by ρSi jk . Thus ρS (g) = 1. Clearly g 6= 1, since g is
a nontrivial reduced word lying in the free subgroup U . Consequently, ρS is not injective
in general. Interpreted as a map on pure braids, the homomorphism ρS has the effect of
deleting, in turn, each of the four strands, Thus g corresponds to a nontrivial Brunnian pure
braid on four strands. (The closure of this braid is the Borromean rings link.)
Remark 3.2.2. The argument used in this example generalizes easily to show that ρS is
not injective for the complement of any strictly linearly-fibered arrangement which is not
a product, whose fiber is the complement of k ≥ 3 points in C, and any set of flatsS .
Stanford showed that any braid which becomes trivial upon deletion of the strands out-
side a set S ⊆ {1, . . . , `} is a product of iterated commutators (including commutators of
weight 1) of pure braid generators Ai j and their inverses, at least one of which satisfies
{i, j} 6⊆ S. Stanford’s argument can be cast in a more general setting so as to apply to other
groups, including arrangement groups.
We formulate Stanford’s notion of monic commutator [47, Def. 1.3] in terms of the
bracket arrangements of [33]. A bracket arrangement of weight p is a sequence β p of
brackets and asterisks defined recursively as follows:
(i) β 1 = [∗] is the unique bracket arrangement of weight one.
(ii) For p > 1, β p = [β kβ `] for some bracket arrangements β k and β ` of weights
k ≥ 1 and `≥ 1, respectively, satisfying k+ `= p.
For instance, [∗[∗∗]] and [[∗∗]∗] are the two bracket arrangements of weight 3, where
[∗] has been abbreviated to ∗. Given a group G, an ordered p-tuple (x1, . . . ,xp) of elements
of G, and a weight p bracket arrangement β p, the element β p(x1, . . . ,xp) of G is defined
recursively by β 1(x1)= x1, and, for p> 1 and β p = [β kβ `]with p= k+`, β p(x1, . . . ,xp)=
[β k(x1 . . . ,xk),β `(xk+1, . . . ,xp)].
Definition 3.2.3. Let G be a group with set of generators Y . A monic commutator in G,
relative to Y , is a nontrivial element q ∈ G of the form βp(yε11 , . . . ,y
εp
p ), where p≥ 1, β p is
a bracket arrangement of weight p, yi ∈ Y and εi =±1 for 1≤ i≤ p.
We omit the phrase “relative to Y ,” when the set of generators Y has been fixed.
Let F = F(Y ) be the free group on the set Y . For w ∈ F the support supp(w) of w is the
set of generators appearing in the unique reduced word in Y±1 representing w.
Proposition 3.2.4. (i) For any p ≥ 1, any ordered p-tuple (w1, . . . ,wp) of elements
of F, and bracket arrangement β p, the element β p(w1, . . . ,wp) of F is in the
kernel of the projection F −→ F/〈〈wi〉〉, for all 1≤ i≤ p.
(ii) If w = β p(yε11 , . . . ,y
εp
p ) is a monic commutator in F, then supp(w) = {y1, . . . ,yp}.
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Proof. (i) The statement is true if p = 1. If p > 1 and β p = [β kβ `] with 1≤ k, 1≤ `, and
k+`= p, then by induction β k(w1, . . . ,wk) or β `(wk+1, . . . ,wp) vanishes modulo wi, since
1≤ i≤ k or k < i≤ p. Then the commutator
[β k(w1 . . . ,wk),β `(wk+1, . . . ,wp)] = β p(w1, . . . ,wp)
also vanishes modulo wi.
(ii) Since F −→ F/〈〈yεii 〉〉 restricts to an injection on 〈y j | j 6= i〉 for each i and w 6= 1 by
hypothesis, we must have yi ∈ supp(w) for 1≤ i≤ p. 
Definition 3.2.5. A subsetS of 2Y is meet-closed if it is closed under intersection, and is
atomic if {y} ∈S for every y ∈ Y .
Henceforth assume 2 ≤ |Y | < ∞. An atomic meet-closed family S ⊆ 2Y forms an
atomic meet-semilattice under the inclusion partial order, with smallest element /0. By
convention, the intersection Y of the empty family is an element of S . Then, since Y is
finite, joins exist inS as well, soS is an atomic lattice under inclusion.
Definition 3.2.6. LetS ⊆ 2Y be an atomic lattice, and w ∈ F(Y ). The support relative to
S of w is
suppS (w) =
⋂
{S ∈S | supp(w)⊆ S}.
Again we will omit the phrase “relative toS ” when there is no risk of confusion.
Lemma 3.2.7. Let S = {S1, . . . ,Sr} ⊆ 2Y be an atomic lattice, linearly-ordered so that
Si ⊆ S j implies i ≤ j. Then every w ∈ F(Y ) has a factorization w = w1 · · ·wr, where wi
is either 1 or a product of monic commutators with support relative to S equal to Si for
1≤ i≤ r.
Proof. Observe that S1 = /0 and Sr = Y .
We prove by induction on k that w has a factorization w = w1 . . .wks with wi equal to
1 or a product of monic commutators with support equal to Si, for 1 ≤ i ≤ k, and s equal
to 1 or a product of monic commutators with support strictly greater than Sk in the linear
order. SinceS is atomic and elements of Y±1 are monic commutators by definition, there
is such a factorization w = w1s with w1 = 1 and s = w.
Assume inductively that k ≥ 1 and w = w1 · · ·wks as above. The case s = 1 is trivial, so
assume s 6= 1 and fix a factorization of s into monic commutators as described. We show
s = uv, where u is 1 or a product of monic commutators with support Sk+1 and v is 1 or a
product of monic commutators with support greater than Sk+1, by induction on the number
of monic commutator factors in s with support equal to Sk+1. If no monic commutator
factor in s has support equal to Sk+1, the statement holds with u = 1 and v = s.
Suppose that some monic commutator factor occurring in s has support equal to Sk+1.
Then s = s1 · · ·styz where each si is a monic commutator with support strictly greater than
Sk+1, y is a monic commutator with support Sk+1, and z is a product of monic commutators
with support greater than or equal to Sk+1. Then, following Stanford [47],
s = ys1[s1,y]s2[s2,y]s3 · · ·st [st ,y]z.
Then s = ys′ with s′ = s1[s1,y]s2[s2,y]s3 · · ·st [st ,y]z. Using Proposition 3.2.4 (ii), we see
that s′ has one fewer monic commutator factors with support Sk+1 than s. By the inductive
hypothesis, s′ = u′v′ with u′ equal to 1 or a product of monic commutators with support
Sk+1 and v′ equal to 1 or a product of monic commutators with support strictly greater than
Sk+1. Setting u = yu′ and v = v′, we have the desired factorization s = uv.
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Then, setting wk+1 = u and s′ = v, we have w = w1 · · ·wk+1s′, with wi equal to 1 or a
product of monic commutators with support Si, for 1 ≤ i ≤ k+ 1, and s′ equal to 1 or a
product of monic commutators with support strictly greater than Sk+1. This completes the
initial inductive argument; the statement of the lemma is obtained by setting k = r. 
The image of w∈ F under the surjection F −→G is denoted w. Any monic commutator
in G is the image of a monic commutator in F . LetS ⊆ 2Y be an atomic lattice as above.
Definition 3.2.8. The monic commutator q in G is transverse to S if q = w for some
monic commutator w in F with suppS (w) = Y .
For S⊆Y , let GS =G/〈〈Y−S〉〉. The canonical projection ρS : G−→GS then trivializes
generators of G not in S. Note that ρY : G−→ GY is the identity map, and ρ /0 is trivial.
For an arbitrary familyX ⊆ 2Y , let
ρX = ∏
S∈X
ρS : G−→ ∏
S∈X
GS.
Given such a family X , let S =X denote the intersection of all atomic lattices in 2Y
containing X . Then S consists of the elements of X and all their finite intersections,
along with the singletons {y} for y ∈ Y , /0, and Y . Conversely, given an atomic lattice
S ⊆ 2Y , the set X = max(S ) of elements of S covered by Y is the minimal subset of
S satisfying X =S . Note X = max(S ) is an anti-chain (or clutter): its elements are
pairwise incomparable.
Proposition 3.2.9. Suppose S ⊆ 2Y is an atomic lattice and X = max(S ). Then ρX
and ρS−{Y} have the same kernel.
Proof. Since X ⊆ S −{Y}, ker(ρS−{Y}) ⊆ ker(ρX ). Let T ∈ S −{Y}. Then there
exists S ∈X with S ⊇ T . One has a natural projection ρS,T : GS −→ GT , in which the
elements of S−T are mapped to 1. Then ρS−{Y} can be factored as ρS−{Y} = ψ ◦ρX ,
where ψ : ∏S∈X GS −→ ∏T∈S−{Y}GT has components ρS,T if S ⊇ T , and 1 otherwise.
Then ker(ρX )⊆ ker(ρS−{Y}). 
Definition 3.2.10. LetX ⊆ 2Y . A monic commutator q is transverse toX if there exists
w ∈ F with q = w and supp(w) 6⊆ S for every S ∈X .
Then q is transverse to X if and only if q is transverse to the atomic lattice S =X
according to Definition 3.2.8.
Proposition 3.2.11. If q ∈ G is a monic commutator transverse to X , then q is in the
kernel of the homomorphism ρX : G−→∏S∈X GS.
Proof. By hypothesis, q = w for some monic commutator w = β n(yε11 , . . . ,y
εp
p ) such that,
for every S ∈ X , there is an i such that yi 6∈ S. The composite F −→ G ρS−→ GS fac-
tors through F −→ F/〈〈yεii 〉〉. Then ρS(q) = 1 by Proposition 3.2.4 (i), and consequently
ρX (q) = 1. 
Definition 3.2.12. A subset S of Y is retractive if ρS : G −→ GS restricts to an injection
〈S〉 −→ GS.
A subset S of Y is retractive if and only if relations satisfied by S in GS, where generators
outside of S have been set equal to 1, are satisfied in G. If S is retractive, we may identify
〈S〉 with GS. Then ρS : G −→ GS is a retraction in the usual sense: ρS(q) = q for q ∈ GS.
The set Y itself is always retractive.
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Theorem 3.2.13. Let S ⊆ 2Y be an atomic lattice consisting of retractive sets, and let
X = max(S ). Then the kernel of ρX is generated by the monic commutators in G trans-
verse toX .
Proof. By Proposition 3.2.11, every such monic commutator lies in the kernel of ρX . For
the converse, suppose q ∈ ker(ρX ). As in Lemma 3.2.7, writeS = {S1 . . . ,Sr} with i≤ j
when Si ⊆ S j, and write q = q1 . . .qr, where qi = wi with wi ∈ F equal to 1 or a product of
monic commutators with support equal to Si, for 1≤ i≤ r. We prove q j = 1 for 1≤ j < r
by induction on j, with the result that q = qr = wr, and suppS (wr) = Sr =Y , so that q is a
product of monic commutators transverse toS . We have q1 = 1. Suppose j≥ 2 and qi = 1
for 1 ≤ i < j. Since ρX (q) = 1, we have ρS j(q) = 1 by Proposition 3.2.9. If 1 ≤ i < j,
then ρS j(qi) = ρS j(1) = 1. For j < k < r, we have qk = wk and suppS (wk) = Sk. By the
assumption on the linear order, Sk 6⊆ S j. Then supp(wk) 6⊆ S j, and hence ρS j(qk) = 1 by
Lemma 3.2.4.
Then 1 = ρS j(q) = ρS j(q j). Since S j is retractive, this implies q j = 1. This completes
the inductive step. 
The hypothesis that S consist of retractive sets is necessary. For example, let G =
〈a,b | aba = bab〉 be the three strand full braid group, with S = {a}. Then GS is trivial,
and a 6= 1 is in ker(ρS), but is not represented by a product of monic commutators whose
supports contain b, as can be seen by considering induced permutations.
Example 3.2.14. Let Y = {Ai j | 1 ≤ i < j ≤ `} be the standard set of generators for G =
PB`, the pure braid group on ` strands. For I ⊆ {1, . . . , `}, let SI = {Ai j | i, j ∈ I}. The
homomorphism G−→GSI corresponds to the map on braids defined by deleting the strands
whose labels are not in I. That SI is retractive can be seen by pulling the strands with labels
not in I off to the side - see also Theorem 3.3.6.
In [47], it is shown that the group of Brunnian braids, those which become trivial upon
deletion of any strand, is generated by monic commutators whose entries involve every
strand. This result now follows from Theorem 3.2.13, by taking X = {SI | |I| = `− 1}
andS = {SI | I ⊆ {1, . . . , `}}.
Finally, we establish a condition for the injectivity of ρX that one can often check by
hand.
Theorem 3.2.15. Let S ⊆ 2Y be an atomic lattice consisting of retractive sets, and let
X = max(S ). Then ρX is injective if and only if
(i) [a,b] = 1 if {a,b} ⊆ Y is transverse toX , and
(ii) [a, [GS,GS]] = 1 for every S ∈X and a ∈ Y −S.
Proof. Clearly, if either (i) or (ii) fails, then ρX is not injective. Assume (i) and (ii) are
satisfied. Let w = β p(y±11 , . . . ,y
±1
p ) be a monic commutator of weight p in F , transverse
to X . We show w = 1 in G by induction on p. Since S includes the singletons and
supp(w) = {y1, . . . ,yp} is transverse to S , p ≥ 2. The case p = 2 is covered by the first
hypothesis. Suppose p> 2. Then w= [u,v] for monic commutators u and v in F of weights
k ≥ 1 and `≥ 1, with k+ `= p. We may assume without loss that `≥ 2. If v is transverse
to X then v = 1 by the inductive hypothesis, and then w = 1. Thus we may assume
supp(v)⊆ S for some S ∈X . Since `≥ 2, v ∈ [GS,GS].
If k = 1 then y = u±1 ∈ Y , with y 6∈ S, and w = [u,v] ∈ [y±1, [GS,GS]], so w = 1 by the
second hypothesis. Thus we may assume k> 1, and write u= [s, t] for monic commutators
s and t. If supp(s) ⊆ S, then supp(t) 6⊆ S since W is transverse to X . But then u = [s, t]
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is transverse to X , so u = 1, hence w = 1, by the inductive hypothesis. By the same
argument, if supp(t)⊆ S the w = 1.
Then we can assume supp(s) 6⊆ S and supp(t) 6⊆ S. Because X is an anti-chain, this
implies that both monic commutators [s,v] and [t,v] are transverse toX . Each has smaller
weight than w, so [s,v] = [t,v] = 1 by the inductive hypothesis. Then vs = v. Applying the
commutator identity [33, Thm. 5.1]
[[s, t],vs][[t,v],st ][[v,s], tv] = 1
in F , we conclude that w = [[s, t],v] = [[s, t],vs] = 1 in G. This completes the inductive
step. Thus all monic commutators transverse to X vanish in G, hence ker(ρX ) = 1 by
Theorem 3.2.13 and Proposition 3.2.9. 
By [33, Problem 2.1.8], we have a simplified test, as follows.
Corollary 3.2.16. Let S ⊆ 2Y be an atomic lattice consisting of retractive sets, and let
X = max(S ). Then ρX is injective if and only if
(i) [a,b] = 1 if {a,b} ⊆ Y is transverse toX , and
(ii) for each S ∈X , [a, [b,c]] = 1 for every {b,c} ⊆ S and a ∈ Y −S.
In order to apply any of these results, it is necessary that {y} is retractive for every
y ∈ Y . Of course this is difficult to detect in general. For our applications, the condition
is guaranteed by Corollary 3.2.20 below, as illustrated in Corollary 3.3.4. We will use the
following slightly simplified terminology.
Definition 3.2.17. Suppose {y} is retractive for every y ∈ Y . An antichain X ⊆ 2Y is a
retractive family if all elements ofX and all their finite intersections are retractive.
If X is a retractive family, the atomic lattice S =X consists of retractive sets, and
X = max(S ).
We close this section with some further sufficient conditions for retractiveness useful
for arrangement-like groups.
Proposition 3.2.18. Let Y be a finite set of generators for G and S ⊆ Y . Suppose 〈S〉 is a
homomorphic image of GS, and GS is a Hopfian group. Then S is retractive.
Proof. Let ϕ : GS−→〈S〉 be a surjection. The composite ρS◦ϕ : GS−→GS is a surjection,
hence an isomorphism since GS is Hopfian. Then ρS is injective since ϕ is surjective. 
Corollary 3.2.19. If GS is a free group of rank |S|, then the subset S of Y is retractive.
In particular, if F = F(Y ) is the free group with basis Y , then every family S ⊆ 2Y is
retractive.
Corollary 3.2.20. Let y ∈ Y . Suppose the image of y in G/[G,G] has infinite order. Then
{y} is retractive. In particular, if G/[G,G] is free abelian, then {y} is retractive for every
y ∈ Y .
Corollary 3.2.21. Suppose GS ∼= Z×Fr−1 where r = |S|, and 〈S〉 is generated by some r
of its elements, one of which is central. Then S is retractive.
Proof. The hypothesis implies that 〈S〉 is a homomorphic image of Z×Fr−1. Since Z×
Fr−1 is residually finite and finitely-generated, it is Hopfian [33]. Hence S is retractive by
Proposition 3.2.18. 
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Corollary 3.2.22. Suppose G is a group with set of generators Y , and S⊆ Y . Let ∆ be the
product of the elements of S, in some order, and let RS = {[∆,y] | y ∈ S}. Suppose G has a
presentation 〈Y | R〉 where RS ⊆ R, and GS = 〈S | RS〉. Then S is retractive.
Proof. We have that GS ∼= Z×Fr−1, with r = |S|, from the given presentation. By the
hypothesis on G, ∆ is central in 〈S〉, and by the definition of ∆, 〈S〉 is generated by ∆ and
r− 1 elements of S, for instance the first r− 1 factors of ∆. Then S is retractive by the
preceding result. 
Remark 3.2.23. A special case of Corollary 3.2.22 subsumes the family of cyclically-
presented hyperplane groups from [30]. Suppose G has a presentation with generators
Y = {y1 . . . ,yn} and relations of the form
(†) yit · · · yi1 = yit−1 · · · yi1yit = . . . . . .= yi1yit · · · yi2 ,
for a collection X of subsets S = {i1, . . . , it} ∈ 2Y , whose pairwise intersections have at
most one element. Setting ∆S = yit · · · yi1 , the set of relations (†) is equivalent to the set
{[∆S,yi j ] | 1 ≤ j ≤ t} of Corollary 3.2.22. Then X is a retractive family. If the order of
factors in ∆S is compatible with the given linear ordering of Y for each S ∈X , then G is a
conjugation-free, cyclically-presented hyperplane group as defined in [30].
3.3. Retractive families for arrangement groups. Let A be an affine hyperplane ar-
rangement in C`, with complement M = M(A ) = C`−⋃H∈A H and group G = G(A ) =
pi1(M,x0), x0 ∈M.
Let L = L(A ) be the intersection poset of A . For /0 6= X ∈ L, denote the complement
M(AX ) = C`−⋃H⊇X H of AX by MX . Let BX be a closed ball centered at a generic point
of X , chosen so that BX ∩MX ⊆M. Choose a point xX ∈ BX ∩M and a piecewise-smooth
path γX in M from x0 to xX for each X .
For H ∈A , BH ∩M is homotopy equivalent to a circle, with a canonical orientation. Let
ωH be a loop in BH ∩M based at xH representing the positive generator of pi1(BH ∩M,xH).
Then the loop γHωHγ−1H has linking number +1 with H and 0 with every K ∈A −{H}.
Definition 3.3.1. A meridian of H ∈ A is an element of G represented by a loop having
linking number +1 with H and 0 with every K ∈A −{H}.
Proposition 3.3.2. Suppose Y ⊆ G contains a meridian of each hyperplane in A . Then Y
generates G.
Proof. Let S be a generic affine complex line inC` containing x0. By the Zariski-Lefschetz
hyperplane section theorem of Hamm and Leˆ, [31], the inclusion-induced homomorphism
pi1(M ∩ S,x0) −→ pi1(M,x0) is surjective. Each element of G is then represented by a
loop in M∩ S. Linking numbers are invariant within homotopy classes, and M∩ S is the
complement of the |A | distinct points S∩H, H ∈A , in S ∼= C, so the hypothesis implies
that the set of deformed loops contains representatives of a free basis for the free group
pi1(M∩S,x0) - see [33, Cor. 3.5.1]. The claim follows. 
Definition 3.3.3. A standard set of generators of G is a subset of G consisting of one
meridian yH for each hyperplane H ∈A .
For instance, any braid monodromy presentation of pi1(M,x0) has a standard set of
generators [16]. If A is a complexified-real arrangement in C2, the minimal presentations
obtained from the Randell presentation in [24] have standard sets of generators. A similar
method applies to the Arvola presentation [3, 37] for non-complexified arrangements. For
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any arrangement, it is well known that H1(G;Z) = H1(M;Z) is free abelian, generated by
the homology classes of the meridians. Corollary 3.2.20 yields the following.
Corollary 3.3.4. If Y is a standard generating set of G, then {y} is retractive for all y ∈Y .
Let Y = {yH |H ∈A } be a fixed standard set of generators. ForB⊆A , set SB = {yH |
H ∈B} ⊆ Y . The correspondence B 7→ SB identifies 2A with 2Y , and embeds the poset
of flats L =L (A ) as an atomic lattice in 2Y . IfB =AX for some X in the intersection
poset L = L(A ) we write SB = SX . The correspondence X 7→ SX embeds L as an atomic
lattice in 2Y . A subset of L is an atomic lattice or antichain if and only if the corresponding
family in 2Y is. ForB ⊆A write GB for GSB and ρB = ρSB , and forX ⊆ 2A write
ρX = ∏
B∈X
ρB : G−→ ∏
B∈X
GB.
If A is a central arrangement of rank two, SX is retractive for every X ∈ L, by Corol-
lary 3.2.20, and there are no other retractive subsets of 2Y . In general whether SB is
retractive depends on Y ; Theorem 3.3.6 below establishes a sufficient condition.
Lemma 3.3.5. Let X ∈ L, and let i∗ : G−→ pi1(MX ,x0) be the homomorphism induced by
the inclusion i : M −→MX . Suppose i∗(yH) = 1 for all H ∈A −AX . Then i∗ induces an
isomorphism GX −→ pi1(MX ,x0).
Proof. By hypothesis i∗ induces a well-defined map α : GX −→ pi1(MX ,x0), satisfying
i∗ = α ◦ρX .We claim α is an isomorphism.
First assume x0 ∈ BX . Let rˆ : C` −→ C` be the radial retraction onto BX . The image
of MX under rˆ is BX ∩M, hence rˆ restricts to a map r : MX −→ M, and the composite
i◦ r : MX −→MX is a homotopy equivalence. Let β = ρX ◦ r∗ : pi1(MX ,x0)−→ GX .
We have the following commutative diagram of groups and homomorphisms.
G id //
ρX
%%
G
i∗

ρX
yy
GX
α
%%
pi1(MX ,x0)
r∗
OO
∼= //
β
99
pi1(MX ,x0)
We conclude α is surjective.
Now suppose further that yH ∈ im(pi1(BX ∩M,x0)−→ pi1(M,x0)) for each H ∈ AX .
Since r restricts to the identity on BX ∩M, we have the commutative diagram
G //
i∗
%%
ρX

G
ρX

pi1(MX ,x0)
r∗
99
β
%%
GX
id //
α
99
GX
from which we conclude α is an isomorphism under these assumptions.
For the general case, choose a path γ in M from the point xX in BX ∩M to the base point
x0. For H ∈AX choose a meridian y′H of H in BX ∩M, based at xX . For H ∈A −AX , set
y′H = (γ#)−1(yH). Then Y ′ = {y′H | H ∈AX} is a standard set of generators for pi1(M,xX ),
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and i∗(y′H) = 1 for all H ∈A −AX . Moreover the conditions in the special cases treated
above are satisfied. Consequently, i induces an isomorphism GX ,xX −→ pi1(MX ,xX ), where
GX ,xX = pi1(M,xX )/〈〈y′H | H ∈A −AX 〉〉.
The isomorphism γ# : pi1(M,xX ) −→ G induces an isomorphism GX ,xX −→ GX by defini-
tion of y′H for H ∈A −AX . Then the commutative diagram
GX ,xX
i∗
∼=
//
γ# ∼=

pi1(MX ,xX )
∼= γ#

GX
i∗ //pi1(MX ,x0)
implies i∗ : GX −→ pi1(MX ,x0) is an isomorphism. 
The condition on yH in Lemma 3.3.5 is satisfied if some conjugate of yH is represented
by the loop γHωHγ−1H constructed earlier. This is the case in the presentations discussed
above, and will be so in all our applications.
Theorem 3.3.6. Let X ∈ L, and let j : BX ∩M −→M and i : M −→MX be the inclusion
maps. Assume that Y = {yH | H ∈A } is standard generating set satisfying i∗(yH) = 1 for
all H ∈A −AX , and
(††) (γX )#(yH) ∈ im
(
pi1(BX ∩M,xX ) j∗−→ pi1(M,xX )
)
for every H ∈AX .
Then the subset SX = {yH | H ∈AX} of Y is retractive.
Proof. Write γ = γX . Since i◦ j : BX ∩M−→MX is a homotopy equivalence, the restriction
of i∗ : pi1(M,xX ) −→ pi1(MX ,xX ) to the image of j∗ : pi1(BX ∩M,xX ) −→ pi1(M,xX ) is in-
jective. Then (††) implies that the restriction of i∗ : pi1(M,xX )−→ pi1(MX ,xX ) to γ#(〈SX 〉)
is injective. Then, since γ# is an isomorphism commuting with the inclusion-induced ho-
momorphisms, the restriction of i∗ : G−→ pi1(MX ,x0) to 〈SX 〉 is injective. Since i∗(yH)= 1
for all H ∈A −AX , Lemma 3.3.5 applies, and we conclude SX is retractive. 
Definition 3.3.7. Let X ⊆ 2A be an antichain. A standard set of generators Y of G is
adapted to X if the subset SB of Y is retractive, for each B ∈ X , the atomic lattice
generated byX in 2A .
Remark 3.3.8. If X consists of rank two flats of A , then distinct elements of X are
disjoint or have one element in common. Then Y is adapted to X if and only if SB is
retractive for eachB ∈X , by Corollary 3.3.4.
Other retractive subsets of 2Y arise from families of parallel hyperplanes in A .
Lemma 3.3.9. IfP is a set of pairwise disjoint hyperplanes inA and i : M −→M(P) is
the inclusion, then pi1(M(P),x0) is a free group with free basis {i∗(yH) | H ∈P}.
Proof. Since the hyperplanes inP are mutually disjoint, they have a common linear com-
plement C ∼= C. The inclusion C∩M(P) −→ M(P) is a homotopy equivalence, with
homotopy inverse given by restricting the linear projection onto C, and C∩M(P) is the
complement in C of the finite set {H ∩C | H ∈P}. Then pi1(M(P),x0) is a free group.
Because yH is a meridian of H for H ∈P , the set {i∗(yH) | H ∈P} is a free basis of
pi1(M(P),x0), by [33, Cor. 3.5.1]. 
Corollary 3.3.10. Let P be a set of pairwise disjoint hyperplanes in A . Let i : M −→
M(P) be the inclusion map. Suppose i∗(yH) = 1 for all H ∈A −P . Then
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(i) i induces an isomorphism GP −→ pi1(M(P),x0), and
(ii) the subset SP of Y is retractive.
Proof. The first statement is an immediate consequence of the preceding lemma, and the
second statement then follows from Corollary 3.2.19. 
A maximal subset of pairwise disjoint hyperplanes will be called a parallel class. The
hyperplanes in a parallel class are those whose closures contain a fixed codimension two
subspace of the hyperplane at infinity in projective space.
Corollary 3.3.11. Let X =X0 ∪X∞, where X0 ⊆L is an antichain and X∞ ⊆ 2A is
a set of parallel classes. Let Y be a standard set of generators of G adapted to X0. Then
ker(ρX ) is generated by monic commutators whose support is transverse toX .
Proof. Let X 0 and X ∞ denote the atomic lattices generated by X0 and X∞ in 2A , re-
spectively, and setX =X 0∪X ∞. Parallel classes are disjoint, and for any flatB ∈L ,
B has at most one hyperplane in any given parallel class. ThenX is an atomic lattice, so Y
is adapted toX by the assumption that Y is adapted toX0 together with Corollary 3.3.10
(ii). The statement is a then consequence of Corollary 3.2.13. 
Corollary 3.2.16 applies in this setting as follows.
Corollary 3.3.12. LetX =X0∪X∞, whereX0 ⊆L is an antichain andX∞ ⊆ 2A is a
set of parallel classes. Let Y be a standard set of generators of G adapted toX0. Suppose
X covers A . Then ρX is injective if and only if
(i) [yH ,yK ] = 1 for every H ∈S and K 6∈S , for everyS ∈X , and
(ii) for eachS ∈X , [yH , [yK ,yL]] = 1 for every K,L ∈S and H 6∈S .
3.4. Examples. The result below is useful in verifying condition (ii) of Corollary 3.3.12.
Proposition 3.4.1. Let G be a group with set of generators Y . Let S = {s0, . . .sm} and
T = {t0, . . . , tn} be subsets of Y , with s0 = t0. Assume that:
(i) [si, t j] = 1 for 1≤ i≤ m and 1≤ j ≤ n, and
(ii) [t0 · · · tn, t j] = 1 for 1≤ j ≤ n.
Then [si, [t j, tk]] = 1 for 1 ≤ i ≤ m and 0 ≤ j,k ≤ n, and [ti, [s j,sk]] = 1 for 1 ≤ i ≤ n and
0≤ j,k ≤ m.
Proof. Let t = t1 · · · tn. The set {{t0t, t1, . . . , tn} generates the subgroup 〈T 〉 of G. Applying
[33, Problem 2.1.8] to this generating set, we see that [〈T 〉,〈T 〉] is generated by {[ti, t j] |
1≤ i, j ≤ n}.The first assertion then follows from (i).
To prove the second assertion it suffices to establish the identity t
s jsk
i = t
sks j
i for 1≤ i≤ n
and 0≤ j,k≤m. By (i) the only nontrivial case is j= 0 and k≥ 1. Since s0 = t0, [ti,s0t] = 1
by (ii), so ts0j = t
t−1
j . Then
ts0ski = (t
sk
i )
s0 = ts0i = t
t−1
i = (t
sk
i )
t−1 = tt
−1sk
i = t
skt−1
i = (t
t−1
i )
sk = (ts0i )
sk = tsks0i
as needed. 
Example 3.4.2. Let A be the arrangement of lines in C2 with defining equations u = 0,
u= 1, v= 0, v=−1, and u+2v= 0, see Figure 1(a). Using the Randell algorithm [43, 24],
the fundamental group G of the complement of A has a presentation with generators yi,
1≤ i≤ 5, corresponding to the lines, and relations [y1,y4], [y2,y4], [y2,y3], [y2,y5], [y4,y5],
and [y1y3y5,yi] for i = 1,3,5. WithX0 = {{H1,H3,H5}}, the standard generating set Y =
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{y1,y2,y3,y4,y5} is adapted toX0 by Proposition 3.2.22. LetX∞ = {{H1,H2},{H3,H4}}
andX =X0∪X∞.
H1 H2
H4
H3
H5
(A) Example 3.4.2
H1
H2
H5
H6
H4
H3
(B) Example 3.4.3
FIGURE 1. Arrangements with residually free groups
We verify the conditions of Corollary 3.3.12. Condition (i) holds because [yi,y j] = 1
for (i, j) = (1,4),(2,3),(2,4), or (2,5). Condition (ii) may be obtained from Propo-
sition 3.4.1 by first setting {s0,s1,s2} = {y1,y3,y5} and {t0, t1} = {y1,y2}, and second
setting {s0,s1,s2} = {y3,y5,y1} and {t0, t1} = {y3,y4}. So ρX : G −→ ∏S∈X GS ∼=
(Z×F2)×F2×F2 is injective.
Example 3.4.3. Let A be the arrangement of lines in C2 with defining equations u =
0,u = 1,u+ v = 0,u+ v = 2,v = 0, and v = 1, illustrated in Figure 1(b). The group G has
generators yi, 1≤ i≤ 6, corresponding to the lines, with relations
[y2,y5], [y2,y3], [y6,y3], [y4,y
y1
5 ], [y1,y4], [y1,y
y2
6 ],
along with [y1y3y5,yi] for i = 1,3,5, and [y2y4y6,yi] for i = 2,4,6.
IfX0 = {{H1,H3,H5},{H2,H4,H6}}, then Y = {y1, . . . ,y6} is adapted toX0 by Corol-
lary 3.2.22. LetX∞ = {{H1,H2},{H3,H4},{H5,H6}} andX =X0∪X∞.
Since [y4,y
y1
5 ] = [y1,y4] = 1, we have [y4,y5] = 1. Since [y2y4,y6] = 1, y
y2
6 = y
y−14
6 . Then
from [y1,y
y2
6 ] = 1 and [y1,y4] = 1 we conclude [y1,y6] = 1. Along with the given relations,
this confirms that condition (i) of Corollary 3.3.12 holds. Condition (ii) of Corollary 3.3.12
can be verified using Proposition 3.4.1 as in the preceding example. It follows that ρX is
injective.
Example 3.4.4. Let A = D3 be the arrangement of type D3 as in Example 2.1.12. The
complement of A is homeomorphic to the complement PB4 of the rank three braid ar-
rangement, and G=G(A ) = P4 is the four strand pure braid group. As shown in Example
3.2.1, A has four rank two flats of size three, and the kernel of the resulting product ho-
momorphism ρX : P4 −→ ∏S∈X GS is isomorphic to the group of Brunnian braids on
four strands. In particular, ρX is not injective.
The entire arrangement A itself supports the generating function f : M(A ) −→ PB3,
f (z1,z2,z3) = (z21,z
2
2,z
2
3), noted in Example 2.1.12. One can thus consider the product
homomorphism ρX × f∗ : P4 −→∏S∈X GS ×P3 given by all five generating sets on A .
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The target is a product of free groups. There are nontrivial Brunnian braids in the kernel
of f∗, hence ρX × f∗ is not injective. In fact, certain nontrivial Brunnian braids are in the
kernel of any homomorphism from P4 to a free group, hence P4 is not residually free, see
[15].
4. ARRANGEMENT GROUPS AND RIGHT-ANGLED ARTIN GROUPS
A right-angled Artin group (RAAG) is a group that has a finite presentation in which
all relations are commutators of two generators. The group is determined by the undi-
rected graph whose vertices are the generators, with edges connecting pairs of commuting
generators. This family includes products of free groups.
Suppose A is an affine arrangement, andS is a rank two flat, or a parallel class in A .
Then GS is isomorphic to Z×Fr−1, or to Fr, where r = |S |. Consequently, ifX ⊆ 2A is
a set of rank two flats and parallel classes, the target of
ρX : G−→ ∏
S∈X
GS
is a product of free groups, hence is a right-angled Artin group.
In this setting it will be more efficient to replace factors GS isomorphic to Z×Fr−1 in
this product by the free group GS = GS /Z. For a parallel class S , write GS = GS . In
this section we show that the image of the homomorphism
G
ρX−−−→ ∏
S∈X
GS −→ ∏
S∈X
GS
is normal, and identify the cokernel with the first integral cohomology of the incidence
graph ofX . We also show that projecting to ∏S∈X GS does not affect the kernel of ρX .
As a result we are able to realize some arrangement groups as subgroups of right-angled
Artin groups, drawing conclusions about their qualitative and homological finiteness prop-
erties.
4.1. The cokernel of ρX . Let G be a group with finite set of generators Y = {y1, . . . ,yn}.
Assume that z = y1 · · ·yn is central in G. For example, if G is the fundamental group of
the complement of a central arrangement, the braid monodromy presentation yields a set
of generators satisfying this condition. We consider subsets of Y to be linearly ordered
using the given labelling. Let X = {S1, . . . ,Sm} ⊆ 2Y . For 1 ≤ i ≤ m and 1 ≤ j ≤ n, let
yi j denote the image of y j in GSi . Then GSi is generated by {yi j | j ∈ Si}, and yi j = 1 if
j 6∈ Si. Since z is central in G, zi = yi1 · · ·yin is central in GSi , for each i. Let G = G/〈z〉
and GSi = GSi/〈zi〉. Let ρX =∏ρSi : G −→ ∏mi=1 GSi be the associated homomorphism.
The image of y j under ρX is ∏mr=1 yr j. Since ρSi(z) = zi, ρX induces a well-defined
homomorphism ρX : G−→∏mi=1 GSi .
Assume further that GSi is a free group of rank |Si|−1, so that the images of any |Si|−1
of the elements yi j, j ∈ Si form a free basis. Then ∏mi=1 GSi is a right-angled Artin group,
whose graph is the complete multipartite graph with parts of sizes |S1| − 1, . . . , |Sm| − 1.
Viewing GS as a subgroup of ∏S∈X GS, we have [yi j,yrk] = 1 for i 6= r.
Let A =∏S∈X GS and A =∏S∈X GS. We have the commutative diagram below.
G
ρX //

A

G
ρX // A
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In our application to arrangement groups, G = G(A ) for a central arrangement A , G
is the fundamental group of the projectivized complement M,X is a set of rank two flats
of A , and ρX : G −→ A is the product of the homomorphisms induced by inclusions of
projectivized complements. Rank two flats are not retractive in the projective setting, so
our analysis of the kernel does not apply to ρX , only to ρX .
Proposition 4.1.1. Suppose |Si ∩ Sr| ≤ 1 for all 1 ≤ i,r ≤ m. Then the image of ρX is a
normal subgroup of A.
Proof. Fix integers i, j,k with 1 ≤ i ≤ m and 1 ≤ j,k ≤ n, and consider the conjugate
ρX (yk)yi j . If Si does not contain both j and k, then ρX (yk)yi j = ρX (yk). Suppose Si
contains both j and k. If r 6= i then Sr does not contain both j and k, so yyr jrk = yrk = y
yi j
rk . If
r = i then y
yr j
rk = y
yi j
rk . Then we have
ρX (yk)yi j = (
m
∏
r=1
yrk)yi j =
m
∏
r=1
y
yi j
rk =
m
∏
r=1
y
yr j
rk = (∏
r
yrk)∏r yr j = ρX (yk)ρX (y j).
So, in either case, ρX (yk)yi j lies in the image of ρX . 
For the remainder of this subsection assume that X satisfies |Si ∩ Sr| ≤ 1 for all 1 ≤
i,r ≤ m. Denote the image of ρX by NX and the image of ρX by NX .
Corollary 4.1.2. The image NX of ρX is a normal subgroup of A.
Proof. The surjection A−→ A maps NX onto NX . 
Proposition 4.1.3. The cokernel of ρX : G−→ A is abelian.
Proof. As in proof of Proposition 4.1.1, we observe that [yi j,yik] = [ρX (y j),ρX (yk)] if Si
contains both j and k, by the assumption onX , and is trivial otherwise. Since [yi j,yrk] = 1
if r 6= i this shows that A/NX is abelian. 
Corollary 4.1.4. The cokernel of ρX : G−→ A is abelian.
Proof. The group A/NX is a quotient of A/NX . 
The fact that A/NX is abelian can also be deduced directly from the normality of NX
and the fact that it surjects onto each factor of A, by a result of [9].
We denote the abelianization of a group or homomorphism by appending the subscript
ab. So, for example, Aab = A/[A,A].
Assume that Gab and Aab are free abelian, with free bases given by the images of
y1, . . . ,yn and yi j, j ∈ Si, respectively. This implies in particular that the central elements z
and zi,1≤ i≤m have infinite order. Again, this hypothesis holds if G=G(A ) for a central
arrangementA and {y1, . . . ,yn} is a standard set of generators of G, ordered appropriately.
Denote the images of yk and yi j in Gab and Aab by bk and bi j, respectively. (So bi j = 0
if y j 6∈ Si.) Then Gab is the quotient of Gab by the subgroup generated by ∑nk=1 bk, and Aab
is the quotient of Aab by the subgroup generated by{
n
∑
j=1
bi j | 1≤ i≤ m
}
.
The latter subgroup will be denoted by J.
Corollary 4.1.5. The homomorphisms ρX : G−→ A and (ρX )ab : Gab −→ Aab have iso-
morphic cokernels.
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Proof. Since A/NX is abelian, it is a quotient of Aab, and the kernel of the induced map
Aab −→ A/NX is easily seen to be (ρX )ab(Gab). 
Let ΛX be the bipartite graph with vertex setX ∪Y and edges {Si,y j} for y j ∈ Si.
Theorem 4.1.6. The cokernel of ρX : G −→ A is isomorphic to the integral simplicial
cohomology group H1(ΛX ,Z) of the 1-dimensional simplicial complex ΛX .
Proof. By the preceding result we need only identify the cokernel of (ρX )ab. The group
Aab is naturally identified with the additive group of integer edge-labelings of ΛX , that
is, with the group C1(ΛX ,Z) of integral simplicial cochains on the simplicial complex
ΛX . The generator bi j corresponds to the indicator function on the edge {Si,y j}. The
generator ∑nj=1 bi j of the subgroup J defined above is precisely the coboundary of the
vertex Si of ΛX , considered as a 0-cochain on ΛX , up to sign. Similarly, the image
(ρX )ab(b j) =∑mi=1 bi j of b j ∈Gab is the coboundary δ (y j) of the 0-cochain y j, up to sign.
(Recall bi j = 0 if y j 6∈ Si.) Denote the subgroup generated by these elements by I. We have
Aab = Aab/J and NX = I + J/J, so that Aab/NX is isomorphic to Aab/I + J. The latter
group is the quotient of C1(ΛX ,Z) by the image of δ : C0(ΛX ,Z)−→C1(ΛX ,Z); since
ΛX is one-dimensional, this quotient is H1(ΛX ,Z). 
Corollary 4.1.7. The cokernel of ρX : G−→ A is free abelian of rank
∑
S∈X
|S|−n−m+ c,
where n = |Y |, m = |X |, and c is the number of components of ΛX .
Proof. The first statement is immediate from Corollary 4.1.5 and the preceding theorem.
The rank formula follows from a simple Euler characteristic calculation. 
4.2. Injectivity of ρX . The results of the Section 3 do not apply directly in the projective
setting because the projection G−→GS need not split. At the same time, it is problematical
to apply our injectivity criteria to central rank three arrangements. In this subsection we
resolve these issues.
Proposition 4.2.1. Suppose ΛX is connected. Then the kernel of ρX projects isomorphi-
cally onto the kernel of ρX .
Proof. Denote the projections G −→ G and A −→ A by p and q respectively. The kernel
of p is generated by the central element y1 · · ·yn, hence intersects ker(ρX ) trivially. Thus
ker(ρX ) injects into ker(ρX ).
If δ = ρX (y1 · · ·yn), then δ ∈ ker(q). To show that ker(ρX ) maps onto ker(ρX ) it
suffices to show that ρX (G)∩ ker(q) = 〈δ 〉. The image of ρX is generated by {∏i yi j |
1 ≤ j ≤ n}. The kernel of q is the free abelian group with basis {∏ j yi j | 1 ≤ i ≤ m}.
Suppose a ∈ ρX (G)∩ ker(q), and let g ∈ G with a = ρX (g). Since a ∈ ker(q), we may
write a =∏i(∏ j yi j)ki for some integers ki,1≤ i≤m. Note that ki is equal to the exponent
sum of y j in g, for any y j ∈ Si.
Replacing a by a′ = aδ−k1 we may assume k1 = 0. This implies the exponent sum of y j
is zero, for any y j ∈ S1. For 2≤ i≤m, choose a path (S1,yi1 ,Si2 ,yi2 , . . . ,yik ,Si) in ΛX from
S1 to Si. The exponent sum of yi1 in g is zero, which implies ki2 = 0 by the observation
above. Then the exponent sum of yi2 in g is 0. Then ki3 = 0. Continuing in this way we
conclude that ki = 0. Thus a′ = 1, so a = δ k1 ∈ 〈δ 〉. 
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Finally we adapt the preceding result to groups of affine arrangements, which will facil-
itate checking the conditions of Corollary 3.3.12 in our examples. Let Ĝ be the subgroup
of G generated by {y1, . . . ,yn−1}. Assume that G∼= Ĝ×〈z〉. In particular, Ĝ is isomorphic
to G. Similarly, for 1≤ i≤m, let ĜSi be the subgroup of GSi generated by {yi j | 1≤ j< n}.
Then ĜSi =GSi if yn 6∈ Si, and ĜSi is a free group of rank |Si|−1 isomorphic to GSi if yn ∈ Si.
Note that GSi ∼= 〈zi〉× ĜSi if n ∈ Si. Write Â=∏mi=1 ĜSi , and observe that ρX (Ĝ)⊆ Â. Let
ρ̂X : Ĝ−→ Â be the restriction of ρX .
If G = G(A ) for a central arrangement A = {Hi}ni=1, and {y1, . . . ,yn} is a standard set
of generators of G with y1 · · ·yn central, then Ĝ = G(dA ) is the fundamental group of the
decone of A (with respect to the hyperplane Hn), see [37], and all the assumptions in the
previous paragraph hold. Note also, if X is a set of rank two flats, then |Si ∩ Sr| ≤ 1 for
1≤ i,r ≤ m, so that the results of the preceding subsection apply.
Corollary 4.2.2. If ΛX is connected, z = y1 · · ·yn has infinite order in G, and yn 6∈ Si for
some i, then ρX is injective if and only if ρ̂X is injective.
Proof. Necessity is immediate since the restriction of p : G−→G to Ĝ is an isomorphism.
Suppose ρˆX is injective, and let g ∈ ker(ρX ). By Proposition 4.2.1, there exists g ∈
ker(ρX ) with p(g) = g. Also there exists g0 ∈ Ĝ such that p(g0) = g. Then g0 = gzk
for some k ∈ Z, and ρX (g0) = ρX (zk). The quotient of A by the normal subgroup Â is
free abelian, generated by {zi | yn 6∈ Si}, and is not trivial by hypothesis. The image of
ρX (z)k in this quotient is trivial, since ρX (Ĝ) ⊆ Â, and this implies k = 0. Thus g = g0
so ρX (g0) = ρX (g) = 1. Then g0 = 1, and p(g0) = g = 1. 
Example 4.2.3. Let A ⊂ C3 be the cone of the affine arrangement of Example 3.4.2;
A is defined by Q = x(x− z)(x+ 2y)(y+ z)yz. With the hyperplanes labelled as in Fig-
ure 2(a), let X = {{H1,H3,H5},{H1,H2,H6},{H3,H4,H6}}. The graph ΛX , illustrated
in Figure 2(b), is connected.
We have A ∼= F2×F2×F2, while A/NX ∼= Z, since it is free abelian of rank (3+ 3+
3)−6−3+1 = 1. One can choose the generators of F2×F2×F2 so that each maps to the
same generator of the quotient, see Proposition 4.4.3 for a more general result. Then NX =
ρX (G) is isomorphic to Stallings’ group [46], the kernel of the map F2×F2×F2 −→ Z
sending every canonical generator to 1.
The standard set of generators for the deconed arrangement in Example 3.4.2 can be
extended to a standard set of generators {y1,y2,y3,y4,y5,y6} of G, with y6 corresponding
to the line at infinity, and y1 · · ·y6 central. Then the restriction ρ̂X : Ĝ−→ Â is exactly the
homomorphism analyzed in that example, where it was shown to be injective. Then ρX
is injective by Corollary 4.2.2, so in fact G is isomorphic to the Stallings group. This was
first observed by D. Matei and A. Suciu [35].
4.3. Qualitative properties of arrangement groups. Now we combine the descriptions
of the kernel and cokernel of ρX to draw some conclusions about arrangement groups.
We record some properties of NX , immediate from the definition and from properties of
free groups. Recall that a discrete group has the Haagerup property, or is a-T-menable, if it
acts properly and isometrically on an affine Hilbert space - see [11]. Free groups have the
Haagerup property, as do subgroups and finite direct products of groups with the Haagerup
property.
Theorem 4.3.1. Let X ⊂ 2A be a set of rank two flats of a central arrangement A ,
ρX : G−→∏S∈X GS and NX = imρX as above. Then
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FIGURE 2. Example 4.2.3
(i) NX is residually free.
(ii) NX is torsion-free.
(iii) NX is residually torsion-free nilpotent.
(iv) NX has solvable word and conjugacy problems.
(v) NX has a faithful linear representation.
(vi) NX is residually finite.
(vii) NX has the Haagerup property.
If ρX is injective, then G has these properties.
The results of [36] allow us to determine the homological finiteness type of NX (and
hence of G if ρX is injective). Recall that a group G is of type Fk if there is a K(G,1)
with finite k-skeleton. Let Γ be the graph associated with the right-angled Artin group
A. Then Γ is isomorphic to the complete multipartite graph with parts Γi of cardinality
ki = |Si|− 1 for 1 ≤ i ≤ m. The vertices of Γ correspond to certain of the generators bi j,
which again correspond to edges of Λ. For each i choose y ji ∈ Si, and let S′i = Si−{y ji}.
Then the vertices of Γ, that is, the generators in a RAAG presentation of A, can be taken to
be {bi j | 1 ≤ i ≤ m,y j ∈ S′i}. Let us say such a vertex bi j of Γ, or the corresponding edge
of ΛX , is living if it has nontrivial image in A/NX .
Proposition 4.3.2. An edge of ΛX is living if and only if it is not an isthmus of ΛX .
Proof. Having identified A/NX with the first cohomology group H1(ΛX ,Z), one sees
that the living edges of ΛX are those that appear in cycles in ΛX , which are, by definition,
the non-isthmuses of ΛX . 
We require the notion of k-acyclic-dominating subcomplex from [36]. The definition is
recursive. Recall a complex K is k-acyclic if H˜i(K,Z) = 0 for 0≤ i≤ k.
Definition 4.3.3. Let L be a simplicial complex. A subcomplex K of the complex L is
(−1)-acyclic-dominating if K is nonempty. For k ≥ 0, a subcomplex K of the complex
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L is k-acyclic-dominating if for every vertex v of L−K, lkL(v)∩K is (k− 1)-acyclic and
(k−1)-acyclic-dominating in lkL(v).
Lemma 4.3.4. Let m ≥ 2 and L = L1 ∗ · · · ∗ Lm where Li is a nonempty 0-dimensional
complex for 1 ≤ i ≤ m. Let Ki be a nonempty subset of Li for 1 ≤ i ≤ m, and let K =
K1 ∗ · · · ∗Km. Then K is (m−2)-acyclic and is (m−2)-acyclic-dominating in L.
Proof. The first statement holds because K is a join of m nonempty 0-dimensional com-
plexes, hence is a bouquet of (m−1)-spheres. For the second statement, induct on m. Note,
if v ∈ Li then lkL(v) = ∗r 6=iLr is a bouquet of (m− 2)-spheres, and lkL(v)∩K = ∗r 6=iKr
is as well, by the assumption that Kr is nonempty for each r. Then, if m = 2, lkL(v)∩K
is nonempty, so K is 0-acyclic-dominating in L, and, if m ≥ 3, then lkL(v)∩K is (m−3)-
acyclic, and is (m− 3)-acyclic-dominating in lkL(v) by the inductive hypothesis. Then K
is (m−2)-acyclic-dominating in L, completing the induction. 
Let L=Flag(Γ) denote the flag complex of Γ, the simplicial complex whose p-simplices
are the cliques of size p+ 1 in Γ. Since Γ is a complete multipartite graph, L is a join
of m zero-dimensional complexes Li = Flag(Γi), 1 ≤ i ≤ m. Let K = K(Γ) be the full
subcomplex of Γ on the set of living vertices of Γ. ThenK=K1∗· · ·∗Km whereKi =K∩Li.
Theorem 4.3.5. Suppose m ≥ 2 and for each i, S′i contains a generator corresponding to
a non-isthmus of ΛX . Then NX is of type Fm−1 and not of type Fm.
Proof. We apply the main theorem of [36], which in our setting states that the kernel NX of
the map A−→A/NX has type Fk if and only if K is (k−1)-acyclic and is a (k−1)-acyclic-
dominating subcomplex of L. With this, the hypotheses together with Proposition 4.3.2 and
Lemma 4.3.4 imply that NX is of type Fm−1. Moreover, K is not (m− 1)-connected, so
NX is not of type Fm. 
Corollary 4.3.6. Suppose G = G(A ) for a central arrangement A , and X is a set of
m ≥ 2 rank two flats such that ρX is injective. Suppose, for some choice of y ji ∈ Si, the
hypothesis of Theorem 4.3.5 is satisfied. Then M(A ) is not aspherical.
Proof. First, M(A ) is aspherical if and only if M(A ) is. The projective complement
M(A ) has the homotopy type of a finite complex, which provides a finite K(G,1) if M(A )
is aspherical, which then implies G is of type Fm for all m≥ 0. 
Example 4.3.7. For the arrangement A of Example 4.2.3, identify A∼= F2×F2×F2 with
the subgroup Â of A. Let S1 = {y1,y2,y6},S2 = {y1,y3,y5},S3 = {y3,y4,y6}, and X =
{S1,S2,S3}. Choose y j1 = y2, y j2 = y5, and y j3 = y4. Then the hypothesis of Theorem 4.3.5
holds, and NX is of type F2 (that is, G is finitely-presented) but not of type F3. Hence G is
of type F2 but not of type F3. This was first established by different methods in unpublished
work of Arvola [2], which motivated Matei and Suciu’s identification of this group with
Stallings’ group.
Example 4.3.8. Let A = {H1, . . . ,H7} be the arrangement in C3 obtained by coning the
arrangement of Example 3.4.3. The set of generators of that example can be extended to a
standard set of generators {y1, . . . ,y7} of G with y1 · · ·y7 central in G. Let
X = {S1, . . . ,S5}
= {{H1,H3,H5},{H2,H4,H6},{H1,H2,H7},{H3,H4,H7},{H5,H6,H7}}.
By Example 3.4.3 and Corollary 4.2.2, ρX is injective. Thus, G satisfies properties (i)–
(vii) of Theorem 4.3.1.
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The graphΛX has no isthmuses, so any choice of y ji , 1≤ i≤ 5 will satisfy the condition
of Theorem 4.3.5. Thus, G is of type F4 but not F5.
Example 4.3.9. Similar calculations apply to two (combinatorially distinct) seven-line
arrangements which appear in [25], illustrated in Figure 3. In these cases the groups are of
type F3 but not F4.
FIGURE 3. Arrangements with groups of type F3 but not F4
4.4. Bestvina-Brady arrangement groups. In [1], Artal, Cogolludo, and Matei gen-
eralize Example 4.3.7. For positive integers n1, . . . ,nr, they construct a projective line
arrangement A (n1, . . . ,nr) of ∑ri=1 ni lines, forming an r-gon of points of multiplicities
n1+1, . . . ,nr +1. More precisely, there are r distinguished lines in general position, form-
ing the sides of an r-gon, with vertices labelled 1, . . . ,r in consecutive order. Passing
through the ith vertex there is a “bushel” of ni− 2 lines, pairwise intersecting in double
points elsewhere. In the language of [20], the graph of multiple points forms an r-cycle.
We have illustrated this “arrangement schema” in Figure 4, with each bushel of lines
represented by a single colored line. For later purposes we have placed one of the dis-
tinguished lines at infinity. The underlying matroids of these arrangements have path-
connected realization spaces, so the diffeomorphism type of the complement is uniquely
determined by the integers n1, . . . ,nr by [44].
In [1], it is shown that the corresponding arrangement group is isomorphic to the kernel
of the map Fn1×·· ·×Fnr −→Z sending each generator to 1, and hence is a Bestvina-Brady
group of type Fr−1 and not Fr. We can reproduce their result using our method.
Theorem 4.4.1. Let A =A (n1, . . . ,nr) as defined above, and G = G(A ). LetX be the
set of rank two flats ofA of cardinality greater than two, and ρX : G−→∏S∈X GS. Then
ρX is injective.
Proof. Let Ĝ be the group of a decone dA , relative to one of the sides of the r-gon. We
first show that Ĝ is a cyclically-presented hyperplane (arrangement) group, so Y is adapted
toX by Corollary 3.2.22. Assume that the y-axis is far to the right in Figure 4, and order
the non-vertical lines of dA by increasing y-intercept. Then order the vertical lines of dA
by increasing x-intercept. Denote the distinguished lines of dA by q1, . . . ,qr−1, qi < qi+1,
so line q1 is the top horizontal line, and qr−1 is the left-most vertical line. Write n=∑ri=1 ni.
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n1
nr-1
nr
n3
n2
FIGURE 4. The Artal-Cogolludo-Matei arrangement schema
Sweeping a line of large negative slope from right to left in Figure 4, the Randell algo-
rithm [43] yields a presentation for Ĝ = G(dA ) with relations
yqiyqi+1 · · ·yqi+1−1yqi+1 = yqi+1 · · ·yqi+1−1yqi+1yqi = . . . . . .= yqi+1yqiyqi+1 · · ·yqi+1−1
for 1 ≤ i ≤ r− 2, and commutator relations [ys,yws,tt ] where 1 ≤ s < t ≤ n− 1, s, t /∈
{qi, . . . ,qi+1} for 1 ≤ i ≤ r− 1, and ws,t is a word in the yk. If t = q j for some j or
t > qr−1, then ws,t = 1. If q j < t < q j+1, then ws,t = yt+1 · · ·yq j+1 and s < q j. For each j,
1≤ j ≤ r−2, the family of commutator relations
[ys,yq j ], [ys,y
ws,t
t ], [ys,yq j+1 ], t = q j +1, . . . ,q j+1−1,
provided by the Randell algorithm is easily seen to be equivalent to the family
[ys,yq j ], [ys,yt ], [ys,yq j+1 ], t = q j +1, . . . ,q j+1−1.
Thus, Ĝ admits a conjugation-free presentation. This may also be seen by applying the
main result of [20], since the graph of multiple points has a unique cycle.
We use Corollary 3.3.12 and Proposition 3.4.1 to show ρ̂X : Ĝ −→ ∏S∈X GS is in-
jective. The result will then follow from Corollary 4.2.2. The first condition of Corol-
lary 3.3.12 holds by the Randell algorithm simplifications given in the previous paragraph.
For the decone dA , let X = X0 ∪X∞, where X0 = {{qi, . . . ,qi+1} | 1 ≤ i ≤ r− 2}
and X∞ = {{1, . . . ,q1},{qr−1, . . . ,n− 1}}. For T ∈X and j /∈ T , we must show that
[y j, [GT ,GT ]] = 1. There is a unique S 6= T inX with j ∈ S. If either T ∈X∞ or S∩T = /0,
then clearly [y j, [GT ,GT ]] = 1 since [y j,yt ] = 1 for all t ∈ T in either of these instances. It
remains to consider the case where T ∈X0 and S∩T 6= /0. In this case, S and T satisfy the
hypotheses of Proposition 3.4.1. The result follows. 
Corollary 4.4.2. If A = A (n1, . . . ,nr), the group G(A ) satisfies properties (i)-(vii) of
Theorem 4.3.1.
Proposition 4.4.3. The injection ρX realizes G as a Bestvina-Brady group.
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Proof. The graph ΛX consists of a cycle formed by the distinguished hyperplanes and the
elements ofX together with a pendant edge incident with each of the other vertices. Then
coker(ρX )∼= H1(ΛX ,Z)∼= Z.
To complete the proof, we exhibit a free basis of A = ∏ri=1 GSi whose elements all
map to the same generator of coker(ρX ). Fix i and write Si = {H1, . . . ,Hni} with H1 and
H2 being the distinguished hyperplanes, and let yi1, . . . ,yini be the corresponding canon-
ical generators of GSi . Each of the yi j for j ≥ 3 lies in NX , hence maps to zero in
coker(ρX ). Using the identification of coker(ρX ) with coker((ρX )ab), it is clear that
yi1 and yi2 map to ±1. By reversing orientation we may assume they each map to 1. Then
{yi1,yi2,yi1yi3, . . . ,yi1yi,ni−1} is a free basis of GSi , each element of which maps to 1 in
Z. Repeating the process for each i,1 ≤ i ≤ r, yields the desired free basis of A. Since
G∼= NX = ker(A−→ coker(ρX ))∼= Z, this proves the claim. 
As noted above, this proposition reproduces results of [1]. By [19], these are the only
quasi-projective groups that are Bestvina-Brady groups, aside from products of free groups.
4.5. Decomposable arrangements. For any group G, let {Gn | n ≥ 1} denote the lower
central series of G, and let ϕn(G) denote the rank of the finitely-generated abelian group
Gn/Gn+1. Let Lien(G) = Gn/Gn+1 for n ≥ 1, and Lie(G) = ⊕∞n=1 Lien(G). If Y is a
set of generators of G and S ⊆ 2Y , we have the product of canonical homomorphisms
Lie(ρS )n : Lien(G)−→∏S∈S Lien(GS) for each n≥ 1.
The following notion is motivated by arrangements theory, as will be seen explicitly
below.
Definition 4.5.1. The group G is decomposable with respect to Y and S if Lie(ρS )n is
an injection for every n≥ 1.
The nilpotent residue Gω of G is the intersection
⋂∞
n=1 G
n, so G is residually nilpotent
if Gω = 1.
Proposition 4.5.2. Let Y be a set of generators for G. Assume thatS ⊆ 2Y covers Y , and
that G is decomposable with respect to Y and S . If GS is residually nilpotent for every
S ∈S , then the kernel of ρS : G−→∏S∈S GS is equal to Gω .
Proof. The product of residually nilpotent groups is residually nilpotent, so Gω ⊆ ker(ρS )
by the assumption on the GS. Suppose g ∈ ker(ρS )−Gω . Choose n ≥ 1 minimal with
g 6∈ Gn+1. Then g ∈ Gn and gGn+1 is a nontrivial element of the kernel of the map
Lie(ρS )n : Lien(G) −→ ∏S∈S Lien(GS), contradicting the assumption that G is decom-
posable with respect to Y andS . 
Let A be an arrangement and let X =L [2] be the set of all rank two flats of A . Let
G = G(A ) and GX = G(AX ) for AX ∈X denote the corresponding arrangement groups.
Definition 4.5.3. The arrangement A is decomposable if ϕ3(G) = ∑X∈X ϕ3(GX ).
The quantities ϕ3(G) and ϕ3(GX ),AX ∈X , can be computed from the graph ΛX - see
[23]. The arrangements of Examples 4.2.3 and 4.3.8 are decomposable.
The definition above is equivalent to Definition 2.3 in [39]. There is it shown that
Lien(G) is free abelian, and Lie(ρX )n is surjective for n ≥ 2, if A is a decomposable
arrangement. Theorem 2.4 of that paper yields the following result.
Proposition 4.5.4. SupposeA is a decomposable arrangement, and Y is a standard set of
generators for the arrangement group G. Then G is decomposable with respect to Y and
X =L [2].
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Proof. Since GX is a product of free groups, Lien(GX ) is free abelian for every n ≥ 1
and AX ∈ X . By [39], the hypothesis implies Lie(ρX )n is an isomorphism for every
n≥ 2. 
Propositions 4.5.2 and 4.5.4 yield the following corollary.
Corollary 4.5.5. Suppose A is a decomposable arrangement with group G, and X is a
family of rank two flats that covers A . Then the kernel of ρX is equal to Gω .
We deduce a dichotomy for decomposable arrangement groups. Loosely speaking,
decomposable arrangement groups either have conjugation-free presentations, or are not
residually nilpotent.
Proposition 4.5.6. Suppose A is a decomposable arrangement with group G. Suppose
G is residually nilpotent. Then any standard set of generators arising from a braid mon-
odromy presentation of G is adapted to the setL [2] of all rank two flats.
Proof. Let Y be a standard set of generators arising from a braid monodromy presentation
of G [16]. LetX =L [2]. ThenX coversA , so ρX injective, by the preceding corollary
and the hypothesis on G. Suppose AX is a rank two flat and the subset SX of Y is not
retractive. From the braid monodromy presentation, the quotient GX has a presentation
with generators yH , H ∈AX and relations
(‡) [ ∏
H∈AX
yH ,yK ] = 1, K ∈AX ,
with some fixed order of factors in the product. Since SX is not retractive, at least one of
these relations must fail to hold in G. Choose K ∈AX with ξ = [∏H∈AX yH ,yK ] 6= 1 in G.
We claim ρX (ξ ) = 1, a contradiction. First ρX (ξ ) = 1 because the relations (‡) hold in
GX . Let Z ∈X with Z 6= X . If K 6∈AZ ρZ(yK) = 1 so ρZ(ξ ) = 1. Otherwise, since X and
Z are rank two flats, AX ∩AZ = {K}, so ρZ(∏H∈AX yH) = yK , and ρZ(ξ ) = [yK ,yK ] = 1.
Then ρX (ξ ) = 1. This completes the proof. 
Example 4.5.7. The arrangement A given in Example 3.4.3 is decomposable, and the
group G(A ) is residually nilpotent by Theorem 4.3.1. Then Proposition 4.5.6 implies that
the relators [y4,y
y1
5 ] and [y1,y
y2
6 ] in the Randell presentation of G(A ) can be replaced by
[y4,y5], and [y1,y6], respectively.
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