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Cross-Layer Design For Cooperative Wireless Networks
Lun Dong
Advisor: Athina P. Petropulu, Ph.D.
Cooperation and cross-layer design are two emerging techniques for wireless net-
works. In this dissertation, novel cooperative cross-layer techniques are proposed
in three areas of wireless networks: cooperative beamforming, wireless security and
collision resolution.
First, we propose a cross-layer cooperative beamforming (CB) approach that en-
ables long-distance communications in an energy and bandwidth efficient fashion.
This is a two stage scheme. In the first stage, source nodes share their information
with their neighbors via low-power communications. In the second stage, cooperating
nodes, by appropriately weighting and forwarding the signal that they received in the
first stage, act as a distributed antenna array and beamform the source signals to
destinations. We propose system design based on various criteria, such as we allow
for the desired signals to combine coherently at the destination(s), maximize the re-
ceived signal-to-noise ratio (SNR), or maximize the signal-to-interference-plus-noise
ratio (SINR). We also analyze the system performance in term of average beampat-
tern, SNR/SINR, symbol error probability, spectral efficiency and packet delays.
Second, we propose a novel cross-layer cooperative approach to wireless security.
Cooperation of network nodes allows us to overcome the limitations of previous physi-
cal (PHY) layer based security approaches posed by the wireless channel. We consider
system design that maximizes the secrecy capacity, or minimizes the transmit power
in the presence of one and multiple eavesdroppers, respectively.
Finally, we present a multichannel extension of ALLIANCES - a cross-layer coop-
xi
erative protocol for collision resolution in broadband wireless networks. At the PHY
layer, the proposed approach is based on orthogonal frequency division multiplexing
(OFDM), which effectively handles frequency selective fading. At the medium access
control (MAC) layer, we propose various schemes of OFDM subchannel allocation for
wireless traffic with diverse quality of service (QoS) requirements. We also conduct
error analysis to study how the maximal achievable diversity is affected by network
parameters.

11. Introduction
In this chapter, we first introduce some background on cooperation and cross-layer
design in wireless networks. Then, we describe the motivation and contributions of
this dissertation. Finally, the outline of this dissertation is provided.
1.1 Cooperation and Cross-Layer Design in Wireless Networks
Wireless communication is not only one of the most vibrant research areas in the
communication field, but it is also one of the biggest engineering successes of the last
twenty years. Cooperation and cross-layer design are two emerging techniques for
improving the performance of wireless networks.
1.1.1 Cooperation in Wireless Networks
It is well known that multiple-input multiple-output (MIMO) systems can sig-
nificantly improve the performance of wireless systems [93], e.g., increase data rate,
reduce interference, and improve link reliability. However, due to the cost, size or
hardware limitations, multiple antennas are not available at network nodes in many
scenarios. For such scenarios, user cooperation can create a virtual MIMO system
and thus enable a single-antenna user to enjoy the benefits of MIMO systems. Trans-
missions via cooperation can be typically modeled as a traditional relay channel. The
research on relay channels can be traced back to the seminar paper by Cover and El
Gamal in [14], in which the capacity region was determined for the Gaussian single
relay network case. However, the fundamental Shannon capacity of relay channels
remains unknown.
Recent works regarding user cooperation focus on various aspects, such as co-
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Figure 1.1: Illustration of cooperative relaying.
operative diversity, power control and practical relaying schemes. The first type of
relaying strategy is referred to as fixed relaying, in which the relay transmits all of the
times [53]. Fig. 1.1 illustrates a simple relay channel model, in which there are one
source, one destination and one relay in the network. The source first transmits its
message to the destination; the relay overhears the message due to the broadcast na-
ture of the wireless channel. Then, the relay forwards the message to the destination
in either a “decode-and-forward” (DF) or an “amplify-and-forward” (AF) fashion.
The destination then appropriately combines the signals from the two transmissions
(from the source and from the relay, respectively) to decode the message. Note that,
during the relay forwarding, the source may also retransmit its message at the same
time. In the DF scenario, the relay first decodes its received signal, and then forwards
the decoded message to the destination. In the AF scenario, the relay amplifies the
received signal and then forwards it to the destination. As compared with DF, AF
has a lower complexity, as the relay does not decode the message. However, the noise
at the relay is also amplified and thus AF typically achieves worse performance than
DF. It is easy to see that the transmission time in fixed relaying is longer as compared
to direct transmission without relaying. Another type of relaying strategy is referred
to as incremental relaying, in which the relay is used only if the initial transmission
from the source to the destination fails [53]. In incremental relaying, the source first
3transmits its message to the destination. Then, the destination decodes the received
message and indicates successful or unsuccessful decoding by broadcasting a single
bit of feedback to the source and the relay, which is assumed to be detected reliably
by at least the relay. If the source-destination link is sufficiently good and leads to
successful decoding, the feedback indicates the success of the direct transmission, and
the relay does nothing. Otherwise, the feedback indicates an unsuccessful decoding
and the relay forwards the signal that it received from the source in a DF or AF
fashion. At the destination, both the source and relay transmissions are combined
for decoding. Incremental relaying can be viewed as a variant of automatic repeat
request (ARQ) or incremental redundancy [53].
1.1.2 Cross-Layer Design in Wireless Networks
Traditionally, protocol design in wired and wireless networks was primarily based
on layered approaches that facilitated standardization and implementation. For ex-
ample, the physical (PHY) layer is responsible for the reliable and efficient delivery
of information bits, while the medium access control (MAC) layer is responsible for
resource management among multiple users in the network. In layered protocols,
each isolated layer in the protocol stack is designed and operated independently, with
predefined interfaces between layers that are static and independent of network con-
straints and applications. Layered protocol design provides reasonable performance
in wired networks, where individual layer dynamics are limited and the system band-
width and power are relatively unconstrained. However, it may not be efficient for
wireless networks, since the large random dynamics in the wireless link (e.g., fading,
Doppler effect, and interference) strongly affect performance and design of network
layer protocols. As an example, at the MAC layer, packets can be lost due to col-
lisions (i.e., when multiple users transmit signals at the same time). Typically in
4that case the MAC layer requests retransmissions. However, at the PHY layer, deep
fading channels also account for packet loss. If the MAC layer is not aware of the
channel conditions at the PHY layer and tries to respond to packet loss as if it was
due to collisions, the retransmissions could fail if the channel was slowly changing
with time. The interaction between network layers is ubiquitous and unavoidable in
wireless communications. Another issue is that wireless networks typically need to
use stringent resources (e.g., limited bandwidth and power) to support various ser-
vices/applications with diverse data rate and delay requirements. Therefore, good
and effective protocol designs are critical and imperative for wireless networks.
Recently, cross-layer design has emerged as a preferable approach to enhance the
performance of wireless networks. In the survey paper [86], cross-layer design is
defined as “protocol design by the violation of a reference layered communication
architecture”. Examples of violation of a layered architecture include “creating new
interfaces between layers, redefining the layer boundaries, designing protocol at a
layer based on the details of how another layer is designed, joint tuning of parameters
across layers, and so on”. In relevant research work, cross-layer design is often referred
to as exploiting the interaction and performing joint optimization and design across
multiple layers under given resource constraints. Examples of cross-layer design in-
clude joint design for multiuser scheduling, joint design for throughput maximization,
and joint routing-MAC-link optimization (see chapters 10-11 in [54], chapter 4 in [35]
and references therein for details).
1.2 Motivation of the Dissertation
It can be expected that the use of both cross-layer techniques and cooperation
could further enhance the performance of wireless networks. In this dissertation,
our particular emphasis is on cross-layer approaches to three problems: cooperative
5beamforming, wireless security and collision resolution.
1.2.1 Cross-Layer Design for Cooperative Beamforming
In wireless networks, direct transmission (DT) from a source node to a destination
over long distances often requires significant amounts of energy to overcome atten-
uation. When a source node is equipped with multiple antennas, it can implement
transmit beamforming to achieve energy efficiency. However, due to cost and size
limitations, in many practical situations, each network node is equipped with only
one single omni-directional antenna. In such situations, cooperative beamforming
(CB), also called collaborative or distributed beamforming, can be implemented in-
stead. In CB, a set of distributed nodes act as a virtual antenna array. The nodes
adjust their weights to form a beam in order to cooperatively transmit a common
signal. To implement CB, all cooperating nodes must have access to the same mes-
sage signal. This requires that source nodes share their signals with cooperating
nodes before beamforming. If a time-division multiple-access (TDMA) scheme were
to be employed, the information-sharing time would increase proportionally to the
number of source nodes. The additional time for information-sharing increases the
transmission time, resulting in significant overhead. To study network performance,
one must take into account the information-sharing time that is required for node
cooperation. However, most of existing work has focused on beamforming only and
ignored information-sharing. Information-sharing is usually considered to be a MAC
layer problem, while beamforming is a PHY layer problem.
1.2.2 PHY-based Secure Wireless Communications
The issues of privacy and security in wireless networks have played an increasingly
important role, especially in military and homeland security applications. Secure
6communications across wired and wireless networks are traditionally achieved with
cryptographic algorithm based protocols at higher layers of the network protocol
stack, e.g., link, network, application or transport layer. On the other hand, a different
class of techniques that guarantees security by operating at the PHY layer has recently
attracted much attention. It was shown that, under certain circumstances the source
and destination can exchange perfectly secure messages at a non-zero rate without
a private key, while the eavesdropper can learn almost nothing about the messages
from its observations [95]. In PHY-based security approaches, the maximal rate of
secrecy information from the source to its intended destination is defined by the
term secrecy capacity. The feasibility of traditional PHY-based security approaches
in single-antenna systems is hampered by channel conditions: if the channel between
source and destination is worse than the channel between source and eavesdropper,
the secrecy capacity is typical zero [95],[58].
1.2.3 Cross-Layer Design for Collision Resolution
Future wireless network will need to accommodate multimedia traffic which is
bursty and has diverse quality of service (QoS) requirements. Fixed bandwidth al-
location schemes are inefficient for such traffic. Random access (RA) schemes have
been shown to be effective for bursty traffic at low to moderate traffic loads. For
a long time, the networking literature has focused on collision avoidance schemes.
When collisions do occur, i.e., multiple users access the channel at the same time,
the collided packets are discarded and users have to retransmit at a later time. How-
ever, in the signal processing literature, multiuser interference, which can be thought
of as the equivalent of collision, can be successfully treated by using some form of
diversity. By borrowing signal detection/seperation techniques, a network assisted di-
versity was proposed in [92] for collision resolution. According to the method of [92],
7named network-assisted diversity multiple access (NDMA), in the event of a K-fold
collision, the collided users are required to keep retransmitting their packets during
K− 1 slots following the collision slot. Combining the originally collided packets and
their retransmissions, the base station (BS) formulates a MIMO problem to recover
the collided packets. NDMA requires the channel to change between slots, which is
valid in low-rate communications only. In [56], a scheme named ALLIANCES [77] was
proposed for solving the same problem, which works even in the case of a completely
static channel. It relies on cooperative diversity as well as time diversity, where the
cooperative diversity is introduced through the use of relays [82].
The initial ALLIANCES method was developed for a flat fading channel. How-
ever, in a situation of practical interest, the broadband wireless channel is usually
frequency selective. Furthermore, the initial ALLIANCES assumes that all transmit-
ted packets use the same modulation and coding scheme and all wireless traffic has
the same priority and quality of service (QoS), and thus does not take into account
heterogeneous traffic with diverse QoS requirements.
1.3 Contributions of the Dissertation
1.3.1 Contributions of Cross-Layer Design for Cooperative Beamforming
We present two cross-layer CB approaches, namely, time-division multiple ac-
cess cooperative beamforming (TDMA-CB) and random access cooperative beam-
forming (RA-CB), taking into account both information-sharing and beamforming.
The two schemes are different in the way that message signals are shared, weighted
and forwarded. We propose system design based on local channel state information
(CSI) only, and analyze the resulting performance in terms of average beampattern,
SNR/SINR and symbol error probability under both perfect and imperfect conditions.
We also propose optimal system design for TDMA-CB and RA-CB that maxi-
8mize the received signal-to-noise ratio (SNR) or signal-to-interference-plus-noise ratio
(SINR), assuming that global CSI is available. We propose spectral efficiency as a
fair figure of merit for performance comparison of the two schemes. Furthermore, we
extend system design to multi-beam beamforming, for cases in which multiple net-
work nodes transmit to different destinations. For such cases, two suboptimal system
designs are considered: (1) to allow the desired signals to add coherently at their des-
tinations; (2) to completely null out interference at all destinations. Also, a queueing
analysis for TDMA-CB and RA-CB for the case of Poisson traffic is proposed.
This part of work has been published in:
• L. Dong, A.P. Petropulu and H.V. Poor, “A cross-layer approach to collab-
orative beamforming for wireless ad hoc networks,” IEEE Trans. on Signal
Processing, vol. 56, no. 7, pp. 2981-2993, Jul. 2008.
• L. Dong, A.P. Petropulu and H.V. Poor, “Weighted cooperative beamforming
for wireless networks”, submitted to IEEE Trans. on Signal Processing, 2008.
• L. Dong and A.P. Petropulu, “A comparison of cooperative beamforming to
direct transmission based on spectral efficiency,” in Proc. of 42nd Conference
on Information Sciences and Systems (CISS 2008), Princeton, NJ, Mar. 2008.
• L. Dong, A.P. Petropulu and H.V. Poor, “Performance analysis of a cross-
layer collaborative beamforming approach in the presence of channel and phase
errors,” in Proc. of IEEE International Conference on Acoustics Speech and
Signal Processing (ICASSP 2008), Las Vegas, Nevada, Mar. - Apr. 2008.
• L. Dong, A.P. Petropulu and H.V. Poor, “Cooperative beamforming for wireless
ad hoc networks,” in Proc. IEEE Global Commun. Conf. 2007, Washington,
DC, Nov. 2007.
9• A.P. Petropulu, L. Dong and H.V. Poor, “A high-throughput cross-layer scheme
for distributed wireless adhoc networks,” in Proc. of 41st Conference on Infor-
mation Sciences and Systems (CISS 2007), Baltimore, MD, Mar. 2007.
1.3.2 Contributions of PHY-based Secure Wireless Communications via
Cooperation
Node cooperation has the potential to overcome channel imposed limitations in
PHY-based wireless security approaches, as multiple nodes provide multiple degrees
of freedom for system design. We propose a novel cross-layer approach that achieves
secure wireless communications in the presence of one or more eavesdroppers in the
network. It is a DF-based cooperative protocol, where the system is designed to
maximize the secrecy capacity, or minimize the transmit power.
This part of work is included in:
• L. Dong, Z. Han, A.P. Petropulu and H. V. Poor, “Secure wireless communica-
tions via cooperation,” in preparation for IEEE Trans. on Wireless Communi-
cations.
• L. Dong, Z. Han, A.P. Petropulu and H. V. Poor, “Secure wireless communica-
tions via cooperation,” in Proc. of 2008 Allerton Conference on Communica-
tion, Control, and Computing.
1.3.3 Contributions of Cross-Layer Design for Collision Resolution
We present a multichannel extension of ALLIANCES that is a PHY-MAC cross-
layer cooperative protocol for collision resolution in broadband wireless networks.
At the PHY layer, the proposed approach is based on orthogonal frequency division
multiple access (OFDMA), which effectively handles frequency selective channels. At
the MAC layer, we propose various schemes for subchannel allocation depending on
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the types of the wireless traffic. We conduct error analysis to show how the maximal
achievable diversity is affected by network parameters.
This part of work is included in:
• L. Dong and A.P. Petropulu, “Multichannel ALLIANCES: a cross-layer coop-
erative scheme for wireless networks,” IEEE Trans. on Signal Proc., vol. 56,
no. 2, pp. 771-784, Feb. 2008.
• L. Dong and A.P. Petropulu, “A multichannel cooperative scheme for wireless
networks and performance characterization,” in Proc. of 2007 IEEE Interna-
tional Conference on Acoustics Speech and Signal Processing (ICASSP 2007),
Honolulu, Hawaii, Apr. 2007.
• L. Dong, A. Elancheziyan, J.C. de Oliveira and A.P. Petropulu, “Multicluster
ALLIANCES: a high throughput and energy efficient approach for wireless sen-
sor networks,” in Proc. of the 40th Annual Asilomar Conference on Signals,
Systems, and Computers, Monterey, CA, Nov. 2006.
• L. Dong, J. Yu and A.P. Petropulu, “ Cooperative Transmissions for Random
Access Wireless Networks with Frequency Selective Fading“, in Proc. IEEE Int.
Conf. Acoustic, Speech, Signal Proc., Toulouse, France, May 2006.
1.4 Outline of the Dissertation
This dissertation is organized as follows.
In Chapter 2, we present two cross-layer CB approaches, namely TDMA-CB and
RA-CB. For the proposed approaches, we propose simple system design based on local
CSI only, and analyze the resulting performance under both perfect and imperfect
conditions.
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In Chapter 3, we propose optimal system design for TDMA-CB and RA-CB to
maximize the received SNR or SINR under a transmit power constraint. We further
extend the system design to multi-beam beamforming. A queueing analysis for the
case of Poisson traffic is also provided.
In Chapter 4, we propose a novel cross-layer cooperative approach for wireless
security in the presence of one or more eavesdroppers in a wireless network.
In Chapter 5, we present a multichannel extension of ALLIANCES, which is a
PHY-MAC cross-layer cooperative protocol for collision resolution in broadband wire-
less networks.
Chapter 6 contains concluding remarks and possible directions for future work.
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2. Cross-Layer Cooperative Beamforming (Part I): Protocols and
Performance Analysis
2.1 Background
Beamforming is a signal processing technique for directional signal transmission
or reception. It applies to both radio and sound waves, and has been widely used in
wireless communications, sonar, radar, medical imaging and other fields. Transmit
beamforming involves a set of nodes that are typically elements of an antenna array.
The signal to be beamed to a particular destination is made available to all array el-
ements. Each antenna element multiplies the signal by a weight, and then transmits.
The weighted signals from all antenna elements are then combined at the destination
for further processing (e.g., equalization and symbol recovery). Suppose thatN anten-
nas transmit weighted versions of the same signal, each at power P , and the weights
are such that all transmissions add up coherently at the destination. Then the power
of the received signal is proportional to N2P . Thus, the received SNR increases pro-
portionally to N2, whereas the total transmit power increases only proportionally to
N . Thus, beamforming can achieve high energy efficiency. By adjusting the weights
among the various antennas, one is able to control the beampattern, i.e., the distri-
bution of power in space. Thus, beamforming enables space-division multiple access
(SDMA), controls interference and increases the reliability of the communication link.
There is also receive beamforming, where a set of receive antenna elements weight the
signal that they receive. The sum of the weighted signals is processed by a central
processor in order to obtain information about the target or the incoming signal.
Conventional beamformers, usually referred to as switched/fixed-beam antennas,
use a fixed set of weights to combine the signals from the antennas and thus can only
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form a fixed set of beampatterns. A switch then selects the best beampattern, i.e.,
the one that yields the highest SNR or SINR. The main advantage of the switched-
beam approach is its simplicity, while its principle drawback is the lack of flexibility.
Since the 1980s, there has been enormous interest in adaptive beamformers or smart
antennas, in which signals from different antennas are combined by an adaptive al-
gorithm. An adaptive beamformer is able to dynamically adapt its beampattern to
satisfy various requirements in different scenarios.
Beamforming was initially studied in the context of an antenna array with elements
at fixed locations [37], [63],[50]. Beamforming for linear arrays with randomly located
antennas has also been studied in [67],[88],[30], where it was shown that with a large
number of antennas a good beampattern can be formed with high probability. In
all these cases, the signal to be beamed was provided to the antenna elements via a
wireline connection. In a more recent work [75], beamforming using a set of randomly
distributed network nodes was proposed. Network nodes, each equipped with a single
omni-directional antenna were shown to be able to form a beam and collaboratively
transmit a common signal to a far away destination. Such scheme is called cooperative
beamforming, collborative beamforming or distributed beamforming in literature.
Due to the random placement of nodes, the beampattern could only be described in
statistical terms. It was shown that, for N uniformly distributed nodes over a disk,
the directivity can approach N . In [2], it was shown that Gaussian distributed nodes
can achieve even lower sidelobes than uniformly distributed nodes.
One of the major differences between cooperative beamforming and traditional
beamforming with antenna arrays is that in the former the nodes’ locations are not
known and need to be obtained dynamically. Each node needs to dynamically esti-
mate its channel phase to compute its weight, as all nodes operate with geographically
distributed antennas. In [75] two different scenarios were considered to deal with those
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issues: the open-loop scenario and the closed-loop scenario. In the closed-loop sce-
nario, each cooperating node independently synchronizes itself to a beacon sent from
the destination and adjusts its initial phase to it. Through this process it estimates its
phase to the destination. In the open-loop scenario, each node estimates its position
relative to some local reference point (e.g. the origin of the disk) within the cluster,
which may be achieved via a beacon from the cluster head (CH). Another possibility
is for the destination to send a simple feedback only (a few bits) based on which
each cooperating node iteratively adjust its initial phase. In [72], each cooperating
node independently makes a small random adjustment to its phase at each iteration,
while the destination sends back one single bit of feedback, indicating whether the
SNR improved or worsened with the independent adjustments of the current itera-
tion. A distributed ascent algorithm is implemented by keeping the “good” phase
adjustments and discarding the “bad” ones. It was shown in [72] that this algorithm
converges with probability one for various practical scenarios and the convergence
time is linear in the number of cooperating nodes.
Another important difference between cooperative beamforming and traditional
beamforming is the means via which the signal is made available to all nodes. In
a wireless network, the only means to relay information to the nodes is the wireless
channel, which is susceptible to fading and interference. The work of [75] did not
consider how the common signals would be distributed to the network nodes, but did
recognize that this step would involve some overhead. For example if in order to avoid
multiuser interference the sources used a TDMA approach to distribute their signals
to the cooperating nodes, the information-sharing time would increase proportionally
to the number of source nodes. The additional time for information-sharing increases
the transmission time, resulting in information-sharing overhead. As will become
clear later, information-sharing significantly influences system design and network
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performance (e.g., spectral efficiency and delay), and needs to be taken into account
before cooperative beamforming can be of practical interest. Information-sharing is
usually considered to be a MAC layer problem, while beamforming is a PHY layer
problem. In this chapter, a RA as well as a TDMA information-sharing scheme will
be proposed.
Cooperative beamforming can be particularly useful in ad hoc wireless sensor
networks (WSNs). For example let us consider nodes randomly distributed in a
disaster area, which collect information locally, and then need to transmit it over
long distances to some central station. Power efficiency is of paramount importance
as the sensors’ lifetimes depend on it. Also, such nodes are likely to be equipped with
a single antenna due to cost considerations and also due to size limitations.
In this chapter, two cross-layer CB approaches are presented, which differ on how
the message signals are shared between sources and cooperating nodes, and on how
they are weighted and forwarded. Both methods involve the MAC layer during the
information-sharing stage, and the PHY layer during the beamforming stage.
Notation: Bold uppercase letters denote matrices and bold lowercase letters de-
note column vectors. Conjugate, transpose and Hermitian transpose are represented
by (·)∗ , (·)T and (·)H respectively; E{·} denotes expectation; IM is the identity ma-
trix of size M ×M ; 0M×N denotes an all-zero matrix of size M ×N ; diag{a} denotes
a diagonal matrix with the elements of vector a along its diagonal; CN (µ, σ2) denotes
the circularly symmetric, complex Gaussian distribution with mean µ and variance
σ2.
2.2 System Model
We consider a wireless network consisting of multiple network nodes and one
common access point (AP) or central controller. Network nodes are divided into
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clusters according to their locations. Within each cluster one node is designated as a
CH. The geometry of a cluster can change dynamically. We assume that nodes within
a cluster are uniformly located on a two-dimensional disk with radius R. Each node is
equipped with a single omni-directional antenna and operates in a half-duplex mode.
Access Point
cluster
source nodes
cluster head
+
Figure 2.1: System model of cooperative beamforming.
Our focus is on a particular time instant in the uplink. The system model is
shown in Fig. 2.1. Suppose that, during in this instant, K source nodes in a cluster
S, denoted by t1, . . . , tK , intend to transmit the symbols s1, . . . , sK , to the AP. We
assume that mutually independent symbols with unit power are used to transmit
data, i.e., E{|si|2} = 1, and E{sisk} = E{si}E{sk} (i 6= k). The total transmit
power budget for transmitting si is Pi. The symbols are modulated into narrowband
signals before transmission. In the mathematical formulation we will always deal with
unmodulated baseband signals. For simplicity, and since the processing is done on a
symbol by symbol basis, the symbol index (time) is not shown.
Inter-cluster interference (i.e., interference from clusters other than S) at the AP
is not considered here, as it can be avoided by assigning different time slots, frequency
subcarriers or spreading codes to different clusters.
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When implementing beamforming, a set of N distributed cooperating nodes in
cluster S act as a virtual antenna array and form a beam to cooperatively transmit
a signal to the AP. In this case, the N cooperating nodes are denoted by c1, . . . , cN .
i
t
AP
m
c
cooperating node
source node access point
cluster head
0d RFar Field:
idle node
md
0d
mr
R
m
\ 0I
0
d
(
)
m
d
I
I
Figure 2.2: Illustration of notation.
We assume that the distances between nodes and the AP are much larger than
the distances between nodes within cluster S. Thus, for intra-cluster channels, small-
scale fading plays the dominant role. We model the baseband channels between nodes
within cluster S as frequency-nonselective with Rayleigh distributed gains. Without
loss of generality, the fading variance is normalized to one. Let aim denote the channel
gain between the source node ti (subscript i for source nodes) and cooperating node cm
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(subscript m for cooperating nodes) in cluster S, having zero mean and unit variance,
i.e., aim ∼ CN (0, 1). The gains of different paths (i.e., different i’s and/or m’s) are
assumed to be independent and identically distributed (i.i.d.).
On the other hand, for the channels between cluster nodes and the AP, large-scale
fading plays the dominant role. We model the effect of the baseband channels between
nodes and the AP as multiplication by a complex scalar, whose magnitude represents
path loss and its phase represents the phase offset due to distance [93]. Furthermore,
since the distances between cooperating nodes and destinations are much greater than
the cluster size, we assume that the path losses from all nodes in cluster S and the
AP are the same. We represent the channel effect between node ti and the AP as
multiplication by b0 · ejθi , where b0 represents the path loss between the origin of the
disk containing cluster nodes and the AP, and θi represents the phase offset. The
phase offset θi is determined by θi =
2pi
λ
di, where λ is the signal wavelength and di is
the distance between ti and the AP. Similarly, we represent the channel effect between
cooperating node cm and the AP as multiplication by b0 · ejθm , where θm = 2piλ dm and
dm is the distance between cm and the AP. The acquisition of phase information can
be based on the distances di and dm (closed-loop scenario in [75]).
Phase information can also be acquired based on local coordinates within the clus-
ter (open-loop scenario in [75]). Let us denote the location of cm in polar coordinates
with respect to the origin of the disk by (rm, ψm), where rm is the distance between
cm and the origin and ψm is the azimuthal angle. Similarly, the location of the AP in
polar coordinates is denoted by (d0, φ0), where d0 represents the distance between the
origin of the disk and the AP, and φ0 is the azimuthal angle of the AP with respect
to the origin of the disk. Under the far-field assumption due to dm À R, it holds that
dm ≈ d0 − rm cos(φ0 − ψm), m = 1, . . . , N . (2.1)
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Assuming the AP can compensate for the common phase ejd0 , θm can also be
written as
θm = −2pi
λ
rm cos(φ0 − ψm), m = 1, . . . , N . (2.2)
The illustration of notation is shown in Fig. 2.2.
2.2.1 Direct Transmission (DT)
In DT, the K source nodes in cluster S transmit their signals directly to the AP
one by one to avoid collisions. Obviously, K time units are needed due to this TDMA
approach. Source node ti transmits the signal
√
Pisi, where the scalar
√
Pi is chosen
to satisfy the power budget for the transmission of si to its destination. Then, the
received signal, yi, at the AP is given by
yi = b0e
jθi
√
Pisi + vi, i = 1, . . . , K , (2.3)
where vi is the noise at the AP when si is transmitted, which is assumed to be
zero-mean white complex Gaussian with variance σ2, i.e., vi ∼ CN (0, σ2).
The received SNR at the AP is
γDTi =
Pib
2
0
σ2
, i = 1, . . . , K . (2.4)
2.3 TDMA Cooperative Beamforming (TDMA-CB)
Under the above system model, we now consider an extension of the CB approach
of [75] into a two-stage scheme, where the second stage consists of beamforming,
while the first stage consists of information-sharing that makes available the common
signal to the cooperating nodes in a TDMA fashion. This scheme will be referred to
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as TDMA cooperative beamforming (TDMA-CB).
Stage 1) information-sharing in a TDMA fashion: The source nodes trans-
mit their signals locally (within cluster S), one by one. Thus, K time units are
required.
When ti transmits, the cooperating node cm receives
xm = aim
√
P˜isi + um , (2.5)
where um ∼ CN (0, σ2) is the noise at cooperating node cm which is assumed to be
white with respect to the index m. P˜i = µiPi is the transmit power, which is chosen
so that the cooperating nodes can correctly decode the signal si with high probability,
while the received signal power at the AP is negligible. Note that since the overall
power budget for transmitting si is Pi, it holds that µi < 1. In this dissertation, for
simplicity we assume that µi is known a priori.
Stage 2) beamforming: Cooperating nodes adjust their initial phases to form
K beams in the direction of the AP. K time units are required to form K beams, one
for each shared source message. Specifically, to beam signal si, the cooperating node
cm transmits the weighted signal x˜m = w
i
msi where w
i
m is the weight of cooperating
node cm when beamforming si.
2.3.1 Weights of TDMA-CB
Since the power needed in Stage 1 is P˜i, the total power of all cooperating nodes
used in Stage 2 would be Pi − P˜i. The weight wim is given by
wim =
√
(1− µi)Pi
N
e−jθm , (2.6)
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where the square-root term on the right hand side (RHS) is needed to satisfy the
power constraint, while the exponential term is the initial phase used to compensate
for the phase offset of the channel between the cooperating node and the AP.
Note that, to apply the weights of (2.6) in TDMA-CB, only local CSI is needed,
i.e., a cooperating node cm needs to have knowledge of its own phase offset θm.
2.3.2 Received SNR
Since the path losses between all cooperating nodes and the AP are assumed to be
the same, the weights of (2.6) correspond to the solution of maximal ratio transmission
(MRT) [70], and thus are optimal in the sense that they maximize the received SNR.
Under the optimal weights of (2.6), the received signal at the AP is
yi =
√
(1− µi)NPi · b0si + vi (2.7)
and the SNR at the AP is
γTDMA−CBi = (1− µi)N
Pib
2
0
σ2
, i = 1, . . . , K . (2.8)
The transmitted signals from cooperating nodes are combined coherently at the
AP. From (2.8) and (2.4), one can see that the SNR gain in TDMA-CB is (1− µi)N
as compared to DT. For conventional models where information-sharing in Stage 1 is
omitted, µi is equal to 0, and the SNR gain in TDMA-CB equals N .
2.3.3 Average Beampattern
Under the assumption that cooperating nodes are uniformly distributed on a disk
with radius R, the average beampattern was analyzed in [75]. We here provide the
average beampattern for our model based on the analysis of [75].
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Let us consider a receiving point with polar coordinate (d0, φ), which is at distance
dm(φ) from each collaborating node cm. Under the weights of (2.6), the received signal
is
yi(φ) =
(
N∑
m=1
e−jθmej
2pi
λ
dm(φ)
)√
(1− µi)Pi
N
b0si + v (2.9)
where v represents the receiving noise, assumed here as zero-mean white Gaussian.
Under the far-field assumption and based on (2.2), the term within the bracket in
(2.9) becomes:
N∑
m=1
e−jθmej
2pi
λ
dm(φ) =
N∑
m=1
ejα(φ)zm (2.10)
where α(φ) = 4pi(R/λ) sin(1
2
(φ0 − φ)), and zm = (rm/R) sin(ψm − 12(φ0 + φ)). Under
the assumption that cluster nodes are uniformly distributed in a disk, the random
variable zm has the following probability density function (pdf):
f(z) =
2
pi
√
1− z2, −1 ≤ z ≤ 1 . (2.11)
The average received power is
E{|yi(φ)|2} = (1− µi)Pib
2
0
N
E

∣∣∣∣∣
N∑
m=1
ejα(φ)zm
∣∣∣∣∣
2
+ σ2
=
(1− µi)Pib20
N
E
{
N∑
m=1
N∑
l=1
ejα(φ)(zm−zl)
}
+ σ2
= (1− µi)NPib20
(
1
N
+
1
N2
∣∣∣∣2 · J1(α(φ))α(φ)
∣∣∣∣2
)
+ σ2 (2.12)
where J1(·) is the first-order Bessel function of the first kind.
The average beampattern represents the average power distributed along different
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directions. Note that in (2.12), the term σ2 is independent of the azimuthal angle
φ, so we can focus on the first term in the RHS of (2.12) only. From (2.12), the
normalized average beampattern is expressed as
Pav(φ) =
1
N
+ (1− 1
N
)
∣∣∣∣2 · J1(α(φ))α(φ)
∣∣∣∣2 (2.13)
which equals one in the target direction φ0, while the sidelobe level approaches 1/N
as the angle moves away from the target direction.
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Figure 2.3: Beampattern of TDMA-CB.
Fig 2.3 shows analytical results of the (normalized) average beampattern under
different values of N and R. As observed, increasing N reduces the sidelobe levels
and increasing R narrows the mainlobe.
2.4 Random Access Cooperative Beamforming (RA-CB)
As compared to DT, TDMA-CB requires an additional K time units for infor-
mation sharing in order that all cooperating nodes have access to the same message
24
signal. To reduce the information-sharing time, we propose a random access cooper-
ative beamforming scheme, namely RA-CB, which consists of the following stages.
Stage 1) information-sharing in a random access fashion: The K source
nodes transmit their signals simultaneously to share their information in a RA fashion,
and thus Stage 1 requires only one time slot. Assuming perfect time synchronization
between nodes in the same cluster, other nodes in cluster S hear a collision, i.e., a
linear mixture of the transmitted signals. Cooperating node cm receives the signal
xm =
K∑
i=1
aim
√
P˜isi + um . (2.14)
There is no simple way for the nodes to decode the source signals. Therefore, the
cooperating nodes will only act on the analog received waveform.
Stage 2) beamforming: Each cooperating node transmits a weighted version
of the signal that the node received in Stage 1, i.e., it transmits x˜m = w
i
mxm, m =
1, . . . , N , where wim is again the weight of cooperating node cm when beaming si. K
beams are formed using K time units, each for beamforming one message signal.
2.4.1 Weights of RA-CB
As we already discussed, in TDMA-CB the cooperating nodes select their weights
so that their transmissions add coherently at the AP. The weight of a particular node
requires knowledge of its phase offset with respect to the AP, i.e., local CSI. Similarly,
we can design weights for RA-CB based on local CSI. Here, local CSI refers to as θm
and aim for i = 1, . . . , K.
When beaming si, let us choose the weight of cooperating node cm as
wim = ρi · a∗ime−jθm (2.15)
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where ρi is a scalar used to satisfy the power constraint in Stage 2, which is the same
for all cooperating nodes, and a∗im is complex conjugate of the channel between the
ith source and the cooperating node cm.
The weights in (2.15) allow the desired signals to add coherently at the AP. The
weight computation requires local CSI only, i.e., the cooperating node cm only needs
to know the channels between source nodes and itself (aim for i = 1, . . . , K), and the
phase offset between itself and the AP (θm). Therefore, the weight can be indepen-
dently computed by each cooperating node, which is simple but suboptimal. In the
next chapter, we will also discuss optimal weight design assuming that global CSI is
available.
From (2.15), the signal transmitted by node cm in Stage 2 is
x˜m = ρie
−jθm
|aim|2√P˜isi + a∗im K∑
k=1
k 6=i
akm
√
P˜ksk + a
∗
imum
 . (2.16)
Then, we can easily show that the average transmit power of cm equals
E{|x˜m|2} = ρ2i
2P˜i + K∑
k=1
k 6=i
P˜k + σ
2
 . (2.17)
To satisfy the power constraint in Stage 2, i.e., (1− µi)Pi, ρi shall be
ρi =
√√√√ (1− µi)Pi
N(2P˜i +
∑K
k=1
k 6=i
P˜k + σ2)
. (2.18)
We should point out that the “Listen and Transmit” protocol in [33] can be
considered as a special case of RA-CB based on the weights of (2.15). However, [33]
focuses on capacity analysis, whereas in this chapter, the focus is much closer to
the network implementation, i.e. performance of the beampattern, SINR, effects of
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imperfect conditions, symbol error probability (SEP), and implementation issues in
real networks.
In the rest of this chapter, without loss of generality we will consider the case in
which a beam focusing on the AP is formed to transmit si, unless specifically stated
otherwise.
2.4.2 Average Beampattern
Under the far-field assumption, the received signal at (d0, φ) equals
yi(φ) = ρib0
N∑
m=1
e−jα(φ)zm
|aim|2√P˜isi + a∗im K∑
k=1
k 6=i
akm
√
P˜ksk + a
∗
imum
+ v (2.19)
where α(φ) and zm are the same as in (2.10).
Taking into account the assumptions on the channel coefficients, it can be readily
shown that the average received power at (d0, φ) is given by
Es,z,a,u,v{|yi(φ)|2} = ρ2i b20E
{
P˜i|si|2
N∑
m=1
|aim|4
+ P˜i|si|2
N∑
m=1
N∑
`=1
6`=m
|aim|2|ai`|2e−jα(φ)(zm−z`)
+
K∑
k=1
k 6=i
P˜k|sk|2
N∑
m=1
|aim|2|akm|2 +
N∑
m=1
|aim|2|um|2
}
+ E{|v|2}
= N2ρ2i b
2
0P˜i
(
β
N
+ (1− 1
N
)
∣∣∣∣2 · J1(α(φ))α(φ)
∣∣∣∣2
)
+ σ2 (2.20)
where
β = 2 +
K∑
k=1
k 6=i
P˜k
P˜i
+
σ2
P˜ 2i
. (2.21)
In (2.20), the term σ2 is independent of the azimuthal angle φ, so we can focus on the
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first term in the RHS of (2.20) only. The normalized average beampattern is then
Pav(φ) =
N
N + β − 1
(
β
N
+ (1− 1
N
)
∣∣∣∣2 · J1(α(φ))α(φ)
∣∣∣∣2
)
(2.22)
As β > 1, it holds that Nβ
N+β−1 > 1. Comparing (2.22) with (2.13), one can see
that the average beampattern of RA-CB is similar to that of TDMA-CB, and the
only difference is that the sidelobe power becomes higher. The peak/zero positions
of the average beampattern, which depends only on |J1(α(φ))/α(φ)|2, are exactly the
same as in (2.13).
The result of (2.22) is based on a number of ideal assumptions. In the following,
we discuss effects of imperfect channels, imperfect phase and non-identical path losses.
Effects of Imperfect Channels
We model aˆim = aim + δaim as the imperfect estimate of aim, where δaim is the
estimation error. The estimation errors are i.i.d. zero-mean Gaussian variables with
variance σ2δ , i.e., δami ∼ CN (0, σ2δ ). Furthermore, δaim is independent of aim.
By replacing a∗mi by a
∗
mi+δa
∗
mi in (2.19), the average beampattern can be expressed
as:
P˜av(φ) = Pav(φ) + δPav(φ) (2.23)
where Pav(φ) is the average power corresponding to perfect channels ami, and given
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by (2.22). δPav(φ) equals
δPav(φ) ∝ 1
N2P˜i
E
{
P˜i|si|2
N∑
m=1
|aim|2|δaim|2
+
K∑
k=1
k 6=i
P˜k|sk|2
N∑
m=1
|δaim|2|akm|2 +
N∑
m=1
|δaim|2|um|2

=
1 + K∑
k=1
k 6=i
P˜k
P˜i
+
1
γ1
 σ2δ
N
(2.24)
where
γ1
4
= P˜i/σ
2 (2.25)
represents the average SNR at the cooperating nodes in Stage 1. Note that δPav(φ) is
actually a constant independent of φ. In other words, the effect of imperfect channel
estimation in terms of average beampattern is an increased sidelobe level. The smaller
channel error variance σ2δ is, the smaller the increased sidelobe level is.
Effects of Imperfect Phases
Under imperfect phase, the weight of cooperating node cm becomes w
i
me
jτm , where
wim is given in (2.15) corresponding to the perfect phase, and the τm represents the
phase error, which is assumed i.i.d. with respect to m. We use the same model as
in [75] for the phase errors. Regarding how to obtain the initial phase, two cases
(closed-loop and open-loop) are considered:
(1) For the closed-loop case, imperfect phase corresponds to the phase offset due
to the phase ambiguity caused by carrier phase jitter or offset between the trans-
mitter and receiver nodes. We assume that the phase error τm follows a Tikhonov
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distribution, which is a typical phase jitter model for phase-locked loop (PLL) circuits
[75]:
f(x) =
exp (%τ cos(x))
2piI0(%τ )
, |x| ≤ pi , (2.26)
where %τ is the loop SNR of the PLL and I0(·) is the zero-order modified Bessel
function of the first kind. The variance of the phase noise is 1/%τ .
(2) For the open-loop case, imperfect phase results from estimation errors in the
location parameters rm and ψm. We assume that the corresponding radius error
δrm is uniformly distributed over [−rmax, rmax], and the angle error δψm is uniformly
distributed over [−ψmax, ψmax]. The radius and angle errors are further assumed to
be mutually independent random variables, independent of rm and ψm.
Based on the above phase error models, we can show that the expressions of the
average beampattern are similar to the results in Section VI of [75] with the only
difference being a scaling factor. Thus, as in [75], the basic effect of these phase
errors is in reducing the power in the mainlobe. The derivation is similar to that in
[75] and is thus omitted.
Effects of Non-identical Path Losses
In Section 2.2, we assumed that the path losses between every cooperating node
and the destination are the same. This assumption is reasonable in cases where the
distance between the cooperating nodes and destination is much greater than the
distance between source and cooperating nodes. Next, we investigate the effects of
non-identical path losses due to non-identical distances between cooperating nodes
and the destination.
Let us denote the path loss from the origin of the disk to the receiving point at
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(d0, φ), b0 by
b0 = Gd
−α
2
0 (2.27)
where G is a constant and α is the path loss exponent.
When d0 À R, the distance between cooperating node cm and (d0, φ), i.e., dm(φ),
can be approximated as
dm(φ) ≈ d0 − rm cos(φ− ψm) 4= d0 − δdm(φ) . (2.28)
The term δdm(φ) = rm cos(φ− ψm) has the following pdf:
f(x) =
2
piR2
√
R2 − x2, −R ≤ x ≤ R . (2.29)
It can be shown that δdm(φ) has zero mean and variance R
2/4. The true path
loss between cm and (d0, φ), denoted by bm(φ), equals
bm(φ) = G(d0 − δdm(φ))−α2
≈ Gd−
α
2
0
(
1 +
α
2
· δdm(φ)
d0
)
= b0 +
Gα
2
d
−α+2
2
0 δdm(φ)
4
= b0 + δbm(φ) . (2.30)
The quantity δbm(φ) has zero mean and variance G˜
2R2/4, where G˜ = Gα
2
d
−α+2
2
0 .
Replacing b0 by b0 + δbm(φ) in (2.19), we can express the average beampattern
with non-identical path losses as
P˜av(φ) = Pav(φ) + δPav(φ) (2.31)
where Pav(φ) is the average power corresponding to the identical path loss b0, while
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δPav(φ) is given by
δPav(φ) ∝ β
b20N
E{|δbm(φ)|2}
=
β
b20N
· G˜
2R2
4
=
α2β
16N
·
(
R
d0
)2
(2.32)
where β is given in (2.21).
Note that δPav(φ) is still independent of φ and the effect of non-identical path
losses is sidelobe increase. When d0 À R, δPav becomes very small, which shows that
the assumption of identical path loss is indeed reasonable.
2.4.3 Received SINR
From (2.16), the received signal at the AP is
yi = ρib0
N∑
m=1
|aim|2√P˜isi + a∗im K∑
k=1
k 6=i
akm
√
P˜ksk + a
∗
imum
+ vi (2.33)
Within the square bracket of the right-hand side (RHS) of (2.33), the first term
denotes the desired signal, the second one is the multi-user interference from other
source nodes and the third one represents the contribution of noise at cooperating
nodes.
Let us define η as
η ,
K∑
k=1
k 6=i
akm
√
P˜ksk + um . (2.34)
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It is easy to show that E{η} = 0 and
σ2η , E{|η|2} =
K∑
k=1
k 6=i
P˜k + σ
2 . (2.35)
Conditioned on aim, the instantaneous SINR, γ
RA−CB
i , equals
γRA−CBi =
ρ2i b
2
0P˜i(
∑N
m=1 |aim|2)2
ρ2i b
2
0σ
2
η
∑N
m=1 |aim|2 + σ2
=
ρ2i b
2
0P˜iξ
2
i
ρ2i b
2
0σ
2
ηξi + σ
2
(2.36)
where ξi
4
=
∑N
m=1 |aim|2. Since |aim| is Rayleigh distributed, ξi is an Erlang distributed
variable with the pdf
fξi(x) =
xN−1e−x
(N − 1)! , x ≥ 0 . (2.37)
From (2.36), a lower bound of the average SINR is given by
E{γRA−CBi } <
E{ρ2i b20P˜iξ2i }
σ2
=
1 + 1
N
2 +
∑K
k=1
k 6=i
P˜k
P˜i
+ σ
2
P˜i
· γTDMA−CBi
< γTDMA−CBi . (2.38)
Therefore, the average SINR of RA-CB is always smaller than the SNR of TDMA-
CB. Note that ρ2i is of the order of 1/N , ξi is of the order of N and ξ
2
i is of the order
of N2. One can see that the numerator of (2.36) is of the order of N , while the
denominator of (2.36) is of the order of 1. Thus, the SINR of RA-CB is still of the
order of N .
33
SINR under Imperfect Channels
In this subsection, we discuss the effects of imperfect channel estimation on SINR.
As discussed in Section 2.4.2, the channel estimate can be written as aˆim = aim+δaim,
where δaim ∼ CN (0, σ2δ ) is the estimation error. Taking these channel errors into
account, the received signal at the AP is given by
yi = ρib0
N∑
m=1
|aim|2
√
P˜isi + ρib0
N∑
m=1
aimδa
∗
im
√
P˜isi
+ρib0
N∑
m=1
(a∗im + δa
∗
im)ηm + vi . (2.39)
Since the destination node does not have the knowledge of δaim, the second term in
(2.39) should be considered as interference, rather than signal.
Let us define
κi , ρib0
N∑
m=1
[
aimδa
∗
im
√
P˜isi + (a
∗
im + δa
∗
im)ηm
]
. (2.40)
It is easy to show that, given aim, E{κi} = 0 and
σ2κ = E{|κi|2} = ρ2i b20(σ2η + P˜iσ2δ )ξi + ρ2i b20σ2ηNσ2δ . (2.41)
According to the central limit theorem, when N is large, κi is approximately Gaussian
distributed. To simplify our analysis, we will thus approximate κi as κi ∼ CN (0, σ2κ).
Taking into account κi and vi are independent Gaussian variables, the approxi-
mation of instantaneous SINR γRA−CBi is
γRA−CBi ≈
ρ2i b
2
0P˜iξ
2
i
σ2κ + σ
2
=
ρ2i b
2
0P˜iξ
2
i
ρ2i b
2
0(σ
2
η + P˜iσ
2
δ )ξi + (ρ
2
i b
2
0σ
2
ηNσ
2
δ + σ
2)
(2.42)
34
which contains only a single random variable ξi. The approximate γ
RA−CB
i in (2.42)
is of a form similar to that of (2.36), with enhanced interference and noise power.
Therefore, the effect of imperfect channels on SINR is the increased interference and
noise power.
SINR under Imperfect Phase
Imperfect phase has two effects on the receiver: signal power reduction and phase
distortion [71]. Assuming that the phase distortion is compensated for by the coherent
receiver (e.g., by pilots), here we focus on signal power reduction only.
We define the power reduction coefficient Aτ = Perr/Pideal ≤ 1, where Perr is the
average received signal power with phase error and Pideal is the average signal power
under perfect phase.
Taking phase errors into account, the received signal at the destination is given
by
yi = ρib0
N∑
m=1
|aim|2ejτm
√
P˜isi + ρib0
N∑
m=1
a∗imηme
jτm + vi , (2.43)
where τm is the phase error of cooperating node cm. Note that the statistics of ηme
jτm
are the same as those of ηm; so phase errors do not change the statistical behavior of
the interference term.
Assuming we use a coherent receiver, the instantaneous SINR equals
γRA−CBi =
ρ2i b
2
0P˜i|
∑N
m=1 |aim|2ejτm|2
ρ2i b
2
0σ
2
ηξi + σ
2
. (2.44)
To facilitate analysis we make the following approximation for γRA−CBi :
γRA−CBi ≈ Aτ ·
ρ2i b
2
0P˜i(
∑N
m=1 |aim|2)2
ρ2i b
2
0σ
2
ηξi + σ
2
= Aτ · ρ
2
i b
2
0P˜iξ
2
i
ρ2i b
2
0σ
2
ηξi + σ
2
. (2.45)
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In other words, the instantaneous SINR under imperfect phase is approximated by
that under perfect conditions scaled down by a coefficient Aτ .
It can be shown that
Aτ =
Perr
Pideal
=
2 + (N − 1) |E {ejτm}|2
N + 1
(2.46)
where |E {ejτm}|2 depends on the specific phase error model used. Based on the phase
error models in Section 2.4.2, |E {ejτm}|2 has been derived in [75].
2.4.4 Outage Probability
Outage probability is of practical interest in some scenarios. It is easy to show
that γRA−CBi is an increasing function of ξi. Then, the outage probability p
out
i is given
by
pouti = Pr
(
γRA−CBi < γ
out
i =
ρ2i b
2
0P˜i(ξ
out
i )
2
ρ2i b
2
0σ
2
ηξ
out
i + σ
2
)
=
∫ ξouti
0
xN−1e−x
(N − 1)!dx
= 1− e−ξouti
N−1∑
k=0
(ξouti )
k
k!
. (2.47)
According to the central limit theorem, when N is large, we can also approximate ξi
as a Gaussian random variable, i.e., ξ ∼ N (N,N), from which we obtain
pouti ≈ Φ
(
ξouti −N√
N
)
(2.48)
where
Φ(x) =
1√
2pi
∫ x
−∞
e−
x2
2 dx . (2.49)
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2.4.5 Symbol Error Probability
In this subsection, we provide SEP analysis of RA-CB. The goal is to show how
the network parameters affect the performance. We here assume that the transmitted
packets are M-ary phase shift keying (M-PSK) symbols. The analysis can be extended
to other constellations (e.g., quadrature amplitude modulation (QAM) symbols).
Our analysis is conditioned on K, the number of simultaneous source nodes. In
general, K is a random variable whose distribution is a function of the traffic char-
acteristics, e.g, traffic load, traffic distribution, transmission control scheme, etc. In
the simple case in which each node transmits with identical probability Pt, K has a
binomial distribution p(K = k) =
(
J
k
)
P kt (1 − Pt)J−k. Once the distribution of K
is given then we can determine the SEP Psym as Psym =
∑J
K=1 p(K)Psym(K) where
Psym(K) is the SEP conditioned on K.
The moment generating function (MGF) of γRA−CBi is
Mγi(ω) =
∫ ∞
−∞
exp(ωγRA−CBi )fξi(ξi)dξi
=
∫ ∞
0
exp
(
ωρ2i b
2
0P˜iξ
2
i
ρ2i b
2
0σ
2
ηξi + σ
2
)
ξN−1i e
−ξi
(N − 1)!dξi (2.50)
based on which, the average SEP for M-PSK symbols is [85]:
Psym(K) =
1
pi
∫ (M−1)pi
M
0
Mγi
(
−sin
2(pi/M)
sin2 ϕ
)
dϕ
=
1
pi
∫ (M−1)pi
M
0
∫ ∞
0
exp
(
−sin
2(pi/M)
sin2 ϕ
· ρ
2
i b
2
0P˜iξ
2
i
ρ2i b
2
0σ
2
ηξi + σ
2
)
·ξ
N−1
i e
−ξi
(N − 1)!dξidϕ . (2.51)
Note that (2.51) is only an approximation, since the ξ’s are not independent
between different symbol intervals. In a practical scenario, the channel coefficients
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are usually correlated between slots. In a large network, one way to reduce this
dependence is to select cooperating nodes in a random fashion, in which case the
channel coefficients between different slots will correspond to different paths and will
thus be independent. Later in Section 2.4.6 it will be shown that the analysis is valid
in a large SEP region even when there is some channel correlation from slot to slot.
Simple Bounds for SEP
Since there is no closed-form expression for Mγ(ω) or Psym(K), we will derive
simple bounds for SEP in the following.
Let us fix an ² > 0, and define ξo such that p(ξi ≤ ξo) = ². Also, let us define
γ˜i ,
ρ2i b
2
0P˜iξ
2
i
ρ2i b
2
0σ
2
ηξi + σ
2ξi/ξo
=
ρ2i b
2
0P˜i
ρ2i b
2
0σ
2
η + σ
2/ξo
· ξi , cγ˜iξi . (2.52)
When ² is small, it holds with probability no less than 1− ² that γ˜ ≤ γ.
Note that γ˜i is Erlang distributed and thus MGF of γ˜i is of the following simple
form:
Mγ˜i(ω) = (1− ωcγ˜i)−N . (2.53)
Since cγ˜i > 0 and ω is negative in the range of interest, we can always find a
properly small ² so that Mγ˜i(ω) ≥Mγi(ω).
From (2.51), the SEP for M-PSK symbols based on γ˜i is
P˜sym(K) =
1
pi
∫ (M−1)pi/M
0
(
1 +
sin2( pi
M
)cγ˜i
sin2 ϕ
)−N
dϕ . (2.54)
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Based on the result of Eq. (5A. 17) in [85], we further obtain
P˜sym(K) =
1
pi
∫ (M−1)pi/M
0
(1 +
c
sin2 ϕ
)−Ndϕ
=
M − 1
M
− 1
pi
√
c
1 + c
{(pi
2
+ tan−1 ζ)
N−1∑
n=0
(
2n
n
)
1
[4(1 + c)]n
+sin(tan−1 ζ)
N−1∑
n=1
n∑
j=1
Tjn
(1 + c)n
[cos(tan−1 ζ)]2(n−j)+1} (2.55)
where
c , sin2( pi
M
)cγ˜i , (2.56)
ζ ,
√
c
1 + c
cot
( pi
M
)
, (2.57)
and
Tjn ,
(
2n
n
)(
2(n−j)
n−j
)
4j[2(n− j) + 1]
. (2.58)
Recalling that Mγ˜(ω) ≥Mγ(ω) ≥ 0, we have Psym(K) ≤ P˜sym(K). The result of
(2.55) is thus an upper bound of the exact SEP of (2.51).
An even simpler but looser upper bound can be obtained based on Eq. (5A.76)
of [85]:
Psym(K) ≤ M − 1
M
(
1 +
c
sin2( (M−1)pi
M
)
)−N
(2.59)
which for binary phase shift keying (BPSK) becomes
Psym(K) ≤ 1
2
(1 + cγ˜i)
−N . (2.60)
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As Pi → ∞, ρi → ∞ and cγ˜i → P˜ 2i /σ2η, in which case the RHS of (2.55) can be
viewed as the SEP for high transmit power, or the SEP of an interference-dominated
system, where the interference power is much larger than the noise power. One can
see that, no matter how large the transmit power is, the SEP can never be smaller
than this bound. The SEP floor is a result of the multi-user interference and the
noise at cooperating nodes. To achieve lower SEP for a given K, one must increase
N . From (2.59), this bound decreases approximately in a power-law fashion as N
increases.
The derived SEP expressions provide valuable insights on performance and can
be used as a guide for network design. For example, if we need to guarantee a certain
SEP, these expressions can tell us how many cooperating nodes we need, what the
power each node should use, and what distance we can beamform to.
For the case of imperfect channels or phases, we can obtain the approximate SEP
and simple bounds based on (2.55) or (2.59), by recalculating cγ˜i in (2.56) based on
(2.42) or (2.45) respectively.
2.4.6 Simulations
The goal of this subsection is to show the bit error rate (BER) performance under
various parameters and verify the SEP analysis of RA-CB in Section 2.4.5. In all
experiments, for convenience we assume that power budgets for all source nodes are
the same, i.e, P1 = · · · = PK and µ1 = · · · = µK . The noise power σ2 is −60 dBm.
The average SNR in Stage 1 of RA-CB is fixed at γ1 = P˜i/σ
2 = 20 dB, and thus
P˜i = −40 dBm.
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Let us define
γ2 , Nρ2i b20P˜i/σ2
=
N(1− µi)Pib20
(K + 1 + γ−11 )σ2
=
γTDMA−CBi
K + 1 + γ−11
(2.61)
where γTDMA−CBi is given by (2.8).
Eq. (2.36) can be rewritten by
γRA−CBi =
ξ2i /N
2
K−1+γ−11
N2
ξi + γ
−1
2
. (2.62)
Then, the SINR of RA-CB is determined by K, N and γ2 (or γ
TDMA−CB
i ).
BER under Perfect Conditions
In all experiments except “¤” lines in Fig. 2.4 (a), the channels among nodes in
a cluster are Rayleigh fading, which are constant within one slot and independent
between slots. The directions of destinations are uniformly distributed in [0, 2pi).
Each packet contains 50 bits with BPSK symbols, so the SEP is equivalent to the
BER. Also, we assume perfect knowledge of the channels, the number of source nodes
and the destination information. Only one beampattern is formed in each slot. For
simulation-based BER, we perform an experiment consisting of 106 slots. For analyt-
ical BER, we take ² = 0.01.
Fig. 2.4 (a) shows the BER versus γ2, obtained from the network simulation (“◦”
line) when K = 4 nodes transmit all the time. The estimated BER is in perfect
agreement with the analytical result of (2.51)(“∗” line); in fact the two lines are
indistinguishable. The upper bound of the SEP, computed by (2.55), is shown as
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Figure 2.4: BER of RA-CB under perfect conditions (BPSK symbols).
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the solid line. One can see that ² = 0.01 can guarantee a tight bound under various
parameters and SNR ranges. The simple upper bound computed via (2.60) is also
shown (dashed lines).
In Fig. 2.4(a), we also show the simulation-based BER under an extreme scenario
(“¤” line only) in which the sets of both source and cooperating nodes are fixed
and the intra-cluster channels change very slowly between slots (coherence time is on
the order of 100 slots). As observed, the analytical BER still matches well with the
simulation-based one for BER > 10−4.
Extensive simulations confirm that the simulation-based BER and analytical SEP
match well under a wide variety of scenarios. Thus, in Fig. 2.4(b)-(c) we simply
use the analytical result of (2.51) to study how the BER depends on the number
of cooperating nodes, for different values of γ2. One can see that BER decreases
approximately in a power-law fashion as N increases, in agreement with the analysis
of Section 2.4.5. Fig. 2.4(c) shows how the number of source nodes K affects BER,
where γ2 = 20 dB. As K increases, the SEP increases.
BER under Imperfect Conditions
• BER under imperfect channel estimates: As in Section 2.4.2, we model channel
estimation errors as i.i.d. complex Gaussian random variables with zero means
and variances of σ2δ .
Fig. 2.5(a) shows the BER vs. σ2δ . As expected, BER increases with σ
2
δ . The
analytical result based on (2.42) matches well experimental results for a wide
range of values of σ2δ .
• BER under non-identical path losses : We use the model of non-identical path
losses discussed in section 2.4.2. The locations of cooperating nodes are taken
to be uniformly distributed within a disk with radius R = 10λ. The path loss
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exponent is α = 3.
Fig. 2.5(b) shows the simulation-based BER vs. d0/R. Recall that d0 is the
distance between the origin of the disk and the destination. Note that, with
increasing d0, the BER approaches the BER under the identical path loss as-
sumption.
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Figure 2.5: BER of RA-CB under imperfect conditions (BPSK symbols, K =
4, γ2 = 20 dB).
• BER under imperfect phase: Based on the phase error models in section 2.4.2,
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|E {ejτi}|2 in (2.46) has been derived in [75].
We show the BER in Fig. 2.5(c), in which we directly use the results in [75]
to calculate |E {ejτi}|2 and obtain Aτ in (2.46). As observed, the loop SNR of
PLL %τ > 10 dB may be necessary to achieve a satisfactory BER. Fig. 2.5(d)
shows the BER vs. rmax/R and ψmax/(2pi) (open-loop case), where both radius
and angle errors are considered. One can see that the phase error in the open-
loop case can severely degrade the BER performance. Thus, it is important to
investigate techniques that enable accurate location estimation. In both figures,
the analytical result based on (2.45) match well the experimental results for a
wide range of phase errors.
2.5 Implementation Issues
In this section, we discuss a number of practical issues for implementing TDMA-
CB and RA-CB.
• Weight computation: For TDMA-CB and RA-CB, the weights in (2.6) and
(2.15) require local CSI only. In particular, for TDMA-CB, the cooperating
node cm needs to know θm for ` = 1, . . . , L. For RA-CB, the cooperating node
cm needs to know θm and aim for i = 1, . . . , K. For the cooperating node cm,
its own phase offset cm in practice can be acquired by a beacon signal from
the CH or the AP [75]. Additional methods for adjusting phases can be found
in [71], [72]. The intra-cluster channel aim can be estimated by pilot symbols
embedded in packets or special periodic pilots.
• Selection of cooperating nodes: For TDMA-CB, all cluster nodes can serve
as cooperating nodes; while for RA-CB, only non-source cluster nodes can serve
as cooperating nodes. Thus, a cluster node needs to know whether it is selected
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as a cooperating node. To implement this, the CH broadcasts a list of all
cooperating nodes via the control channel. Cooperating nodes can be selected by
the CH in a random fashion; however, more complex schemes can be employed
to take into account other factors (e.g., available power and CSI) at the expense
of additional overhead. For different instantiations of TDMA-CB or RA-CB,
the selection of cooperating nodes could be different.
• New incoming packets: When new packets are incoming during a particular
instantiation of TDMA-CB or RA-CB, they are not allowed to be transmitted
until the Stage 2 of TDMA-CB or RA-CB is complete, in order to avoid interfer-
ence. We propose a simple protocol to implement this: once the CH establishes
that there has been a transmission, it initiates a cooperative transmission period
(CTP), by sending a control bit to all nodes, e.g., 1, via an error-free control
channel. The CH will continue sending a 1 in the beginning of each subsequent
slot until the CTP has been completed. The cluster nodes cannot transmit new
packets until the CTP is over.
• Receiver: In this dissertation, we assume the availability of a simple linear
coherent receiver. Receivers such as multiuser detection (MUD) with successive
interference cancellation (SIC) will not be used, since it is in general nonlinear
and complex.
Note that TDMA-CB or RA-CB in general does not achieve the uplink capacity,
as in Stage 2 K beams are also formed one by one in an orthogonal multiple
access fashion. It is well known that the scheme to achieve the uplink capacity
is MUD with SIC [93].
• Determination of source nodes in RA-CB: For RA-CB, each cooperating
node needs to know how many sources and which sources are present in the
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linear mixture that it received. This information can be provided at high net-
work layers by the CH via the control channel. Another way is to accomplish
this at the PHY layer via orthogonal pilot sequences that are embedded in the
beginning of each source’s packet. The cooperating node can cross-correlate the
received mixture with each possible pilot sequence. Due to orthogonality of pi-
lots corresponding to different sources, a non-zero cross-correlation will indicate
the presence of the corresponding source. In this case, the intra-cluster channel
coefficients can be also estimated by the value of cross-correlation.
Once the sources are identified, the order in which each source will be beamed
needs to be known by all cooperating nodes so that they all beam the same signal
in each slot. This information can be provided by a higher network layer, or, it
can be determined based on a list of source priorities that has been distributed
to all nodes. Thus, once the source in the mixture have been identified, based
on the priority list, the nodes rank these sources and beam them in that order.
• Correlated intra-cluster channels in RA-CB
In the analysis for RA-CB, we assumed that aim and akm (k 6= i) are indepen-
dent. In dense clusters, if source nodes ti and tk are located very close (e.g.,
less than λ/2), the channels coefficients aim and akm would be correlated. As
a result, E{a∗imakm} 6= 0, and the proposed scheme would suffer performance
degradation. One way to leverage this problem is to introduce some randomness
in the signal at the time of transmission. For example, we can simply multi-
ply the transmitted packet of the ith source by a zero-mean complex Gaussian
random variable, say χi, where the χi’s are i.i.d. between different sources. In
that way, we can still guarantee E{χ∗i a∗imχkakm} = 0 for i 6= k.
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2.6 Conclusions
To implement CB, the assumption that all cooperating nodes must have access
to the same message signal requires that source nodes share their information with
all cooperating nodes. In this chapter, we present two cross-layer CB approaches,
namely, TDMA-CB and RA-CB, taking into account both information-sharing and
beamforming. TDMA-CB is an extension of the CB approach in prior work (e.g., [75])
into a two-stage scheme, where the second stage consists of beamforming, while the
first stage consists of information-sharing that makes available the common signal to
the cooperating nodes in a TDMA fashion. For RA-CB, during its first stage, multiple
sources are allowed to transmit simultaneously in a random access fashion. In the
second stage of RA-CB, each of the cooperating nodes transmits a weighted version
of the signal that it received during the first stage. For TDMA-CB and RA-CB, we
propose weights that allow desired signals to add coherently at the AP, require local
CSI only, and are independently computed by each cooperating node.
We show that the average beampattern of RA-CB is similar to that of TDMA-
CB, but with increased sidelobe power level. Imperfect channel estimations or non-
identical path losses further increase sidelobe power, while imperfect phases reduce
mainlobe power. We also show that, as compared to TDMA-CB, the SINR of RA-
CB is always smaller than the SNR of TDMA-CB, while is still of the order of the
number of cooperating nodes. Hence, RA-CB reduces the information-sharing time
at the cost of a lower SINR. For RA-CB, the principal effect of imperfect channel in
terms of SINR is increased interference and noise level, while the principal effect of
imperfect channel is reduced signal power.
We provide an SEP analysis for MPSK symbols to show how the SEP is affected by
transmission power, noise level, number of simultaneously transmitting source nodes,
and number of cooperating nodes. We show that, no matter how large the transmit
48
power is, the SEP can never be lower than a certain floor due to the interference
of the other source nodes and the noise at cooperating nodes. Under high transmit
power, the SEP decreases approximately in a power-law fashion as the number of
cooperating nodes increases.
Finally, we discuss a number of practical issues when implementing TDMA-CB
and RA-CB, such as, channels/phases estimation, determination of cooperating nodes
and source nodes, the case of correlated intra-cluster channels in RA-CB, and etc.
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3. Cross-Layer Cooperative Beamforming (Part II): System Design
3.1 Background
Let us first point out some issues that have not addressed in Chapter 2. In
Chapter 2, simple and practical weights for TDMA-CB and RA-CB are developed
based on local CSI only, so that the transmitted signals add coherently in the desired
direction. The first question naturally arises: are these weights optimal in terms of
certain criterion (e.g., received SNR/SINR)? Also, in the preceding chapter, we show
that as compared to TDMA-CB, the benefit of RA-CB is the reduced information-
sharing time, while the cost is the reduced SINR. Thus, the second question that has
not been answered is: which scheme is better between these two under certain network
parameters and what is the fair figure of merit for the comparison? Furthermore, so far
we only consider the case that the common AP is the single destination. However, in
some cases, there may be more than one AP and the source nodes can transmit signals
to different destinations. For this case, multiple beams may be formed simultaneously
using TDMA-CB or RA-CB. The third question is how one can design weights for
multi-beam beamforming.
In this chapter, we try to answer these three questions. We first propose weights
that maximize the received SNR/SINR for TDMA-CB and RA-CB under a fixed
transmit power. We then show that spectral efficiency is a fair figure of merit to
compare the performance of the two schemes. We also provide expressions for spectral
efficiency, which can help determine which is the best transmission scheme for given
network parameters. Furthermore, we consider multi-beam beamforming, for cases in
which multiple network nodes transmit to different destinations. Finally, a queueing
analysis will be provided for the case of symmetric Poisson traffic.
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3.2 Optimal Weight Design - Single Destination
In this section, we design optimal weights for TDMA-CB and RA-CB when the
common AP is the single destination. The criterion is to design weights such that the
received SNR/SINR at the AP is maximized for each of the K signals.
3.2.1 Optimal Weights of TDMA-CB
We have shown in Chapter 2 that the weights of (2.6) maximize the received SNR
for TDMA-CB, as they correspond to the solution of MRT. To apply the optimal
weights of (2.6) in TDMA-CB, only local CSI is needed, i.e., a cooperating node cm
needs to have knowledge of its own phase offset θm.
Remark: When the path losses between cooperating nodes and the AP are not the
same, the global CSI would be needed for obtaining the optimal weights corresponding
to the solution of MRT.
3.2.2 Optimal Weights of RA-CB
Let us define the weight vector wi = [w
i
1, . . . , w
i
N ]
H , the vector ai = [b0
√
P˜iai1e
jθ1 ,
. . . , b0
√
P˜iaiNe
jθN ]H , and the noise vector u = [b0u1e
jθ1 , . . . , b0uNe
jθN ]H .
When beaming si, the received signal at the AP equals
yi = b0
N∑
m=1
aimejθmwim√P˜isi + K∑
k=1
k 6=i
akme
jθmwim
√
P˜ksk + e
jθmwimum
+ vi
= wHi aisi +w
H
i
K∑
k=1
k 6=i
aksk +w
H
i u+ vi . (3.1)
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We further define matrices RiS , aiaHi , RiI ,
∑K
k=1
k 6=i
aka
H
k + σ
2IN and
R , diag
{[
K∑
k=1
P˜k|ak1|2 + σ2, . . . ,
K∑
k=1
P˜k|akN |2 + σ2
]}
. (3.2)
The average power of the desired signal si is
E{wHi aisisHi aHi wi} = wHi RiSwi . (3.3)
Similarly, the power of interference plus noise is wHi R
i
Iwi + σ
2.
For the given vectors ai for i = 1, . . . , K, the received SINR at the AP is given by
γRA−CBi =
wHi R
i
Swi
wHi R
i
Iwi + σ
2
. (3.4)
To maximize γRA−CBi subject to the transmit power constraint, we can formulate
the optimization problem
argmax
wi
γRA−CBi =
wHi R
i
Swi
wHi R
i
Iwi+σ
2 (3.5)
s.t. wHRw = (1− µi)Pi .
Substituting the constraint into the objective function in (3.5), the optimization
problem of (3.5) can be rewritten as
argmax
wi
γRA−CBi =
wHi R
i
Swi
wHi R˜
i
Iwi
, (3.6)
where
R˜iI , RiI +
σ2
(1− µi)PiR (3.7)
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which is a Rayleigh quotient problem. The maximum of γRA−CBi corresponds to
the maximal eigenvalue of the symmetric matrix (R˜iI)
−1RiS, and the corresponding
eigenvector is the optimal solution wopti [39].
Noting that RiS = aia
H
i , we further obtain
wopti = β · (R˜iI)−1ai , i = 1, · · · , K (3.8)
where β is a scalar. To satisfy the transmit power constraint, β must satisfy
β =
√
(1− µi)Pi
aHi (R˜
i
I)
−1R(R˜iI)−1ai
. (3.9)
The maximal SINR under the optimal weights of (3.8) is
γRA−CBi = a
H
i (R˜
i
I)
−1ai . (3.10)
Note that the maximal SINR is a random variable, as the entries of vectors ak (k =
1, . . . , K) are random.
Remarks:
• From (3.8), one can see that global CSI, i.e., aim and θm, for i = 1, . . . , K,
m = 1, . . . , N , is needed for the computation of optimal weights. For each
instantiation of RA-CB, to acquire global CSI in practice, the CH can gather
CSI from all cooperating nodes, compute the optimal weights and then send the
computed weights back to cooperating nodes for beamforming. Communication
in this process takes place via a separate control channel. It is easy to see that
the cost for acquiring optimal weights of RA-CB would be higher as compared
to TDMA-CB.
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• When K = 1, the matrix R˜iI becomes
R˜iI =
σ2
(1− µ1)P1

P˜1|a11|2 + σ2 0
. . .
0 P˜1|a1N |2 + σ2
 . (3.11)
Substituting (3.11) into (3.10), the maximal SINR is
γRA−CB1 =
b20(1− µ1)P1
σ2
N∑
m=1
P˜1|a1m|2
P˜1|a1m|2 + σ2
<
b20N(1− µ1)P1
σ2
= γTDMA−CB1 . (3.12)
Therefore, in case of one source node, the maximal SINR in RA-CB is always
smaller than the maximal SNR in TDMA-CB. Intuitively, as the number of
source nodes increases, the maximal SINR in RA-CB would decrease due to the
increased interference. Therefore, as compared to TDMA-CB, RA-CB reduces
the information-sharing time, at the expense of SINR reduction.
• Substituting (3.8) into the objective function in (3.5), one can see that the
maximal SINR of RA-CB is an increasing function of the transmit power (1−
µi)Pi. Therefore, the equality power constraint in (3.5) is equivalent to the
inequality power constraint wHRw ≤ (1− µi)Pi.
3.3 Performance Comparison
Both TDMA-CB and RA-CB exhibit a tradeoff between improved SNR/SINR gain
and longer transmission time. As a result, to compare the performance of different
schemes, spectral efficiency would be a fair figure of merit, as it takes into account
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both factors in the tradeoff. Spectral efficiency is defined using the sum rate:
C =
1
T
K∑
i=1
Ci =
1
T
K∑
i=1
log2(1 + γi) (bits/s/Hz) , (3.13)
where γi and Ci are the received SINR and transmission rate for transmitting the
signal of source node ti respectively, and T is the total transmission time for all the
K signals.
3.3.1 Weights to Maximize Spectral Efficiency
To get an idea of how much data can at most be transmitted for TDMA-CB
and RA-CB, we intend to compute the spectral efficiency based on the weights that
achieve maximal spectral efficiency in each scheme.
Note that in Stage 2 of TDMA-CB and RA-CB, the signals are beamed to the
AP in a TDMA fashion, so the design of wi is independent of the design of wk
(k 6= i). Therefore, maximal spectral efficiency is achieved if and only if for every i the
weights wi are designed such that the received SNR/SINR is maximized. Therefore,
the weights of (2.6) and (3.8) that maximize the received SNR/SINR also achieve
maximal spectral efficiency.
Spectral efficiency of TDMA-CB and RA-CB
In the following, we will compare the performance of DT, TDMA-CB and RA-
CB based on spectral efficiency. Such analysis should provide some guidelines for
determining the best transmission scheme.
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• DT:
From (2.3), the spectral efficiency equals
CDT =
1
K
K∑
i=1
log2
(
1 +
Pib
2
0
σ2
)
(3.14)
where the scalar 1/K is due to the fact that K time units are required in DT.
• TDMA-CB:
From (2.8), the spectral efficiency under optimal weights equals
CTDMA−CB =
1
2K
K∑
i=1
log2
(
1 +N(1− µi)Pib
2
0
σ2
)
(3.15)
where the scalar 1/(2K) reflects the fact that the 2K time units are required
in TDMA-CB.
• RA-CB:
From (3.10), the spectral efficiency under optimal weights equals
CRA−CB =
1
K + 1
K∑
i=1
log2
(
1 + aHi (R˜
i
I)
−1ai
)
(3.16)
where the scalar factor 1/(K+1) reflects that the K+1 time units are required
in RA-CB.
Determination of the best scheme
The expressions (3.14), (3.15) and (3.16) can be used to calculate the respective
spectral efficiencies given the network parameters, such as power budget Pi, power
needed in Stage 1 P˜i, path loss b0, noise level σ
2, number of sources K and number of
cooperating nodes N . One can determine the best transmission strategy among them
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in terms of spectral efficiency, by simply comparing the respective spectral efficiencies.
In practice, before a transmission, the CH would compute these spectral efficiencies,
and then notify cluster nodes of the best transmission strategy that they should use.
Some remarks are as follows.
Remarks:
• Simple criteria can be obtained for some special cases, e.g., when K = 1, RA-
CB always achieves lower spectral efficiency than TDMA-CB due to the noise
from cooperating nodes [see (3.12)].
• To achieve maximal spectral efficiency, TDMA-CB requires that each cooper-
ating node cm knows its own information θm, while RA-CB requires that the
CH has global CSI (i.e., aim and θm, for i = 1, . . . , K, m = 1, . . . , N). In
some cases, in addition to spectral efficiency, the overhead of obtaining optimal
weights for TDMA-CB and RA-CB should also be taken into account. For ex-
ample, to compare TDMA-CB and DT, we can modify the comparison problem
to: TDMA-CB outperforms DT only if (CTDMA−CB−CDT)/CDT is higher than
by a certain threshold.
• In addition to spectral efficiency, in some scenarios other metrics may also
be considered. For example, RA-CB may be preferable for security reasons
in certain applications. In DT or TDMA-CB, sources or cooperating nodes
transmit a single packet to the AP, and during this process malicious/hostile
nodes may easily hear and decode it. On the other hand, in RA-CB, cooperating
nodes transmit combinations of multiple packets, which makes it harder for
malicious/hostile nodes to decode useful information. The desired signal is
recovered only at the AP.
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3.3.2 Simulations
In this section, we present simulation results for beampattern and spectral ef-
ficiency. In all experiments, for convenience we assume that power budgets for all
source nodes are the same, i.e, P1 = · · · = PK = 20 dBm and µ1 = · · · = µK = 0.01.
The noise power σ2 is −60 dBm. The carrier frequency is 900 MHz and the sig-
nal wavelength is λ = 0.33 m. The locations of cooperating nodes are uniformly
distributed within a disk with radius R. The channels are simulated based on the
assumptions given in Section 2.2. All phase or channel estimates are assumed to
be perfect. We perform Monte-Carlo experiments, each consisting of 1,000 indepen-
dent trials. Locations of cooperating nodes and intra-cluster channels in one trial are
independent from others.
Beampattern
The beampattern represents the power distribution along different directions.
Without loss of generality, we assume that the azimuthal angle of the AP is φ0 = 0.
The white noise at the receiver is not considered, as its effect is the same at all an-
gles. The power at the AP is normalized to 0 dB. The number of source nodes is
K = 4. Fig. 3.5 shows the average beampattern of TDMA-CB and RA-CB for differ-
ent values of R and N when optimal weights in Section 4.17 are used. As expected,
RA-CB always achieves higher sidelobe levels than TDMA-CB, due to the multiuser
interference. As observed, increasing N reduces the sidelobe levels and increasing R
narrows the main lobe, which is in agreement with the results in [75].
Spectral efficiency
Fig. 3.2 shows the average spectral efficiency versus the path loss b0, where the
number of source nodes is fixed at K = 4. As observed, DT outperforms TDMA-CB
58
or RA-CB in small path loss (small distance) regions. RA-CB performs better than
TDMA-CB within a wide path loss region. In Fig. 3.3, we show the average spectral
efficiency versus the number of cooperating nodes N under K = 4. As expected, the
increase of N improves the spectral efficiency of TDMA-CA and RA-CB, but does
not affect DT.
−180 −135 −90 −45 0 45 90 135 180
−12
−10
−8
−6
−4
−2
0
Angle (degree)
Av
er
ag
e 
Po
we
r (
dB
)
 
 
R=10λ
R=3λ
R=λ
RA−CB
TDMA−CB
(a) 10 cooperating nodes
−180 −135 −90 −45 0 45 90 135 180
−25
−20
−15
−10
−5
0
Angle (degree)
Av
er
ag
e 
Po
we
r (
dB
)
 
 
R=10λ
R=3λ
R=λ
RA−CB
TDMA−CB
(b) 100 cooperating nodes
Figure 3.1: Average beampattern (single beam, 4 source nodes).
Fig. 3.4 shows the average spectral efficiency versus the number of source nodes
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Figure 3.4: Spectral efficiency vs. number of source nodes (single beam, path loss
−70 dB, R = 10λ).
K, where the path loss b0 is fixed at −30 dB. Since power constraints for all source
nodes are the same, spectral efficiencies of DT, TDMA-CB and RA-CB are simplified
to CDTi ,
1
2
CTDMA−CBi and (1− 1K+1)CRA−CBi , respectively. Thus, spectral efficiency of
DT or TDMA-CB is independent of K, which is in agreement with Fig. 3.4. Recall
that in Stage 2 of RA-CB, each cooperating node transmits not only the desired
signal but also other K − 1 multi-user interferences. For RA-CB, as K increases,
more power would be allocated to multi-user interference, so the power contributed
to the desired signal is decreased. On the other hand, the scalar factor 1 − 1
K+1
is
an increasing function of K. As observed in Fig. 3.4, the overall impact is that the
spectral efficiency of RA-CB first increases and then decreases, as K increases.
3.4 Weight Design - Multiple Destinations
In some cases, e.g., in wireless ad hoc networks, there may not exist a single AP
or central controller. For such cases, we assume that K source nodes transmit signals
to K different destinations, denoted by q1, . . . , qK . If the destinations are located
at distinct directions, we can form multiple beams simultaneously using TDMA-CB
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or RA-CB. Without loss of generality, in the following we will focus our analysis on
the scenario in which L ≤ K simultaneous beams are to be formed towards distinct
destinations q1, . . . , qL at azimuthal angles φ1, . . . , φL. The phase offset between cm
and q` is denoted by
θ`m = −
2pi
λ
rm cos(φ` − ψm) , ` = 1, . . . , L . (3.17)
Also, the path loss between the origin of the disk and q` is denoted by b`, ` = 1, . . . , L.
In multiple simultaneous beams, a set of weights maximizing the SINR of one beam
may not also maximize the SINR of another beam. Designing weights that maximize
the spectral efficiency is in general a difficult problem. In the literature, different
design objectives have been proposed to address similar problems, e.g., completely
nulling all co-channel interference [99], maximizing the signal-to-leakage ratio [89],
and minimizing the interference plus noise power at each destination [32].
In the following, for TDMA-CB and RA-CB, we will consider two weight design
objectives: (1) co-phasing weights that allow desired signals to add coherently at
destinations; and (2) nulling weights that completely null undesired interference at
all the destinations.
3.4.1 Co-phasing Weights
We first consider weight design to allow desired signals to add coherently at des-
tinations, i.e., co-phasing weights. In this case, the weights are straightforward ex-
tensions of weights in (2.6) and (2.15) for single-beam beamforming.
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TDMA-CB
To beamform s1, . . . , sL simultaneously, cooperating node cm transmits x˜m =∑L
`=1w
`
ms` where
w`m =
√
(1− µ`)P`
N
e−jθ
`
m . (3.18)
Next, we will analyze the average SINR. Let us first for simplicity consider the
two-beam scenario. Without loss of generality, suppose that the two beams which
beamform s1 and s2 are simultaneously formed towards destinations q1 at azimuthal
angle φ1 and q2 at azimuthal angle φ2. At the destination q1, the received signal is
y1 =
N∑
m=1
b1e
jθ1m
2∑
`=1
w`ms` + v1
=
√
N(1− µ1)P1 · b1s1 +
√
(1− µ2)P2
N
· b1s2 ·
N∑
m=1
ej(θ
1
m−θ2m) + v1 , (3.19)
in which the desired signal s1 is added coherently.
Since E{s2} = 0, the second term of RHS in (3.19) has zero-mean. The instanta-
neous SINR at q1 is given by
γTDMA−CB1 =
N(1− µ1)P1b21
(1−µ2)P2b21
N
∣∣∣∑Nm=1 ej(θ1m−θ2m)∣∣∣2 + σ2 . (3.20)
From (3.17),
E

∣∣∣∣∣
N∑
m=1
ej(θ
1
m−θ2m)
∣∣∣∣∣
2
 = E

∣∣∣∣∣
N∑
m=1
ej
4pi
λ
rm sin(
φ1−φ2
2
) sin(
φ1+φ2
2
−ψi)
∣∣∣∣∣
2

= N +
N∑
m=1
N∑
k=1
k 6=m
E{ej 4piRλ sin(φ1−φ22 )(zk−zm)} (3.21)
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where zm , rm sin(φ1+φ22 − ψi)/R. Under the assumption that nodes in a cluster
are uniformly distributed in a disk, zm has the following probability density function
(pdf):
f(z) =
2
pi
√
1− z2, −1 ≤ z ≤ 1 . (3.22)
Then, (3.21) becomes
E

∣∣∣∣∣
N∑
m=1
ej(θ
1
m−θ2m)
∣∣∣∣∣
2
 = N +N(N − 1)η21,2 , (3.23)
where ηi,` is defined as
ηi,` , 2 ·
J1(
4piR
λ
sin(φi−φ`
2
))
4piR
λ
sin(φi−φ`
2
)
(3.24)
and J1(·) is the first-order Bessel function of the first kind.
The average SINR at q1 is lower bounded by
E{γTDMA−CB1 } ≥
N(1− µ1)P1b21
(1− µ2)[1 + (N − 1)η21,2]P2b21 + σ2
. (3.25)
The above process can be easily generalized to the L simultaneous beam case, to
obtain
E{γTDMA−CBi } ≥
N(1− µi)P1b21/σ2
(b2i /σ
2)
∑L
`=1
6`=i
(1− µ`)[1 + (N − 1)η2i,`]P` + 1
. (3.26)
Comparing (3.26) with (2.8), one can clearly see the contribution of interference, i.e.,
the first term in the denominator of the RHS in (3.26).
Since η2i,` decreases as |φi − φ`| increases, the larger the difference between the
desired directions of two beams is, the smaller the interference is, which is in agree-
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ment with intuition. When the difference between desired directions of any of the
two beams is large enough, η2i,` ≈ 0 for any i 6= `, and (3.26) is simplified to
E{γTDMA−CB1 } ≥
N(1− µi)P1b21/σ2
(b2i /σ
2)
∑L
`=1
6`=i
(1− µ`)P` + 1
. (3.27)
From (3.27), the average SINR for multi-beam beamforming is still of the order of
N , though smaller than that under single-beam beamforming [see (2.8)]. Thus, any
transmission rate can be achieved as long as N is sufficiently large.
RA-CB
To beamform s1, . . . , sL simultaneously, cooperating node cm transmits x˜m =
wmxm, where the weights are chosen as
wm =
L∑
`=1
√√√√ (1− µ`)P`
N(2P˜` +
∑K
k=1
k 6=`
P˜k + σ2)
· a∗`me−jθ
`
m (3.28)
and xm is given in (2.14). Note that we have dropped the superscript on wm since
the common weight wm is used for all the L beams.
Let us again first consider the two-beam scenario, i.e., the beamforming for s1 and
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s2. The received signal at q1 is
y1 =
N∑
m=1
b1e
jθ1mx˜m + v1
=
√
(1− µ1)P1
N(2P˜1 +
∑K
k=2 P˜k + σ
2)
· b1
N∑
m=1
|a1m|2
√
P˜1s1
+
√
(1− µ1)P1
N(2P˜1 +
∑K
k=2 P˜k + σ
2)
· b1ejθ1m
(
N∑
m=1
a∗1m
K∑
k=2
akm
√
P˜ksk +
N∑
m=1
a∗1mum
)
︸ ︷︷ ︸
Iintra
+
√√√√ (1− µ2)P2
N(2P˜2 +
∑K
k=1,
k 6=2
P˜k + σ2)
· b1
N∑
m=1
a∗2me
j 2pi
λ
(θ1m−θ2m)
(
K∑
i=1
aim
√
P˜isi + um
)
︸ ︷︷ ︸
Iinter
+ v1
(3.29)
where the first term of the RHS denotes the desired signal s1, the second term rep-
resents intra-beam interference and the third term is inter-beam interference. Note
that, though the inter-beam interference also contains s1, it should be considered as
interference rather than signal, because destination q1 does not have knowledge of
a∗2me
−jθ2m .
Let us recall that ξi =
∑N
m=1 |aim|2 follows an Erlang distribution. It holds that
E{ξi} = N and E{ξ2i } = N2 +N .
It is straightforward to see that E{Iintra + Iinter} = 0. After some tedious but
straightforward derivations, we can show that
E{|Iintra|2} = [(1− µ1)P1](
∑K
k=2 P˜k + σ
2)b21
N(2P˜1 +
∑K
k=2 P˜k + σ
2)
· ξ1 , (3.30)
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E{|Iinter|2} = (1− µ2)P2b
2
1
N(2P˜2 +
∑K
k=1,
k 6=2
P˜k + σ2)
×
[
P˜1ξ1 + P˜2(2N +N(N − 1)η21,2) +N
K∑
i=3
P˜i +Nσ
2
]
(3.31)
and E{Iintra · I∗inter} = 0.
Conditioned on ξ1, the SINR at q1 averaging over the node locations is
E{γRA−CB1 |ξ1} ≥
(1−µ1)P1P˜1b21
N(2P˜1+
∑K
k=2 P˜k+σ
2)
· ξ21
E{|Iintra|2}+ E{|Iinter|2}+ σ2 . (3.32)
Following a similar procedure, we can easily generalize the above results to the
general case of L simultaneous beams and obtain
E{γRA−CBi |ξi} ≥
(1−µi)PiP˜ib2i
N(2P˜i+
∑K
k=1
k 6=i
P˜k+σ2)
· ξ2i
E{|Iintra|2}+ E{|Iinter|2}+ σ2 , (3.33)
E{|Iintra|2} =
(1− µi)Pi(
∑K
k=1
k 6=i
P˜k + σ
2)b2i
N(2P˜i +
∑K
k=1
k 6=i
P˜k + σ2)
· ξi (3.34)
and
E{|Iinter|2} =
L∑
`=1
6`=i
(1− µ`)P`b2i
N(2P˜` +
∑K
k=1,
k 6=`
P˜k + σ2)
×
P˜iξi + P˜`(2N +N(N − 1)η2i,`) +N K∑
k=1
k 6=i,`
P˜k +Nσ
2
 . (3.35)
Note that ξi is of the order of N and ξ
2
i is of the order of N
2. One can see that
the numerator of (3.33) is of the order of N , while the denominator of (3.33) is of
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the order of 1. Thus, the SINR for multiple beams is still of the order of N . Due
to the term E{|Iinter|2}, the SINR for multiple beams is smaller than that under the
single-beam weights of (2.15).
Remark
Note that the weights in (3.18) or (3.28) require local CSI only. In particular, for
TDMA-CB, the cooperating node cm needs to know θ
`
m for ` = 1, . . . , L. For RA-CB,
the cooperating node cm needs to know θ
`
m for ` = 1, . . . , L and aim for i = 1, . . . , K.
3.4.2 Nulling Weights
In this section, we consider the design objective of completely nulling undesired
interference at all destinations, which yields simple closed-form solutions and requires
global CSI.
Nulling weights for TDMA-CB
Cooperating node cm transmits x˜m =
∑L
`=1w
`
ms`. Let us define the vectors a
` =
[b`e
jθ`1 , . . . , b`e
jθ`N ]H and w` = [w
`
1, . . . , w
`
N ]
H for ` = 1, . . . , L. The received signal at
the destination q` is
y` = w
H
` a
`s` +
L∑
i=1
i6=`
wHi a
`si + v` , ` = 1, . . . , L , (3.36)
where the first term of RHS is the desired signal, the second term represents undesired
interference and the third term represents the white noise at the destination.
To completely null the interference, the following linear constraints should be
satisfied
wHi a
` = 0, for `, i = 1, . . . , L and i 6= ` . (3.37)
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To guarantee a non-zero solution for wi, we need N ≥ L which usually can be easily
satisfied.
Under the constraints of (3.37), the weights maximizing spectral efficiency corre-
sponds to the weights that maximize the SNR under a transmit power budget. The
optimization problem can be formulated as
argmax
w`
γ` =
wH` a
`(a`)Hw`
σ2
s.t. wH` a
i = 0 and wH` w` = (1− µ`)P`
for `, i = 1, . . . , L and i 6= ` . (3.38)
Note that the constraints onw` are independent of wi (i 6= `), so that we can compute
w`, ` = 1, . . . , L separately.
To solve (3.38), we first prove the following.
Proposition 3.1. wopt` is the optimal solution of (3.38), i.e., it achieves maximal
SNR γmax` under the fixed transmit power (1 − µ`)P`, if and only if wopt` minimizes
transmit power under the fixed SNR γmax` .
Proof. We prove Proposition 3.1 by contradiction. Suppose that weight vector w
(1)
`
achieves maximal SNR γmax` under the fixed transmit power (1− µ`)P`, and another
weight vector w
(2)
` 6= w(1)` achieves minimal transmit power under the fixed SNR γmax` .
Thus, it holds that (w
(2)
` )
Hw
(2)
` < (1− µ`)P`. We can always find a scalar ρ > 1 such
that under the weights ρ · w(2)` the transmit power is ρ2(w(2)` )Hw(2)` = (1 − µ`)P`.
However, under the weights ρ ·w(2)` the SNR is ρ2γmax` > γmax` . In other words, w(1)`
does not achieve the maximal SNR under the fixed transmit power (1− µ`)P`, which
contradicts our assumption. Therefore, w
(1)
` must be equal to w
(2)
` .
From Proposition 3.1, the optimization problem of (3.38) is equivalent to finding
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weights that minimize transmit power under the fixed SNR γmax` , i.e.,
argmin
w`
wH` w`
s.t. wH` a
i = 0 and wH` a
` = g · ejϕ
for `, i = 1, . . . , L and i 6= ` , (3.39)
where g ,
√
γmax` σ
2 and ϕ is an arbitrary angle within [0, 2pi).
Let us define the L ×N matrix A = [a1, . . . , aL]H , and the L × 1 column vector
e` = [01×(`−1), 1,01×(L−`)]T . We can formulate the constraints in (3.39) as
Aw` = (g · ejϕ)e` , ` = 1, . . . , L . (3.40)
It is well known that the solution that minimizes the transmit power under (3.40)
is the least-squares solution of (3.40) based on the pseudo-inverse of A [8], i.e.,
wopt` = (g · ejϕ)AH(AAH)−1e` , ` = 1, . . . , L . (3.41)
From (3.41), the transmit power (wopt` )
Hwopt` is proportional to γ
max
` and is inde-
pendent of ϕ. Therefore, for convenience we can take g = 1 and ϕ = 0 in (3.41). The
final nulling weights wopt` are β`A
H(AAH)−1e` where β` is given by
β` =
√
(1− µ`)P`
eH` (AA
H)−1e`
. (3.42)
Nulling weights for RA-CB
Cooperating node cm transmits x˜m = wmxm. Let us define the vectors w =
[w1, . . . , wN ]
H , a`i = [b`
√
P˜iai1e
jθ`1 , . . . , b`
√
P˜iaiNe
jθ`N ]H and u` = [b`u1e
jθ`1 , . . . , b`uNe
jθ`N ]H
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for ` = 1, . . . , L and i = 1, . . . , K. The received signal at the destination q` is
y` = w
Ha``s` +
K∑
i=1
i6=`
wHa`isi +w
Hu` + v` . (3.43)
To completely null out the interference (i.e., the second term on the RHS of (3.43)
), the following linear constraints need to be satisfied:
wHa`i = 0, i = 1, . . . , K, ` = 1, . . . , L and i 6= ` . (3.44)
Similarly as in Section 3.4.2, we here consider minimization of transmit power
under fixed signal gains gb21(1−µ1)P1, . . . , gb2L(1−µL)PL at the L destinations, where
g is a scalar. It holds that
wHa`` = gb`
√
(1− µ`)P`, for ` = 1, . . . , L . (3.45)
Let us define the KL × N matrix A = [a11, . . . , a1L, . . . , aL1 , . . . , aLL]H , the K × 1
vector e` = [01×`−1, 1,01×K−`]T and the KL × 1 vector e = [b1
√
(1− µ1)P1eT1 , . . . ,
bL
√
(1− µL)PLeTL]T . We can formulate the above linear constraints in matrix form:
Aw = g · e. (3.46)
To guarantee a non-zero solution of w, we need N ≥ KL.
To find the solution to minimize the transmit power, the optimization problem
can be formulated as
argmin
w
wHRw
s.t. Aw = g · e , (3.47)
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where R is defined in (3.2). Since R is a positive-definite matrix, the objective
function of (3.47) is a convex function and has a unique global minimum [8]. The
optimization problem of (3.47) can be solved by the method of Lagrange multipliers.
By introducing Lagrange multipliers in (3.47), we obtain
2Rw +AHϑ = 0 and Aw = g · e , (3.48)
where ϑ is a 2L × 1 column vector containing the Lagrange multipliers. Solving the
above equations we obtain the optimal weights
wopt = g ·R−1AH(AR−1AH)−1e . (3.49)
The transmit power constraint is
∑L
`=1(1− µ`)P`, so the scalar g in (3.49) equals
g =
√ ∑L
`=1(1− µ`)P`
R−1AH(AR−1AH)−1eReH(AR−1AH)−1AR−1
. (3.50)
3.4.3 Discussion
The computation of nulling weights in Section 3.4.2 requires global CSI. Nulling
weights completely null out interference at all the destinations; however, this happens
at the expense of reducing the received power of the desired signals. The more nulls
are formed, the smaller the receive power is.
Note that the interference power at a destination is related to the distance or
path loss, but the measurement noise power is a constant independent of the path
loss. When the distance between cluster S and a destination is small, the interference
power at this destination is in general much larger than that of the measurement
noise. Completely nulling out the interference can significantly increase the overall
SINR, though the desired signal power is also reduced. On the other hand, when the
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distance is large, the interference power is small, and the measurement noise plays
the dominant role in the overall interference-plus-noise level. Nulling out interference
does not significantly reduce the interference-plus-noise level, but still yields reduced
signal power. Thus, nulling weights may not be efficient under such scenarios, not
to mention the requirement of knowledge of global CSI. Under such scenarios, the
co-phasing weights in (3.18) and (3.28) may be more efficient due to the simplicity
and small overhead (only local CSI is needed).
3.4.4 Simulations
All the simulation conditions are the same as in Section 3.3.2, except that we
now consider the case in which source nodes intend to transmit signals to different
destinations at distinct directions, so multiple beams can be formed simultaneously.
We assume that there are K = 4 destinations all having the same path loss. Also,
L = K = 4 simultaneous beams are formed.
Beampattern
For illustration purposes, the azimuthal directions of the K = 4 destinations are
fixed to {−3pi/4,−pi/4, pi/4, 3pi/4}. The power at each destination is normalized to
0 dB. Fig. 3.5 shows the average beampattern of TDMA-CB and RA-CB when
nulling weights in Section 3.4 are used. As expected, there are four main lobes at the
directions of destinations, and RA-CB achieves higher sidelobe level than TDMA-CB.
Spectral efficiency
We assume that the destinations are at uniformly distributed azimuthal directions
within [0, 2pi). Fig. 3.6 shows the average spectral efficiency of TDMA-CB and RA-
CB versus path loss b0 in which both nulling weights and co-phasing weights are used.
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Figure 3.5: Average beampattern (4 multiple beams).
As expected, the nulling weights perform better in small path loss (small distance)
regions, while the co-phasing weights achieve comparable/higher spectral efficiency
in large path loss (large distance) regions. Comparing Fig. 3.6 with Fig. 3.2, one can
see that TDMA-CB and RA-CB using multiple beams can further improve spectral
efficiency.
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Figure 3.6: Spectral efficiency vs. path loss (4 multiple beams, R = 10λ).
3.5 Queuing Analysis
In this section, we provide queueing analysis for TDMA-CB and RA-CB based on
the concept of epochs as defined in [92] and [100]. This analysis provides insight on
how packet delays and the stability regions of traffic rate are influenced when each
node has a queue.
In this section, source nodes are also referred to as active nodes. All data packets
have the same length and each packet requires one time slot for transmission. Let
J denote the total number of potential active nodes in a cluster. For mathematical
75
tractability, and also to be able to use existing analytical tools, we assume that each of
the J nodes generates symmetric Poisson traffic without packet loss. Since in practice
packet loss occurs and packet retransmissions are needed, the obtained delay results
represent lower bounds.
An epoch includes one or several consecutive slots that are dedicated to the trans-
mission (including information-sharing and beamforming) of the packets from the
active nodes in the beginning of the epoch to their destinations. Idle slots, during
which no packets are transmitted, also comprise epochs whose lengths are one slot.
From the viewpoint of a particular node, say node i, two kinds of epochs can be
distinguished, according to whether or not node i is active in this epoch. If node i
sends a new packet during the first slot of an epoch, this epoch is a relevant epoch to
node i. Otherwise, this epoch is an irrelevant epoch to node i.
Example 1: Suppose that the nth slot is not in an instantiation of RA-CB, and at
slot n only nodes {1, 2, 3, 4} are active to transmit new packets. For RA-CB, the slots
n + 1, ..., n + 4 are used for beamforming (assuming one beam per slot). Thus, the
slots n, . . . , n+ 4 comprise an epoch (epoch length: 5 slots). Furthermore, for nodes
{1, 2, 3, 4}, the epoch is a relevant one, whereas for all other nodes it is an irrelevant
epoch.
Example 2: Suppose that the nth slot is not in an instantiation of RA-CB, and
at slot n no node has an available packet to transmit. Slot n still comprises an epoch
(epoch length: 1 slot), which is an irrelevant epoch for all the J nodes.
We can model a node’s buffer as an M/G/1 queue with vacation [48], in which
the relevant epoch (length: hR) and irrelevant epoch (length: hI) play the roles of
the service time and vacation time, respectively. Note that the M/G/1 queue model
requires that the service time and vacation time are independent. However, the length
of the relevant epoch and of the irrelevant epoch are both related to the traffic load.
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Thus, the M/G/1 model used here is only an approximation, which is valid under
large user population and high transmit power [92].
Let us assume that each node’s buffer is fed with a Poisson source having rate
λp. The average system delay (including the waiting time in the buffer and the
transmission time in the channel) for a packet can be expressed as [92]
D = hR +
λph2R
2(1− λphR)
+
h2I
2hI
(3.51)
where hR and h2R are first and second moments of hR, and hI and h
2
I are first and
second moments of hI .
Let the probability that a node’s buffer is empty be denoted by pe. At the begin-
ning of an epoch, the probability that K nodes are active is
p(K = k) =
(
J
k
)
(1− pe)kpJ−ke , 0 ≤ k ≤ J . (3.52)
Given λp, pe can be determined by the following equation [92]:
1 = pe
1 + λphI − λphR
1− λphR
. (3.53)
In the following, two representative cases are considered for both TDMA-CB and
RA-CB: (1) one beam is formed per slot (single destination); (2) all the K beams are
formed in one slot (multiple destinations).
3.5.1 One Beam is Formed Per Slot
TDMA-CB
For TDMA-CB, 2k slots are needed for transmissions of k simultaneous packets
(k slots for information-sharing using TDMA, and another k slots for beamforming).
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For the relevant epoch of node i, the probability that hR = 2k equals
p(hR = 2k) = p(k active nodes|node i is active)
=
(
J − 1
k − 1
)
(1− pe)k−1pJ−ke , 1 ≤ k ≤ J . (3.54)
For the irrelevant epoch of node i it holds that
p(hI = 1) = p(no active node|node i is not active) = pJ−1e , (3.55)
and
p(hI = 2k) = p(k active nodes|node i is not active)
=
(
J − 1
k
)
(1− pe)kpJ−k−1e , 1 ≤ k ≤ J − 1 . (3.56)
Based on (3.54)-(3.56), we obtain
hR =
J∑
k=1
2k
(
J − 1
k − 1
)
(1− pe)k−1pJ−ke
= 2
(
1 +
J−1∑
k=0
k
(
J − 1
k
)
(1− pe)kpJ−1−ke
)
= 2 + 2(J − 1)(1− pe) (3.57)
and
hI = p
J−1
e +
J−1∑
k=1
2k
(
J − 1
k
)
(1− pe)kpJ−k−1e
= pJ−1e + 2(J − 1)(1− pe) . (3.58)
By substituting (3.57) and (3.58) into (3.53), we see that pe is the unique solution
78
in [0, 1] of the equation
λpp
J
e + (1− 2λpJ)pe + 2λpJ − 1 = 0 . (3.59)
The maximal traffic flow is achieved by setting pe = 0, i.e. λ
max
p = 1/(2J). λp >
1/(2J) yields an unstable system in which the packet delay is unbounded. Finally,
(3.51) can be used to obtain the average system delay.
RA-CB
k + 1 slots are needed for transmissions of k simultaneous packets (one slot for
random access and k slots for beamforming). For the relevant and irrelevant epochs
it holds that
p(hR = k) =
(
J − 1
k − 2
)
(1− pe)k−2pJ−k+1e , 2 ≤ k ≤ J + 1 (3.60)
and
p(hI = k) =
(
J − 1
k − 1
)
(1− pe)k−1pJ−ke , 1 ≤ k ≤ J . (3.61)
Then, we can obtain
hR = 2 + (J − 1)(1− pe) (3.62)
and
hI = 1 + (J − 1)(1− pe) . (3.63)
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Based on (3.53), it is easy to show that pe is given simply by
pe = 1− λp
1− λpJ . (3.64)
When pe = 0, the maximal traffic flow is achieved, i.e. λ
max
p = 1/(J + 1).
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Figure 3.7: Average delay under symmetric Poisson traffic when one beam is formed
per slot (analytical results, J = 32).
Fig. 3.7 shows the analytical results for the two schemes when J = 32. Delay
results are shown for only the stable traffic regions. One can see that the delay of
RA-CB is smaller than the delay of TDMA-CB. In addition, the stable region of
traffic for RA-CB is much wider.
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3.5.2 All Beams are Formed in One Slot
TDMA-CB
k + 1 slots are needed for transmissions of k simultaneous packets. Thus, the
system delay is the same as that of RA-CB when one beam is formed per slot.
RA-CB
2 slots are needed for transmissions of k simultaneous packets. We have the
probabilities:
p(hR = 2) = 1 , (3.65)
p(hI = 1) = p
J−1
e , (3.66)
and
p(hI = 2) = 1− pJ−1e . (3.67)
It can be shown that
λpp
J
e − pe − 2λp + 1 = 0 . (3.68)
Then, steps similar to those above can be followed to obtain the average system delay.
Fig. 3.8 shows the analytical results for the two schemes are shown (J = 32). One
can see that the delay of RA-CB is much smaller than that of TDMA-CB.
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Figure 3.8: Average delay under symmetric Poisson traffic when all beams are formed
in one slot (analytical results, J = 32).
3.6 Conclusions
We propose weight design for two cross-layer cooperative beamforming schemes,
i.e., TDMA-CB and RA-CB. We first consider the case of single-beam beamforming,
i.e., when multiple network nodes need to communicate with a common AP. We pro-
pose weights that maximize the received SNR/SINR. For TDMA-CB, the optimal
weights are exactly the same as the ones in the preceding chapter that allow desired
signals to add coherently, and require only local CSI. For RA-CB, we derive closed-
form expressions for the optimal weights, and show that their computation requires
global CSI. We also show that for TDMA-CB and RA-CB, there is a tradeoff between
improved SNR/SINR and longer transmission time, and thus propose spectral effi-
ciency as a fair figure of merit to compare the performance of the two schemes. We
show that the weights that maximize the received SNR/SINR also achieve maximal
spectral efficiency.
We further consider multi-beam beamforming, for cases in which multiple network
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nodes transmit to different destinations. For such cases, weights that maximize either
SNR/SINR of all beams, or the spectral efficiency, are in general intractable, so we
consider suboptimal weight designs. We propose a suboptimal scheme based on local
CSI, in which weights are extensions of those in the preceding chapter and allow the
desired signals to add coherently at their destinations (co-phasing). We show that
the SINR gain under those co-phasing weights is still of the order of the number of
cooperating nodes N , though smaller than the SINR under single-beam beamforming.
Any transmission rate can be achieved as long as N is sufficiently large. We also
propose another suboptimal weight design that completely nulls out interference at all
destinations. This latter scheme requires global CSI, but simulation results indicated
that it performs better over small transmission distances.
Finally, we provide a queueing analysis for TDMA-CB and RA-CB for the case
of Poisson traffic. As compared to TDMA-CB, RA-CB significantly reduces packet
delays and extends the stability region of traffic rate.
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4. Secure Wireless Communications via Cooperation
4.1 Background
Due to the broadcast nature of wireless channels, the issues of privacy and secu-
rity in wireless networks have taken on an increasingly important role, especially in
military and homeland security applications. Secure communication across wired and
wireless networks is traditionally achieved with cryptographic algorithm-based pro-
tocols at various layers of the network protocol stack, e.g., Wired Equivalent Privacy
(WEP) at the link layer [57], Secure Electronic Transaction (SET) at the application
layer, IP Security (IPSec) [44] at the network layer, Transport Layer Security /Secure
Sockets Layer (TLS/SSL) [87], and Wireless Transport Layer Security (WTLS) [94]
at the transport layer. However, cryptographic security protocols impose significant
challenges to wireless devices which typically have limited resources. They require
significant storage overhead [64], and also significant power for computations which
has an impact on battery life [79].
A different class of techniques that guarantees security by operating at the PHY
layer from an information-theoretical point of view is recently attracting much atten-
tion. The basic idea of PHY-based security is to exploit the physical characteristics
of the wireless channel. In the real world, signals transmitted over physical channels
experience impairments such as channel fading and additive noise. While channel
fading and thermal noise have traditionally been viewed as impediments, PHY layer
security approaches can exploit these channel characteristics in order to enhance the
security of digital communication systems. This line of work was pioneered by Wyner,
who introduced the wiretap channel and established the possibility to create almost
perfectly secure communication links without relying on private (secret) keys [95].
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Wyner showed that when the eavesdropper channel is a degraded version of the main
channel, the source and destination can exchange perfectly secure messages at a non-
zero rate, while the eavesdropper can learn almost nothing about the messages from
its observations. The main idea is to exploit the additive noise impairing the eaves-
dropper by using a stochastic encoder which maps each message to many codewords
according to an appropriate probability distribution. This way, maximal equivocation
(i.e., level of secrecy) is induced at the eavesdropper. By ensuring that the equivo-
cation rate is arbitrarily close to the message rate, one can achieve perfect secrecy
in the sense that the eavesdropper is now limited to learn almost nothing about the
source-destination messages from its observations. The maximum rate of secrecy in-
formation from the source to its intended destination is referred to as secrecy capacity.
Follow-up work by Leung-Yan-Cheong and Hellman characterized the secrecy capac-
ity of the scalar Gaussian wire-tap channel [58]. In a landmark paper, Csiszar and
Korner generalized Wyner’s approach by considering the transmission of confidential
messages over broadcast channels [15]. Recently, there have been considerable efforts
on generalizing these studies to the wireless channel and multi-user scenarios (see
[51],[62],[41] and references therein).
The feasibility of traditional PHY-based security approaches based on single an-
tenna systems is hampered by channel conditions: if the channel between source and
destination is worse than the channel between source and eavesdropper, the secrecy
capacity is typical zero [95],[58]. Some recent work has been proposed to overcome
this limitation by taking advantage of multiple antenna systems, e.g., MIMO [43],[74],
single-input multiple output (SIMO) [76] and multiple-input single-output (MISO)
[59],[84]. However, due to the cost and size limitations, multiple antennas may not
be available at network nodes. Under such scenarios, node cooperation is an effective
way to enable single-antenna nodes to enjoy benefits of multiple-antenna systems [53].
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In this chapter, we consider a situation in which each network node is equipped
with one omni-directional antenna and there are one or more eavesdroppers in the
network. Secure communication is achieved via node cooperation in a DF fashion.
We assume that source and relays are located in the same cluster, while destination
and eavesdropper(s) are at faraway locations outside this cluster. We propose a two-
stage cooperative protocol. In Stage 1, the source node broadcasts its message locally
to other nodes within the cluster. These local transmissions typically require a small
amount of power only, and the information rate at faraway eavesdropper(s) can be
ignored. Thus, transmissions in Stage 1 can be considered to be secure. In Stage 2,
relay nodes decode the received messages. Then, the source node and relay nodes
cooperatively transmit a weighted version of the message signal to the destination.
Our focus is on secret communications in Stage 2. We are interested in two
optimization problems: (1) design of node weights to maximize the secrecy capacity
for a fixed transmit power; and (2) design of node weights to minimize the transmit
power for a fixed secrecy capacity. We assume that the global CSI is available for
weight design. Cooperation is here used in place of multiple transmit antennas in
MISO systems. Since there is a step involved before transmission, during which
the information is made available to the relays, the corresponding secrecy capacity
is half of that corresponding to a MISO system. We should also point out that
existing results for system design for a centralized MISO system can be also applied
in system design for DF-based cooperative protocols. For example, in the case of
one eavesdropper, the closed-form expression for weights that maximize the secrecy
capacity subject to a transmit power constraint has been studied in [59], [84]. Beyond
existing results in [59],[84], we here propose the following new results for the DF-
based cooperative protocol: (1) For the case of one eavesdropper, we study system
design to minimize the transmit power for a fixed secrecy capacity. We propose
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an iterative algorithm to reach the optimal solution, by using the solution for the
problem of maximizing the secrecy capacity for a fixed transmit power. (2) Prior
work considered the presence of one eavesdropper only. For the case of multiple
eavesdroppers, the aforementioned optimization problems are in general intractable.
We obtain a suboptimal (in terms of secrecy capacity or transmit power) but simple
closed-form solution, by introducing an additional constraint, i.e., complete nulling
of signals at all eavesdroppers. (3) Prior work assumed either complete knowledge
of the eavesdroppers’ channels, or only the channel statistics. In this chapter, we
investigate the weight design for the more practical case in which only imperfect
estimates of eavesdroppers’ channels are available.
4.2 System Model and Cooperative Protocol
4.2.1 System Model
We consider a wireless network model consisting of one source node (node index:
0), N−1 (N > 1) trusted relay nodes (node index 1, 2, . . . , N−1), a destination node,
and J (J ≥ 1) eavesdroppers. We assume that the source and relays are located within
the same cluster, while the destination and eavesdropper(s) are at faraway locations
from this cluster. Each node is equipped with a single omni-directional antenna and
operates in half-duplex mode.
A narrowband message signal s0 is to be transmitted from the source to the
destination. The power of the message signal s0 is normalized to one, i.e, E{|s0|2} = 1.
All channels are flat fading. Let hi denote the baseband complex channel gain between
the ith cluster node and the destination, and gi,j denote the channel gain between the
ith cluster node and the jth eavesdropper. Thermal noise at all nodes is assumed to be
zero-mean white complex Gaussian, i.e., CN (0, σ2). The configuration is illustrated
in Fig. 4.1.
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Figure 4.1: System model in the presence of eavesdroppers.
We assume that the global CSI is available for system design (the same assumption
as in most of PHY-based security literature). We will first consider the case of perfect
CSI and then extend to the case of imperfect CSI of eavesdroppers. In practice,
the channels between cluster nodes and the destination can be estimated based on
periodic pilots sent from the destination. The channels between cluster nodes and
eavesdroppers may be obtained by monitoring the behavior of eavesdroppers. This
would correspond to the situation where eavesdroppers are also active users in the
network, so that the cluster nodes can estimate the channels during eavesdroppers’
transmissions [7].
A DF-based cooperative protocol will be used. The number of relays with success-
ful decoding is assumed to be known a priori (rather than being a random variable).
To implement this in practice, each relay with successful decoding can send a non-
interfering notification message to the CH.
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4.2.2 Cooperative Protocol
The proposed DF-based cooperative transmission protocol is implemented in two
stages.
Stage 1: The source broadcasts its message signal s0 locally to its trusted relays
within the cluster. The transmit power is chosen so that the signal s0 can be decoded
at the relays with high probability. For simplicity we assume that the transmit power
in Stage 1 is known a priori.
This stage usually requires a small amount of power only, and the information
rate at the faraway eavesdropper(s) can be ignored. Thus, transmissions in Stage 1
can be considered to be secure.
Stage 2:
All the trusted relays that successfully decode the message s0, together with the
source, cooperatively transmit signal s0 to the destination. For convenience, we as-
sume that all N − 1 relays successfully decode the message signal1. Then, a total of
N nodes (N − 1 relays plus one source), indexed by i = 0, . . . , N − 1, participate in
cooperative transmissions in Stage 2. The ith node transmits a weighted signal of s0,
i.e., wis0, i = 0, . . . , N − 1, where wi is the weight of the ith node.
Let us define the N × 1 vectors w = [w0, . . . , wN−1]H , h = [h0, . . . , hN−1]H and
gj = [g0,j, . . . , gN−1,j]H , and the N ×N matrices Rh = hhH and Rjg = gjgHj .
At the destination, the received signal yd equals
yd = w
Hhs0 + nd , (4.1)
where nd represents white complex Gaussian noise at the destination. Then, the
1the case in which M < N − 1 relays successfully decode the message is equivalent to the case in
which the total number of relays is M .
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capacity at the destination is
Cd =
1
2
log2
(
1 +
wHRhw
σ2
)
(4.2)
where the scalar factor 1/2 is due to the fact that two time units are required in the
two-stage cooperative protocol.
At the jth eavesdropper, the received signal yje equals
yje = w
Hgjs0 + n
j
e , (4.3)
where nje represents white complex Gaussian noise at the jth eavesdropper. The
capacity at the jth eavesdropper is
Cje =
1
2
log2
(
1 +
wHRjgw
σ2
)
. (4.4)
Our objective is to design the node weights to maximize secrecy capacity for a
fixed transmit power, or minimize transmit power for a fixed secrecy capacity. The
secrecy capacity for J eavesdroppers is defined as [62]:
Cs = max{0, Cd −max(C1e , . . . , CJe )} . (4.5)
4.3 System Design for Secure Wireless Communications
In this section, we discuss the weight design for the DF-based cooperative protocol
to achieve secure wireless communications, for the cases of one eavesdropper and
multiple eavesdroppers, respectively.
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4.3.1 One Eavesdropper
We first discuss the simple scenario of one eavesdropper. For notational conve-
nience, the index of the eavesdropper is dropped. As long as h 6= g, we can always
find a set of weights so that the secrecy capacity is non-zero. For example, one can
completely null out the received signal at the eavesdropper. Thus, from (4.2) and
(4.4), Eq. (4.5) can be written as
Cs = Cd − Ce = 1
2
log2
(
σ2 +wHRhw
σ2 +wHRgw
)
. (4.6)
Maximizing Secrecy Capacity for Fixed Transmit Power
The problem of maximizing the secrecy capacity Cs for a fixed transmit power
wHw = P0 can be formulated as
argmax
w
σ2+wHRhw
σ2+wHRgw
(4.7)
s.t. wHw = P0 .
The solution of this Rayleigh quotient problem, reported in [59],[84], is the scaled
eigenvector corresponding to the largest eigenvalue of the symmetric matrix R˜−1g R˜h,
where
R˜h ,
σ2
P0
IN +Rh (4.8)
and
R˜g ,
σ2
P0
IN +Rg . (4.9)
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Also, the equality power constraint in (4.7) is equivalent to the inequality power
constraint wHw ≤ P0 [59],[84]. As we will show in the next subsection, the solution
of the problem in (4.7) can help solve another optimization problem of minimizing
transmit power under a fixed secrecy capacity.
Minimizing Transmit Power for Fixed Secrecy Capacity
The problem of minimizing the transmit power wHw for a fixed secrecy capacity
C0s > 0 can be formulated as
argmin
w
wHw (4.10)
s.t. σ
2+wHRhw
σ2+wHRgw
= 4C
0
s .
To solve (4.10), we first propose the following.
Proposition 4.1. The solutions of the following two optimization problems are iden-
tical:
(i) Find the weights that maximize Cs for a fixed transmit power P0.
(ii) Find the weights that minimize the transmit power for a fixed Cmaxs , where
Cmaxs is the maximal Cs of problem (i).
Proof. We prove Proposition 4.1 by contradiction. We assume thatw(1) is the optimal
solution that yields C
(1)
s = Cmaxs for fixed transmit power P0, while a different weight
vector w(2) 6= w(1) minimizes the transmit power for fixed C(2)s = Cmaxs . Thus, the
transmit power (w(2))Hw(2) must be smaller than (w(1))Hw(1) = P0. We can always
find a scalar ρ > 1 such that the weight vector ρ·w(2) also achieves ρ2(w(2))Hw(2) = P0.
Now, we prove that Cs based on the weight vector ρ ·w(2) is greater than Cmaxs .
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Let us define the function
F (z) =
σ2 + z2(w(2))HRhw
(2)
σ2 + z2(w(2))HRgw(2)
. (4.11)
We can equivalently prove F (ρ) > F (1) for ρ > 1. Taking the derivative of F (z) with
respect to z, we obtain
dF (z)
dz
∝ (w(2))HRhw(2) − (w(2))HRgw(2). (4.12)
As Cs > 0,
dF (z)
dz
> 0. Thus, F (z) is a monotonically increasing function of z and it
follows that F (ρ) > F (1) for ρ > 1. Hence, we have proved that Cs based on the
weight vector ρ ·w(2) is greater than Cmaxs . In other words, Cmaxs is not the maximal
value of Cs for transmit power P0, which contradicts our assumption. Therefore, w
(1)
must be equal to w(2), and thus Proposition 4.1 is proved.
Based on Proposition 4.1, we now propose the following iterative algorithm for
finding the optimal solution of (4.10).
• Initialization:
S0) Set an initial value for the weights ρ(0)w(0), where ρ(0) is a scalar such
that Cs for w
(0) equals C0s . Note that w
(0) can be arbitrarily chosen but its
corresponding secrecy capacity must be greater than zero. Then, compute the
transmit power P (0) = (ρ(0))2(w(0))Hw(0).
• Iteration:
S1) In the kth iteration, compute the weight vector w(k) that maximizes the
secrecy capacity for fixed transmit power P (k−1), based on the method discussed
in Section 4.3.1.
S2) Compute the scalar ρ(k), such that Cs under ρ
(k)w(k) equals C0s . Calculate
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the updated transmit power P (k) = (ρ(k))2(w(k))Hw(k).
S3) Iterate until P (k−1) − P (k) is smaller than a pre-defined threshold.
The objective function of (4.10) is convex and the updated power with each iter-
ation is nonincreasing. Thus, the above algorithm eventually converges to the global
minimum. In our simulations, the iteration always converged very rapidly.
4.3.2 Multiple Eavesdroppers
In this subsection we discuss the scenario of J > 1 eavesdroppers. From (4.5),
the secrecy capacity for multiple eavesdroppers is related to the capacity at all eaves-
droppers. Determining the weights that maximize secrecy capacity for fixed power,
or minimize power for fixed secrecy capacity is in general intractable due to the
“max” function in (4.5). In the following, we consider an additional constraint, i.e.,
completely nulling out signals at all eavesdroppers. The resulting secrecy capacity
(transmit power) represents a lower (upper) bound of the optimal one.
Minimizing Transmit Power for Fixed Secrecy Capacity
Let us define the N × J matrix G = [g1, . . . ,gJ ]. To null the signals at all
eavesdroppers, we need
wHG = 01×J . (4.13)
To satisfy the fixed secrecy capacity C0s , we also need
C0s = Cd =
1
2
log2
(
1 +
wHRhw
σ2
)
. (4.14)
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Eq. (4.14) can also be written as
wHh =
√
(4C0s − 1)σ2 · ejθ (4.15)
where θ is an arbitrary angle within [0, 2pi).
Defining the (J + 1) × N matrix G˜ = [h,G]H and the (J + 1) × 1 vector e =
[1,01×J ]T , we can rewrite the constraints in (4.13) and (4.15) as
G˜w = (
√
(4C0s − 1)σ2 · ejθ)e . (4.16)
To guarantee a non-zero solution for w, we need N ≥ J + 1, which usually can be
easily satisfied.
The optimal solution wopt that minimizes the transmit power corresponds to the
least-squares solution of (4.16) produced by the pseudo-inverse of G˜ [8], i.e.,
wopt = (
√
(4C0s − 1)σ2ejθ)G˜H(G˜G˜H)−1e . (4.17)
From (4.17), the transmit power (wopt)Hwopt is independent of the selection of θ.
For convenience we can take θ = 0.
Maximizing Secrecy Capacity for Fixed Transmit Power
The optimization problem can be formulated as
argmax
w
wHRhw (4.18)
s.t. wHw = P0 and w
HG = 01×J .
To solve (4.18), we propose the following.
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Proposition 4.2. The solutions of the following two optimization problems are iden-
tical:
(i) Find the weights that maximize Cs for fixed transmit power P0, and also meets
the constraint that signals at all eavesdroppers are completely nulled. Let us denote
the maximal Cs by C
max
s .
(ii) Find the weights that minimize the transmit power for a fixed Cmaxs and also
meets the constraint that signals at all eavesdroppers are completely nulled.
Proof. We follow arguments similar to those used in the proof of Proposition 4.1. We
assume that weight vector w(1) achieves Cmaxs for the fixed transmit power P0, while
a different weight vector w(2) 6= w(1) achieves minimal transmit power for fixed Cmaxs .
Thus, it holds that (w(2))Hw(2) < P0. We can always find a scalar ρ > 1 such that
under the weights ρ · w(2) the transmit power is ρ2(w(2)` )Hw(2)` = P0. However, the
weight vector ρ ·w(2) achieves a secrecy capacity greater than Cmaxs . In other words,
w(1) does not achieve the maximum of Cs for fixed power P0, which contradicts our
assumption. Therefore, w(1) must be equal to w(2).
From Proposition 4.2, the optimization problem of (4.18) is equivalent to find-
ing the weights that minimize the transmit power for fixed Cmaxs . From (4.17), the
transmit power is proportional to 4C
0
s − 1. Thus, the solution of (4.18) is
wopt = βG˜H(G˜G˜H)−1e (4.19)
where β is a scalar and equals
β =
√
P0
eH(G˜G˜H)−1e
. (4.20)
Substituting (4.19) into the objective function of (4.18), one can see that the
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secrecy capacity is a monotonically increasing function of the power budget P0. Thus,
the equality power constraint in (4.18) is equivalent to the inequality power constraint
wHw ≤ P0.
4.3.3 Impact on Imperfect CSI of Eavesdroppers
The channels between cluster nodes and the destination can be estimated accu-
rately, since they are trusted nodes. However, in practice there will be some certain
estimation errors for the channels between cluster nodes and the eavesdroppers. In
this subsection, we discuss weight design for such cases.
We model the perfect channels of the jth eavesdropper as gj = ĝj+∆j, where ĝj is
the imperfect channel estimate available for weight computation, and ∆j corresponds
to the channel error. We further assume that the entries of ∆j are zero-mean random
variables, and R∆ , E{∆j∆Hj } is known a priori and is independent of j. Thus, we
obtain
Rjg , E{gjgHj } = R̂jg +R∆ (4.21)
where R̂jg = ĝjĝ
H
j .
Note that we still assume the availability of perfect CSI of the destination.
One Eavesdropper
For one eavesdropper, the ergodic secrecy capacity is given by
Cs =
1
2
log2
(
1 +
wHRhw
σ2
)
−E
{
1
2
log2
(
1 +
wHggHw
σ2
)}
. (4.22)
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The optimization problem of maximizing ergodic secrecy capacity under a fixed power
is in general difficult. To simplify the problem, we use Jensen’s inequality to obtain
Cs ≥ 1
2
log2
(
1 +
wHRhw
σ2
)
−1
2
log2
(
1 +
wHRgw
σ2
)
(4.23)
in which the eavesdropper index is omitted for notational convenience. We now
consider the problem of maximizing the lower bound on ergodic secrecy capacity in
(4.23) under a fixed powerwHw = P0. It is easy to see that this optimization problem
is the same as (4.7), while the matrix Rg is now given by (4.21). Also, the problem of
minimizing the transmit power under a fixed lower bound on ergodic secrecy capacity
can be solved by the iterative algorithm in section 4.3.1.
Multiple Eavesdroppers
For J eavesdroppers (J > 1), the lower bound on ergodic secrecy capacity is given
by
Cs ≥ 1
2
log2
(
1 +
wHRhw
σ2
)
−max
j
{
1
2
log2
(
1 +
wHRjgw
σ2
)}
(4.24)
where Rjg is given by (4.21).
The problem of (4.24) is in general difficult due to the “max” function in it. To
simplify the analysis, we still consider to form nulls at all eavesdroppers as in the
case of perfect CSI. To form nulls at all eavesdroppers, we need wHRjgw = 0 for
j = 1, . . . , J . A non-zero solution exists only if R∆ is semi-positive definite. In case
for which R∆ is strictly positive definite, nulls cannot be formed at eavesdroppers,
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and wHRjgw is always greater than zero. To cover all cases, here we still consider
the constraint wHR̂jgw = 0 or equivalently w
H ĝj = 0. The optimization problem of
maximizing the lower bound on the ergodic secrecy capacity in (4.23) under a fixed
power can be formulated as
argmax
w
σ2+wHRhw
σ2+wHR∆w
(4.25)
s.t. Ĝw = 0J×1 and wHw = P0
where Ĝ , [ĝ1, . . . , ĝJ ]H . Let us define the matrix T containing all of the right singu-
lar vectors corresponding to zero singular values of Ĝ. To satisfy the first constraint
in (4.25), w shall be a linear combination of basis in the null space of Ĝ, i.e., w = Tv,
where v is a column vector. Then, the optimization problem in (4.25) is equivalent
to
argmax
v
σ2+vHTHRhTv
σ2+vHTHR∆Tv
(4.26)
s.t. vHv = P0
which is a Rayleigh quotient problem similar to (4.7). The final solution of (4.25) is
then w =
√
P0Tqunit where qunit is the unit-norm eigenvector of the matrix T
H [R∆+
(σ2/P0)I]
−1[Rh + (σ2/P0)I]T corresponding to its largest eigenvalue.
Due to the similarity between (4.26) and (4.7), and the duality as shown in Propo-
sition 4.1, the problem of minimizing the transmit power under a fixed lower bound
on secrecy capacity can be solved by the iterative algorithm in section 4.3.1.
4.3.4 Discussion
In the above analysis, for convenience we have assumed that the transit power in
Stage 1 is much smaller than the transmit power in Stage 2, and thus the information
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rates in Stage 1 at the faraway destination and eavesdropper(s) are ignored. In this
subsection, we discuss the effects on weight design when the information rates in
Stage 1 are also taken into account.
When both stages are taken into account, the destination or an eavesdropper
combines the two received signal in both stages using maximal ratio combining (MRC)
in order to maximize the signal-to-noise ratio (SNR). Suppose that transmit power
in Stage 1 is P˜0. The capacity at the destination is given by
Cd =
1
2
log2
(
α+
wHRaw
σ2
)
(4.27)
where α , 1+ P˜0|h0|2/σ2. Note that P˜0|h0|2/σ2 is the received SNR in Stage 1 at the
destination. Similarly, the capacity at the jth eavesdropper is
Cje =
1
2
log2
(
µ+
wHRjbw
σ2
)
(4.28)
where µ , 1 + P˜0|g0,j|2/σ2. Note that P˜0|g0,j|2/σ2 is the received SNR in Stage 1 at
the jth eavesdropper. Here, α and µ are considered to be constants, as P˜0 is assumed
to be a priori.
Therefore, the only change on the capacity of the destination or eavesdropper is
to replace the constant one in (4.2) or (4.4) by α or µ. It is easy to show that most
of the proposed analysis (when ignoring Stage 1) can still be applied here, subject
to minor changes only. The only exception is the power minimization problem for
the case of one eavesdropper (see Section 4.3.1). For this case, in order to guarantee
the validation of Proposition 4.1, the fixed secrecy capacity C0s should be chosen to
satisfy µwHRhw > αw
HRgw for every possible w.
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4.4 Simulations
In this section, we investigate the performance of weight design algorithms via
simulations. In these simulations, the carrier frequency is 900 MHz and the signal
wavelength is λ = 0.33 m. The noise power σ2 is −60 dBm. The cluster is a disk with
radius R = 5λ. The cluster nodes are uniformly located in the disk. For convenience,
a simple line-of-sight channel model is used: hi = d
−α
2
i e
jφi where di is the distance
between the ith node and the destination, α = 4 is the path loss exponent and φi
denotes the phase offset. gij is defined in a similar way. All channel estimates are
assumed to be perfect.
We compare the performance of DF-based cooperation with direct transmission
(without cooperation). Based on the line-of-sight channel model, when the distance
between any eavesdropper and the source is smaller than the distance between the
destination and the source, the secrecy capacity of direct transmission without co-
operation is always zero no matter how large the transmit power is. Thus, under
such scenarios, cooperation always outperforms direct transmission. In the following
simulations, we will focus on the case in which the distances between eavesdroppers
and the source are greater than the distance between the destination and the source.
The distances between the source and destination is 20R. The distances between
the source and eavesdroppers are uniformly distributed within [40R, 100R], and the
azimuthal directions of eavesdroppers are uniformly distributed within [0, 2pi). We
perform a Monte-Carlo experiment consisting of 1000 independent trials to obtain the
average results. Locations of cluster nodes and eavesdroppers in one trial are chosen
independently from those in other trials.
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4.4.1 Fixed Secrecy Capacity
We first fix the secrecy capacity at C0s = 3 b/s/Hz and investigate the performance
of transmit power. Fig. 4.2 shows the transmit power versus number of eavesdropper
J . The number of cooperating nodes N is 10, 30 or 50. For a single eavesdropper,
the transmit power with cooperation is obtained based on the iterative algorithm in
Section 4.3.1. For multiple eavesdroppers, the transmit power with cooperation is
computed from (4.17). As observed, As observed, for both cooperation and direct
transmission, more transmit power would be needed as the number of eavesdroppers
increases. When the number of cooperating nodes is small, cooperation may not out-
perform direct transmission (see the curve for N = 10 in Fig. 4.2), as its transmission
time is longer. When the number of cooperating nodes is large, cooperation requires
much less transmit power than direct transmission (see the curves for N = 30, 50 in
Fig. 4.2). Fig. 4.2 shows the transmit power versus number of cooperating nodes N .
The number of eavesdroppers J is one, three or six. As expected, the transmit power
for cooperation decreases as the number of cooperating nodes N increases, while the
transmit power of direct transmission is independent of N .
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Figure 4.2: Transmit power vs. number of eavesdroppers. Secrecy capacity is fixed
at C0s = 3 b/s/Hz.
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fixed at C0s = 3 b/s/Hz.
4.4.2 Fixed Transmit Power
In this subsection, we investigate the performance of secrecy capacity by fixing the
transmit power at P0 = 5 dBm. Fig. 4.4 shows the secrecy capacity versus number
of eavesdroppers. For a single eavesdropper, the secrecy capacity with cooperation is
obtained based on the result in Section 4.3.1. For multiple eavesdroppers, the secrecy
capacity with cooperation is computed based on the nulling weights of (4.19). As
expected, the secrecy capacity decreases as the number of eavesdroppers increases.
A larger number of cooperating nodes yields higher secrecy capacity. Fig. 4.5 shows
the secrecy capacity versus number of cooperating nodes N . The secrecy capacity for
cooperation increases as N increases, while the secrecy capacity of direct transmission
is independent of N .
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4.5 Conclusions
In this chapter, we consider a DF-based cooperative protocol to improve the per-
formance of secure wireless communications in the presence of one or more eavesdrop-
pers. For the case of one eavesdropper, we consider the design problem of transmit
power minimization and propose an iterative algorithm to reach the solution, by the
help of existing results for another problem of secrecy capacity maximization. For the
case of multiple eavesdroppers, we derive suboptimal and closed-form solutions for
the problems of transmit power minimization and secrecy capacity maximization by
adding an additional constraint, i.e., the complete nulling of signals at all eavesdrop-
pers. We also investigate the impact of imperfect CSI of eavesdroppers on system
design.
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5. Multichannel ALLIANCES: A Cross-Layer Cooperative Scheme for
Collision Resolution in Broadband Wireless Networks
5.1 Background
In traditional wireless cellular networks, fixed bandwidth allocation schemes have
been successfully used to multiplex multiple users in the same cell while providing
protection from multiuser interference, e.g. TDMA, frequency division multiple ac-
cess (FDMA), OFDMA, and code division multiple access (CDMA). Future wireless
network will need to accommodate multimedia traffic which is bursty and has diverse
QoS requirements. Fixed bandwidth allocation schemes are inefficient for such traffic.
Random access (RA) schemes have been shown to be effective for bursty traffic at low
to moderate traffic loads. A well studied and popular RA protocol is ALOHA, which,
instead of allocating resources to users, allows them to transmit at will. Collisions,
however, occur when users transmit at the same time, in which case the collided
packets are discarded and users have to retransmit at a later time. This approach
of treating collisions results in throughput penalty and under-utilization of band-
width. For slotted ALOHA, the highest throughput is 0.36, while for tree-splitting
algorithms the throughput is less than 0.6. The reason behind the throughput limit
of these systems is the fact that traditional MAC layer design cannot handle multi-
packet reception (MPR) without declaring a collision, in which case the packets that
collided are totally discarded. An improvement to the ALOHA-type algorithms is
carrier sensing multiple access with collision detection (CSMA/CD), where a node
with data to transmit waits for a random time interval (known as “backoff delay”) if
an ongoing transmission is detected, and initiates transmission when the channel is
detected to be in idle state. However, collision detection may not be always reliable
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due to the signal attenuation in a wireless environment, and thus the well known
“hidden nodes” problem cannot be entirely avoided.
For a long time, the networking literature has focused on collision avoidance
schemes. However, in the signal processing literature, multiuser interference, which
can be thought of as the equivalent of collision, can be successfully treated by us-
ing some form of diversity. By borrowing signal detection/seperation techniques, a
network assisted diversity was proposed in [92] for collision resolution. According
to the method of [92], named network-assisted diversity multiple access (NDMA), in
the event of a K-fold collision, the collided users are required to keep retransmitting
their packets during K − 1 slots following the collision slot. Combining the orig-
inally collided packets and their retransmissions, the base station (BS) formulates
a Multiple-Input Multiple-output (MIMO) problem to recover the collided packets.
NDMA requires the channel to change between slots, which is valid in low-rate com-
munications only. A modification to artificially change the phase of the channel has
been proposed in [100], [17]. However, if a slowly changing channel is in deep fade
independent of its phase it will remain that state during the retransmissions thus
introducing errors. In NDMA, the retransmissions of all collided packets increase the
power consumption of the collided users.
In [56], a scheme named ALLIANCES [77] was proposed for solving the same
problem as in [92], that works even in the case of a completely static channel. It relies
on cooperative diversity as well as time diversity, where the cooperative diversity is
introduced through the use of relays [82]. In the slots following a collision, a set of
nodes designated as non-regenerative relays form an alliance and forward to the BS
the signal they heard during the collision slot. By processing the originally collided
packets and the signals forwarded by the relays in a MIMO framework, the BS can
recover the original packets. ALLIANCES maintains the benefits of ALOHA systems
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in the sense that all nodes share access to media resources efficiently and without
extra scheduling overhead, and enables distributed use of network power.
The initial ALLIANCES method was developed for a flat fading channel. How-
ever, in a situation of practical interest the channel is usually frequency selective in
broadband wireless networks. Although such channel is more difficult to deal with, it
provides multipath diversity. In this chapter we present Multichannel ALLIANCES
- a multichannel extension of ALLIANCES that can exploit multipath as well as co-
operative and time diversity. The available bandwidth is divided into non-interfering
subchannels and each packet occupies one subchannel for its transmission. First, we
propose two schemes for rate-limited traffic. Users transmit packets on all subchan-
nels. Collisions on a subchannel are resolved via cooperative transmissions, involving
either the subchannel on which they occurred only (Scheme A), or all subchannels
in a shared fashion (Scheme B). We show that the latter scheme results in smaller
packet delays. Second, for the case of bursty traffic, a random subchannel selection
scheme is proposed to adaptively control the number of transmitted packets for each
active user and thus keep collision orders small. Resolving a smaller order collision
requires less complexity and involves smaller error. Third, to accommodate hetero-
geneous traffic with diverse QoS requirements, a fixed subchannel selection scheme is
presented, where packets with the same traffic type are allocated to the same cluster
of subchannels and predefined traffic priorities are taken into account.
At the physical layer, an OFDMA scheme is used, where the subchannels are
groups of carriers. The role of subchannels could also be played by spreading codes
in a DSSS/DS-CDMA system, or by time slots in a TDMA system. However, we
use OFDMA here as such systems have recently become popular due to their ability
to deal with frequency selective fading; they convert a frequency selective channel
into multiple flat fading subchannels, which are easier to deal with [73],[49]. At
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the physical layer, analytical performance characterization of the proposed schemes
is provided. The analysis provides insight on the relationship between achievable
diversity and parameters such as collision order, number of relays, channel length
and number of carriers per subchannel.
Notation -
• Vectors are row vectors unless otherwise stated.
• Bold face symbols are used to denote matrices.
• Diag(x1, x2, . . .) is a diagonal matrix with diagonal elements x1, x2, . . ..
• diag(A) denotes a row vector formed by the diagonal elements of matrix A.
• vec(A) denotes the column vector formed by stacking vertically the columns of
matrix.
• ||.||F denotes Frobenius norm.
• E{·} is the expectation operation.
• ⊗ denotes Kronecker product.
• (·)∗ , (·)T and (·)H denote complex conjugate, transpose and Hermitian trans-
pose.
• IN is the identity matrix of size N ×N .
5.2 Introduction to ALLIANCES
In [55], [56], a small-scale slotted multi-access system is considered, where each
node can hear from a BS or AP on a control channel. Each node in the system
obtains feedback from the BS/AP specifying whether the packet was transmitted
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successfully. Link delays are ignored and all transmitters are assumed synchronized.
Nodes operate in a half-duplex mode. Every node and the BS/AP are equipped with
only one antenna. All transmitted packets have the same length and each packet
requires one time unit/slot for transmission. The system model is shown in Fig. 5.1.
Note that the system model used in this chapter is different from those in preceding
chapters.
BS
network 
coverage
Figure 5.1: System model of ALLIANCES
Let us consider a network with J nodes. Suppose that K packets collide in the
nth slot. Let the packet transmitted by the ith node in slot n consist of N symbols,
i.e., xi(n)
4
= [xi,0(n), · · · , xi,N−1(n)]. Let S(n) = {i1, · · · , iK} be the set of sources,
R(n) = {r1, · · · , rKˆ−1} the set of nodes that will serve as relays, and d denotes the
destination node. During the nth slot, the signal heard by the BS/AP and also all
non-source nodes is:
yr(n) =
∑
i∈S(n)
air(n)xi(n) +wr(n) (5.1)
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where r ∈ {d}⋃R(n), r /∈ S(n); air(n) denotes the channel coefficient between the
ith source node and the receiving node r; and wr(n) represents noise.
Once the collision has been detected, the BS sends a control bit, for example
’1’, to all nodes indicating the beginning of a cooperative transmission epoch (CTE).
The CTE consists of Kˆ − 1 slots, with Kˆ ≥ K. The BS keeps sending the same
control bit in the beginning of each CTE slot. During slot n + k, 1 ≤ k ≤ Kˆ − 1,
one node is selected to act as a relay. The selection is based on a predetermined
order, for example, each node computes the function r = mod(n+ k, J) + 1, and the
node whose ID equals r knows that it has to serve as a relay. Due to the half-duplex
assumption, if the chosen node happened to be a source during the collision slot, it
simply retransmits its own packet. Otherwise, it transmits a scaled version of the
signal that it heard during the collision slot, with the scalar, selected so that the
transmit power is maintained within the constraints of the relay’s transmitter. Thus,
only one relay is active during each of the slots of the CTE. Nodes that are neither
involved in the collision nor act as relays remain silent until the CTE is over. When
the CTE is over the BS sends a ’0’ to all nodes, informing them of the end of the
CTE.
The received signal at the BS is
zd(n+ k) =

ard(n+ k)xr(n) +wd(n+ k),
r ∈ R(n)⋂S(n)
ard(n+ k)c(n+ k)yr(n) +wd(n+ k)
r ∈ R(n), r /∈ S(n)
(5.2)
where zd(n + k) is a 1×N vector, wd(n + k) denotes the noise vector at the access
point and c(n+ k) is the scaling constant.
Let us define matrix X, whose rows are the signals sent by the source nodes, i.e.,
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xi1(n), · · · ,xiK (n), and Z, whose rows are the signals heard by the destination node
during slots n, n + 1, · · · , n + Kˆ − 1, i.e. zd(n), zd(n + 1), · · · , zd(n + Kˆ − 1) with
zd(n) = yd(n). Without loss of generality, let us assume that among the Kˆ−1 nodes,
the first l nodes are non-source relay nodes, while the next η nodes are source relays,
where l + η + 1 = Kˆ.
The received signal at the destination can be written in matrix form as:
Z = HX+W (5.3)
where
• H is a Kˆ × K matrix with the following structure. Its first row is the vec-
tor h0 = [ai1d(n), ..., aiKd(n)]. Its l subsequent rows are vectors of the form
hi = [ai1ri(n), . . . , aiKri(n)]arid(n + i)cri(n + i), i = 1, ..., l and correspond to
transmissions via non-source relays. The last η rows are vectors of the form
hi = [0, ...0, aimd(n + i), 0, ..., 0], where im is the source that was selected as a
relay during the CTE slot n+ i, i = l + 1, . . . , Kˆ − 1.
• W is a matrix with the following structure. Its row wi for i = 0, l+1, ..., Kˆ − 1
equals wd(n+ i). Its row wi, i = 1, ..., l equals wi = ari(n+ i)cri(n+ i)wri(n)+
wd(n+ i).
Channel estimation and active user detection can be done through orthogonal ID
sequences, si, of length Ls (i is the user index) that are attached to each packet as
in [92]. At the BS, the correlation of the received signal, zs(n) = [zd(n)]1:Ls with si
is performed. Due to the orthogonality of the si’s, it holds:
ui(n) = zs(n)s
H
i =
 ai,d(n) +ws(n)s
H
i , user i present;
ws(n)s
H
i , user i absent.
(5.4)
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The collision order K, can be detected by comparing |ui(n)| to a pre-defined thresh-
old. After detection of the collided user set i1, · · · , iK , the channel matrix H can be
obtained based on uik(n+m) with 0 ≤ m ≤ Kˆ − 1. Once the receiver collects K in-
dependent mixtures of the original transmitted packets, the collision can be resolved
via a maximum likelihood (ML) or a linear equalizer (e.g., zero-forming (ZF) and
minimum mean square error (MMSE) equalizer).
5.3 Multichannel ALLIANCES - MAC Layer
The above formulation assumed a flat fading channel. Assuming that the channel
does not change between the CTE slots, it was shown in [56] that the diversity order
for a given collision order and a number of non-source cooperating relays l, is propor-
tional to l. However, in reality the channel is usually frequency selective. Although
frequency selective fading is difficult to deal with, if compensated for successfully,
it can be viewed as a source of multipath/frequency diversity. In the following we
discuss schemes that exploit multipath/frequency diversity as well as cooperative and
time diversity.
We consider a similar scenario as in [56], except that the channel has L taps.
The physical layer is based on an orthogonal frequency division multiplexing OFDM
system with F carriers. The carriers are grouped into groups of F/M , to form M
subchannels, Cm, m = 0, . . . ,M − 1. Without loss of generality, we assume that
F/M is an integer. Also, we assume that the subchannels are non-interfering with
each other.
A user cannot hear and transmit on the same subchannel at the same time. Each
packet has a fixed length, contains b bits, and occupies one subchannel for its trans-
mission. If B blocks of OFDM symbols, say QPSK symbols, are transmitted in one
slot, then each packet contains b = 2BF/M bits.
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5.3.1 Transmission on All Subchannels
Each user transmits on all subchannels simultaneously. Therefore, if a collision
occurs, the collision order is the same on all subchannels. Let us term the process of
resolving packets that collided over Cm as CTEm.
Two different schemes for resolving collisions will be considered and compared.
Scheme A - Collisions on each subchannel are resolved independently
A collision on subchannel Cm is resolved by involving Cm only. For a K-fold
collision on Cm, the subchannel Cm will be reserved for the next K − 1 slots, and the
collision will be resolved along the lines of [56]. For simplicity we take Kˆ = K.
From the MAC layer point of view,K slots are needed to resolve theM collisions of
orderK, thus the delay is exactly the same as in ALLIANCES and NDMA. Therefore,
the analysis of [92] applies in this case.
Scheme B - Subchannels are used in a shared fashion to resolve collision
on a particular subchannel
In this scheme we take advantage of the available subchannels to reduce the av-
erage processing time, i.e., the time that a packet spends on the channel.
Let the collision order on each subchannel in slot n be K. During CTEm, a set
of nodes designated as relays use a set of subchannels indicated to them by the BS
to retransmit what they heard during the collision slot on Cm. If the relay node is
a source node that transmitted over Cm, it will retransmit its original packet but on
another subchannel. Following a collision slot, the BS will first allocates all available
and necessary subchannels for CTE0, then allocates subchannels for CTE1, until
CTEM−1.
Let τm denote the processing time on the channel (in slots) for each packet that
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Table 5.1: Subchannel Allocation for Scheme B
XXXXXXXXXXXXsubchannel
slot
n+ 1 n+ 2
C0 CTE0 CTE1
C1 CTE0 CTE1
collided on Cm, or equivalently, the duration of CTEm plus one. The average pro-
cessing time is τ¯ = 1
M
∑M−1
m=0 τm.
Example 5.3.1.1: let us consider a system with only two subchannels. In slot n,
three packets collide over each of C0 and C1 respectively.The subchannel allocation
of the multichannel scheme is shown in Table 5.1. In the (n + 1)th slot, the BS
allocates both subchannels for CTE0, i.e., to resolve the collision that occurred over
C0, and in slot n+ 2, it allocates two subchannels for CTE1, i.e., to resolve collisions
that occurred over C1. At the end of the (n + 1)th slot, the collision that occurred
over C0 has been resolved. The collision that occurred over C1 is resolved at the end
of (n + 2)th slot. So the processing time for packets over C0 is 2 slots, while the
processing time for packets over C1 is 3 slots. Therefore, the average processing time
is (3× 2 + 3× 3)/6 = 2.5 slots. Note that the average processing time of Scheme A
is 3 slots.
One can see that CTE0 and CTE1 are resolved by using both C0 and C1, thus
additional frequency diversity is introduced, which is especially beneficial when there
is no cooperative diversity, i.e., when source relays are used.
The required control and also details on relay selection are given in Section 5.3.2,
where the more general case of unequal collision orders on the various subchannels is
considered.
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Comparison of Schemes A and B
The total packet delay includes waiting time in the queue, denoted here by Dq,
and processing time on the channel, denoted here by Dp. We will next show that the
waiting time for the two schemes is identical, while the processing time for Scheme B
is smaller than that of Scheme A.
We will follow a similar analysis with the NDMA scheme in [92]. Let us assume
that each user’s buffer is fed with a Poisson source with rate λ large packets (bM
bits) per slot. As in [92] we distinguish two types of epochs from the viewpoint
of a particular user: relevant epochs, in which a packet belonging to the said user
is transmitted during the collision slot, and irrelevant epochs, in which no packet
belonging to the said user is transmitted during the collision slot. We model a user’s
buffer as an M/G/1 queue with vacation, in which the relevant epochs (length: hR)
and irrelevant epoch (length: hI) play the roles of the service time and vacation time,
respectively. The pdf of relevant and irrelevant epoch is the same as in NDMA, and
can be found from (33)-(34) of [92]. Note that the M/G/1 queue model requires that
the service and vacation times are independent. However, the lengths of relevant and
irrelevant epochs are both related to the traffic load. Thus, the M/G/1 model used
here is only an approximation, which is valid under large user population and high
SNR [92].
Note that the total time of collision resolution in Scheme B is independent of the
order in which the subchannels are used. For example, in Example 5.3.1.1, 3 slots are
needed to resolve collision of order 3. Thus, the average waiting time in the queue is
exactly the same as that of Scheme A, i.e., [92]:
Dq =
λh2R
2(1− λhR)
+
h2I
2hI
(5.5)
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where hR and h2R are first and second moments of hR, and hI and h
2
I are first and
second moments of hI . In addition, Schemes A and B have the same stability region
of traffic load.
Here, hR equals the collision order on each subchannel, and alto the total pro-
cessing time on the channel. Given the relevant epoch length hR, the average packet
processing time for Scheme A is: DAp = hR.
The average packet processing time for Scheme B is:
DBp =
1
MhR
[
hR(dhR − 1
M
e+ 1) + . . .+ hR(dMhR −M
M
e+ 1)
]
= 1 +
1
M
M∑
i=1
d i(hR − 1)
M
e (5.6)
GivenM , the delays DAp and D
B
p can be obtained by averaging over every possible
hR according to the pdf of hR.
One can see that DBp ≤ DAp . Also, DBp is always greater than the scenario where
MhR packets are transmitted without collision, i.e., in a TDMA/FDMA fashion. In
the latter case the average processing time is (1 + 2 + · · ·+ hR)/hR = (hR + 1)/2.
Finally, the overall packet delay for Scheme B, including waiting time in the queue
and the packet processing time is smaller than that of Scheme A.
5.3.2 Random Subchannel Selection
The above Poisson traffic model may not well reflect real wireless traffic in some
scenarios, because it assumes that the incoming packet rate λ is static over time. The
incoming packet rate is required to satisfy λJ < 1, which can be low as J increases.
A rate λ > 1/J would yield an unstable system with infinite packet delay.
There are cases of practical interest, for example in multimedia communications,
where a user generates bursty traffic, i.e., traffic that alternates between periods of
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high-rate bit streams and periods of silence. For such traffic, although the short-time
arrival rate can be significantly higher than the long-term average, packets can still
be transmitted with finite delay as long as the long-term average rate is still smaller
than 1. If many users have bit streams to transmit during the same time period, the
collision order for Schemes A or B will be very high. For high-order collisions the
ML equalizer becomes impractical, while suboptimal equalizers (e.g. ZF) although
are feasible, they result in higher BER and lower throughput.
One way to reduce the collision order is to implement traffic control by taking ad-
vantage of the available multiple subchannels. Let us assume that each active node is
allowed to transmit over no more than p (1 ≤ p ≤M) randomly selected subchannels
in each slot. Again, each packet occupies one subchannel for its transmission. We
assume that the subchannels are selected sequentially, i.e., once a channel is selected
it is taken off the list of available subchannels. This approach prevents collisions of
packets of the same user.
The maximum number of transmitted packets for each active user, p, can be
selected by taking into account the throughput or traffic load, so that the use of
bandwidth is maximized while the collision orders are kept properly small. We pro-
pose the following adaptive approach for selecting p. Based on the average system
throughput during the previous time interval, the BS will take one of the following
three actions: increase p by 1, decrease p by 1, or keep p unchanged. Then, the BS
will broadcast its decision via the error-free control channel to all users using one bit
at the end of a slot (0 sent: decrease p by 1; 1 sent: increase p by 1; nothing sent:
keep p the same as in previous slot). During the startup period, the value of p can
be predetermined by the BS, for example p = bM/2c.
Resolving collisions: the “highest-to-lowest” scheme- Following a collision slot, the
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BS will decide how to allocate subchannels to resolve collisions according to some
predefined strategy. In the following, we propose simple strategies that achieve the
least average processing time.
Let K(n) denote the number of packets that were transmitted in the nth slot, and
Km(n) the number of packets that were transmitted over subchannel Cm in the nth
slot. It holds that K(n) =
∑M−1
m=0 Km(n). The average packet processing time is:
τ¯n =
1
K(n)
M−1∑
i=0
Km(n)τm(n) (5.7)
where τm(n) denotes the processing time (in slots) for each packet that collided on
Cm, or equivalently, the duration of CTEm plus one.
The optimum scheme would be that the BS performs an exhaustive search to
evaluate all possibilities and then chooses the collision resolution order with the least
average processing time. However, the computational complexity of such approach
would be M !, which may be very high when M is large. In the following, we propose
a sub-optimal scheme.
From (5.7), collisions of higher order carry more weight in the calculation of the
average processing time. We allocate all available and necessary subchannels to re-
solve collisions over one subchannel at a time, starting from the highest order collision
and moving towards the lowest order collision. If the number of available subchannels
is larger than the collision order, the collision can be resolved in only one additional
slot. Otherwise, more slots will be required. Depending on the availability of sub-
channels, collision resolution on several subchannels can be carried out in parallel
(i.e., in the same slot).
Example 5.3.2.1: let us consider a system with only two subchannels. In slot n,
three packets collide over C0, and two packets collide over C1. The subchannel allo-
cation is shown in Table 5.2. In the (n+1)th slot, the BS allocates both subchannels
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Table 5.2: Subchannel Allocation of Highest-to-Lowest Scheme
XXXXXXXXXXXXsubchannel
slot
n+ 1 n+ 2
C0 CTE0 CTE1
C1 CTE0
for CTE0, i.e., to resolve the collisions that occurred over C0, and in slot n + 2, one
subchannel for CTE1, i.e., to resolve collisions that occurred over C1. At the end of
the (n+ 1)th slot, the collisions that occurred over C0 have been resolved. The colli-
sions that occurred over C1 are resolved at the end of (n+2)th slot. So the processing
time for the three packet over C0 is 2 slots, while the processing time for two packets
over C1 is 3 slots. Therefore, the average processing time is (3 × 2 + 2 × 3)/5 = 2.4
slots.
There are situations where the above highest-to-lowest subchannel allocation scheme
may not yield the smallest processing time; our experiments indicated however that,
even if we modified the approach to take them into account, the average processing
time would only improve by a small amount.
Remark 1- If there are unused subchannels at the last slot of collision resolution, those
subchannels will not be used for transmissions of new packets. They will either stay
empty, or be allocated for some CTE(s) as redundant relays to improve BER.
Although such empty or redundant subchannels could result in longer delays,
compared with Scheme A or B, their adoption avoids the scenario when a large number
of active users access the remaining small number of subchannels simultaneously.
For example, in Table 5.2 of Example 5.3.2.1, suppose there are still packet to be
transmitted in the (n + 2)th slot. If C1 were open to new packets, a 5-fold collision
would occur on C1, which voids the traffic control.
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Remark 2- As we will show in the simulation section, a smaller p can achieve higher
throughput, since fewer packets are sent and the collision order on each subchannel
is smaller. If the traffic load is so high that throughput requirements cannot be
guaranteed even if p = 1, the active users can transmit new packets with some
probability, which would further reduce the collision order. However, such approach
would increase the delay.
Remark 3- The improvement of throughput performance (via the use of smaller p) is
achieved at the cost of longer delay. Thus, the use of smaller p may be suitable for
the scenario of heavy traffic without strict delay requirements, e.g. computer data
and non-real-time digital video [34].
Remark 4- Analysis of delays for p < M is in general intractable. The case of p =M
falls under Scheme B and was analyzed in Section 5.3.1.
Control Overhead and Relay Selection
To indicate the state of each subchannel, in the beginning of every slot, the BS
broadcasts an α-bit control message over every subchannel to all nodes. The α-bit
message (α = dlog2(M+1)e) conveys to the nodes one of the followingM+1 possible
states of that subchannel: State 0: subchannel reserved for CTE0;. . . ; State (M-1):
subchannel reserved for CTEM−1; State M: subchannel open to new packets.
For relay node selection we propose the following simple scheme that establishes a
predetermined order. A counter, denoted by w is maintained by each user, generated
by some predetermined function of the slot number. Looking at the control channels,
nodes know the states of all subchannels. All states, except State M, imply that a
relay is needed. Counting the total number of such states yields the number of needed
relays in a given slot. Suppose that the number of needed relays during slot n is χ.
Those relays will be determined based on the outcome of r = mod(w+m, J) + 1 (J :
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the number of network users), for m = 1, ..., χ, that is computed by all nodes. The
node whose ID equals r knows that it has to serve as a relay. The subchannels over
which the relays retransmit can also be determined based on some predefined rule,
e.g., mod(w+m,M). Such scheme prevents the relays from overlapping in frequency,
thus facilitating packet recovery at the BS. The process is illustrated in Fig. 5.2 for
the following example.
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0)2,8mod(  1)2,9mod(  and
mod(10,6) 1 5  
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At slot n=0, 3 packets collide on C0 and 2 on C1
01: reserved for CTE0
10: reserved for CTE1 00: open to new packets
Figure 5.2: Illustration of the relay selection protocol
Example 5.3.2.2: Consider a two-subchannel system with J = 6 users. During
slot n = 0, K0 = 3 packets collide over C0, and K1 = 2 packets collide over C1. The
counter is defined as w = 2n+5. Two relays are required to resolve the collision over
C0. This is indicated to all nodes in the next slot via 4 control bits. During slot n = 1,
the nodes r1 = mod(w+1, J)+1 = mod(8, 6)+1 = 3 and r2 = mod(9, 6)+1 = 4 are
selected as relays. These nodes will respectively transmit on subchannels Cmod(8,2) =
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C0 and Cmod(9,2) = C1. During slot n = 2, one more subchannel is needed to resolve
the collision on C1. This is shown to all users in the control bits that are sent to them
in slot n = 2. The node with ID equal to 5 is selected as relay.
More complex cases, where more collisions occur on more subchannels, can be
handled in an analogous manner. According to this approach, within the same CTE
a relay will not be reused until all relays have been used.
5.3.3 Fixed Subchannel Selection
In the random subchannel selection scheme we treat all users/packets equally and
assume they have the same priority and QoS requirements (e.g., BER, delay). How-
ever, wireless networks may need to accommodate multimedia services such as voice,
video, teleconferencing, and internet access, which have diverse QoS requirements.
For example, real-time video and voice require bounded delay, but are usually loss
tolerable (e.g. BER=10−3). On the other hand, non-real-time data traffic, such as
email, file transfer and web browsing, requires low BER (e.g. 10−6) but tolerates
longer delays [12],[98]. Scheduling schemes that take diverse QoS requirements into
account can be found in [3],[16],[34].
To accommodate such heterogeneous traffic, we here propose a fixed subchannel
selection scheme, in which packets with the same traffic type are assigned to the same
subchannel. Suppose that there areQ types of traffic, each of which may have different
BER and delay requirements, and different modulation types, e.g., BPSK, QPSK, etc..
The M (M ≥ Q) subchannels are divided into Q clusters, so that the subchannels
of each cluster are used exclusively for transmissions of one traffic type. The number
of subchannels assigned in each cluster can be either predetermined based on the
long-term statistical percentage of each traffic type, or adaptively determined by the
BS based on the amount of real-time traffic that each cluster needs to accommodate.
123
In the latter case, additional control bits are needed. New packets are transmitted
over the preassigned clusters only. In this way, collisions occur only among packets
of the same traffic type.
Collision Resolution over subchannels - We here propose a subchannel allocation
scheme for resolving collisions to best satisfy the delay requirements of all traffic
types.
The Q clusters are sorted according to the delay requirements of the traffic that
they are assigned to. A subchannel with tighter delay requirement has higher priority.
Suppose that a collision occurs over subchannel Cm whose delay requirement is Dm.
The BS first checks whether the delay requirement can be satisfied by using Cm only.
If so, only Cm is used during CTEm. Otherwise, in addition to Cm, subchannels with
equal and more relaxed delay requirement are also allocated to CTEm. Such strategy
renders available subchannels with high priority open for transmission of new packets
during the CTE of subchannels with low priority.
When multiple collisions occur over multiple subchannels in the same slot, the BS
uses the above strategy to allocate subchannels, starting from the collision subchan-
nel with highest priority (i.e. tightest delay requirement) and moving towards the
collision subchannel with the lowest priority, until all collision subchannels have been
accommodated.
Control overhead and relay selection can be implemented in a similar fashion as
in Section 5.3.2.
For illustration purposes, let us consider a system with two subchannels and two
traffic types. Traffic Type I is allocated to C0 and type II is allocated to C1, while
their corresponding delay requirements are 3 and 6 slots. Let us consider the following
two cases.
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Table 5.3: Subchannel Allocation for Example 5.3.3.1
XXXXXXXXXXXXsubchannels
slot
n+ 1 n+ 2 n+ 3 n+ 4
C0 I I
C1 II II II II
Table 5.4: Subchannel Allocation for Example 5.3.3.2
XXXXXXXXXXXXsubchannels
slot
n+ 1 n+ 2 n+ 3 n+ 4 n+ 5
C0 I I
C1 I II II II II
Example 5.3.3.1: During slot n, 3 packets of type I collide over C0 and 4 packets
of type II collide over C1. The waiting time in the queue for collided packets is zero.
We first accommodate traffic I since it has higher priority. Using C0 the delays is
3 slots, thus the delay requirement of traffic type I can be satisfied and only C0 is
allocated for CTE0. Also, C1 is allocated for CTE1 (see Table 5.3). Note that during
the last 2 slots of CTE1, C0 is not used, but is rather left open for new packets.
Example 5.3.3.2: During slot n, 4 packets of traffic type I collide over C0 and 4
packets of traffic type II collide over C1. The waiting time in the queue for collided
packets is zero. The delay requirement of type I cannot be satisfied if only C0 is
allocated to CTE0, thus, both C0 and C1 are allocated for CTE0, and only C1 is
allocated to CTE1 (see Table 5.4).
Remark 1- Although in the above only the relay requirement is considered, other
QoS requirements like BER could also be taken into account in subchannel allocations.
As it will be seen in the analysis of Section 5.5, improving BER might induce longer
packet delays. Thus, BER and delay are not independent, and the above subchannel
allocation scheme would need to be extended to a joint BER-delay design.
Remark 2- For each traffic type, the scheme in 5.3.2 could be used to implement
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adaptive traffic control, if necessary.
Remark 3- The concept of fixed subchannel selection can be useful even if all users
support the same type of traffic. In that case the proposed scheme can be considered
as plain ALLIANCES applied on each subchannel with one key difference: in case
of a collision on some subchannel, all available subchannels can be used for collision
resolution. For multiple collisions in the same slot, the BS can allocate all available
subchannels to resolve collisions based on the “highest-to-lowest” scheme to minimize
average processing time. The advantages of such scheme are the following. If we as-
sign users evenly so that each subchannel accommodates dJ/Me users, the maximum
collision order and packet delay is reduced from J to dJ/Me, which can result in
QoS improvement especially under heavy traffic load. In addition, transmissions in
one subchannel are independent of others. This means that the same orthogonal IDs
can be reused in different subchannels, thus the ID length can be reduced to dJ/Me.
Therefore, this scheme can accommodate about M times larger network size under
the same overhead.
Frequency hopping-
In the fixed subchannel selection scheme, it is possible that a certain type of
traffic is assigned to subchannels whose carriers experience deep fading. To avoid this
situation we propose the use of a periodic hopping pattern for subchannel selection,
like the one in [93].
The periodic hopping pattern of the M subchannels can be represented by a
Latin square matrix (of dimension M) with entries taken from the set of subchannels
C0, · · · , CM−1. Within a period ofM slots, each subchannel hops over different carrier
groups at different slots. Here, a carrier group is a set of F/M physical carriers. Each
row of the hopping matrix corresponds to a carrier group and each column represents
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a slot. The (i, j) entry is the subchannel number in the ith carrier group at jth
slot in one period. We require that every subchannel hops over all carrier groups
in each period. Furthermore, in any slot the subchannels occupy different carrier
groups. This implies that each row and column of the hopping matrix contains every
subchannel number (0, · · · ,M − 1), exactly once. The matrix in (5.8) shows one
possible hopping pattern matrix of 4 subchannels over the 4 slots, from which we can
see that C0 is assigned to the (carrier group,slot) pairs: (1, 1), (4, 2), (2, 3), (3, 4).

0 1 2 3
2 3 0 1
3 2 1 0
1 0 3 2

(5.8)
5.4 The Mathematical Formulation
As in [29], let us consider that the physical layer is an F -carrier OFDM system,
where the carriers are divided into groups of N carriers each, i.e., C0, . . . , CM−1 with
N = F/M . Let hij(m;n), m = 0, ..., L− 1 denote the L channel taps between nodes
i and j during slot n. We will assume that L is the length of the longest among all
internode channels. The F -point discrete Fourier Transform (DFT) of hij(m;n) is:
Hij(k;n) =
L−1∑
m=0
hij(m;n)e
−j 2pi
F
km, k = 0, ..., F − 1 (5.9)
OFDM with sufficiently long Cyclic Prefix (CP) can convert a frequency selective
channel into multiple flat fading channels. The effect of the channel over the k-th
carrier is just a multiplication by the carrier gain, Hij(k;n).
A packet consists of B OFDM symbols. Let xmi (n) be a B ×N matrix denoting
the packet sent by user i over subchannel m, in slot n. Each row of that matrix
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contains an OFDM symbol before modulation.
In the absence of collision and after demodulation, the received packet at the BS
equals:
ymd (n) = x
m
i (n)H
m
id(n) +w
m
d (n) (5.10)
where Hmid = Diag[Hid(mN ;n), ..., Hid((m+ 1)N − 1;n)] (N × N), and wmd (n) is a
B ×N matrix denoting noise at the BS over Cm.
Now, suppose that a collision of order Km occurs on subchannel Cm in slot n.
Let us focus on CTEm. Suppose that node r is selected as the j-th relay (j =
1, . . . , Kˆm − 1) during slot n + k (Kˆm ≥ Km). Note that k may be different than
j, since according to [29], multiple relays can be used in the same slot. The value
of k is determined by the availability of subchannels and the subchannel allocation
scheme. If r was a source node during the collision slot, it will simply retransmit
its packet at a subchannel ` that is selected according to some rule (not necessarily
on Cm). Otherwise, it will transmit over C` the signal that it received during slot n
over Cm. Since relays use different subchannels or slots, their transmissions do not
overlap. Therefore, each relay transmission provides the BS with a linear equation
that contains the initially collided packets.
Without loss of generality, let us assume that among the Kˆm − 1 nodes, the
first η nodes are source relays, and the next l nodes are non-source relays. It holds
η + l + 1 = Kˆm.
Let us form a matrix, Z, (B × KˆmN), whose first block column is the packet
received at the BS during the collision slot, and subsequent blocks are packets from
relay transmissions received at the BS during CTEm, i.e., Z = [y
m
d (n), z
m,`1
r1d
(n +
k1), . . . , z
m,`η
rηd
(n+ kη), . . .], where y
m
d (n) is the collision signal, and z
m,`i
rid
(n+ ki) is the
signal received from relay ri on subchannel C`i during slot n+ ki.
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It holds:
Z = XmH+W (5.11)
where
• Xm is a (B×KmN) matrix based on the packets of users that collided over Cm,
i.e.,
Xm = [xmi1 (n),x
m
i2
(n), . . . ,xmiKm (n)].
• H is a (KmN×KˆmN) matrix structured as follows. Its elements are all diagonal
matrices of size N × N , or zero. The first block column consists of matrices
Hmi1d(n),H
m
i2d
(n), . . . ,HmiKmd(n). Each of the remaining block columns corre-
sponds to the transmission of some relay. If the relay is a source node, then the
corresponding block column is a stack of matrices 0, . . . ,0,H`ijd(n+k),0, . . . ,0,
where the position of the non-zero block element is the same as that of the source
xmij (n) in X
m. Here k is the CTE slot during which that particular relay trans-
mitted, and ` is the index of the subchannel used by the relay to retransmit. If
the relay is a non-source node, the corresponding block column is a stack of the
matrices
Hmi1r(n)cr(n+k)H
`
rd(n+k), . . . ,H
m
iKmr
(n)cr(n+k)H
`
rd(n+k). Here cr(n+k) is
a N ×N diagonal matrix whose elements scale the relay signal at each carrier
in order to maintain constant transmission power over all carriers.
• W is a (B × KˆmN) matrix formed based on the noise at the BS during the
collision slot, and each subsequent retransmission. The first block column equals
wmd (n), i.e., the noise over Cm at the BS. The form of each subsequent columns
depends on whether that column corresponds to a transmission from a source
relay or a non-source relay. If it corresponds to source relay it equals wmd (n+k).
Otherwise, it equals wmr (n)cr(n + k)H
`
rd(n + k) + w
m
d (n + k), where r is the
non-source relay.
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Example 5.4.1: Suppose there are totally 2 subchannels and a 3-fold collision
occurred over C0 at slot n. In slot n+1, there is 1 source relay, i.e., i1, using C1, and
1 non-source relay, r, using C0. The matrices Z, H and W are:
Z = [y0d(n), z
0,1
i1d
(n+ 1), z0,0rd (n+ 1)] (5.12)
H =

H0i1d(n) H
1
i1d
(n+ 1) H0i1r(n)cr(n+ 1)H
0
rd(n+ 1)
H0i2d(n) 0 H
0
i2r
(n)cr(n+ 1)H
0
rd(n+ 1)
H0i3d(n) 0 H
0
i3r
(n)cr(n+ 1)H
0
rd(n+ 1)
 (5.13)
F1︸ ︷︷ ︸ F2︸ ︷︷ ︸
W = [w0d(n),w
1
d(n+ 1),w
0
r(n)cr(n+ 1)H
0
rd(n+ 1) +w
0
d(n+ 1)] (5.14)
5.4.1 Collision Detection
For collision detection we need to include a user ID in the packet of each user,
with ID’s being orthogonal between different users. To maintain orthogonality of IDs
despite the channel, we propose to distribute the ID symbols as follows. All will be on
the same carrier, and will be distributed one in each OFDM block. For example, for
some j, the columns j, j+N, . . . , j+KmN of matrix X
m will contain the orthogonal
IDs of users i1, i2, . . . , iKm , respectively. After extracting the j-th column of Z and
performing cross-correlation with the known user IDs, we can determine whether a
user is present in the collision by comparing the cross-correlation result to a threshold
[56]. For such an approach we need B > J and the channel to stay fairly constant
over B OFDM blocks.
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5.4.2 Channel Estimation
For channel estimation we need to include a number of pilot symbols in each
packet of each user. At least one OFDM symbol full of pilots is needed. A structure
of a packet consisting of B OFDM symbols is shown in Fig. 5.3.
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Figure 5.3: Pilots placement for collision detection and channel estimation.
Let S be a row selection matrix that selects rows of Z containing pilots. Then,
SZ = (SXm)H+ SW (5.15)
where now SXm contains pilots only. We can obtain a least square solution of H as
[(SXm)HSXm]−1(SXm)HSZ. Once the channel matrix H is estimated, the transmit-
ted bits over Cm can be obtained via a ML or ZF equalizer as in [56].
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5.5 Diversity Analysis
We will make the following assumptions:
• (A1) for a fixed n the channel taps hij(m;n) in (5.9) are i.i.d. zero-mean, cir-
cularly symmetric complex Gaussian random variables with variance σ2a. Fur-
thermore, to highlight the cooperative diversity advantage we will assume that
the channel stays constant from slot to slot, thus the dependence on the slot
index n will not be shown.
• (A2) the power of transmitted symbols X in (5.11) is σ2x,
• (A3) elements of the matrix wr(n+ k), i.e., the noise at the BS and relays, are
uncorrelated, complex, zero-mean white Gaussian with variance σ2w.
• (A4) the diagonal elements of cr(n + k) are chosen so that the average power
for each carrier is kept equal to σ2x.
• (A5) relays are not re-used during the same CTE.
Based on the above assumptions, cr(n+ k) = cIN , where c =
√
σ2x
Kmσ2xσ
2
aL+σ
2
w
.
Let us rewrite (5.11) as follows:
Z˜ = σxX˜HR
−1/2
w +WR
−1/2
w
= σxX˜HR
−1/2
w + W˜ (5.16)
where Rw is the covariance matrix of W in (5.11); X˜ is a unit variance version of X;
W˜ is a unit variance version of W.
Based on (A1), the cross-correlation of the channel gains equals:
E{Hild(k1)H∗ild(k2)} = σ2a
L−1∑
m=0
e−j
2pi
F
(k1−k2)m (5.17)
132
Using (A1), (A3) and (5.17), we can show that Rw is a (KˆmN × KˆmN) diagonal
matrix of the form: Rw = Diag(Rw1 ,Rw2), where Rw1 = σ
2
wI(1+η)N , and corresponds
to collision and source relay retransmissions, and Rw2 = σ
2
wc˜IlN , and corresponds to
non-source relay transmissions, with c˜ = 1 + c2σ2aL.
Let us express H as H = [F1|F2], where F1 (KmN × (η + 1)N) contains the
columns of H that correspond to collision slot and retransmissions by source relays,
and F2 (KmN × lN) contains the columns of H that correspond to retransmission
by non-source relays (see (5.13) for an example). Groups F1 and F2 are independent
from each other. Due to assumption (A5) the columns of F2 are uncorrelated, while
there is correlation between the columns of F1 as they correspond to retransmissions
of source nodes. Let us further express F2 as F2 = cH1H2, where
H2 = Diag(H
`1
r1d
, . . . ,H`lrld) (5.18)
and
H1 =

Hmi1r1 . . . H
m
i1rl
... . . .
...
HmiKmr1 . . . H
m
iKmrl
 (5.19)
In the subsequent analysis, for simplicity we use Kˆm = Km. In such case η =
Km − l − 1. Also for simplicity, in the following we consider a scenario where each
active user transmits one packet, and totally K packets are transmitted. The results
can be readily extended to other scenarios.
Let us denote by P (X˜, ˆ˜X) the pairwise error probability (PEP) of X˜ being trans-
mitted and ˆ˜X being recovered. Also let P (X˜, ˆ˜X|K,Km, l) be the PEP conditioned
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on K, Km, l. Since Km and l are random variables themselves, it holds:
P (X˜, ˆ˜X) =
J∑
K=1
K∑
Km=0
min(J−Km,Km−1)∑
l=0
P (X˜, ˆ˜X|K,Km, l)P (l|Km, K)P (Km|K)P (K)
(5.20)
P (Km|K) is the probability of having Km packets on Cm. Assuming that there areM
subchannels and those subchannels are selected with the same probability, it holds:
P (Km|K) =
(
K
Km
)(
1
M
)Km (
1− 1
M
)K−Km
(5.21)
In the simple case that each node transmits with the same probability Pt, P (K)
is of binomial distribution, i.e.,
P (K) = (JK)P
K
t (1− Pt)J−K (5.22)
If node i transmits with probability Pi, and Pi 6= Pj for i 6= j, P (K) has a complex
form as follows:
P (K) =
∑
S
(
∏
i∈S
Pi ·
∏
j /∈S
(1− Pj)) (5.23)
where S is the set that contains K different nodes. (5.23) might be used to model a
network where each node generates a different traffic load.
P (l|Km, K) is related to the relay selection scheme. For a random relay selection
scheme it holds:
P (l|Km, K) =
(
J−Km
l
) (
Km
Km−1−l
)
(
J
Km−1
) (5.24)
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The PEP conditioned on Km, l, and η = Km − l − 1 satisfies [65]:
P (X˜, ˆ˜X|Km, l) ≤ E{exp(−σ
2
x
4
||(X˜− ˆ˜X)HR−1/2w ||2F}
= E{exp(−σ
2
x
4
||(X˜− ˆ˜X)F1R−1/2w1 ||2F )}
×E{E{exp(−σ
2
x
4
||(X˜− ˆ˜X)F2R−1/2w2 ||2F )}|H2} (5.25)
It holds:
E{exp(−σ
2
x
4
||(X˜− ˆ˜X)F1R−1/2w1 ||2F )}
= E{− σ
2
x
4σ2w
fH1 (I(η+1)N ⊗R∆)f1}
= [det(I+
σ2x
4σ2w
Rf1(I(η+1)N ⊗R∆))]−1
=
I1∏
i=1
(1 +
σ2x
4σ2w
λi)
−1 (5.26)
where f1 = vec(F1); R∆ = (X˜− ˆ˜X)H(X˜− ˆ˜X); Rf1 is the covariance of f1; and λi, I1
are, respectively, the eigenvalues and rank of Rf1(I(η+1)N ⊗R∆).
Also, it holds:
E{exp(−σ
2
x
4
||(X˜− ˆ˜X)F2R−1/2w2 ||2F )|H2}
= [det(I+
σ2x
4σ2w
Rf2(IlN ⊗R∆))]−1
= [det(I+
σ2x
4σ2w
c2
c˜
Rh1(H2H
H
2 ⊗R∆))]−1
=
I2∏
i=1
(1 +
σ2x
4σ2w
c2
c˜
λ˜i)
−1 (5.27)
where Rf2 is the covariance of vec(F2R
−1/2
w2
); Rh1 is the covariance of h1 = vec(H1);
and λ˜i, I2 are respectively the eigenvalues and rank of Rh1(H2H
H
2 ⊗R∆).
135
In the above it was used that vec(F2R
−1/2
w2 ) = c(R
−1/2
w2 H
T
2 ⊗ I)vec(H1).
Also, Rf2 = c
2(R−1/2w2 H
T
2 ⊗ I)Rh1(H∗2R−1/2w2 ⊗ I).
The following properties were used: vec(AB) = (BT⊗I)vec(A); (A⊗B)(C⊗D) =
(AC⊗BD); det(I+AB) = det(I+BA).
Let us go back to (5.25) and assume high SNR (i.e., σ2x/σ
2
w is a large number).
Then we can write c2/c˜ = 1
σ2aL(Km+1)
. Noting that λi and λ˜i are positive, we get:
P (X˜, ˆ˜X|Km, l) ≤ γ−I1−I2( 1
σ2aL(Km + 1)
)−I2(
I1∏
i=1
λi)
−1
×
∫ I2∏
i=1
λ˜−1i f(λ˜1, . . . , λ˜I2)dλ˜1 . . . λ˜I2 (5.28)
where γ = σ2x/4σ
2
w is used here as the SNR, and f(λ˜1, . . . , λ˜I2) is the joint probability
density function of λ˜1, . . . , λ˜I2 . An expression for the latter can be found in [31].
The diversity order of the system [90] is I1 + I2. Recall that I1 is the rank of
Rf1(I(η+1)N ⊗R∆), and I2 is the rank of Rh1(H2HH2 ⊗R∆).
We can always find a row permutation matrix, P, so that the covariance of Pf1,
is of the form Diag(Ri1d, ...,RiKmd ,0). If the source ij served as a relay using a
subchannelmj 6= m for its retransmission, thenRijd is the covariance matrix of vector
[diag(Hmijd), diag(H
mj
ijd
)], and its rank is min(2N,L); otherwise, Rijd is the covariance
matrix of the vector [diag(Hmijd)], and its rank is min(N,L). Suppose there are ξ
(≤ η) source relays that switch to different subchannels during CTEm.
It holds:
rank(Rf1) = ξmin(2N,L) + (Km − ξ)min(N,L) (5.29)
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Finally,
I1 ≤ min(rank(Rf1), rank(I(η+1)N ⊗R∆))
= min(ξmin(2N,L) + (Km − ξ)min(N,L), (η + 1)Nr∆) (5.30)
where r∆ = rank(R∆). In a similar fashion, Rh1 has the same rank as the block
diagonal matrix Diag(Ri1r1 , . . . ,RiKmr1 , . . . ,Ri1rl , . . . ,RiKmrl), where Rijrk is the co-
variance of Hmijrk . Thus, rank(Rh1) = Kmlmin(N,L).
Also, rank(H2H
H
2 ⊗R∆) = rank(H2HH2 )rank(R∆) = rank(H2HH2 )r∆.
Thus:
I2 ≤ min(Kmlmin(N,L), rank(H2HH2 )r∆) (5.31)
5.5.1 Maximal Achievable Diversity
We are particularly interested in the maximal possible diversity, which can be
achieved if the data have been coded so that R∆ is full-rank, i.e., r∆ = KmN . Then,
given N and L, the maximum of I1, is I
max
1 = ξmin(2N,L) + (Km − ξ)min(N,L).
Assuming that H2H
H
2 is also full-rank, the maximum value for I2 is I
max
2 =
Kmlmin(N,L). The assumption on H2H
H
2 requires that none of the carriers which
are used by the relays give zero gain.
Based on (5.30) and (5.31), the maximal achievable diversity order of the virtual
MIMO problem of (5.16) can be found as Imax1 + I
max
2 .
5.5.2 Discussions of Diversity Results
(i) If N ≥ L it holds: Imax1 = KmL and Imax2 = KmlL, and thus the maximal
diversity order is KmL(l + 1).
(ii) If N < L < 2N , then Imax1 + I
max
2 = ξ(L−N) +KmN(l + 1).
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(iii) If L ≥ 2N then, Imax1 + Imax2 = ξN +KmN(l + 1).
Some remarks are as follows:
• It is interesting to note that only in cases 2 and 3, the switching of source
relays to a different subchannel to retransmit may increase diversity. Also, only
the source relays that switch to a different subchannel contribute to diversity.
However, the increase is very limited because N is small in those cases.
Among all N and L, we can achieve the highest diversity KmL(l+1) under case
1, in which the multipath diversity offered by the channel is fully exploited.
• In all cases the maximal diversity order increases with l. Although we could use
Kˆm > Km to improve BER, a large number of non-source relays might require
a long CTE, which increases delays. The PEP expression in (5.28) can be used
as a guide by the BS to determine how many relays are needed to maintain
a certain BER, given some delay constraint. It also shows how diversity can
be affected by the number of carriers per subchannel, N , as compared to the
channel length L.
• When N = L = 1, the proposed approach reduces to plain ALLIANCES and
the maximal diversity order matches with that derived in [56].
• The retransmissions of non-source relays in multichannel ALLIANCES can be
treated as a traditional Space-Time Coded OFDM (STC-OFDM) system, and
the result of Imax2 matches that in [66],[68].
To achieve Imax1 and I
max
2 we assumed that R∆ is full-rank. Note that this
is only a sufficient condition. A necessary condition to achieve Imax2 can be
obtained according to [66],[68].
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• Similarly with STC-OFDM systems in [66],[68], the diversity advantage in mul-
tichannel ALLIANCES is related to R∆, but there are no simple expressions for
I1 and I2.
5.6 Simulations
In this section, we present simulation results on the performance of the proposed
schemes. We consider a network with J = 32, and each user is equipped with a
buffer of infinite size. The users’ ID sequences are selected based on the rows of a
J-th order Hadamard matrix. The IDs are used to estimate the number of users
involved in a collision. The frequency selective channel has L = 3 taps. Each tap is
chosen independently from the sum-of-sinusoids simulation model for Rayleigh fading
channels of [101]. The number of OFDM carriers is 64, and only 48 carriers are used to
transmit data packets. The OFDM symbol duration is 4 µs and the guard interval is
800ns. Each packet contains 1, 000 OFDM blocks, and its duration is 4.8ms. QPSK
modulation is used. The channel matrix is estimated using pilots with 32 OFDM
symbols as described in section 5.4. The SNR is 20 dB. Packets received at the BS
with BER higher than Pe = 0.02 are considered lost or corrupted.
5.6.1 Performance of Schemes A and B for Symmetric Poisson Traffic
The throughput is defined as the average number of packets that are successfully
transmitted in one time slot, normalized by the number of subchannelsM . Each user
is fed with a Poisson source with rate λ large packets (bM bits) per slot, so the total
traffic load of the system is λJ . The total simulation time is 2, 000 slots, and we
perform 20 Monte-Carlo experiments.
In Fig. 5.4 (a), we show the delay performance of Scheme B, as compared with
A. The lower bound, computed for the no collision case as discussed in 5.3.1, is also
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Figure 5.4: Delay and Throughput of Schemes A and B for symmetric Poisson traffic
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shown. Both schemes exhibit the same throughput as it can be seen in Fig. 5.4 (b),
where a ML equalizer is used.
5.6.2 The Random Subchannel Selection Scheme
We consider a scenario where some users in the network generate bursty traffic.
During the total simulation time over 500 slots, K users generate packets with Poisson
rate λ = 0.3 in the first 100 slots, while no incoming packets are generated in the
remaining 400 slots. 20 Monte-Carlo experiments are performed.
Fig. 5.5 (a) shows the throughput versus the number of active users K. A ZF
equalizer is used for signal recovery. As expected, under low traffic load (small K),
the throughput does not vary significantly between different p’s. Under high traffic
load (large K), a smaller p can result in higher throughput.
The delay performance is shown in Fig. 5.5 (b). The delay of the Scheme with
p < M is always longer than that of Scheme B (p = M). Thus, throughput or
computational complexity improvement is achieved at the cost of longer delay.
The staircase-like behavior in Fig. 5.5 (b) can be explained by Remark 1 of Section
5.3.2. If there are unused subchannels at the last slot of collision resolution, they
are wasted and not be used for transmissions of new packets. Such cases of wasted
subchannels do not occur whenK/M is an integer. In Fig. 5.5 (b), forK = 4, 8, 12, 16,
there are no wasted subchannels, thus delays corresponding to different values of p
are almost the same (delay of p < M is slightly longer than p =M due to the random
subchannel selection). On the other hand, wasted subchannels do occur when p < M
and K/M is not an integer. Thus, as observed for K 6= 4, 8, 12, 16, the delay for
p < M is longer than that for p =M .
Fig. 5.6 shows the number of operations vs. K, when a ML equalizer is used
for signal recovery. The computational complexity of a ML equalizer is exponentially
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increasing with the collision order. In simulations, the number of operations dur-
ing CTEm is calculated as 4
Km (4 for QPSK). One can see that the computational
complexity of the ML equalizer can be greatly reduced by using a small p.
In Fig. 5.7, we show the throughput of the adaptive p scheme (see Section 5.3.2)
under different values of M . The selection of p is simply based on throughput per-
formance. p is decreased if the actual throughput is more than 15% lower than the
ideal throughput without packet loss; p is increased if the actual throughput is less
than 5% lower than the ideal one; p remains unchanged in other cases of throughput,
or in cases where p cannot be increased/decreased any more. Each active user always
transmits at least one packet. From Fig. 5.7, the throughput corresponding toM = 4
is higher than that of M = 2 and M = 1 for heavy traffic.
5.6.3 The Fixed Subchannel Selection Scheme
We still use the same simulation conditions as above except that the traffic is
inhomogeneous. We consider a similar case as in [12], i.e., three types of traffic: type
I real-time traffic, type II delay sensitive non-real-time traffic, and type III delay
tolerable non-real-time traffic. Their QoS parameters used in the simulation are
shown in Table 5.5. To simplify the simulation complexity, only BPSK and QPSK
modulations are used. From Table 5.5, we can see that type I has the tightest delay
(highest priority) and the most relaxed BER requirement. Type II has priority over
type III.
The number of subchannels is fixed to M = 4. Each user can support all types of
traffic. Based on their percentage, type I is assigned 2 subchannels for its transmission,
and type II, III are assigned 1 subchannel, respectively. To show the interplay of
different traffic types, we assume each active user sends up to two packets of type I
and one packet of type II and III for new transmissions.
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Table 5.5: QoS Requirements of Traffic
Traffic type Type I Type II Type III
Name real-time delay sensitive
non-real-time
delay tolerable
non-real-time
Delay requirement (slots) 5 20 100
BER requirement 10−3 10−7 10−7
Priority high medium low
Percentage 50% 25% 25%
Modulation QPSK BPSK BPSK
The delay performance is shown in the Fig. 5.8. At low traffic, all traffic types only
use their own subchannels and their delays are same. Under high traffic (λJ > 0.7),
type I has the highest priority, and may use subchannels allocated to type III traffic
as well as its own subchannels for collision resolution. Type II still uses its own
subchannel. Thus, the delay for type I becomes shorter while the delay for type III
is longer as compared to type II. which still satisfies the delay requirements of Table
5.6.3.
To show the advantage of frequency hopping, we consider the following scenario.
Without frequency hopping, one user (user 1) always suffers deep fading at all car-
riers of type II subchannel. This is simulated by setting the corresponding channel
coefficients to zero. As a result, when user 1 sends a packet of type II, the received
signal at the BS is so weak that the BS fails to detect the existence of user 1. All
collided type II packets will be discarded due to erroneous active user detection. With
frequency hopping, on the other hand, the probability of wrong active user detection
for type II can be greatly decreased. The results are shown in Fig. 5.9.
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5.7 Conclusions
We present a multichannel extension of ALLIANCES. We study two schemes: the
first one (Scheme A) is a straightforward extension of ALLIANCES and a collision
on subchannel Cm involves subchannel Cm only; the second one (Scheme B) resolves
a collision on Cm by using all available subchannels. We show that Scheme B can
achieve shorter delay than Scheme A, and may exploit additional frequency diversity
when source relays are used.
For the case of multimedia traffic, we propose two different approaches for sub-
channel selection. In the first approach the subchannels are selected randomly by
each active user with equal probability, which may be suitable for the scenario of
heavy traffic without strict delay requirements. To keep the collision orders properly
small, we propose a simple approach to adaptively control the number of transmit-
ted packets for each active user. For resolving collisions at different subchannels, we
propose a “highest-to-lowest” scheme in a way that minimizes the average processing
time. The second approach is geared towards heterogeneous traffic with diverse QoS
requirements. It is based on fixed subchannel selection, where packets with same traf-
fic type are allocated to a same cluster of subchannels. The predefined traffic priority
can be taken into account for resolving collisions, and thereby QoS requirements of
various traffic types can be well satisfied. To avoid possible long-term deep fading
on a subchannel, the use of a periodic hopping pattern for subchannel selection is
proposed.
At the physical layer, the proposed approaches are based on OFDMA, which
effectively handles frequency selective channels. We also conduct error analysis, which
show how the maximal achievable diversity is affected by the number of available
non-source relays l, and the number of carriers per subchannel N as compared to
the channel length L. The maximal diversity order in frequency selective channels
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is higher than that in flat fading channels, and it increases with the number of non-
source relays.
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6. Summary and Suggested Future Research
6.1 Summary
This dissertation related to cross-layer design for cooperative wireless networks.
Three specific topics were studied: cooperative beamforming, wireless security and
collision resolution.
In the first part of this dissertation we presented two cross-layer cooperative beam-
forming approaches, namely, TDMA-CB and RA-CB, taking into account both in-
formation sharing and beamforming. As compared to TDMA-CB, RA-CB reduces
the information-sharing time at the cost of lower SINR. We first proposed simple but
suboptimal weights for TDMA-CB and RA-CB, which allow desired signals to add
coherently at the AP, require local CSI only, and are independently computed by each
cooperating node. We analyzed the performance of the average beampattern, SINR
and SEP under both perfect and imperfect conditions.
Then we proposed optimal weight design for TDMA-CB and RA-CB. Weights
that maximize the received SNR/SINR were derived. Optimal weights of TDMA-CB
are the ones that allow desired signals to add coherently and require only local CSI;
while optimal weights of RA-CB require global CSI. The weights that maximize the
received SNR/SINR also achieve maximal spectral efficiency - a fair figure of merit for
performance comparison of the two schemes. Furthermore, we extended weight design
to multi-beam beamforming, for cases in which multiple network nodes transmit to
different destinations. For such cases, weights that maximize either SNR/SINR of all
beams, or the spectral efficiency, are in general intractable, and thus two suboptimal
weight designs were considered: (1) design of co-phasing weights to allow desired
signals to add coherently at their destinations; (2) design of weights to completely
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null out interference at all destinations. Also, a queueing analysis for TDMA-CB and
RA-CB for the case of Poisson traffic was provided. As compared to TDMA-CB,
RA-CB significantly reduces packet delays and extends the stability region of traffic
rate.
In the second part of this dissertation, we proposed a novel cross-layer coopera-
tive approach to wireless security in the presence of one or more eavesdroppers in the
network. The proposed approach bypasses the limitation in traditional PHY-layer-
based approaches for single-antenna systems: traditionally, if the channel between
source and destination is worse than the channel between source and eavesdropper,
the secrecy capacity will typically be zero. We considered the design of node weights
to maximize the secrecy capacity or minimize the transmit power. For the case of
one eavesdropper, we proposed an iterative algorithm to reach the optimal solution
of the power minimization problem. For the case of multiple eavesdroppers, the
aforementioned two optimization problems are in general intractable. To solve these
problems, we added an additional constraint, i.e., the complete nulling of signals at
all eavesdroppers, which yields suboptimal (in terms of secrecy capacity) but simple
closed-form weights. We also investigated the impact of imperfect CSI of eavesdrop-
pers on system design.
In the last part of this dissertation, We presented a multichannel extension of AL-
LIANCES - a cross-layer cooperative protocol for collision resolution in broadband
wireless networks. We studied two schemes (Schemes A and B), and showed that
Scheme B can achieve shorter delay than Scheme A, and may exploit additional fre-
quency diversity when source relays were used. For the case of multimedia traffic, we
proposed two different approaches to subchannel selection. In the first approach the
subchannels are selected randomly by each active user with equal probability, which
may be suitable for the scenario of heavy traffic without strict delay requirements.
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The second approach is geared towards heterogeneous traffic with diverse QoS require-
ments. At the physical layer, the proposed approaches are based on OFDMA, which
effectively handles frequency selective channels. We also conducted error analysis to
study how the maximal achievable diversity is affected by the number of available
non-source relays, and the number of carriers per subchannel, as compared to the
channel length. The maximal diversity order in frequency selective channels is higher
than that in flat fading channels, and increases with the number of non-source relays.
6.2 Suggested Future Research
6.2.1 Cross-Layer Cooperative Beamforming
• Multiple clusters : In Chapters 2 and 3, we assume that inter-cluster interfer-
ence can be avoided by using orthogonal multiple access schemes (e.g., TDMA,
FDMA/OFDMA, CDMA). Note that, in Stage 1 of TDMA-CB or RA-CB, in-
formation is shared locally within a cluster by using small energy. Therefore,
when there are multiple clusters in a network, Stage 1 of TDMA-CB or RA-CB
may be simultaneously conducted in parallel at multiple clusters due to the
small inter-cluster interference. Obviously, information-sharing time is further
reduced from the point of view of the whole network. Network performance
under this scenario should be analyzed. Also, other figures of merit may be
needed for performance comparison of different transmission approaches, e.g.,
area spectral efficiency [4].
• Imperfect phase in open-loop case: In Chapter 2, we have seen that phase er-
rors in the open-loop case can severely degrade the system performance. It is
of practical interest to investigate techniques that enable accurate estimation
of local coordinates of cooperating nodes. Moreover, open-loop case requires
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the knowledge of the azimuthal direction of destinations, and methods for es-
timating destination direction in practice should be investigated based on the
framework of distributed nodes.
6.2.2 Secure Wireless Communications via Cooperation
• AF-based cooperative protocol : The cooperative protocol to achieve secure wire-
less communications may also be based on AF. For an AF-based cooperative
protocol, the noise at relays plays a role in the capacity at the destination or
eavesdroppers, and node weights influence both signal and noise power. A fea-
sible design objective is still to completely null the signals at all eavesdroppers.
• Secure routing in multi-hop networks The conventional route that generates the
highest capacity might not have the highest secrecy capacity, due to the fact
that some links along the route can be eavesdropped by eavesdroppers. As a
result, the secure routing has significantly different design criteria as compared
to the traditional routing, which is an interesting future research topic.
• Implementation of RA-CB When eavesdroppers are not very faraway from the
cluster, information-sharing in Stage 1 of the DF-based protocol may be no
longer secure. One possible way to overcome this problem is to use RA-CB. In
Stag 1, the eavesdroppers receives a superposition of multiple source packets,
and are less likely to decode any of the packets. Thus, RA-CB would make
Stage 1 secure. The optimal weight design for RA-CB would be mathematically
complicated even for the case of one eavesdropper, and appropriate criteria of
suboptimal design shall be investigated.
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Appendix A. Abbreviations
• AF: Amplify-and-Forward
• AP: Access Point
• ARQ: Automatic Repeat reQuest
• BER: Bit Error Rate
• BPSK: Binary Phase Shift Keying
• BS: Base Station
• CB: Cooperative Beamforming
• CDMA: Code Division Multiple Access
• CH: Cluster Head
• CSMA: Carrier Sensing Multiple Access
• CSMA/CD: Carrier Sensing Multiple Access with Collision Detection
• CP: Cyclic Prefix
• CSI: Channel State Information
• CTE: Cooperative Transmission Epoch
• CTP: Cooperative Transmission Period
• DF: Decode-and-Forward
• DFT: Discrete Fourier Transform
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• DT: Direct Transmission
• FDMA: Frequency-Division Multiple Access
• GPS: Global Positioning System
• ID: Identity
• i.i.d.: Independent and Identically Distributed
• ISI: Inter-Symbol Interference
• IPsec: IP Security
• LS: Least-Squares
• MAC: Medium Access Control
• MISO: Multiple-Input Single Output
• MGF: Moment Generating Function
• MIMO: Multiple-Input Multiple-Output
• ML: Maximum Likelihood
• MMSE: Minimum Mean Square Error
• MPR: Multi-Packet Reception
• MRT: Maximal Ratio Transmission
• MUD: Multi-User Detection
• NDMA: Network-assisted Diversity Multiple Access
• OFDM: Orthogonal Frequency Division Multiplexing
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• OFDMA: Orthogonal Frequency Division Multiple Access
• pdf: Probability Density Function
• PEP: Pairwise Error Probability
• PHY: Physical (Layer)
• PLL: Phase Lock Loop
• PSK: Phase Shift Keying
• QAM: Quadrature Amplitude Modulation
• QoS: Quality of Service
• QPSK: Quadrature Phase-Shift Keying
• RA: Random Access
• RA-CB: Random Access Cooperative Beamforming
• RHS: Right-Hand Side
• SDMA: Space-Division Multiple Access
• SET: Secure Electronic Transaction
• SEP: Symbol Error Probability
• SIC: Successive Interference Cancellation
• SIMO: Single-Input Multiple-Output
• SINR: Signal-to-Interference-plus-Noise Ratio
• SNR: Signal-to-Noise Ratio
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• SSL: Secure Sockets Layer
• STC: Space-Time Coding
• TDD: Time-Division Duplex
• TDMA: Time-Division Multiple Access
• TDMA-CB: Time Division Multiple Access Cooperative Beamforming
• TLS: Transport Layer Security
• WEP: Wired Equivalent Privacy
• WSN: Wireless Sensor Network
• WTLS: Wireless Transport Layer Security
• ZF: Zero Forcing
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