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ABSTRACT
In linear regression, the least squares (LS) estimator has certain optimality prop-
erties if the errors are normally distributed. This assumption is often violated in
practice, partly caused by data outliers. Robust estimators can cope with this situa-
tion and thus they are widely used in practice. One example of robust estimators for
regression are adaptive modified maximum likelihood (AMML) estimators [1]. How-
ever, they are not robust to x outliers, so-called leverage points. In this study, we
propose a new regression estimator by employing an appropriate weighting scheme
in the AMML estimation method. The resulting estimator is called robust AMML
(RAMML) since it is not only robust to y outliers but also to x outliers. A simu-
lation study is carried out to compare the performance of the RAMML estimator
with some existing robust estimators such as MM, least trimmed squares (LTS) and
S. The results show that the RAMML estimator is preferable in most settings ac-
cording to the mean squared error (MSE) criterion. Two data sets taken from the
literature are also analyzed to show the implementation of the RAMML estimation
methodology.
KEYWORDS
Adaptive modified likelihood; efficiency; leverage point; regression; robustness
1. Introduction
Regression analysis is a widely used statistical tool to analyze the relationships
between a dependent variable and predictors. The least squares (LS) method is usually
utilized to estimate the unknown model parameters. The LS estimator is popular
because of its simple computation and good statistical properties, i.e. it is the best
linear unbiased estimator under the normality assumption.
The LS estimator loses its efficiency when the normality assumption is not satis-
fied. Therefore, some alternative methods are employed to accommodate the problems
arising in case of non-normality which is caused by outliers. Indeed, there are two
types of outliers in the context of regression analysis: (i) vertical outliers, and (ii)
leverage points. These outliers refer to outlyingness in the space of the response and
the predictors, respectively. The LS estimator is sensitive to both types of outliers,
and bad leverage points can even distort the estimator and lead to a non-sense model
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[2]. For this reason, many robust estimators which reduce the effects of outliers have
been proposed in the literature. For example, the M estimator [3], the S estimator [4],
the least trimmed squares (LTS) and the least median of squares (LMS) of Rousseeuw
[5], and the MM estimator [6] are well-known and widely used in the context of robust
regression. We refer to Maronna et al. [7] or Gschwandtner and Filzmoser [8] in which
descriptions of these estimators and related literature information are briefly given.
See also Yu and Yao [9] for an extensive review of robust linear regression estimators.
In the literature, the modified maximum likelihood (MML) estimator is also used to
reduce the effect of outlying observations. As its name indicates, the MML estimator is
obtained applying a particular modification of the maximum likelihood (ML) method
[10,11]. This modification allows to obtain explicit forms of the estimator under the
assumption of a non-normal error distribution. A long-tailed symmetric distribution is
frequently used in this context since it is useful for modelling outliers occurring in the
direction of long tails [12]. For example, Tiku et al. [13] obtain the MML estimator of
the unknown parameters of the simple linear regression model when the distribution of
the error terms is long-tailed symmetric. The MML estimator is also obtained for the
multiple linear regression model [14] with long-tailed symmetric error distributions.
The MML estimator has good properties, and it is easy to compute. Furthermore, it
is not only robust to outliers but also asymptotically equivalent to the ML estimator.
However, it has two drawbacks: (i) the shape parameter of the long-tailed symmetric
distribution is assumed to be known and (ii) it is only robust to vertical outliers but
not to leverage points.
The first drawback is not a new issue in the related literature. For example, Lucas
[15] consider the Student’s t distribution as an alternative to normal distribution for
estimating the location parameter under the assumption of known degrees of freedom
ν. This is because of the fact that the ML estimator of the other parameters is no
longer robust when it is estimated jointly with ν. Therefore, it is treated as a robustness
tuning constant– see also Arslan and Genc [16,17], Acitas et al. [18,19] in which similar
discussions are available. Tiku and Surucu [20] also consider this issue and propose a
new version of the MML estimator. This version is then called adaptive MML (AMML)
by Donmez [1]. In AMML, the main idea of the MML methodology is preserved but
the assumption of a known shape parameter on the estimation process is weakened.
To the best of our knowledge, the second drawback is still an open problem. In other
words, there is no previous study on the MML and AMML estimators dealing with
leverage points as far as we know. Therefore, the motivation of this study is to suggest
a new regression estimator which is robust to both types of outliers based on the
AMML estimators. This estimator is called robust AMML (RAMML) and obtained
by introducing new weights assigned to the predictors in the AMML estimation process
[21]. The RAMML is not only robust to both types of outliers but also efficient under
the normality assumption. A further advantage of the RAMML estimator is that it is
easy to compute since the explicit form of the estimator is available.
The rest of the paper is organized as follows. Section 2 reviews the AMML method-
oloy. Section 3 is reserved to the RAMML estimator. The results of a Monte-Carlo
simulation study are given in Section 4. The paper is finalized with some concluding
remarks.
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2. Review of the AMML estimator
We consider a multiple linear regression model with n observations andm predictors,
yi = β0 + x
′
iβ + εi, i = 1, 2, . . . , n (1)
where yi is the dependent variable, β0 is the intercept, β = (β1 β2 · · · βm)′ is
the vector of unknown regression coefficients, xi is the vector of predictors defined by
xi =
(
xi1 xi2 · · · xim
)
′
and εi is the random error term.
Assume that the distribution of the error terms in model (1) is long-tailed symmetric
with the probability density function (pdf) given by
f(e; p, σ) =
1√
qB(0.5, p − 0.5)σ
(
1 +
e2
qσ2
)
−p
, q = 2p− 3, −∞ < e <∞ (2)
where p is the shape parameter which is assumed to be p ≥ 2, σ is the scale parameter
and B(·, ·) is the beta function. The kurtosis value of the long-tailed distribution is
greater than 3. It tends to normal distribution as p tends to ∞. Therefore, it has been
considered as a good alternative to the normal distribution [12].
The ML estimators of the model parameters are the solutions of the following like-
lihood equations:
∂ logL
∂β0
=
2p
qσ
n∑
i=1
g(zi) = 0, (3)
∂ logL
∂βj
=
2p
qσ
n∑
i=1
g(zi)xij = 0, j = 1, 2, . . . ,m (4)
∂ logL
∂σ
= −n
σ
+
2p
qσ
n∑
i=1
g(zi)zi = 0, (5)
where
g(zi) =
zi
1 +
z2i
q
, zi =
yi − β0 − x′iβ
σ
, i = 1, 2, . . . , n.
Since g(·) is a nonlinear function of the unknown model parameters, the explicit solu-
tions of equations (3)-(5) cannot be obtained, and numerical methods need to be used
instead. However, using numerical methods has some drawbacks such as wrong con-
vergency, multiple roots and non-convergence of iterations, see e.g. Puthenpura and
Sinha [22] , Vaughan [23]. The modified maximum likelihood (MML) methodology
proposed in Tiku [10,11] overcomes these problems and allows to obtain the explicit
forms of the estimators. The idea underlying the MML methodology is linearization of
the intractable term (i.e., the function g(·)) in the likelihood equations. This is done
using the first two terms of a Taylor series expansion. For more details we refer to
Islam and Tiku [14] in which MML estimators for the multiple linear regression model
are obtained under a long-tailed symmetric error distribution assumption.
The MML estimators are explicitly formulated, thus no computational efforts are
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required. They have also good statistical proporties, i.e. they are asymptotically equiv-
alent to the ML estimators and therefore they are minimum variance bound estimators
[24]. However, the MML methodology works under the assumption of a known shape
parameter p. In some studies, p is identified using the profile likelihood method, see
for example Acitas et al. [18,19]. Tiku and Surucu [20] suggested a new version of the
MML method in which the known shape parameter assumption is weakened. They
estimate the location and the scale parameter using this new version and obtain esti-
mators which are as good as or better than M-estimators. Donmez [1] generalized this
idea to the simple and multiple linear regression model and calls the method AMML
methodology. In the following, the steps of the AMML are explained based on Donmez
[1]:
Step 1. The function g(·) is linearized around
ti =
yi − β0 − x′iβ
σ
, i = 1, 2, . . . , n (6)
using the first two terms of a Taylor series expansion,
g(zi) ∼= αi + δizi, i = 1, 2, . . . , n (7)
where
αi =
(1/q))ti
(1 + (1/q)t2i )
2
, δi =
1
(1 + (1/q)t2i )
2
, i = 1, 2, . . . , n. (8)
Step 2. The linearized version of the function g(z(i)) is incorporated into the likeli-
hood equation and the so-called modified likelihood equations are obtained as
follows:
∂ logL∗
∂β0
=
2p
qσ
n∑
i=1
(αi + δizi) = 0 (9)
∂ logL∗
∂βj
=
2p
qσ
n∑
i=1
(αi + δizi)xij = 0, j = 1, 2, . . . ,m (10)
∂ logL∗
∂σ
= −n
σ
+
2p
qσ
n∑
i=1
(αi + δizi) zi = 0, (11)
where logL∗stands for the modified log-likelihood function.
Step 3. The solutions of the Equations (9)-(11) are the AMML estimators. They are
formulated as follows:
βˆ0 = y¯[·] − x′[·]βˆ (12)
βˆ = K+ Lσˆ, (13)
σˆ =
B +
√
B2 + 4nC
2
√
n(n−m− 1) (14)
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where
K = (X′δX)−1(X′δy), L = (X′δX)−1(X′α1)
B =
2p
q
(y −XK)′α1, C = 2p
q
(y −XK)′δ(y −XK)
y¯[·] =
n∑
i=1
δiyi
n∑
i=1
δi
, x¯[·]j =
n∑
i=1
δixij
n∑
i=1
δi
, x′[·] = [x¯[·]1 x¯[·]2 · · · x¯[·]m],
δ = diag(δi) and α = diag(αi).
Here, X is the n×m matrix of predictors, and 1 stands for the vector of ones
with n entries.
It is clear that AMML estimators are also explicitly formulated. They preserve
the properties of the MML estimators [1]. It can easily be shown that the AMML
estimators are regression, scale and affine equvariant. The proof is not given here for
the sake brevity, but it can be provided upon request.
As it is clear, the values ti should be computed at the beginning of the methodology
using some initial estimates. The computational details are explained in the following
subsection.
2.1. Computation of the AMML estimators
The computation of the AMML estimators is obtained in two iterations. An initial
estimate of ti is required in the first iteration. The initial estimate of ti, proposed by
[1], is obtained based on a reparametrization of the model (1). The reparametrized
model is constructed assuming that all βj coefficients are equal in model (1). This
is because of the fact that there is no reason to believe that one predictor is more
important than others at the beginning. The reparametrized model is formulated by
yi = β0 + θvi + εi, vi =
m∑
j=1
xij . i = 1, 2, . . . , n. (15)
Then, the initial estimate of ti is given as
t˜i =
yi − T0 − T1vi
S0
(16)
where the initial estimators of β0, θ and σ are given by
T0 = median{yi − T1vi}, T1 = median
{
yℓ+1 − yℓ
vℓ+1 − vℓ
}
(17)
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and
S0 = 1.483 ·median{|yi − T0 − T1vi|}, i = 1, 2, . . . , n, (18)
respectively. After getting the initial estimate of ti, initial AMML estimators denoted
by β˜0, β˜j and σ˜ are obtained following steps 1-3 given in Section 2.
In the second iteration, ti is updated using the initial AMML estimators (β˜0, β˜j
and σ˜) as follows:
ti =
yi − β˜0 −
n∑
j=1
xij β˜j
σ˜
(19)
and steps 1-3 are utilized one more time. The final AMML estimators are obtained at
the end of step 3 using Equations (12)-(14).
It is clear that the shape parameter of the long-tailed symmetric distribution p
appears in the formulas. It is considered as robustness tuning constant and taken to
be 16.5 so that the resulting AMML estimators are efficient when the distribution of
the error terms is normal [1,20].
Using different simulation schemes, Donmez [1] shows that AMML estimators are
robust to y−outliers. On the other hand, there are no avaliable results whether they
are resistant to x−outliers. Indeed, the simulation schemes used in Donmez [1] do
not include any x−outliers. It should also be mentioned that Donmez [1] point out
to use standardized versions of predictors to reduce the effect of x−outliers. However,
the standardization is done using mean and standard deviation which are not robust
to outliers. Standardization is indeed required when working with the reparametrized
model (see Equation (15)) in which the sum of the predictors is used. If the predictors
are measured under different scales and/or units, this sum is not remarkable. In our
proposed methodology, we do not need any standardization for the predictors and the
reparametrized model. Therefore, these AMML estimators are not considered in the
rest of the paper.
3. Robust AMML estimators
In this section, we propose RAMML estimators which are robust to x− outliers
unlike the AMML. This is done by downweighting the x−outliers using extra weights
for predictors. The steps for the RAMML methodology are similar to those given for
AMML, i.e. step 1 is the same while steps 2 and 3 have to be revised. New versions of
step 2 and 3 are shown by Step 2* and 3*, respectively, and explained below.
Step 2*. Consider the modified likelihood Equations (9)-(11). We introduce new
weights, denoted by δxi , for the predictors to accommodate the effects of x-
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outliers in these equations:
∂ logL∗
∂β0
=
2p
qσ
n∑
i=1
δxi (αi + δizi) = 0 (20)
∂ logL∗
∂βj
=
2p
qσ
n∑
i=1
δxi (αi + δizi) xij = 0, j = 1, 2, . . . ,m (21)
∂ logL∗
∂σ
= −n
σ
+
2p
qσ
n∑
i=1
δxi (αi + δizi) zi = 0, (22)
where
δxi =
1
(1 + (1/q)x˜2i )
4
and x˜i =
||xi −medL1(X)||
mediani||xi −medL1(X)|| , i = 1, 2, . . . , n.
(23)
Here,medL1(·) denotes the L1−median which is also known as geometric median
or spatial median. It is a highly robust estimator for the multivariate location,
i.e. its breakdown point is 0.5 [25]. We refer to Croux et al. [26] and Fritz et. al
[27] in which detailed information is available about L1−median.
Step 3*. The RAMML estimators are obtained as solutions of Equations (20)–(22) .
They are formulated as given in Equations (12)–(14). However, there are some
modifications due to the new weighting scheme. They are given as follows:
βˆ0 = y¯[·] − x′[·]βˆ +
∆
w
σˆ (24)
where
y¯[·] =
n∑
i=1
δiδ
x
i yi
w
, x¯[·]j =
n∑
i=1
δiδ
x
i xij
w
, x′[·] = [x¯[·]1 x¯[·]2 · · · x¯[·]m],
w =
n∑
i=1
δiδ
x
i , ∆ =
n∑
i=1
αiδ
x
i .
δ = diag(δiδ
x
i ) and α = diag(αiδ
x
i ), i = 1, 2, . . . , n.
The remaining expressions, i.e. βˆ, σˆ, K, L, B and C are formulated in the same
way as given in the previous section, but using the weights and formulations as
introduced above.
It should be noticed that RAMML estimators are defined similar to generalized M
(GM) estimators which are robust to both types of outliers, see e.g. Maronna et al. [7]
for further details.
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3.1. Computation of RAMML estimators
The RAMML estimators are obtained after two iterations. In the first iteration, an
initial estimate of ti is required. Unlike Donmez [1], we do not consider a reparametriza-
tion of model (1). We continue with model (1) and suggest to use well-known robust
regression estimators such as LTS or S to initialize the iterations. In other words, the
initial estimate of ti is proposed as
ti =
yi − T0 −
n∑
j=1
xijTj
S0
, (25)
where T0, Tj (j = 1, 2, . . . ,m) and S0 are obtained from LTS or S regression. After
getting the initial estimate of ti, initial RAMML estimators denoted by β˜0, β˜j and σ˜
are obtained following Steps 1, 2* and 3*.
In the second iteration, ti is updated with the initial RAMML estimators obtained
in the previous iteration as follows:
ti =
yi − β˜0 −
n∑
j=1
xij β˜j
σ˜
(26)
and Steps 1, 2* and 3* are utilized. The final RAMML estimators are obtained at the
end of Step 3* using Equations (13), (14) and (24).
The resulting estimators obtained using LTS and S regression are denoted by
RAMML1 and RAMML2, respectively. It is clear that RAMML estimators are also
explicitly formulated and they can be computed after two simple iterations. Therefore,
they are computationally straightforward.
If the weights δxi are removed from the estimating equations, RAMML1 and
RAMML2 will reduce to the AMML1 and AMML2, respectively. It should be noted
that these AMML1 and AMML2 estimators differ from that of Donmez (2010) since
the inital tis are defined differently.
It should be noted that different initial estimates can be preferred for finding initial
tis. The important issue here is that the initial estimators should be robust so that
the resulting estimator is robust. In this study, we consider two well-known robust
estimators as initials, i.e. LTS and S. We also consider the LMS estimator as an initial
estimator and obtain more or less the same results, see Acitas et al. [21]. However, we
do not consider it here because it is not computationally efficient.
4. Simulation study
In this section, we conduct a simulation study to compare the performances of
the proposed estimators RAMML1 and RAMML2 along with some known robust
estimators such as MM, LTS and S estimators under different simulation scenarios.
AMML1 and AMML2 are also taken into account during the performance comparisons.
The simulation setup and contamination schemes are considered similar to those
used by Gschwandtner and Filzmoser [8]. Model (1) is used during the simulation
study where β0 is assumed to be 0 without loss of generality. The data are generated
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as follows:
xi ∼ Nm(0, Im), i = 1, 2, . . . , n
βj = 1/
√
m, j = 1, 2, . . . ,m and thus ‖β‖ = 1.
Here, Nm denotes the m−dimesional multivariate normal distribution, 0 stands for
the vector of zeros and Im is the identity matrix.
Five different error distributions are considered in model (1): (i)N(0, 1), (ii) Laplace,
(iii) t5, (iv) t1 (Cauchy) and (v) slash distribution. The leverage points are generated
replacing the first nout observations with the following versions:
xi = [ℓ ℓ · · · ℓ]′ and yi = x′ia for i = 1, 2, . . . , n
where a is a normalized unit vector defined by a = ν − (ν ′β)β. Here, ν is a vector
having entries (−1)j . If m = 1, a is taken as -1. We consider two different versions for
leverage points, i.e. ℓ = 5 and ℓ = 10. This is because of the fact that we would like
to see how the performances of the estimators are affected as the magnitude of the
leverage point increases. The sample size is taken to be n = 50 and 200. The number
of the predictors m taken from the set {1, 5, 10, 20}. nout is the number of leverage
points and determined according to two contamination levels, i.e. 10% and 20%.
The mean squared error (MSE) formulated as
MSE =
1
nrep
nrep∑
r=1
∥∥∥βˆr − β∥∥∥2 (27)
is calculated to evaluate the performances of the estimators based on nrep = 500
Monte-Carlo runs. All computations are carried out using the software environment
R. The results are tabulated in Tables 1 and 2. It should be mentioned that LS
estimators are not considered in these tables since they are not robust to outliers.
[Table 1 is here ]
It can be seen from Table 1 that the MSEs of the RAMML1 and RAMML2 are close
to each other and smaller than those of MM, LTS, AMML1, S and AMML2 for both
10% and 20% contamination levels when the error distribution is normal, Laplace,
t5, t1 and slash. The RAMML2 estimator is almost the best since it has the smallest
MSE. However, the RAMML1 also performs better than the others in some cases, i.e.
if the contamination level is 10%, m = 1, 5 and 10, when the error distribution is
normal. It is also the best estimator for simple linear regression with normal, Laplace
and t5 error distributions when the contamination level is 20%. In the remaining cases,
the RAMML2 is preferable to other estimators. It should also be mentioned that the
AMML2 performs better than MM, LTS, AMML1, RAMML1, S and RAMML2 when
the number of predictors is 20, ℓ = 5 and the contamination level is 20%. The MM
estimator has a remarkable performance but it is not sufficient to be the best. In short,
the RAMML2 is slightly better than its competitors in most cases considered in Table
1.
[Table 2 is here ]
When the sample size is increased to 200, see Table 2, we can draw similar conclu-
sions to those obtained from Table 1. However, here the MM estimator gains efficiency
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and performs better than the other estimators for some cases. For example, for simple
linear regression with normal, Laplace and t5 error distributions for 10% level of con-
tamination and ℓ = 5, it has the minimum MSE value, followed by the RAMML2. If
the distribution of the error is heavy-tailed, i.e. t1 and slash, the RAMML2 is the best.
This conclusion is also true for ℓ = 5. If m is increased from 5 to 20, the RAMML2
is mostly the best estimator when the contamination level is 10%. In some cases such
as ℓ = 5, m = 10, t1 error distribution and ℓ = 10, m = 20, normal distribution, the
RAMML1 outperforms the other estimators. When the level of contamination is 20%,
the RAMML1 and RAMML2 outperform the others. For the simple linear regression
case with all error distributions, the RAMML2 is better than MM, LTS, AMML1,
RAMML1, S and AMML2. For m ∈ {5, 10, 20}, the RAMML1 is more preferable for
normal, Laplace and t5 error distributions. However, if the error distribution is heavy-
tailed, RAMML2 is the best regardless of the value of ℓ and contamination level. It
can be concluded that RAMML2 is the best estimator for almost all cases considered
in Table 2.
In this part of the simulation study, we just focus on the MSEs of the estimators for
the scale parameter σ when the distribution of the error terms is N(0, 1). The MSE
of σˆ is calculated using (27) in which the symbols β are replaced by σ. The results
are tabulated in Table 3. The MSEs of RAMML1 and RAMML2 are more or less the
same. RAMML1 and/or RAMML2 has the minimum MSE value in most of the cases.
[Table 3 is here ]
It is well-known that the trade-off between robustness and efficiency is important.
We therefore explore the efficiencies of RAMML1 and RAMML2 under normality in
this part of the simulation study. For this purpose, the performances of all estimators
considered in this study are compared with the LS estimators when the error distri-
bution is N(0, 1) with zero contamination. The results are given in Table 4. It is clear
from this table that the MSE values of RAMML1 and RAMML2 are close to those of
LS. This conclusion implies that RAMML1 and RAMML2 are not only robust to both
types of outliers but also efficient under normality.
[Table 4 is here ]
Finally, we explore the performances of the estimators when the predictors are
correlated. Therefore, we make a simple modification in the simulation scenario given
at the beginning of this section. Here, the xis are generated from Nm(0,V) where
V = [vjk] with vjj = 1 and vjk = ρ for j 6= k and k = 1, 2, . . . ,m. In Table 5, we
report the MSEs of the estimators for ρ = 0.90, ℓ = 10 and contamination levels 10%.
This table shows that the MM estimator is the best one in almost all settings, mostly
followed by RAMML1 and RAMML2.
Overall, the MSEs of RAMML1 and RAMML2 are close to each other and they
outperform their competitors when there are x−outliers. Among these two estimators,
we see that RAMML2 is preferable.
[Table 5 is here ]
5. Application
In this part of the study, we provide two data sets which are widely used in the
literature to show the implementation of the proposed estimators. The full data sets
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can be found in the R package “robustbase”.
5.1. Hertzsprung-Russell Diagram Data of Star Cluster CYG OB1
This data set is shortly denoted as starsCYC and includes 47 observations with two
variables named log.Te (x) and log.light (y). The former variable is the logarithm of
the effective temperature at the surface of the star while the latter one is the logarithm
of its light intensity, see Rousseeuw and Leroy [2]. It is clear from Figure 1 that the
starsCYC data contains outliers, i.e. four stars in the left upper corner are far away
from bulk of the data, and thus they are leverage points. Rousseeuw and Leroy [2]
employ the LMS method and obtain more reliable results than for the LS method.
Different from them, in this study, we use the RAMML1 and RAMML2 estimation
methods along with the other methods considered in the previous section to estimate
the regression coefficients. To evaluate the performances of the methods, we use the
standard error of prediction (SEP) criterion formulated as
SEP =
√√√√ 1
n− 1
n∑
i=1
(yi − yˆi − bias)2, bias = 1
n
n∑
i=1
(yi − yˆi)
where, yˆi denotes the fitted value for the i-th observation. It should be noted that
using SEP may give misleading results in case of outliers since each observation has
the same contribution in the formula of SEP. Therefore, a robust version of the SEP
is required. We therefore compute the trimmed version of SEP where the trimming
value is 10%. The robust performance criterion will lead to a contrary picture since
the influence of the largest contributions is reduced. There is no general rule for the
trimming value and thus it is subjective. One can take lower or higher values according
to the data quality, see for example Liebmann et al. [28], Filzmoser and Todorov [29].
[Table 6 is here ]
The estimated values of the regression coefficients and the scale parameter and also
SEP and SEPtrim values are tabulated in Table 6. The SEPtrim values suggest that
RAMML1 and RAMML2 are slightly preferable to MM, LTS, AMML1, S and AMML2.
Furthermore, the scale estimates obtained based on RAMML1 and RAMML2 are much
smaller than those of other estimation methods. This conclusion implies that estimates
obtained by RAMML1 and RAMML2 give more reliable results. The scatter plot of
the starsCYG data and the fitted regression lines are also illustrated in Figure 1. The
fitted regression lines obtained from the RAMML1 and RAMML2 estimates are also
satisfactory.
The weights obtained at the final step of the robust estimation procedures MM,
RAMML1 and RAMML2 are plotted against the scaled residuals in Figure 2. The
weights obtained from RAMML1 and RAMML2 are smaller than those of MM. This
is because the weights given by the RAMML methodology allow more flexiblity to the
data compared to those from the MM, see also Figure 1.
[Figure 1 is here ]
[Figure 2 is here ]
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5.2. Aircraft data
This data set consisting of 23 obervations on single-engine aircrafts is obtained from
the Office of Naval Research over the years 1947-1979, see Gray [30] and Rousseeuw
and Leroy [2]. It contains four predictors and a response variable whose descriptions
are given below:
y = cost (in units of $100,000), x1 = aspect ratio, x2 = lift-to-drag ratio,
x3 = weight of plane (in pounds) and x4 = maximal thrust.
We use the methods MM, LTS, AMML1, RAMML1, S, AMML2, and RAMML2 to
estimate the unknown parameters. Robust diagnostics obtained based on LTS show
that there are two outliers in the data. The estimated values of the regression coeffi-
cients and the scale parameter along with performance criteria are shown in Table 7.
The minimum SEPtrim value is obtained for LTS which is followed by MM, RAMML1
and RAMML2. However, the scale estimates obtained from RAMML1 and RAMML2
are smaller than those of LTS and MM. Therefore, RAMML1 and RAMML2 are also
promising and can be considered as good alternative estimators.
In Figure 3, the weights obtained at the last step of the robust estimation procedures
MM, RAMML1 and RAMML2 are plotted aganist the scaled residuals. Also in this
example, the RAMML weights are smaller than those of the MM estimator; this is
because the RAMML weights are more flexible.
[Table 7 is here ]
[Figure 3 is here ]
6. Conclusions
In this study, we propose RAMML estimators which are robust to both y and x
outliers. The RAMML estimators are obtained by downweighting x−outliers using an
extra weight function in the AMML estimation method.
The RAMML estimators have some advantage over existing robust estimators: they
are (i) explicitly formulated and thus easy to compute, (ii) efficient under the normality
assumption and (iii) more preferable according to the MSE and SEP criteria. These
properties make them good alternatives to existing robust estimators. The simulation
studies have also shown that the RAMML estimators are improving over the other
considered robust estimators if the contamination level increases, in case of heavy-
tailed error distributions, and if the number of explanatory variables increases. Thus,
in more difficult data situations there the advantage gets more pronounced. Another
interesting feature of the RAMML estimators is that the estimated residual variance is
in many situation smaller than for the alternatives. Together with the other properties,
this is a useful feature which is based on a more flexible weighting scheme within the
computation of the estimator.
Although the new robust estimators show good performance, there are still some
points that should be considered. One of them is the choice of the weights δxi assigned
to the predictors. Different choices of δxi will affects the efficiencies of the RAMML
estimators. In this study, the weights δxi are obtained similar to the weights δi. In the
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future studies, alternative weight functions such as Huber, Fair, etc. will be considered.
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Table 1. The simulated MSEs of MM, LMS, AMML1, RAMML1, LTS, AMML2, RAMML2 estimators for
regression coefficients: n = 50.
Estimator Normal Laplace t5 t1 Slash Normal Laplace t5 t1 Slash
Contamination level = 10%
m = 1
ℓ = 5 ℓ = 10
MM 0.0474 0.0831 0.0519 1.1207 2.2697 0.0397 0.0774 0.0422 0.4349 1.4712
LTS 0.1111 0.1423 0.1665 0.3463 1.2311 0.1181 0.1363 0.1534 0.3616 1.2682
AMML1 0.8011 1.2815 1.1698 2.1221 2.2956 0.2737 0.8501 0.6461 2.6837 3.3277
RAMML1 0.0323 0.0476 0.0437 0.1808 0.3142 0.0295 0.0419 0.0355 0.1640 0.2536
S 0.0856 0.1003 0.0803 0.3766 1.7704 0.0800 0.0902 0.0702 0.4027 1.5348
AMML2 0.6775 1.0634 1.0226 2.0572 2.2894 0.1907 0.5905 0.4307 2.4178 3.2486
RAMML2 0.0321 0.0463 0.0430 0.1687 0.3048 0.0296 0.0415 0.0354 0.1556 0.2419
m = 5
MM 0.6763 0.8421 0.7994 1.3103 1.8802 0.7433 0.8264 0.8419 1.3939 1.8336
LTS 1.1991 1.2970 1.3264 1.6641 2.4065 1.1903 1.3648 1.3543 1.7104 2.4053
AMML1 0.9573 1.1174 1.0607 1.5667 2.1197 0.9339 1.0755 1.0617 1.6799 2.1338
RAMML1 0.3569 0.4778 0.4295 0.9849 1.5785 0.1352 0.2245 0.1906 0.7523 1.2911
S 0.9484 1.2203 1.2053 1.7732 2.9104 1.0298 1.1326 1.2092 1.8727 2.6679
AMML2 0.8496 1.0715 0.9965 1.5387 2.0872 0.7432 0.9161 0.8933 1.6366 2.0738
RAMML2 0.2978 0.4413 0.3946 0.9560 1.5511 0.1367 0.2235 0.1961 0.7183 1.2272
m = 10
MM 1.2647 1.6644 1.5661 2.5889 3.798 1.2768 1.6596 1.6618 2.7727 3.6821
LTS 2.5168 3.1116 2.9643 4.1231 7.4949 2.4722 3.0758 2.9561 4.0753 6.1214
AMML1 1.3476 1.6566 1.5553 2.9153 4.5046 1.3567 1.6161 1.5779 3.1962 4.1157
RAMML1 0.9400 1.218 1.1349 2.4783 4.0340 0.3106 0.5558 0.4720 2.0974 3.1041
S 2.0672 2.8438 2.6515 4.3687 6.9140 2.1380 2.7441 2.6572 4.1898 6.5537
AMML2 1.1733 1.5749 1.4535 2.8347 4.2468 1.0396 1.4531 1.3917 3.0774 3.9912
RAMML2 0.7825 1.1355 1.0536 2.4038 3.7700 0.3146 0.5553 0.4759 1.9827 2.9669
m = 20
MM 3.8055 5.4072 5.1708 11.4061 19.3850 3.7672 5.3245 5.1794 12.7201 19.0190
LTS 7.1310 9.4504 8.9798 20.3109 35.0990 7.5826 9.4996 9.6198 21.3224 33.3410
AMML1 2.8865 3.7237 3.4436 9.6187 16.4300 3.0323 3.9743 3.6027 9.9341 16.4600
RAMML1 2.7306 3.6004 3.2992 9.3477 16.1550 1.2295 2.3787 1.9306 8.6733 15.1420
S 6.0778 8.2255 7.5602 20.5418 35.2120 5.9019 8.7704 7.7262 20.0038 29.1150
AMML2 2.4717 3.3454 3.1723 10.0115 15.4510 2.4700 3.4223 3.0899 9.6530 15.5550
RAMML2 2.2657 3.1453 2.9610 9.6906 15.0810 0.9957 1.9028 1.5561 8.3624 14.3660
Contamination level = 20%
m = 1
MM 0.9063 1.5115 1.3348 2.8098 3.1718 1.1198 1.6951 1.6449 3.1743 3.6786
LTS 1.9771 2.1900 2.1504 2.9506 3.4027 2.2838 2.3322 2.6162 3.1222 3.7683
AMML1 2.6602 2.8145 2.7665 2.9762 3.0118 2.6405 3.1454 3.1654 3.6689 3.6903
RAMML1 0.2286 0.3897 0.3260 0.7351 0.9377 0.0328 0.0530 0.0481 0.1758 0.2441
S 1.0514 1.7672 1.5666 3.1428 3.6572 1.1219 1.7432 1.7081 3.2864 3.8538
AMML2 2.4319 2.7249 2.6339 2.9805 3.0240 1.8558 2.7676 2.6542 3.6578 3.6942
RAMML2 0.1452 0.3293 0.2638 0.7275 0.9437 0.0333 0.0532 0.0488 0.1690 0.2341
m = 5
MM 1.3353 1.4435 1.3949 1.7396 2.0893 1.3779 1.4804 1.4346 1.6947 2.0291
LTS 2.3538 2.6105 2.4865 3.2080 4.4527 2.4167 2.6958 2.5875 3.2793 4.4298
AMML1 1.2048 1.2656 1.2523 1.7383 2.1198 1.2499 1.3365 1.2883 1.7571 2.1580
RAMML1 0.9746 1.0474 1.0370 1.5205 1.8879 0.1904 0.3055 0.2579 0.8240 1.3294
S 2.1677 2.4305 2.3244 2.9160 3.8286 2.2236 2.4929 2.3276 2.8058 3.8126
AMML2 1.1977 1.2625 1.2452 1.7209 2.0833 1.2289 1.3164 1.2828 1.7381 2.1254
RAMML2 0.9624 1.0412 1.0248 1.5008 1.8485 0.1847 0.2953 0.2536 0.8018 1.2893
m = 10
MM 2.7202 3.3625 3.3854 4.6944 6.0067 2.9763 3.4669 3.1312 4.4531 5.9192
LTS 4.3832 5.7078 5.3309 8.7250 12.4536 4.3648 5.6491 5.2871 9.4753 14.6904
AMML1 1.8994 2.2494 2.1421 3.6946 5.0060 1.9994 2.2793 2.2528 3.8856 5.301
RAMML1 1.8389 2.1956 2.0839 3.6169 4.9443 0.9558 1.3027 1.2283 3.0656 4.6646
S 3.8241 4.7879 4.6691 7.5793 10.5919 4.1517 5.1859 4.5923 8.2151 11.6736
AMML2 1.6618 1.9274 1.8949 3.3243 4.5066 1.7220 2.0002 1.9096 3.3479 4.4427
RAMML2 1.5641 1.8257 1.7968 3.1857 4.3612 0.6103 0.9395 0.7995 2.4694 3.7191
m = 20
MM 10.6851 13.8939 13.6416 50.8300 87.5050 11.3025 14.3318 13.6001 52.1760 77.6950
LTS 13.5703 19.2541 19.0750 89.8350 126.6330 15.2065 20.6194 18.4261 83.5840 123.8700
AMML1 12.7179 17.6868 17.7259 80.4410 112.0310 14.2021 19.1793 17.0929 74.2650 107.8330
RAMML1 12.7966 17.8217 17.8598 81.1750 113.1480 14.2039 19.2348 17.1026 74.7500 108.9300
S 14.2006 20.8200 18.3638 143.607 143.8900 13.5973 19.8771 18.3664 95.4700 115.5300
AMML2 5.0160 7.5507 5.4790 53.6650 40.8890 5.5229 7.1065 7.4644 32.7620 41.8120
RAMML2 5.1211 7.7963 5.6209 54.7630 42.1430 4.9299 6.6159 6.9766 33.1670 42.4460
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Table 2. The simulated MSEs of MM, LMS, AMML1, RAMML1, LTS, AMML2, RAMML2 estimators for
regression coefficients: n = 200.
Estimator Normal Laplace t5 t1 Slash Normal Laplace t5 t1 Slash
Contamination level = 10%
m = 1
ℓ = 5 ℓ = 10
MM 0.0060 0.0085 0.0078 0.5136 2.4011 0.3472 0.4862 0.5819 1.1543 1.3631
LTS 0.0069 0.0087 0.0090 0.0257 0.9422 0.8945 0.7963 1.0423 1.2114 1.5357
AMML1 0.6964 1.2441 1.1109 2.1133 2.2443 0.9002 1.0152 1.0219 1.2870 1.4867
RAMML1 0.0071 0.0128 0.0100 0.0561 0.1066 0.4557 0.4614 0.5554 0.9008 1.1409
S 0.0147 0.0095 0.0156 0.0327 1.1916 0.5249 0.6682 0.8161 1.4541 1.8625
AMML2 0.5764 0.9927 0.9086 2.0420 2.2402 0.6607 0.9147 0.8968 1.2699 1.4605
RAMML2 0.0071 0.0122 0.0098 0.0493 0.1023 0.2258 0.3525 0.3854 0.9031 1.1201
m = 5
MM 0.2626 0.3484 0.4125 0.9128 1.0750 0.2958 0.3375 0.4387 0.9928 1.1468
LTS 0.7012 0.5478 0.7708 0.8773 1.1372 0.7343 0.5465 0.8001 0.9557 1.2046
AMML1 0.8465 0.9088 0.9050 1.0321 1.1099 0.7398 0.8282 0.8656 1.1169 1.2055
RAMML1 0.1948 0.2184 0.2537 0.4840 0.6080 0.0296 0.0467 0.0407 0.1427 0.2510
S 0.2876 0.3808 0.4624 1.0463 1.2826 0.3312 0.3912 0.4801 1.0471 1.3217
AMML2 0.7168 0.8596 0.8426 1.0253 1.1002 0.4003 0.6415 0.6182 1.1031 1.1935
RAMML2 0.0900 0.1616 0.1655 0.4853 0.6009 0.0298 0.0464 0.0409 0.1329 0.2359
m = 10
MM 0.3472 0.4862 0.5819 1.1543 1.3631 0.4094 0.5243 0.5526 1.1824 1.4381
LTS 0.8945 0.7963 1.0423 1.2114 1.5357 0.9454 0.8472 1.0492 1.2255 1.5759
AMML1 0.9002 1.0152 1.0219 1.2870 1.4867 0.8160 0.8524 0.9379 1.3207 1.5742
RAMML1 0.4557 0.4614 0.5554 0.9008 1.1409 0.0639 0.1018 0.0851 0.3059 0.5717
S 0.5249 0.6682 0.8161 1.4541 1.8625 0.5275 0.6597 0.7939 1.4660 1.8753
AMML2 0.6607 0.9147 0.8968 1.2699 1.4605 0.3772 0.6000 0.6214 1.2966 1.5422
RAMML2 0.2258 0.3525 0.3854 0.9031 1.1201 0.0642 0.1008 0.0847 0.2860 0.5390
m = 20
MM 0.5684 0.9978 0.9497 1.6374 1.9992 0.5490 1.0318 0.8953 1.6088 2.0397
LTS 1.3601 1.4243 1.5033 1.9556 2.5446 1.3503 1.4359 1.5317 1.8563 2.5387
AMML1 1.0659 1.2139 1.2080 1.8028 2.2552 1.0480 1.1482 1.1866 1.7621 2.2977
RAMML1 0.8478 0.9343 0.9641 1.5636 2.0235 0.1317 0.2179 0.1891 0.6689 1.2338
S 1.1751 1.8051 1.7165 2.4816 3.3106 1.1005 1.7525 1.6309 2.4502 3.3417
AMML2 0.7525 1.1542 1.0870 1.7551 2.1846 0.6228 1.0910 0.9737 1.7253 2.2274
RAMML2 0.5599 0.9062 0.8535 1.5359 1.9591 0.1334 0.2177 0.1893 0.6220 1.1623
Contamination level = 20%
m = 1
ℓ = 5 ℓ = 10
MM 0.4461 0.9931 1.0734 3.0839 3.1299 0.3609 1.0414 0.9840 3.6322 3.7580
LTS 2.1464 1.7778 2.5918 3.1700 3.3282 2.3985 2.1247 2.7607 3.5390 3.8195
AMML1 2.7559 2.8206 2.8515 2.9719 2.9715 2.8591 3.2785 3.3429 3.6997 3.6998
RAMML1 0.1690 0.2314 0.2571 0.6988 0.8005 0.0073 0.0119 0.0100 0.0418 0.0688
S 0.4982 1.1499 1.2401 3.5014 3.5937 0.3781 1.1068 1.0245 3.7578 3.9076
AMML2 2.4541 2.7179 2.6921 2.9850 2.9847 1.4806 2.6798 2.5184 3.7018 3.7049
RAMML2 0.0543 0.1662 0.1431 0.6877 0.7970 0.0070 0.0119 0.0097 0.0398 0.0656
m = 5
MM 1.0223 1.0363 1.0332 1.0759 1.1504 1.0541 1.0680 1.0679 1.1116 1.1818
LTS 1.2814 1.2889 1.3084 1.2890 1.4834 1.3104 1.3122 1.3382 1.3256 1.4875
AMML1 0.9921 1.0100 1.0050 1.0892 1.1774 1.0375 1.0525 1.0507 1.1288 1.2108
RAMML1 0.7619 0.7933 0.7815 0.8871 0.9778 0.0405 0.0654 0.0573 0.1956 0.3214
S 1.3082 1.3170 1.3401 1.3314 1.5485 1.3187 1.3456 1.3467 1.3639 1.5658
AMML2 0.9932 1.0109 1.0062 1.0835 1.1666 1.0382 1.0525 1.0513 1.1226 1.2012
RAMML2 0.7670 0.7988 0.7873 0.8863 0.9722 0.0422 0.0669 0.0590 0.1870 0.3108
m = 10
MM 1.1484 1.1931 1.1811 1.2888 1.4655 1.1622 1.2124 1.1898 1.3184 1.4636
LTS 1.5638 1.5978 1.6118 1.7976 2.2175 1.5719 1.6271 1.6265 1.8212 2.2973
AMML1 1.0943 1.1339 1.1165 1.3262 1.5427 1.1134 1.1600 1.1415 1.3402 1.5488
RAMML1 0.9697 1.0133 0.9941 1.2034 1.4133 0.0925 0.1651 0.1362 0.4595 0.7448
S 1.6621 1.7289 1.7171 1.8785 2.4519 1.6672 1.7437 1.7504 1.9083 2.4676
AMML2 1.0964 1.1357 1.1185 1.3084 1.5171 1.1153 1.1609 1.1433 1.3237 1.5173
RAMML2 0.9760 1.0190 0.9998 1.1905 1.3934 0.0991 0.1732 0.1446 0.4428 0.7166
m = 20
MM 1.5137 1.5901 1.5740 1.7791 2.2969 1.4988 1.5764 1.5847 1.7845 2.2317
LTS 2.0562 2.2847 2.1948 3.0003 4.2073 2.0834 2.2013 2.2635 3.0191 4.2844
AMML1 1.2698 1.3726 1.3359 1.8244 2.2852 1.2867 1.3659 1.3439 1.8106 2.2819
RAMML1 1.2068 1.3077 1.2721 1.7406 2.1988 0.2928 0.4745 0.4030 1.1256 1.6735
S 2.2856 2.4812 2.4787 3.1068 4.5225 2.2711 2.4297 2.4752 3.1939 4.4752
AMML2 1.2800 1.3773 1.3452 1.7765 2.2147 1.2944 1.3700 1.3521 1.7605 2.1994
RAMML2 1.2214 1.3168 1.2862 1.7005 2.1384 0.3352 0.5164 0.4477 1.0955 1.6096
16
Table 3. The simulated MSEs of MM, LMS, AMML1, RAMML1, LTS, AMML2, RAMML2 estimators for
scale parameter when the error distribution is N(0, 1).
ℓ = 5 ℓ = 10
m = 1 m = 5 m = 10 m = 25 m = 1 m = 5 m = 10 m = 25
n = 50
Contamination level = 10%
MM 0.0460 0.0233 0.0308 0.0860 0.0435 0.0238 0.0284 0.0866
LTS 0.0778 0.0619 0.0576 0.1296 0.0760 0.0702 0.0609 0.1243
AMML1 0.3110 0.0777 0.0819 0.0689 0.0837 0.0706 0.0852 0.0655
RAMML1 0.0382 0.0194 0.0301 0.0451 0.0406 0.0317 0.0325 0.0614
S 0.0460 0.0252 0.0329 0.0713 0.0435 0.0262 0.0298 0.0734
AMML2 0.2623 0.0660 0.0626 0.0673 0.0621 0.0497 0.0505 0.0645
RAMML2 0.0390 0.0251 0.0283 0.0378 0.0410 0.0334 0.0353 0.0502
Contamination level = 20%
MM 0.1366 0.0618 0.1897 0.3920 0.1466 0.0577 0.1875 0.4297
LTS 0.3193 0.0786 0.2786 0.7529 0.3655 0.0689 0.2716 0.7505
AMML1 0.6533 0.0418 0.0421 0.6658 0.5751 0.0484 0.0472 0.6669
RAMML1 0.0411 0.0183 0.0503 0.6979 0.0537 0.0491 0.0865 0.6993
S 0.1366 0.0570 0.1498 0.2782 0.1467 0.0544 0.1479 0.3162
AMML2 0.6240 0.0433 0.0303 0.0890 0.4141 0.0478 0.0321 0.1075
RAMML2 0.0367 0.0188 0.0231 0.1093 0.0555 0.0481 0.0556 0.1378
n = 200
Contamination level = 10%
MM 0.0282 0.0211 0.0181 0.0129 0.0181 0.0225 0.0187 0.0132
LTS 0.0571 0.0751 0.0717 0.0565 0.0717 0.0801 0.0750 0.0599
AMML1 0.3020 0.0771 0.0704 0.0689 0.0704 0.0613 0.0593 0.0721
RAMML1 0.0294 0.0093 0.0175 0.0256 0.0175 0.0235 0.0224 0.0204
S 0.0282 0.0219 0.0186 0.0113 0.0186 0.0229 0.0196 0.0124
AMML2 0.2522 0.0686 0.0500 0.0389 0.0500 0.0291 0.0201 0.0342
RAMML2 0.0303 0.0160 0.0196 0.0227 0.0196 0.0251 0.0249 0.0240
Contamination level = 20%
MM 0.1393 0.0115 0.0236 0.0768 0.1364 0.0119 0.0239 0.0728
LTS 0.4019 0.0182 0.0110 0.0295 0.4286 0.0212 0.0115 0.0260
AMML1 0.6431 0.0375 0.0381 0.0310 0.6230 0.0413 0.0400 0.0320
RAMML1 0.0133 0.0071 0.0106 0.0093 0.0495 0.0352 0.0292 0.0157
S 0.1393 0.0115 0.0230 0.0753 0.1364 0.0118 0.0237 0.0730
AMML2 0.6317 0.0339 0.0331 0.0238 0.3894 0.0375 0.0347 0.0247
RAMML2 0.0164 0.0061 0.0086 0.0067 0.0490 0.0368 0.0308 0.0168
Table 4. The simulated MSEs of MM, LMS, AMML1, RAMML1, LTS, AMML2, RAMML2 estimators for
regression coefficients when the distribution of error terms is N(0, 1) with zero contamination.
n = 50 n = 200
Estimator m = 1 m = 5 m = 10 m = 20 m = 1 m = 5 m = 10 m = 20
LS 0.0222 0.1145 0.2600 0.7357 0.0051 0.0251 0.0531 0.1112
MM 0.0231 0.1249 0.2922 1.0148 0.0053 0.0270 0.0590 0.1287
LTS 0.0344 0.2306 0.5866 1.8022 0.0074 0.0376 0.0803 0.1793
AMML1 0.0224 0.1166 0.2636 0.7574 0.0051 0.0254 0.0542 0.1135
RAMML1 0.0273 0.1180 0.2654 0.7635 0.0065 0.0255 0.0546 0.1143
S 0.0663 0.4081 0.9027 2.2393 0.0162 0.0955 0.2187 0.4537
AMML2 0.0224 0.1172 0.2653 0.7628 0.0051 0.0255 0.0544 0.1141
RAMML2 0.0274 0.1187 0.2677 0.7702 0.0065 0.0256 0.0548 0.1149
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Table 5. The simulated MSEs of MM, LMS, AMML1, RAMML1, LTS, AMML2, RAMML2 estimators for
regression coefficients with correlated predictors: n = 200, ℓ = 10 and contamination level = 10%.
Estimator Normal Laplace t5 t1 Slash
m = 5
MM 0.2415 0.3600 0.3311 0.8236 2.0186
LTS 0.2822 0.3797 0.3697 0.7139 2.6958
AMML1 0.2590 0.5424 0.4623 2.9306 4.1066
RAMML1 0.2447 0.3780 0.3460 1.2012 2.1839
S 0.6538 0.4250 0.6039 0.5792 2.9211
AMML2 0.2540 0.4548 0.4121 2.5534 3.9090
RAMML2 0.2455 0.3723 0.3440 1.1143 2.0515
m = 10
MM 0.5865 1.1378 0.8459 8.5211 14.4712
LTS 1.8531 5.5060 5.7911 27.7480 44.4990
AMML1 0.9999 2.8892 2.4072 10.8070 13.7108
RAMML1 0.6063 1.0319 0.8598 3.4661 5.9173
S 2.2357 2.7599 2.5881 34.5933 49.7293
AMML2 0.8313 1.8118 1.4004 10.5471 13.3625
RAMML2 0.6079 1.0161 0.8540 3.2843 5.5056
m = 20
MM 1.2732 1.9421 1.7584 4.8325 9.6923
LTS 1.4942 2.0848 2.0331 4.3235 9.7048
AMML1 1.1957 2.0302 1.7448 8.5954 22.3637
RAMML1 1.2593 2.0304 1.7781 6.6322 12.7007
S 4.3629 3.4980 6.5179 21.3058 48.5781
AMML2 1.3343 2.1102 2.1823 11.3807 25.6140
RAMML2 1.2640 1.9994 1.7705 6.6776 12.9944
Table 6. The estimated values of the regression coefficients and the scale parameter and also SEP and SEPtrim
values for the starsCYG data.
Method β0 β1 σ SEP SEPtrim
MM -4.9694 2.2532 0.4715 0.9556 0.3282
LTS -8.5001 3.0462 0.4562 1.1507 0.3266
AMML1 3.4697 0.3409 0.5239 0.6000 0.3994
RAMML1 -8.0822 2.9523 0.3249 1.1269 0.3252
S -9.5708 3.2904 0.4715 1.2133 0.3325
AMML2 3.3016 0.3790 0.5214 0.6041 0.3972
RAMML2 -8.0907 2.9553 0.3249 1.1277 0.3252
Table 7. The estimated regression coefficients, scale parameter and values of the performance criteria for the
Aircraft data.
Method β0 β1 β2 β3 β4 σ SEP SEPtrim
MM 6.1396 -3.2306 1.6713 0.0019 -0.0009 5.8932 10.5866 3.4636
LTS 9.5007 -3.0488 1.2100 0.0014 -0.0006 5.6927 12.4080 3.4110
AMML1 2.2997 -3.4300 2.0052 0.0025 -0.0013 6.5780 8.9124 3.8884
RAMML1 7.0264 -3.2411 1.6622 0.0018 -0.0009 3.9639 11.1015 3.4651
S 13.3733 -4.0220 1.5413 0.0017 -0.0010 5.8932 11.8666 3.5001
AMML2 1.8030 -3.4535 2.0451 0.0026 -0.0014 6.7367 8.7372 3.9778
RAMML2 6.9195 -3.2381 1.6674 0.0018 -0.0009 3.9821 11.0630 3.4699
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Figure 1. Fitted regression lines to the starsCYG data.
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Figure 2. Weights versus scaled residuals for the estimators MM, RAMML1 and RAMML2, based on the
starsCYG data.
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Figure 3. Weights versus scaled residuals for the Aircraft data.
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