A class of proper priors for Bayesian simultaneous prediction of independent Poisson observables  by Komaki, Fumiyasu
Journal of Multivariate Analysis 97 (2006) 1815–1828
www.elsevier.com/locate/jmva
A class of proper priors for Bayesian simultaneous
prediction of independent Poisson observables
Fumiyasu Komaki∗
Department of Mathematical Informatics, Graduate School of Information Science and Technology,
the University of Tokyo 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan
Received 30 November 2004
Available online 23 January 2006
Abstract
Simultaneous prediction and parameter inference for the independent Poisson observables model are con-
sidered. A class of proper prior distributions for Poisson means is introduced. Bayesian predictive densities
and estimators based on priors in the introduced class dominate the Bayesian predictive density and estimator
based on the Jeffreys prior under Kullback–Leibler loss.
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1. Introduction
Suppose that x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd) are sets of independent Poisson
random variables with mean vectors (a1, a2, . . . , ad) and (b1, b2, . . . , bd), respectively.
Here,  = (1, 2, . . . , d) is an unknown d-dimensional parameter and a and b are known
positive real numbers. The probability densities of x and y are given by
p(x|) =
d∏
i=1
p(xi |) = exp{−(a1 + a2 + · · · + ad)} (a1)
x1
x1!
(a2)x2
x2! · · ·
(ad)xd
xd !
(1)
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and
p(y|) =
d∏
i=1
p(yi |) = exp{−(b1 + b2 + · · · + bd)} (b1)
y1
y1!
(b2)y2
y2! · · ·
(bd)yd
yd ! ,
(2)
respectively. In the following, we call the model deﬁned by (1) and (2) as the independent Poisson
observables model.
Weconsider the problemof constructing a predictive density pˆ(y; x) for the unobservedvariable
y by using the observed variable x. The Kullback–Leibler divergence
D(p(y|), pˆ(y; x)) =
∑
y
p(y|) log p(y|)
pˆ(y; x)
from the true density p(y|) to a predictive density pˆ(y; x) is adopted as a loss function. Pre-
dictive distribution theory can be regarded as a natural generalization of estimation theory under
Kullback–Leibler loss since the Kullback–Leibler loss for a plug-in density p(y|ˆ(x)) can be
regarded as a loss for the estimator ˆ(x).
Non-informative prior densities or vague prior densities are often used to construct Bayesian
predictive densities. The Jeffreys prior naturally arises as a non-informative prior from various
discussions based on the Kullback–Leibler divergence. However, Bayesian methods based on the
Jeffreys prior do not always perform satisfactorily especially in problems with multidimensional
parameters [3].
Recently, several studies on the use of shrinkage priors for prediction have been carried out.
Shrinkage priors give more weight to parameter values close to a point or a subspace in the
parameter space than the Jeffreys prior does.
For the d-dimensional normal model Nd(, I ) (d3), where  is an unknown vector and I is
the identity matrix, Komaki [4] showed that the Bayesian predictive density based on the improper
shrinkage prior S() ∝ ‖‖−(d−2) introduced by Stein [8] dominates the Bayesian predictive
density based on the Jeffreys prior I() ∝ 1, which is the best predictive density invariant under
the translation group. Liang [7] showed that there exist Bayesian predictive densities for Nd(, I )
based on proper priors dominating that based on the Jeffreys prior. George et al. [1] obtained
several sufﬁcient conditions for prior densities under which a Bayesian predictive density for
Nd(, I ) based on a prior dominates the Bayesian predictive density based on the Jeffreys prior.
They showed that a class of proper priors for the d-dimensional normal model Nd(, I ) (d5)
introduced by Strawderman [9] satisﬁes the sufﬁcient conditions.
For the independent Poisson observables model, Komaki [5] introduced an improper shrinkage
prior. The Bayesian predictive density based on the prior is admissible under Kullback–Leibler
loss and dominates the Bayesian predictive density based on the Jeffreys prior.
In the present paper, we introduce a class of priors for the independent Poisson observables
model that includes proper priors when d5. It is shown that Bayesian predictive densities based
on a prior in the introduced class dominate the Bayesian predictive density based on the prior
˜() :=
d∏
i=1
i
i−1
with i > 0 (i = 1, 2, . . . , d). When i = 1/2 (i = 1, 2, . . . , d), the prior ˜() coincides with
the Jeffreys prior.
F. Komaki / Journal of Multivariate Analysis 97 (2006) 1815–1828 1817
In Section 2, a class of priors for the independent Poisson observables model is introduced.
When d5, the class of priors includes proper ones. It is shown that Bayesian predictive densities
based on a prior in the introduced class dominate the Bayesian predictive density based on the
prior ˜(). In Section 3, it is shown that (possibly generalized) Bayes estimators based on a prior
in the introduced class dominate the generalized Bayes estimator based on the prior ˜(). In
Section 4, some discussions from an asymptotic viewpoint are given.
2. A class of prior densities
We introduce a class of prior densities
,c,() :=
(
d∏
i=1

i−1
i
)∫ ∞
0
exp
(
−
∑d
j=1 j
s
)
s−
∑d
k=1 k (s + )−(c+1) ds, (3)
where
∑d
i=1 i + c > 0,  > 0, and i > 0 (i = 1, 2, . . . , d). We ignore normalizing constants
for prior densities since the results are unaffected. The prior density ,c,() is a scale mixture
of products
∏d
i=1{i−1i s−i exp(−i/s)} of Gamma densities.When c > 0, ,c,() is a proper
prior density. When c = −1, ,c,() coincides with an improper shrinkage prior density
() :=
(
d∑
i=1
i
)−∑dj=1 j+1 d∏
k=1

k−1
k
investigated by Komaki [5]. In the limit  → ∞, ,c,() also coincides with ().
Theorem 1. The Bayesian predictive density based on the prior deﬁned by (3) with∑di=1 i+c >
0,  > 0, and i > 0 (i = 1, 2, . . . , d) is given by
p,c,(y|x) =
a
∑
i xi+1b
∑
j yj
(a + b)∑k xk+∑l yl+1
×
∫ 1
0
r
∑
i xi (1 − r)
∑
j j+c−1
[
1 −
{
1 − 1
(a + b)
}
r
]−(c+1)
dr
∫ 1
0
r¯
∑
k xk (1 − r¯)
∑
l l+c−1
{
1 −
(
1 − 1
a
)
r¯
}−(c+1)
dr¯ y1!y2! · · · yd !
.
Proof. By using Lemma 1 in the Appendix, we have
p,c, (y|x) =
∫
,c,()
∏d
i=1
{
exp(−ai ) (ai )
xi
xi !
}∏d
j=1
{
exp(−bj )
(bj )
yj
yj !
}
d
∫
,c,(¯)
∏d
k=1
{
exp(−a¯k) (a¯k)
xk
xk !
}
d¯
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=
∫
,c,()
∏d
i=1
[
exp{−(a + b)i }{(a + b)i }xi+yi
]
d∫
,c,(¯)
∏d
k=1
{
exp(−a¯k)(a¯k)xk
}
d¯
∏d
j=1
a
xj b
yj
(a + b)xj+yj yj !
= a
∑
i xi+1b
∑
j yj
(a + b)
∑
k xk+
∑
l yl+1
×
−(c+1)
∏d
i=1 (xi+i )
∫ 1
0
r
∑
j xj (1 − r)
∑
k k+c−1
[
1−
{
1− 1
(a+b)
}
r
]−(c+1)
dr
−(c+1)
d∏
l=1
(xl +l )
∫ 1
0
r¯
∑
m xm(1−r¯)
∑
n n+c−1
{
1−
(
1− 1
a
)
r¯
}−(c+1)
dr¯ y1!y2! · · · yd !
.
Thus we obtain the desired result. 
Theorem 2. Suppose that ,c,() is a prior density deﬁned by (3) with
∑d
i=1 i +c > 0,  > 0,
andi > 0 (i = 1, 2, . . . , d). If c > −1,
∑d
i=1 i−c−20, and a1/, the Bayesian predictive
density based on the prior ,c,() dominates that based on the prior ˜() :=
∏d
i=1 i
i−1
.
Proof. The Bayesian predictive density based on a prior density () is given by
p(y|x) =
∫
()
∏d
i=1
[
exp{−(a + b)i}{(a + b)i}xi+yi
]
d∫
(¯)
∏d
k=1
{
exp(−a¯k)(a¯k)xk
}
d¯
d∏
j=1
axj byj
(a + b)xj+yj yj ! .
The difference between the risk functions of Bayesian predictive densities based on 1() and
2() is
E[D(p(y|), p1(y|x))|] − E[D(p(y|), p2(y|x))|]
= E
[∑
y
p(y|) log p2(y|x)
p1(y|x)
∣∣∣∣∣ 
]
= E
[
log
∫
2(¯)
d∏
i=1
(
exp{−(a + b)¯i}{(a + b)¯i}xi+yi
)
d¯
∣∣∣∣∣ 
]
−E
⎡
⎣log ∫ 2(¯) d∏
j=1
{
exp(−a¯j )(a¯j )xj
}
d¯
∣∣∣∣
⎤
⎦
−E
[
log
∫
1(¯)
d∏
k=1
(
exp{−(a + b)¯k}{(a + b)¯i}xk+yk
)
d¯
∣∣∣∣
]
+E
[
log
∫
1(¯)
d∏
l=1
{
exp(−a¯l )(a¯l )xl
}
d¯
∣∣∣∣∣ 
]
.
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Therefore, if
E
[
log
∫
2(¯)
d∏
i=1
{
exp(−t ¯i )(t ¯i )xi
}
d¯
∣∣∣∣
]
−E
⎡
⎣log ∫ 1(¯) d∏
j=1
{
exp(−t ¯j )(t ¯j )xj
}
d¯
∣∣∣∣
⎤
⎦ , (4)
where xi (i = 1, . . . , d) is a Poisson random variable with mean ti , is a strictly increasing
function of t, where  is a ﬁxed nonnegative constant, the Bayesian predictive density based
on 2() dominates that based on 1() when a.
From Lemma 1, we have
log
∫
,c,()
d∏
k=1
{
exp(−tk)(tk)xk
}
d1 d2 · · · dd
= − log t − (c + 1) log +
d∑
i=1
log(xi + i )
+ log
∫ 1
0
r
∑
i xi (1 − r)
∑
j j+c−1
{
1 −
(
1 − 1
t
)
r
}−(c+1)
dr.
Since
log
∫
˜()
d∏
i=1
{
exp(−ti )(ti )xi
}
d1 d2 · · · dd=−
d∑
i=1
i log t+
d∑
j=1
log(xj+j ),
we have
E
[
log
∫
,c,(¯)
d∏
k=1
{
exp(−t ¯k)(t ¯k)xk
}
d¯
∣∣∣∣∣ 
]
−E
[
log
∫
˜(¯)
d∏
k=1
{
exp(−t ¯k)(t ¯k)xk
}
d¯
∣∣∣∣∣ 
]
=
(∑
i
i − 1
)
log t − (c + 1) log 
+E
[
log
∫ 1
0
r
∑
j xj (1 − r)
∑
k k+c−1
{
1 −
(
1 − 1
t
)
r
}−(c+1)
dr
∣∣∣∣∣ 
]
. (5)
Here,
∑
j xj is a Poisson random variable with mean t, where  :=
∑
i i . When  = 0, (5) is
obviously a strictly increasing function of t > 0 since
∑
i i − 1c + 1 > 0. In the following,
we assume  > 0 and show that (5) is a strictly increasing function of t1/.
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Let zt = 1 − 1/(t). The derivative of (5) is given by
d
dt
⎡
⎣
⎛
⎝∑
i
i − 1
⎞
⎠ log t − (c + 1) log
+
∞∑
n=0
exp(−t) (t)
n
n! log
∫ 1
0
rn(1 − r)
∑
i i+c−1(1 − zt r)−(c+1) dr
⎤
⎦
=
⎛
⎝∑
i
i − 1
⎞
⎠ 1
t
+ 1
t
∞∑
n=0
(−t) exp(−t) (t)
n
n! log
∫ 1
0
rn(1 − r)
∑
i i+c−1(1 − zt r)−(c+1) dr
+ 1
t
∞∑
n=0
(t) exp(−t) (t)
n
n! log
∫ 1
0
rn+1(1 − r)
∑
i i+c−1(1 − zt r)−(c+1) dr
+ c + 1
t2
∞∑
n=0
exp(−t) (t)
n
n!
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zt r)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
= 1
t
⎡
⎣∑
i
i − 1 +
∞∑
n=1
exp(−t) (t)
n
n! n log
∫ 1
0 r
n(1 − r)
∑
i i+c−1(1 − zt r)−(c+1) dr∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
+(c + 1)(1 − zt )
∞∑
n=0
exp(−t) (t)
n
n!
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zt r)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
⎤
⎦
= 1
t
⎡
⎣exp(−t)
⎧⎨
⎩
∑
i
i − 1 + (c + 1)(1 − zt )
∫ 1
0 r(1 − r)
∑
i i+c−1(1 − zt r)−(c+2) dr∫ 1
0 (1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
⎫⎬
⎭
+
∞∑
n=1
exp(−t) (t)
n
n!
⎧⎨
⎩
∑
i
i − 1 + n log
∫ 1
0 r
n(1 − r)
∑
i i+c−1(1 − zt r)−(c+1) dr∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
+ (c + 1)(1 − zt )
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zt r)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zt r)−(c+1) dr
⎫⎬
⎭
⎤
⎦ .
Since
∑
i i − 1 > 0, c + 1 > 0, and 0zt < 1, the ﬁrst term in the square brackets is positive.
Therefore, it is enough to show that (n, , c, z) deﬁned below is nonnegative for every positive
integer n to obtain the desired result. In the following we abbreviate zt to z.
(n, , c, z) :=
∑
i
i − 1 + n log
∫ 1
0 r
n(1 − r)
∑
i i+c−1(1 − zr)−(c+1) dr∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
+(c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
=
∑
i
i − 1 + (c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
−n log n +
∑
i i + c
n
−n log
{
n
n +∑i i + c
∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr
}
F. Komaki / Journal of Multivariate Analysis 97 (2006) 1815–1828 1821

∑
i
i − 1 − n log
n +∑i i + c
n
+(c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
− n
2
n +∑i i + c
∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr + n
=
∑
i
i − 1 − n log
n +∑i i + c
n
+(c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
− n
2
n +∑i i + c
∫ 1
0 r
n−1(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr
+n(n +
∑
i i − 1)
n +∑j j + c +
n(c + 1)
n +∑i i + c
=
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c − n log
n +∑i i + c
n
+(c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
− n
n +∑i i + c
{
n
∫ 1
0
rn−1(1 − r)
∑
i i+c−1(1 − zr)−(c+1) dr
−
(
n +
∑
i
i − 1
)∫ 1
0
rn(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
}
/{∫ 1
0
rn(1 − r)
∑
k k+c−1(1 − zr)−(c+1) dr
}
.
From Lemma 2 in the Appendix, we have
(n, , c, z) 
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c − n log
n +∑i i + c
n
+ (c + 1)(1 − z)
∫ 1
0 r
n+1(1 − r)
∑
i i+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)
∑
j j+c−1(1 − zr)−(c+1) dr
− n
n +∑i i + c
(c + 1)(1 − z) ∫ 10 rn(1 − r)∑j j+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr
=
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c − n log
n +∑i i + c
n
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+ n
n +∑i i + c
(c + 1)(1 − z) ∫ 10 rn(1 − r)∑j j+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr
×
{
n +∑i i + c
n
∫ 1
0 r
n+1(1 − r)
∑
j j+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+2) dr − 1
}
.
From Lemma 3, we have the inequality∫ 1
0 r
n+1(1−r)
∑
i i+c−1(1−zr)−(c+2) dr∫ 1
0 r
n(1−r)
∑
j j+c−1(1−zr)−(c+2) dr
 B(n + 2,
∑
i i + c)
B(n+1,∑j j+c) =
n+1
n+∑j j+c+1
by putting h(r) = (1 − zr)−(c+2). Therefore,
(n, , c, z) 
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c − n log
n +∑i i + c
n
+ n
n +∑i i + c
(c + 1)(1 − z) ∫ 10 rn(1 − r)∑j j+c−1(1 − zr)−(c+2) dr∫ 1
0 r
n(1 − r)∑k k+c−1(1 − zr)−(c+1) dr
×
{
n +∑i i + c
n
n + 1
n +∑j j + c + 1 − 1
}
.
Since c + 1 > 0, 0z < 1, and {(n +∑i i + c)/n}/{(n +∑i i + c + 1)/(n + 1)} − 1 > 0
when
∑
i i + c > 0, we have
(n, , c, z) >
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c − n log
n +∑i i + c
n
.
Since the inequality log x(1/2)(x − 1/x) holds for x1,
(n, , c, z) >
(∑
i
i + c
)
n +∑j j − 1
n +∑k k + c −
n
2
(
n +∑i i + c
n
− n
n +∑i i + c
)
=
(∑
i
i + c
) ∑
j j − c − 2
2(n +∑k k + c) . (6)
Since
∑
i i + c > 0 and
∑
i i − c − 20 by the assumption, (6) is nonnegative. Thus we have
the desired result. 
Corollary 1. Suppose d3. Let b be an arbitrary positive number. If −1 < cd/2 − 2 and
a1/, then the Bayesian predictive density p,c,(y|x) based on the prior =(1/2,... ,1/2),c,()
dominates the Bayesian predictive density pJ(y|x) based on the Jeffreys prior J() =∏d
i=1 i
−1/2
.
Proof. The Jeffreys prior density is equal to ˜=( 12 ,... , 12 )(). Thus the condition
∑
i i − c −
20 in Theorem 2 implies cd/2 − 2. The inequality ∑i i + c = d/2 + c > 0 is satisﬁed
if c > −1. 
Since ,c,() is proper when c > 0, there exist proper priors dominating the Jeffreys prior
when d5.
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Fig. 1. The difference between the expected divergences E[D(p(y|), pS (y|x))|]− E[D(p(y|), p=(1/2,... ,1/2),c,
(y|x))|], which depends on  only through  = 1 + 2 + · · · + d . (a) d = 6, a = 1, b = 1,  = 1, and
c = −1,−0.5, 0, 0.5, and 1. (b) d = 6, c = 0.5, a = 1, b = 1, and  = 1, 4, 10, and ∞.
Fig. 1 shows the difference between the risk of p,c,(y|x) and that of pS(y|x) based on
S() = =(1/2,... ,1/2)() = 1
(
∑
i i )
d
2 −1(12 · · · d) 12
investigated by Komaki [5]. When  is close to 0, the risk of p,c,(y|x) is smaller than that of
pS(y|x). When  is large, the risk of p,c,(y|x) is larger than that of pS(y|x). Since pS(y|x)
is admissible [5], the risk of p,c,(y|x) cannot be smaller than that of pS(y|x) for every .
When a prior is proper, it can be easily shown that the corresponding Bayesian predictive density
is admissible.
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3. Parameter estimation
In this section, we show that the class of prior densities introduced in the previous section
is useful also for constructing Bayes estimators. In the case of the independent Poisson observ-
ables model, parameter estimation under Kullback–Leibler loss can be regarded as inﬁnitesimal
prediction.
There are few studies of estimation under Kullback–Leibler loss D(p(y|), p(y|ˆ(x))) except
for the work by Ghosh andYang [2], which characterized linear admissible estimators of the form
ˆi = cixi+bi , comparedwith the number of studies based on other loss functions such as squared-
error. What is called Stein’s loss is the Kullback–Leibler divergence D(p(y|ˆ(x)), p(y|)) with
the direction opposite to our setting.
First, we consider the model (2). The Kullback–Leibler divergence from the true probability
density p(y|) to a plug-in density p(y|ˆ) is given by
D(p(y|), p(y|ˆ)) = D(
d∏
i=1
p(yi |i ),
d∏
j=1
p(yj |ˆj ))
=
d∑
i=1
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∞∑
yi=0
exp(−bi ) (bi )
yi
yi ! log
exp(−bi ) (bi )
yi
yi !
exp(−bˆi ) (bˆi )
yi
yi !
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
= b
d∑
i=1
(
ˆi − i + i log i
ˆi
)
. (7)
Suppose that a prior density () is adopted and the observation x is given. Then∫
D(p(y|), p(y|ˆ(x)))p(|x) d
= b
∫ d∑
i=1
{(
ˆi (x) − ¯i (x) + ¯i (x) log ¯i (x)
ˆi (x)
)
+
(
¯i (x) − i + i log i
¯i (x)
)}
p(|x) d,
where ¯(x) is the posteriormeanbasedon the prior density() and the observation x, isminimized
when ˆ(x) = ¯(x). Thus, the (possibly generalized) Bayes estimator is the posterior mean given
the observation x.
Next, we consider the prediction problem introduced in Section 1 and put a = 1 for simplicity
and consider the limit b → 0. Then the limit of the risk divided by b can be regarded as the risk for
the inﬁnitesimal prediction. Let ˆ

(x) be the posterior mean, which is the (possibly generalized)
Bayes estimator of , based on the prior density () and the observation x. Then the limit is given
by
lim
b→∞
1
b
∑
y
p(y|) log p(y|)
p(y|x)
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= lim
b→0
1
b
∑
y
⎛
⎜⎜⎜⎜⎜⎝
d∏
i=1
exp(−bi ) (bi )
yi
yi !
× log
∏d
i=1 exp(−bi )
(bi )yi
yi !∫
(¯)
∏d
i=1[exp{−(1 + b)¯i}{(1 + b)¯i}xi+yi ] d¯∫
(¯)
∏d
i=1{exp(−¯i )(¯i )xi } d¯
∏d
j=1
byj
(1 + b)xj+yj yj !
⎞
⎟⎟⎟⎟⎠
=
d∑
i=1
(
ˆ

i (x) − i + i log
i
ˆ

i (x)
)
.
The limit coincides with (7) divided by b. Thus, in the case of the independent Poisson observ-
ables model, the estimation problem can be regarded as a special case of the prediction problem.
Therefore, in the same way as in the proofs of Theorem 2 and Corollary 1, we can prove the
following results.
Theorem 3. Suppose that we have an observation x from the probability density (1) with a = 1.
Let ,c,() be a prior density deﬁned by (3) with
∑d
i=1 i + c > 0,  > 0, and i > 0 (i =
1, 2, . . . , d). If c > −1,∑di=1 i −c−20 and 1, the posterior mean ˆ,c,(x) based on the
prior ,c,() dominates the posterior mean ˆ
˜
(x) based on the prior ˜() :=
∏d
i=1 i
i−1
under Kullback–Leibler loss (7).
Corollary 2. Suppose d3. If −1 < cd/2 − 2 and 1, then the posterior mean based on
the prior =(1/2,... ,1/2),c,() dominates that based on the Jeffreys prior J() =
∏d
i=1 i
−1/2
under Kullback–Leibler loss.
Thus, when d5, there exist proper Bayes estimators dominating the generalized Bayes es-
timator based on the Jeffreys prior. This result for the independent Poisson observables model
corresponds to the result by Strawderman [9] for Nd(, I ) (d5).
4. Discussion
The (i, j)-component of the Fisher information matrix of the independent Poisson observables
model (1) is
gij () := E
[

i
logp(x|) 
j
logp(x|)
∣∣∣∣ 
]
=
⎧⎨
⎩
1
i
(for i = j)
0 (for i = j),
(8)
where, for simplicity, we put a = 1.
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The ratio of the prior density =(1/2,... ,1/2),c,() and the Jeffreys prior J() is
=(1/2,... ,1/2),c,()
J()
=
(
∏d
i=1 
−1/2
i )
∫∞
0 exp
(
−
∑d
j=1 j
s
)
s−d/2(s + )−(c+1) ds
∏d
i=1 
−1/2
i
=
∫ ∞
0
1
sd/2
exp
(
−
∑d
j=1 xj 2
4s
)
(s + )−(c+1) ds, (9)
where xi := 2
√
i (i = 1, 2, . . . , d). The function (9) of x coincides with the ratio of Strawder-
man’s prior and the uniform prior for  of Nd(, I ). Here, 1 − c corresponds to a in [9].
We consider the parameter space {| ∈ Rd , i > 0 for 1 id} of the independent Poisson
observables model as a Riemannian manifold endowed with the Fisher metric (8). Then, the map
(1, 2, . . . , d) 	→ (2
√
1, 2
√
2, . . . , 2
√
d) =: (x1, x2, . . . , xd) ∈ Rd is an isometry of the
model manifold endowed with the Fisher metric onto Rd+ := {x|x ∈ Rd , xi > 0 for 1 id}
endowed with the usual Euclidean metric. Therefore, we can identify the model manifold with
Rd+.
Whenwe consider the parameter space {| ∈ Rd} of the d-dimensional normalmodelNd(, I )
as a model manifold endowed with the Fisher metric, the model manifold is isometric to the
Euclidean space Rd . Therefore, the independent Poisson observables model and the multivariate
normal model with known covariance matrix have similar differential geometric properties, and
it is natural from an asymptotic viewpoint that similar results hold for the multivariate normal
model and the independent Poisson observables model, for details see [6].
The results in the present paper have been proved by showing monotonicity of (4). On the other
hand, for the multivariate normal model, George et al. [1] have obtained several handy sufﬁcient
conditions under which a Bayesian predictive density based on a prior dominates that based on
the Jeffreys prior. Similar sufﬁcient conditions could be useful also for the independent Poisson
observables model, and further research is required.
Appendix
We give several lemmas and proofs.
Lemma 1. Let t be a positive real number, and let ,c,() be a prior density deﬁned by (3) with∑d
i=1 i + c > 0,  > 0, and i > 0 (i = 1, 2, . . . , d). Then,∫
,c,()
d∏
i=1
{
exp(−ti )(ti )xi
}
d1 d2 · · · dd
= t−1−(c+1)
d∏
i=1
(xi + i )
∫ 1
0
r
∑
j xj (1 − r)
∑
k k+c−1
{
1 −
(
1 − 1
t
)
r
}−(c+1)
dr
Proof. We have
∫
,c,()
d∏
i=1
{
exp(−ti )(ti )xi
}
d1 d2 · · · dd
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=
∫ (∏
i

i−1
i
)∫ ∞
0
exp
(
−
∑
j j
s
)
s−
∑
k k (s + )−(c+1) ds
×
d∏
l=1
{
exp(−tl )(tl )xl
}
d1 · · · dd
= tc
d∏
i=1
(xi + i )
∫ ∞
0
(
1 + 1
ts
)−∑j (xj+j )
(ts)−
∑
k k (ts + t)−(c+1) d(ts).
By putting ts = r/(1 − r), we have∫
,c,()
d∏
k=1
{
exp(−tk)(tk)xk
}
d1 d2 · · · dd
= tc
d∏
i=1
(xi + i )
∫ 1
0
r
∑
j (xj+j )
(
r
1 − r
)−∑k k ( r
1 − r + t
)−(c+1) 1
(1 − r)2 dr
= t−1−(c+1)
d∏
i=1
(xi + i )
∫ 1
0
r
∑
k xk (1 − r)
∑
i i+c−1
×
{
1 −
(
1 − 1
t
)
r
}−(c+1)
dr. 
The following lemma is equivalent to one of Gauss’ recursion formulae for the hypergeometric
function.
Lemma 2. Suppose u > 0, v > 0, z > 0, and a ∈ R. Then,
u
∫ 1
0
ru−1(1 − r)v−1(1 − zr)−a dr − (u + v − a)
∫ 1
0
ru(1 − r)v−1(1 − zr)−a dr
−a(1 − z)
∫ 1
0
ru(1 − r)v−1(1 − zr)−(a+1) dr = 0.
Proof. By partial integration, we have
az
∫ 1
0
ru(1 − r)v(1 − zr)−(a+1) dr
= −u
∫ 1
0
ru−1(1 − r)v(1 − zr)−a dr + v
∫ 1
0
ru(1 − r)v−1(1 − zr)−a dr.
Thus,
u
∫ 1
0
ru−1(1 − r)v(1 − zr)−a dr − v
∫ 1
0
ru(1 − r)v−1(1 − zr)−a dr
+a
∫ 1
0
ru(1 − r)v−1(1 − zr)−(a+1) dr − az
∫ 1
0
ru+1(1 − r)v−1(1 − zr)−(a+1) dr
+(−a + az)
∫ 1
0
ru(1 − r)v−1(1 − zr)−(a+1) dr = 0.
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Therefore,
u
∫ 1
0
ru−1(1 − r)v−1(1 − zr)−a dr − (u + v − a)
∫ 1
0
ru(1 − r)v−1(1 − zr)−a dr
−a(1 − z)
∫ 1
0
ru(1 − r)v−1(1 − zr)−(a+1) dr = 0. 
Lemma 3. Suppose that h(r) is a bounded nondecreasing function of r ∈ [0, 1]. Let u and v be
positive real numbers. Then,∫ 1
0
ru(1 − r)v−1
B(u + 1, v) h(r) dr
∫ 1
0
ru−1(1 − r)v−1
B(u, v)
h(r) dr
Proof. Let f (x) and g(x) be nondecreasing functions of x ∈ R. Suppose that X is a real random
variable and the variances of f (X) and g(X) exist. Let f¯ = E[f (X)]. Since f (x) is nondecreas-
ing, there exists c such that f (x) f¯ for xc and f (x) f¯ for xc. Since E[f (X)g(X)] −
E[f (X)]E[g(X)] = E[(f (X)−f¯ )g(X)] = E[(f (X)−f¯ )(g(X)−g(c))] and (f (x)−f¯ )(g(x)−
g(c))0 for all x, we have E[f (X)g(X)]E[f (X)]E[g(X)]. Let f (r) := h(r), g(r) := r , and
E[f (X)] := ∫ ru−1(1−r)v−1
B(u,v)
f (r) dr . Then,E[f (X)g(X)]/E[g(X)]E[f (X)]means the desired
inequality. 
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