The proposed approach is based on standard graph transduction, semi-supervised learning (SSL) framework. Its key novelty is the integration of global connectivity constraints into this framework. Although connectivity leads to higher order constraints and their number is an exponential, finding the most violated connectivity constraint can be done efficiently in polynomial time. Moreover, each such constraint can be represented as a linear inequality. Based on this fact, we design a cutting-plane algorithm to solve the integrated problem. It iterates between solving a convex quadratic problem of label propagation with linear inequality constraints, and finding the most violated constraint. We demonstrate the benefits of the proposed approach on a realistic and very challenging problem of cosegmentation of multiple foreground objects in photo collections in which the foreground objects are not present in all photos. The obtained results not only demonstrate performance boost induced by the connectivity constraints, but also show a significant improvement over the state-of-the-art methods.
Introduction
Given multiple images sharing overlapping contents, the goal of image cosegmentation is to simultaneously divide these images into non-overlapping regions of foreground and background. In an unsupervised setting, foreground is defined as the common regions that repeatedly occur across the input images [15] . In an interactive or supervised setting [1] , some foreground objects are explicitly assigned by an user as the regions of interest.
Kim and Xing [12] has recently proposed a multiple foreground cosegmentation (MFC) task, in which K different foreground objects need to be jointly segmented from a group of M input images. This scenario is very realistic, since not all objects need to appear in each image, i.e., each of images contains a different and unknown subset of the K objects. Three example images from the same group are shown in the first column of Fig. 1 . This task contrasts the classical cosegmentation problem dealt with by most existing algorithms [7, 1, 15, 10, 13, 21, 22] , where a much simpler and less realistic setting is usually assumed by requiring that the same set of objects occurs in every image. While this assumption provides a relatively strong prior which has been utilized by most of cosegmentation algorithms, it severely limits the application scope of these cosegmentation algorithms, since it is not valid for most real photo collections.
The fact that the MFC problem does not assume that each objects appears in every image, brings serious challenges to the cosegementation algorithms, which is addressed [12] . There are two iterative steps, foreground modeling and region assignment. The region assignment subproblem is solved by assuming foreground model is given. The authors of [12] consider two settings: supervised and unsupervised.
In the supervised setting, it is straight forward that foreground model can be built through objects labeled by users in the training images. In the unsupervised setting, foreground model can be initialized by running unsupervised cosegmentation method [13, 9] . As clearly demonstrated in [12] , the segmentation results in the supervised setting are significantly better. Their supervised setting is still very realistic from the point of view of real applications, since only a very small number of objects of interest must be marked by the user. Only 20% of images is used from groups of images containing 10 to 20 images. For example, this means that the user only needs to mark the objects in 2 out of 10 images. Since this supervised setting contains a very small number of training data, which is very challenging for supervised learning methods.
Our contribution is based on the observation that this is an ideal setting for semi-supervised learning (SSL). In particular, we formulate this problem as graph transduction SSL, which has demonstrated impressive results on many tasks, especially when there exists only a small amount of labeled data samples. Compared to supervised methods, its main advantage relies on using both labeled and unlabeled data during the training process, which yields considerable improvement in labeling accuracy, e.g., [27, 28, 24] .
However, the label propagation accuracy in graph transduction SSL highly depends on how reliable the similarity of graph nodes is. Since in the MFC application, the nodes represent image regions (segments or superpixels), their similarity is neither very discriminative nor particularly stable. In particular, due to large appearance variations of the same objects in different images, segments belonging to different objects may accidently have higher similarity than segments belonging to the same object.
To address this problem, we propose to constrain graph transduction SSL framework by integrating global connectivity constraints. In other words, we enforce that segments assigned the same label form connected regions in each image. Connectivity is naturally motivated by the human visual perception, and connectedness is a very intuitive and effective criterium for object segmentation, as has been demonstrated in [20, 14] in the context of supervised image segmentation.
As in [12] , for a given set of images containing common objects, we first perform over-segmentation to obtain several segments for each image separately. While [12] uses a spatial pyramid as the objects model, we only utilize color-SIFT and use bag-of-word (BoW) model to represent segments. Although using BoW enjoys some robustness to the object variations, such as changes in shape and orientation, it also makes the similarity between segments not very discriminative, which in turn significantly degrades the labeling results of SSL methods. To demonstrate this, we examine segmentation results by labeling in Fig. 1 . The second column shows the results of an SSL excellent method introduced in [24] . We call it regularized local and global consistency (RLGC). We can see that many disconnected regions are wrongly assigned the same labels because of their similar color and texture, for example, the face of baby and apple basket. This happens because in standard graph transduction SSL framework, each segment is taken out-ofcontext and labeled independently. While this is suitable for general SSL inference problem, it is clearly suboptimal in our application. In particular, while the segment graph encodes the visual similarity between pairs of segments, the spatial information between segments in the same image is totally neglected. This information is expressed as connectivity in the proposed framework.
In our graph-based formulation, if nodes representing segments from the same image share the same class label, they must form a connected subgraph [11] . This is a global property and it introduces high-order constraints. As shown in [14] , although it is an exponential problem (with respect to the number of nodes) to examine if two nodes are connected, finding the most violated connectivity constraint can be done efficiently in polynomial time. Moreover, each such constraint can be represented as a linear inequality.
To solve a SSL problem formulated with connectivity constraints in graph transduction formulation, we design a cutting-plane algorithm, in which we iterate between solving a convex problem of label propagation with linear inequality constraints, and finding the most violated constraint. We investigate two versions of our method.
The output of most graph transduction SSL methods, e.g. [27, 24] , represents the confidence of assigning data points to all labels. The discretization step is then performed on each unlabeled data point independently, by simply assigning the label with the largest confidence. The first version of our method enforce the connectivity constraints at the final discretization step of label confidences obtained through SSL learning. This can be considered as a postprocessing method, and could be applied to any SSL method. It can be solved as linear programming with linear inequality constraints.
More importantly, in the second version, we integrate the graph transduction formulation with connectivity constraints, and solve it as a convex quadratic programming with linear inequality constraints. We call this method graph transduction with connectivity constraints (GTC). Its segmentation examples are shown in the third column of Fig. 1 . As can be seen it significantly improves on label assignment of RLGC (second column). In particular, the baby face belongs to the baby not to the basket anymore. It even can correct wrong labels as can be seen in the first row, where the basket is wrongly labeled as baby by RLGC, which is corrected by GTC. We have a similar case for the basket in the second row. This examples as well as our ex-perimental results in Section 6 clearly demonstrate that the connectivity information can be used to increase the robustness of SSL methods.
We evaluate the proposed approach on real world MFC application on FlickrMFC dataset. It significantly outperforms the MFC method in [12] and other state-of-the-art cosegmentation methods.
The remainder of this paper is organized as follow: The related work is introduced in Section 2. In Section 3, we revisit the standard graph transduction SSL framework. In Sections 4 and 5, we introduce the proposed integration of connectivity constraints into the graph transduction framework, and derive a method to solve it efficiently.
Related Work
Many approaches have been proposed to solve the image cosegmentation problem [7, 1, 15, 10, 13, 21, 22] . All these approaches only consider two class (forground/background) cosegmentation problem. The initial model presented in [15] provides a framework to enforce consistency among two foreground histograms in addition to the Marov Random Field (MRF) segmentation terms for each image. In [10] , a discriminative clustering formulation is adopted, in which the goal is to assign foreground/background labels jointly to all images so that a supervised classifier trained with these labels leads to maximal separation of the two classes. Recently, a Random Walker based method is proposed in [4] , and is shown to be an effective framework for cosegmentation problem complementary to MRF formulation. While our method shares similar properties as [10] and [4] , in the sense that we also have a graph formulation and utilize the normalized graph Laplacian, we have a very different goal for constructing the graph, consequently, the definitions of nodes and edges in the graph are also very different. In particular, for both [10] and [4] , image pixels are taken as nodes, and edges only exist locally between pairs of nearby pixels. This follows the standard framework of spectral clustering for image segmentation [17] . In our method, the graph is constructed using segments as nodes, and the edges exist between every pair of segments, because the graph is used for the purpose of propagating the labels from labeled segments to unlabeled segments following the graph transduction SSL framework.
Semi-supervised learning is the intermediate range of the spectrum between supervised methods and unsupervised methods. It has been widely used to solve many kinds of machine learning and computer vision problems. In [26] , Zeisl et al. combined SSL with multiple instance learning to solve the object tracking problem. Fergus et al. [5] introduced a linear SSL method to label tiny images among a gigantic image collections. In [6] , SSL method is used to associate keywords (side information) of labeled and unlabeled images, so that a stronger classifier can be obtained for the image classification task. A SSL based hashing method is proposed in [25] for image retrieval. Recently, SSL is used in [18] for solving scene categorization task, where constraints based on mutual exclusion and comparative attributes are imposed. In [23] , SSL has been applied to improve the affinity metric for single image segmentation. Our approach is very different from these SSL applications to computer vision problems. To our best knowledge, this is for the first time that connectivity constraints are considered in the SSL framework.
Semi-supervised Learning (SSL)
In this section, we will first introduce how do we construct the segment graph in Sec 3.1 And in Sec 3.2, we will review how to use the graph transduction method to solve a standard semi-supervised learning problem. Finally, in Sec 5, we focus on how to impose the connectivity constraints under semi-supervised learning framework and how to solve it efficiently.
Segment Graph Construction
Given a set of images which contain multiple common objects, we first divide each image I m into segments (or superpixels) S m = {s 1 m , . . . , s K m }. Set V be the set of the segments in all images. Any segmentation algorithm can be used here. We used submodular image segmentation method introduced in [13] . We assume that segments in a small number of images are labeled with object categories. We are given a small set of labeled segments, and a large majority of unlabeled segments. Our goal is to infer a label for each unlabeled segment.
We define a weighted graph G = (V, W), where is a nonnegative matrix representing the pairwise similarity of image segments, which is defined as follows. For each segment s i , we compute its ColorSIFT descriptor [19] and quantize them according to a codebook. Then a bag-ofwords histogram x i is used to represent segment s i . For two nodes i and j representing two different segments s i and s j , the weight w ij is computed using a RBF kernel:
where d(x i , x j ) computes the X 2 distance between x i and x j , and σ is the kernel bandwidth parameter. We follow [3] to compute σ. In particular, σ =dist k /3, wheredist k is the average distance between each sample and its kth nearest neighbor. Since sparsity is important to remove noise and it has been proved that semi-supervised learning algorithms are more robust when run on a sparse graphs [8] , we set w ij = 0, if i / ∈ kNN(j), where kNN denotes the set of k nearest neighbors (k is the same as used in computing σ).
Graph Transduction for SSL
We assign the class labels to unlabeled image segments in a standard graph-based semi-supervised learning framework, which we review here. Let the node degree matrix
. Graph-based semi-supervised learning methods propagate label information from labeled nodes to unlabeled nodes [28] . Most methods define a continuous variable F ∈ R N ×C that is estimated on the graph to minimize a cost function. The cost function typically used has two tradeoff terms. One term is used to measure the smoothness of the function on the graph of both labeled and unlabeled data, with the second term used to measure the fitness between F and the label information for the labeled nodes. In particular, we follow the formulation introduced in [24] . We call the method regularized local and global consistency (RLGC), since it modifies the cost function from the classic local and global consistency (LGC) method [27] by adding a node regularizer R:
where μ is a constant. The matrix R is used to balance the influence of labels from different classes. It works as node regularizer that normalizes labels within each class based on node degrees. This is very important for the problems with highly unbalanced labeled nodes, which is the case for our application. R = diag(r) in which r = [r 1 , . . . , r N ] is computed as
Due to the convexity of the cost function in (2), we obtain a closed form solution by zeroing the partial derivative ∂Q ∂F = 0. With simple algebra, we can derive
where P = ( L μ + I) −1 as the propagation matrix [27] .
After obtaining the continuous solution F * ∈ R N ×C , we need to binarize it into Y * ∈ {0, 1} N ×C . As is usually the case in graph transduction SSL, this is a simple argmax step: for every node i determine l * = arg max l F * 
Constrained SSL
According to the cost function defined in (2), to solve the SSL problem, we need to solve a QP problem defined on continuous variable F ∈ R N ×C . In this section we extend this problem by adding linear constraints to enforce connectivity.
Let C denotes a set of matrices M ∈ {−1, 0, 1} C×N representing linear constraints. We consider the following constrained formulation of Eq. (2):
With an empty constraints set C, minimizing (5) is equivalent to minimizing (2) . Hence it is a convex QP problem and it has a closed form solution F as shown (4) . With a non-empty set of linear constraints, convexity still holds. Although the closed form solution cannot be derived, problem (5) can be solved efficiently by many existing solvers.
In this work, we use IBM CPLEX (v12.4) to get the optimal solution.
Enforcing Connectivity Constraints in SSL
Before we give the formal definition of the connectivity constraints, we first introduce a binary adjacency graph G = (V, A) to represent the spatial adjacency of segments, i.e., A(i, j) = 1 if two segments s i , s j belong to the same image and are adjacent and A(i, j) = 0 otherwise. Let conn(G) denotes the set of all connected subgraphs of G. Of course, the nodes of each connected subgraph must represent segments belonging to the same image.
Each subgraph of G can be expressed with an indicator vector u ∈ {0, 1} N . Hence we can identify conn(G) with the set of indicator vectors u ∈ {0, 1} N representing connected subgraphs of G, i.e., conn(G) ⊂ P({0, 1} N ). By taking the convex hull of conn(G) we obtain a polytope
N is the Ndimensional hypercube. We call Z a connected subgraph polytope of G.
The most well-known problem defined on Z is finding maximum-weight connected subgraph. As proved in [11] , even with a linear target function in this problem, it is NPhard to optimize. Therefore, to make an optimization problem defined on Z to be polynomially solvable, we have to relax Z. To do this, we follow the method introduced in [14] . It is proved that each facet of Z can be defined by a linear inequality equation. For a better characterization of the facet, we need to define vertex-separator sets [14] , as follows:
Given an undirected graph G = (V, A), for any pair of vertices i, j ∈ V, i = j, A(i, j) = 0, the set S ⊆ V \ {i, j} is said to be a vertex-separator set with respect to {i, j} if the removal of S from G disconnects i and j, which means that there exists no path between i and j in the subgraph with the vertex set V \ S.
In addition, we defineS as an essential vertex-separator set if it is a vertex-separator set with respect to {i, j} and any strict subset T ⊂S is not. We denote with S(i, j) the set of all essential vertex-separator sets with respect to {i, j}. An example of essential vertex-separator sets is shown in Fig 2(c) .
The proposed SSL algorithm with connectivity constraints is an iterative cutting-plane method. It alternates between solving a convex quadratic programming (QP) with linear inequality constraints (5) according to graph (G, W), and adding a new connectivity constraint (facet) according to graph (G, A).
Let F t be a solution of (5) obtained at iteration t. We need to examine whether F t violates the connectivity constraints. In order to do this, we need to define the connectivity constraints as linear constraints. Since our goal is to enforce connectivity of image segments belonging to the same object, i.e., having the same label, for a pair of segments s i and s j we only check the connectivity constraints if they are in the same image and have the same label l. We denote with H a set of all triples (i, j, l) such that s i and s j are in the same image, are not adjacent, i.e., A(i, j) = 0, and the probability for both segments have label l ∈ L is positive, i.e., F t il , F t jl > 0. We call H a check condition set, since only for triples in H the connectivity condition needs to be checked.
As proved in [14] , each facet of the polytope containing Z is defined by the following linear inequality for a label l ∈ L and for all pairs (i, j) such that (i, j, l) ∈ H:
For a triple (i, j, l) ∈ H, proving that no violated inequality exists or finding the most violated inequality in (6), which is given by S * (i, j, l) = arg max
can be solved efficiently by computing max-flow 1 on an auxiliary directed graph. More details on how to construct the auxiliary directed graph can be found in [14] .
Then find (i * , j * , l * ) ∈ H with the largest violation as
Let S * (i * , j * , l * ) be the vertex-separator set that yields the maximum value in (8) . If
the iterative process stops, since no constraints are violated. Otherwise, there is constraint violated, and it can be represented by the l * th column in M, with M i * l * , M j * l * = 1, and
, and M kl * = 0 otherwise. Then M is added to the constraint set C, and in next iteration, we solve Eq. (5) with the updated C. This iterative process stops when no constraints are violated, or the change between F t and F t+1 is smaller than a threshold. Finally, the output F * is binarized to the label indictor Y * the same way as at the end of Section 3.2: for every node i determine l * = arg max l F * il , and then set Y *
We call the proposed method graph transduction with connectivity constraints (GTC), since it integrates RLGC graph transduction formulation and global connectivity constraints. The entire algorithm is described in Alg. 1.
Algorithm 1 Graph Transduction with Connectivity Constraints (GTC)
Input:
obtain F t by solving Eq (5). 4: find the most violated constraints S * (i * , j * , l * ) using Eq (8) 5: if Eq (9) holds for S * (i * , j * , l * ) then 6:
end if 8: derive linear equality constraint M from S * (i * , j * , l * )
9:
In Fig. 3 , we visualize some examples of the most violated connectivity constraints discovered by our algorithm. For each left image, we use two green dots to show the pair Figure 3 . Visualization of the most violated connectivity constraints. Green dots: pair of segments with the same label that are not connected. Blue dots: essential vertex-separator set. Adjacency connection between segments is displayed using black lines.
of segments with the same label that are not connected. Essential vertex-separator set, which corresponds to the violated constraints, is shown using blue dots. We do not show the actual segments for better visualization. The edges are shown as black lines. In the right image, we show the result of resolved constraints after the next iteration. In particular, it should be noticed that there are two ways to resolve the constraints. One is to change the label for either of the two green dots so that two segments are no longer with the same label. The other one is to change the labels of some of the separating segments marked in blue dots to the label of the segments with green dots, which makes the two green dots segments connected. As the examples illustrate, our algorithms automatically determines which of the two kinds of solutions is better.
For any semi-supervised learning method that yields a continuous label confidence matrix F * , it is only possible to impose the connectivity constraints at the final binarization step of F * . For this we formulate the binarization step as solving a linear MRF problem with the connectivity constraints:
This constrained problem can be solved using our GTC framework presented above (by only replacing the target function in (5) with the linear target function in (10)). This can be considered as a postprocessing step, and it can be applied to any semi-supervised learning method. We name this method as GTCP, where P stands for postprocessing. If the constraint set C is empty, the solution of (10) is simply the argmax rule, as described at the end of Section 3.2, which is a standard binarization procedure for graph transduction SSL algorithms. Hence the proposed GTCP can be viewed as binarization of SSL solutions with connectivity constraints.
To summarize, RLGC solves the problem under a standard SSL framework, where only affinity graph (G, W) is utilized, and the connectivity between nodes is not considered. In GTCP, the constraints are considered, but only at the final binarization step of label confidences. For GTC, we integrate connectivity with RLGC in an iterative framework. By utilizing the additional information from adjacent graph (G, A), GTC can improve the label propagation process by increasing its robustness to the unstable affinity measurement in (G, W) . This is demonstrated by the experimental results in the next section.
Time Complexity: For the proposed GTC algorithm, in each iteration, solving convex QP with inequality constraints is very efficient. The main computation comes from finding the most violated connectivity constraints. However, this is carried out for each image and for each label independently. Therefore, if there are M images each decomposed into at most K segments, we only need to solve max-flow problem for at most M CK 2 times, where we recall that C is the number of object classes. In our method, K is usually a very small number (we follow [12] , and obtain K = 18 segments using [13] ). Also, this computation can be easily parallelized, which would further reduce the computation time.
Experimental Evaluation
We evaluate the proposed approach on a realistic and very challenging dataset called FlickrMFC dataset [12] 2 . It consists 14 groups of images. Each group has 10 to 20 images, which are sampled from a Flickr photo stream. A finite number of repeating objects is contained in the same group, but the objects are not present in every image.
We follow the protocol of the interactive multiple foreground cosegmentation in [12] , in which for each image group, 20% of images are randomly selected as training images, and the objects label in those images are provided. The labels represent a manual input of an user who marks the regions with main objects. The rest of images is used for testing. For each image set, 10 random splits is used, and the segmentation accuracy is averaged.
To evaluate the segmentation accuracy, the standard metric of PASCAL challenges is adopted, in which the intersection-over-union metric is measured. In particular, we follow the evaluation metric used in [12] , where the segmentation accuracy is computed as ( GTi∩Ri GTi∪Ri ). We compare our methods GTCP and GTC to the state- of-the-arts methods that have been evaluated on this dataset. The results are reported in Table 1 as the average accuracy over all 14 image sets. MFC-S [12] and our method can be viewed as typical SSL methods, since both require a small number of labeled data (labeled foreground objects in training images). The algorithm CoSand (COS) [13] and the discriminative clustering method (DC) [10] , are not designed to handle irregularly appearing multiple foreground objects. Hence they require that all images are first manually divided into several subgroups so that the images of each subgroup share the same foreground object. Hence they also require user input, although no label information need to be explicitly provided as in a semi-supervised scenario. Only LDAbased unsupervised localization method (LDA) [16] is truly unsupervised. The results of LDA, DC, COS, MFC-S are copied from [12] .
As can be seen in Table 1 , the performance of RLGC [24] , which belongs to classic graph transduction SSL methods, is comparable to MFC-S. This demonstrates the effectiveness of solving MFC problem in SSL framework, and in particular, the benefits of utilizing unlabeled data in addition to labeled data for label inference. Our postprocessing method GTCP applied directly to the label confidence scores of RLGC is able to significantly increase the segmentation accuracy, which demonstrates the benefits of the global connectivity constraints. Finally, our main proposed method GTC significantly outperforms all other methods. In particular, it increased the segmentation accuracy of MFC-S by 14%. Moreover, the fact that GTC outperforms our postprocessing method GTCP by over 7% shows the importance of enforcing the global connectivity constraints directly in the graph transduction SSL framework. Some example segmentation results of GTC are shown in Fig. 5 . Table 1 . Average segmentation accuracy (PASCAL intersectionover-union metric) on FlickerMFC dataset from [12] .
LDA DC COS MFC-S RLGC GTCP GTC
We also give a detailed comparison of the segmentation accuracy of RLGC, GTCP and GTC on the 14 image groups in FlickerMFC dataset in Fig. 4 . GTC outperforms RLGC and GTCP on all 14 groups of images except fishing.
Conclusion
In this work, we integrate the global connectivity constraints with graph transduction learning framework to address a very challenging task: multiple foreground cosegmentation. Connectivity constraints are naturally motivated by human visual perception in that we prefer to identify objects as connected image regions. They play a similar role in our approach by enforcing consistent class label assignment to connected image regions, which significantly improves the segmentation results. State-of-the art results are achieved on the benchmark dataset FlickrMFC, which clearly demonstrates the effectiveness of the proposed approach.
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