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Abstract: In the field of chemical engineering, mathematical models have been proven to be
an indispensable tool for process analysis, process design, and condition monitoring. To gain
the most benefit from model-based approaches, the implemented mathematical models have to
be based on sound principles, and they need to be calibrated to the process under study with
suitable model parameter estimates. Often, the model parameters identified by experimental
data, however, pose severe uncertainties leading to incorrect or biased inferences. This applies
in particular in the field of pharmaceutical manufacturing, where usually the measurement data
are limited in quantity and quality when analyzing novel active pharmaceutical ingredients.
Optimally designed experiments, in turn, aim to increase the quality of the gathered data in the
most efficient way. Any improvement in data quality results in more precise parameter estimates
and more reliable model candidates. The applied methods for parameter sensitivity analyses and
design criteria are crucial for the effectiveness of the optimal experimental design. In this work,
different design measures based on global parameter sensitivities are critically compared with
state-of-the-art concepts that follow simplifying linearization principles. The efficient implementation
of the proposed sensitivity measures is explicitly addressed to be applicable to complex chemical
engineering problems of practical relevance. As a case study, the homogeneous synthesis of
3,4-dihydro-1H-1-benzazepine-2,5-dione, a scaffold for the preparation of various protein kinase
inhibitors, is analyzed followed by a more complex model of biochemical reactions. In both studies,
the model-based optimal experimental design benefits from global parameter sensitivities combined
with proper design measures.
Keywords: optimal experimental design; global parameter sensitivities; optimal design measures;
robustification; point estimate method
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1. Introduction
Mathematical models have been proven to be an indispensable tool in chemical engineering
research and design. For instance, model-based and computer-aided concepts are the standard in
process analysis [1–3], process design [4–6], and condition monitoring [7–9]. To gain the most benefit of
model-based approaches, the model-building process itself becomes a crucial step in computer-aided
process analysis and design. When it comes to mathematical modeling and model-based design,
model developers are challenged by the problem of providing meaningful results. The situation is the
same for the computer-aided process design of pharmaceutical processes and active pharmaceutical
ingredients (API) syntheses [10,11]. In addition to a proper model structure determining the
interconnection of involved quantities and species, the most critical part is to identify related model
parameters [12,13]. When assuming a correct model structure, any mismatch of measurement data
and simulation results is mainly attributed to biased model parameters. Optimal tuning of those
model parameters according to the experimental data is an essential step in the process of model
development where model parameters are iteratively adapted until simulation results fit the given
measurement data best [12,14]. Thus, the quality of model-based results depends significantly on the
quality of the parameter estimates. The parameter quality itself, however, depends on the quality
of the measurement data and the conducted experiments, respectively. The operating conditions of
the experiment indirectly determine the sensitivity of the model parameters to the simulation results.
The parameters with a high sensitivity are likely to be reliably identified. Model parameters with low
sensitivity, in turn, can be changed by an order of magnitude with little to no effect. Any attempt at a
manual or algorithmic tuning of such insensitive parameters is error prone by definition. To avoid
this kind of ill-posed parameter identification problem, model-based optimal experimental design
(MB-OED) comes into play [14–17]. The aim of MB-OED is to redesign the experimental setup ensuring
high sensitivities of all parameters over the course of the experimental run. To this end, a dynamic
optimization problem has to be solved, which typically includes the following generic steps; see also
Figure 1 for their interaction. First, the parameter sensitivities of a given model candidate have to be
quantified. Based on the parameter sensitivities, a suitable design measure is defined and evaluated,
which translates parameter sensitivities into algorithmically evaluable quantities. After specifying
potential design variables of the experimental setup, which are practically feasible and allow the control
of the main process states, an optimizer routine adapts the experimental setup iteratively. The resulting
optimal design variables determine the setup of the next experimental run, which is expected to
produce new informative measurement data. These data, in turn, represent operating conditions
at which, in general, the model parameters show an increased sensitivity leading to more precise
parameter estimates. This MB-OED loop is reiterated until the parameter estimates fulfill the needs of
particular modeling tasks. While following the proposed work flow, i.e., (1) sensitivity quantification,
(2) design measure evaluation, (3) dynamic optimization, and (4) running an optimally designed
experiment, the final result depends critically on the sensitivity measure and its proper implementation.
Any improper choice at this point will lead to sub-optimal experimental designs and non-informative
data. Thus, reliable sensitivity measures are mandatory for MB-OED to provide the most informative
data possible. This aspect is particularly relevant for syntheses of active pharmaceutical ingredients,
where typically the number of novel drugs and the number of experimental runs are limited.
In the literature, most implementations of MB-OED are based on local sensitivities as part of
the Fisher information matrix (FIM) [12,14,16,18–20]. Technically, the inverse of the FIM is used
to approximate the covariance matrix of the parameter estimates [12,14,18]. This local approach
assumes a linear relation between parameter perturbations and model responses—at least locally in
the neighborhood of the correct reference parameter values. As the actual parameter values, however,
are typically unknown, their current best estimates have to be inserted instead. Thus, the calculated
local sensitivities may fall short as they do not describe the underlying nonlinearities and because
of biased reference parameters [16,21]. To compensate for biased references, sensitivity gradients
can be evaluated at various but representative parameter values within the given parameter domain
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following a Bayesian experimental design principle [22–24]. Here, the basic idea is to get an improved
approximation of the local sensitivities based on an averaged measure [25]. Nonlinear effects, however,
still remain unaddressed. Most parameter identification problems of practical relevance in the field
of pharmaceutical processes are characterized by nonlinear impacts of model parameters on model
responses [19]. Thus, local sensitivities, in general, might lead to oversimplified inferences, less robust
experimental designs, and an unnecessarily high number of experimental reiterations [21]. This last
point, as mentioned previously, is of critical relevance when analyzing novel but exceedingly rare
drug candidates.
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Figure 1. Key elements of the model-based optimal experimental design (MB-OED): the parameter
sensitivity approach and the implemented design measure determine the quality of the designed
experiment significantly.
Alternatively, in the last decade, the implementation of global sensitivities for MB-OED has been
introduced in the literature [25–27]. Global sensitivities by definition take into account nonlinear effects
and multivariate parameter dependencies. To the best of the authors’ knowledge, the usefulness of
GSA and its practical implementation for pharmaceutical and (bio)chemical processes have not been
analyzed thus far. This manuscript shows how global sensitivities can be determined efficiently by
a deterministic sampling rule even for complex models with a large number of model parameters,
which makes GSA available for advanced MD-OED strategies.
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The focus of this study is to compare and assess different parameter sensitivity measures, as well
as an analysis of the need for novel design criteria for MB-OED. In particular, local sensitivity
analysis (LSA), robust local sensitivity analysis (rLSA), and global sensitivity analysis (GSA) are
introduced. In addition to state-of-the-art (SoA) design criteria, further alternatives are discussed
in the following. Thus, the paper unfolds as follows. First, the basics of parameter sensitivity
analysis as a key element of optimal experimental design are presented in Section 2. Here, the focus
is also on the efficient implementation of global parameter sensitivities. Based on the derived
sensitivity measures, optimal design metrics are derived in Section 3. In Section 4, the proposed
concept is illustrated by two pharmaceutically relevant processes, the homogeneous synthesis of
3,4-dihydro-1H-1-benzazepine-2,5-dione, a scaffold for the preparation of various protein kinase
inhibitors, and a more complex biochemical synthesis example. The conclusions are given in Section 5.
2. Sensitivity Measures
In the literature, different methods and concepts for parameter sensitivity analysis (SA) exist,
ranging from local to global approaches [28–30]. In the context of MD-OED, sensitivity analysis is an
inherent part of the optimization problem aiming to provide an optimal range of sensitivities over the
course of the experimental run. In the following, we consider nonlinear state-space models of the form
dx(t)
dt
= f (x(t), u(t), θ), (1)
y(t) = h(x(t), u(t), θ), (2)
where x(t) is the vector of model states (x ∈ Rn), u(t) is the vector of system inputs (u ∈ Rr), θ is the
vector of parameters (θ ∈ Rp), and y(t) is the vector of model outputs (y ∈ Rm). Typically, only a
minor subset of the states x(t) can be measured directly or indirectly; i.e., m < n. The proposed
concepts can be extended to more general model types, e.g., differential algebraic or partial differential
equation systems, but are discussed here solely for nonlinear state space models for the sake of clarity.
As the model parameters θ are typically unknown, they have to be identified by minimizing the error
between simulation results, y(t), and measurement data, ydata(t). By following a maximum likelihood
estimation procedure and assuming additive white measurement noise with a standard deviation of
one [14], the parameter identification problem simplifies to
θˆ = arg min
θ
K
∑
i=1
||ydata(ti)− y(ti)||2, (3)
where K is the number of measurement time points. According to the measurement noise and
the Doob–Dynkin lemma [31], the identified model parameters θˆ are random variables as well;
for example, measurement uncertainties induce stochastic parameter uncertainties. The resulting
parameter uncertainties, in turn, are determined by the data quality and parameter sensitivities alike.
2.1. Local Parameter Sensitivities
In practice, local sensitivities are the standard for analyzing the effect of parameter variations on
model-based results [28,29,32]. Local sensitivities SLSA are typically expressed by partial derivatives of
the j-th model output, y[j](t), with respect to the i-th model parameters, θ[i], as
SLSA[i, j](t) =
∂y[j](t)
∂θ[i]
(4)
and summarized by the sensitivity matrix SLSA(t) ∈ Rm×p while j = 1, . . . , m and i = 1, . . . , p. In the
field of dynamical systems, the governing equations of the original model (Equation (2)) have to be
extended by sensitivity terms of the states, SLSAx , which are solved in parallel according to
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S˙LSAx =
∂ f
∂x
· SLSAx +
∂ f
∂θ
; SLSAx (t = 0) = 0n×p. (5)
Thus, the output sensitivities can be expressed as
SLSA =
∂h
∂x
· SLSAx +
∂h
∂θ
. (6)
Alternatively, the gradients (Equation (4)) can be calculated with various numerical methods,
e.g., automatic differentiation or finite differences. Here, the interested reader is referred to [32,33] and
references therein.
Technically, local sensitivities provide information about the relevance of model parameters
in the neighborhood of a reference point within the defined parameter space, a reference which is
typically unknown for most practical problems. In an ideal world, hypothetically, the reference point
corresponds to the exact model parameters. Moreover, the general idea of local SA measures is
based on linearization principles; i.e., the original, nonlinear model (Equation (2)) is linearized at the
(unknown) reference point. Thus, nonlinear effects are ignored although the analyzed models may
have strong nonlinearities involved [21]. The resulting approximation errors may render the outcome
of such a sensitivity analysis meaningless and difficult to interpret in general. To compensate for
the dependency of unknown reference points, a multi-point averaging approach can be applied as
described in the following sections.
2.2. Robustification: Multi-Point Averaging Approach
As the reference points for the sensitivity gradients are typically unknown, local sensitivities may
provide artifacts; i.e., insensitive parameters are identified as sensitive or vice versa. To avoid this kind
of mis-classification, an averaged version of the sensitivity matrix (Equation (4)) seems to be a more
robust measure [25,34] following a Bayesian experimental design principle [22–24] and is defined as
SrLSA[i, j](t) = E[SLSA[i, j](t)] =
∫
Ω
SLSA[i, j](t)pd fθ[i] dθ[i], (7)
where E[·] is the expected value, Ω is the support domain, and the probability density function (PDF),
pd fθ[i], represents the assumed parameter variation of the i-th parameter. According to Equation (7),
for linear problems, the proposed concept simplifies to the local SA expression [25]. In most practical
scenarios, there exists no analytical solution of Equation (7). Thus, Monte Carlo (MC) simulations are
evaluated instead to solve a discretized approximation resulting in a multi-point averaging approach
equal to
SrLSA[i, j](t) = E[SLSA[i, j](t)] ≈
N
∑
k=1
SLSA[i, j](θk[i], t), (8)
where θk[i] represents the k-th realization of the i-th parameter according to the given PDF. The sample
number, N, determines the total number of function calls of Equation (5) needed to approximate the
averaged sensitivity measure, i.e., for each parameter realization, θk, Equation (5) has to be vectorized
and solved in parallel with the dynamic model (Equation (1)) that is also evaluated for θk. By using
SrLSA instead of the standard local quantities SLSA, the resulting parameter sensitivities are more
representative of nonlinear problems [34–36] and may provide a reliable base for subsequent MB-OED
studies. As standard MC simulations might become prohibitive in terms of computational load,
efficient sample-based approaches are mandatory and will be discussed in more detail in Section 2.4.
The multivariate interaction, however, of the analyzed model parameters is still not taken into
account appropriately by the multi-point averaging concept. Here, the framework of global sensitivities
seems to be more suitable to rank vaguely known parameters and to quantify their interactions.
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2.3. Global Parameter Sensitivities
Global sensitivity measures treat parameters, θ, and model outcomes, y(t), as random variables
and aim to quantify the amount of variance that each parameter, θ[i], adds to the total variance of
the output, σ2(y(t)) [29,37,38]. In detail, the parameter ranking is done by the amount of output
variance that disappears when the i-th parameter θ[i] is assumed to be known, σ2(θ[i]) = 0. For this
particular parameter, a conditional variance, σ
−i
2(y(t)|θ[i]), can be derived. Here, the subscript −i
indicates that the variance is taken over all parameters other than θ[i]. As θ[i], in reality, is a random
variable, the expected value of the resulting conditional variance, E
i
[
σ
−i
2(y(t)|θ[i])
]
, has to be analyzed.
The subscript notation of E
i
indicates that the expected value is taken only over the parameter θ[i] itself.
Finally, the total output variance, σ2(y(t)), can be split into two additive terms [29] equal to
σ2(y(t)) = σ
i
2(E
−i
[y(t)|θ[i]]) + E
i
[σ
−i
2(y(t)|θ[i])]. (9)
Here, the variance of the conditional expectation, σ
i
2(E
−i
[y(t)|θ[i]]), represents the contribution
of parameter θ[i] to the total variance σ2(y(t)). The normalized expression given in Equation (10) is
known as the first-order Sobol sensitivity index [29] and is used in the following to analyze parameter
sensitivities and multivariate parameter interactions, respectively:
SGSA[i](t) =
σ
i
2(E
−i
[y(t)|θ[i]])
σ2(y(t))
. (10)
Similar to the multi-point averaging approach (Section 2.2), the integral terms associated
with σ2(y(t)), E
−i
[y(t)|θ[i]], and σ2(y(t)|θ[i]) are commonly evaluated with MC simulations [39].
For global sensitivity studies of complex models, MC simulations have prohibitive computational
costs. Thus, while implementing an MB-OED strategy based on global sensitivities, highly efficient
methods have to be used. The most relevant concepts in this direction are outlined in the next section.
2.4. Implementation Aspects
Over the last two decades, various methods have been developed to calculate Sobol indices
efficiently. The most frequently used approaches are based on advanced MC simulations and
polynomial chaos expansion (PCE) principles [40]. In comparison to ordinary MC simulations,
advanced sampling concepts aim for a better convergence rate by an improved space-filling sampling
strategy, i.e., to avoid clustering effects, as well as gaps in the p-dimensional sampling space [41].
Please note that p represents the dimension of the random vector, i.e., the number of not perfectly
known model parameters. For instance, so-called quasi-MC methods have a convergence rate
of O((log N)p/N), which for low-dimensional problems can lead to a significant reduction in
computational costs in comparison to O(1/√N) for ordinary MC [41]. On the other side, PCE-based
approaches aim to replace the original CPU-intensive model with a handy and easy-to-evaluate
surrogate model first. Then, some characteristics of the derived PCE models are used to express global
sensitivities analytically by using the PCE coefficients directly or to run additional MC simulations at
low computational costs [42]. The parameterization of the PCE model, however, requires a significant
number of reference simulations of the original model. Both concepts, advanced MC methods and
PCE, might be prohibitive for MB-OED problems because of their computational costs. Highly efficient
uncertainty handling methods are needed instead. Here, the point estimate method (PEM) provides a
fair compromise in terms of CPU load and accuracy [43,44].
The fundamental idea of the PEM is to choose sample points, θk, and associated weights, wk,
in accordance with the first central moments of given random variables [43]. However, in comparison
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to MC simulations, these sample points are generated deterministically and not randomly. Assuming a
three-dimensional parameter problem, for instance, the resulting sample set reads as
GF(±ϑ) =
θ[1]θ[2]
θ[3]
+

ϑ0
0
 ,
−ϑ0
0
 ,
0ϑ
0
 ,
 0−ϑ
0
 ,
00
ϑ
 ,
 00
−ϑ

. (11)
The generator function, GF(±ϑ), creates the sample set by permuting an element θ[i] of the
original random vector θ one by one by the amount of ϑ. Thus, the scaling parameter, ϑ, controls the
spread of the sample points in the p-dimensional parameter space. To calculate the expected value,
the discretized integration problem reads as
E[g(θ)] =
∫
Ω
g(θ)pd fθdθ ≈ w0g(θ) + w1g(GF(±ϑ)), (12)
with w0 = 1− p/ϑ2 and w1 = 1/2ϑ2 assuming a standard Gaussian distribution. Moreover, the overall
precision of the PEM can be increased gradually by considering higher-order central moments of θ.
The more precise approximation scheme [44,45] results in
E[g(θ)] =
∫
Ω
g(θ)pd fθdθ ≈ w0g(θ)+
w1g(GF(±ϑ)) + w2g(GF(±ϑ,±ϑ)),
(13)
where GF(±ϑ,±ϑ) implies the simultaneous variation of two elements of the given parameter vector θ.
Thus, the number of generated sample points, θk, scales quadratically with 2p2 + 1 for a p-dimensional
parameter problem: a good balance of computational load and approximation power.
The four unknown coefficients, ϑ, w0, w1, and w2, can be expressed analytically as
ϑ =
√
µ4
µ2
, (14)
w0 =
−2µ22µ4 p + µ2,2µ22(p2 − p) + 2µ0µ24
2µ24
, (15)
w1 =
µ22(µ4 + µ2,2(1− p))
2µ24
, (16)
w2 =
µ22µ2,2
4µ24
, (17)
where µ0 =
∫
1pd fθdθ is the zeroth central moment, µ2 =
∫
θ[i]2 pd fθdθ the second central moment,
µ4 =
∫
θ[i]4 pd fθdθ the fourth central moment, and µ2,2 =
∫
θ[i]2θ[j 6= i]2 pd fθdθ a bivariate central
moment. Depending on the PDFs and their central moments, different PEM coefficients are derived.
For instance, specifications of different PDFs and their corresponding PEM coefficients are given in
Tables 1 and 2, respectively. Here, three different PDF types are considered: (i) normal distribution
to represent the uncertainty range of well-known parameter variations; (ii) uniform distribution
for cases where almost no information about the parameter variation is available; and (iii) triangle
distribution to represent expert knowledge of parameter variations; i.e., the most likely parameter
values and plausible upper and lower bounds. Within the individual distribution classes, any desired
realization can be derived with a linear transformation step without loss of approximation accuracy,
while non-symmetric or non-parametric distributions can be represented by iso-probabilistic but
nonlinear transformation rules [42], which might introduce additional approximation errors.
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Table 1. Statistical central moments of the standard normal (N ), uniform (U ), and triangle (T ) distribution.
Distribution µ0 µ2 µ4 µ2,2
θ[i] ∼ N (0, 1), ∀i = 1, . . . , p 1 1 3 1
θ[i] ∼ U (−1, 1), ∀i = 1, . . . , p 1 1/3 3/5 1/9
θ[i] ∼ T (−1, 1), ∀i = 1, . . . , p 1 1/6 1/15 1/36
Table 2. PEM parameters according to the standard normal (N ), uniform (U ), and triangle (T ) distribution.
Distribution ϑ w0 w1 w2
θ[i] ∼ N (0, 1), ∀i = 1, . . . , p √3 1+ p2−7p18 4−p18 136
θ[i] ∼ U (−1, 1), ∀i = 1, . . . , p 3
√
5
5 1+
25p2−295p
1458
160−25p
1458
25
2916
θ[i] ∼ T (−1, 1), ∀i = 1, . . . , p
√
10
5 1+
25p2−145p
288
85−25p
288
25
576
Once the deterministic sample points have been derived, the mean and the variance of the model
simulations can be approximated as
E[y(t, θ)] ≈ y(t, θ) = w0y(t, θ0) + w1
2p
∑
k=1
y(t, θk) + w2
2p2
∑
l=2p+1
y(t, θl), (18)
σ2(y(t, θ)) ≈ w0(y(t, θ0)− y(t, θ))(y(t, θ0)− y(t, θ))T+
w1
2p
∑
k=1
(y(t, θk)− y(t, θ))(y(t, θk)− y(t, θ))T+
w2
2p2
∑
l=2p+1
(y(t, θl)− y(t, θ))(y(t, θl)− y(t, θ))T .
(19)
Obviously, Equation (18) can directly be applied to approximate the averaged local sensitivity
measure (Equation (7)), whereas the denominator of the Sobol indices (Equation (10)) is approximated
with Equation (19). The calculation of the conditional variance terms of the numerator in Equation (10)
is given in the following.
The overall set of generated sample points of the PEM provides nested subsets of sample points
representing the conditional variance terms. According to the numerator of Equation (10), the expected
value is taken over all but the i-th parameter; i.e., the ϑ-value of parameter i is set to zero. The variance,
however, is taken exclusively for the i-th parameter; i.e., the corresponding ϑ entry is reset to its original
distribution-dependent value. Only the weights, w0 and w1, have to be adapted to a one-dimensional
problem while leaving the overall PEM samples unchanged, i.e., there is no need for additional costly
simulation runs. Please note the weight w2 is set equal to zero; i.e., sample points generated via
GF(ϑ, ϑ) are not considered at this point. The described procedure is illustrated in Figure 2 assuming a
three-dimensional parameter problem. In Figure 2a, the original sample set generated via Equation (11)
is shown. Next, in Figure 2b, three different expected values are determined for E[y(t)|θ[1]] via the
three differently colored sample subsets and different θ[1] values, respectively. When using these three
derived expected values for θ[1], the conditional variance of θ[1] can be approximated (Equation (10)).
The same procedure is repeated for parameter θ[2] (Figure 2c) and parameter θ[3] (Figure 2d) to
derive the desired Sobol indices. Please note that the derived samples are not used to quantify the
information content [16,46,47], but to quantify the uncertainty of the local sensitivities or to directly
derive global parameter sensitivities. In [48,49], the performance of the PEM for calculating global
parameter sensitivities and uncertainty analysis is discussed in more detail. Here, the PEM provides
appropriate approximations at low computational costs compared to Monte Carlo simulations. In the
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next step, from these sensitivity measures, the most MB-OED-relevant features have to be extracted by
defining proper optimal design measures.
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Figure 2. Parameter subset selection: Starting from an unconditioned parameter sample set (a), subsets
are systematically selected in (b–d) to determine conditioned expectations and variances, respectively.
(a) all sample points used to calculate the unconditioned, total uncertainty σ2(y(t)); (b) sample subsets
for θ[1], θ[1] + ϑ, and θ[1]− ϑ; (c) sample subsets for θ[2], θ[2] + ϑ, and θ[2]− ϑ; (d) sample
subsets for θ[3], θ[3] + ϑ, and θ[3]− ϑ.
3. Optimal Design Measures
The actual optimization step of the MB-OED framework calls for a decision criterion that has
to express the quality of the analyzed experimental configuration regarding parameter sensitivities.
To this end, typically, representative scalar values are chosen for and evaluated with an optimization
routine. In the literature, well-known criteria for local sensitivities exist and are summarized below
followed by more general global design criteria.
3.1. Local Design Measures
The starting point for most local design criteria is an approximation of the parameter (co)variance
matrix, which is defined as
Cθ = E[(θ − E[θ])(θ − E[θ])T ]. (20)
Based on the Cramér–Rao inequality [14] and local sensitivities (Equation (4)), the lower bound of
the parameter (co)variance matrix assuming an unbiased estimator reads as
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Cθ ≥ FIM−1, (21)
where the FIM is given by
FIM =
K
∑
tk
SLSA(tk)
T
C−1y (tk)SLSA(tk). (22)
Cy represents the (co)variance matrix of the measurement data, which simplifies to a diagonal matrix
assuming uncorrelated data samples. To formulate an optimization problem, a scalar function of the
derived parameter (co)variance matrix Cθ is typically evaluated and minimized. Note that the inverse
FIM is used as an approximation of the parameter covariance matrix in what follows, Cθ ≈ FIM−1.
A common class of these indicators is the so-called alphabetic family of design criteria [14,18] as given
in Table 3. Here, λmax and λmin are the maximum and minimum eigenvalues of Cθ , respectively.
Table 3. Local design measures for MB-OED based on the parameter covariance matrix , where E∗LSA
refers to the modified E criterion.
Local Design Measures Cost Functions
ALSA—optimal design ΦA = trace(Cθ)
DLSA—optimal design ΦD = det(Cθ)
E∗LSA—optimal design ΦE∗ =
λmax(Cθ)
λmin(Cθ)
Which of these criteria leads to the best optimal experimental design is difficult to predict and
depends on the analyzed problem at hand. Moreover, in many practical situations, the involved
model parameters are highly correlated; for example, credible parameter estimates are challenging and
sometimes impossible to derive for individual parameters. For that reason, dedicated anti-correlation
criteria were proposed, aiming to reduce the parameter correlation while increasing the information
content of the measurement data at the same time [50]. Here, linear parameter correlation is
expressed as
Corr[i, j] =
Cθ [i, j]√
Cθ [i, i] ·
√
Cθ [j, j]
, (23)
with i, j ∈ {1, . . . , p}. The dominating correlation coefficients are selected directly or added as
constraints to parameter variance measures [50], respectively. The basic notation reads as
ΦAC(Corr) = Corr[i, j]2 + Corr[k, l]2, (24)
where Corr[i, j] and Corr[k, l] with i, j, k, l ∈ {1, . . . , p} are the two most dominant correlation
coefficients. As the (co)variance matrix Cθ is derived by the FIM (Equation (21)), these anti-correlation
criteria depend on local parameter sensitivities (Equation (4)), too. As discussed in Section 2.1,
local sensitivities may lead to crude approximation errors and sub-optimal experimental designs.
In principle, the approximation error can be reduced by the multi-point averaging concept as proposed
in Section 2.2 but still ignores nonlinear and multivariate effects as explained below.
While the anti-correlation strategy was successfully demonstrated for chemical and biochemical
processes [50,51], it addresses linear parameter correlation solely, which, however, does not imply
parameter independence [52]. Thus, nonlinear parameter correlations are neglected, but might be of
relevance in MB-OED as well. In Figure 3, parameter dependencies are illustrated showing linear
correlation (Figure 3a) and no correlation (Figure 3b) of two model parameters. In Figure 3c, however,
the linear correlation coefficient (Equation (23)) is zero, but nonlinear interaction patterns are clearly
visible. Ideally, the parameter estimate of one parameter should not impact the estimation outcome
of other parameters. The same holds true for multivariate parameter interactions, i.e., the joint effect
of more than two parameters that are also not considered by the linear anti-correlation measure
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introduced in Equation (24). To address nonlinear parameter correlations and multivariate parameter
interactions properly, global sensitivities and corresponding optimal design measures have to be
analyzed instead.
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Figure 3. Illustrative example of parameter dependencies: (a) linear correlation with Corr[1, 2] = 0.95;
(b) no correlation with Corr[1, 2] = 0; and (c) nonlinear correlation but zero linear correlation
(Corr[1, 2] = 0); here, eight standard Gaussian distributions are superimposed in a circular structure
and properly rescaled providing a multi-modal density function. (a) linear correlated parameters;
(b) linear uncorrelated parameters; (c) nonlinear correlation.
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3.2. Global Design Measures
The additional insight given by global sensitivity measures (see Section 2.3) provides a new
perspective on MB-OED [19,25,26,53]. As shown in Table 4, local design criteria (Table 3) are typically
generalized to hold also for global sensitivities by substituting local sensitivities (Equation (4)) via
global sensitivities (Equation (10)) [26,53].
Table 4. Generalized local design measures including global sensitivities.
GSA-Based Design Measures Cost Functions
AGSA—optimal design ΦAGSA = trace([S
GSATSGSA]−1)
DGSA—optimal design ΦDGSA = det([S
GSATSGSA]−1)
E∗GSA—optimal design ΦE∗GSA =
λmax([SGSA
T SGSA]−1)
λmin([SGSA
T SGSA]−1)
Thus, parameter uncertainties are taken into account naturally. Suboptimal results in MD-OED
caused by misspecified reference points for local sensitivities (Equation (4)) can be avoided as much
as possible by analyzing the entire PDF of the analyzed model parameters. Moreover, GSA provides
additional insight into parameter dependencies, which can be included in the experimental design
criteria as well. One attempt in this direction was made recently in [53], where so-called additive
sensitivity indices are introduced as modified Sobol indices. Here, the key idea is to account for
multivariate parameter interactions and dependencies that impact the overall quality of parameter
estimates similar to individual parameter sensitivities. The usage of GSA to express generalized
sensitivity matrices for MB-OED may pose some risk as well: (1) Not all GSA-based measures simplify
to local measures for linear problems [25], which may lead to sub-optimal experimental designs
and counter-intuitive outcomes; (2) including sensitivities of parameter combinations directly in a
generalized GSA measure [53] might increase parameter dependencies; i.e., parameter correlations are
amplified while limiting individual parameter contributions and, therefore, result in more challenging
parameter identification problems; and (3) as the introduced GSA measures are normalized by the total
variance factor, the calculated design may lead to an improved parameter sensitivity spectrum, but of
lower sensitivities for individual parameters. Thus, the individual Sobol indices are optimized just by
decreasing the σ2(t, y(t)) term of Equation (10), meaning worse estimates for all model parameters.
To avoid the workaround of transferring global sensitivities into the local framework, the Shannon
entropy as a general information measure [54] might be a helpful expression to calculate the desired
features for global MB-OED. Intuitively, an optimal experimental design should fulfill the following
features: (1) first, after running an experiment, the derived data have to ensure a balanced sensitivity of
all parameters; i.e., all parameters should be practically identifiable. Thus, the corresponding Shannon
entropy ΦSEall of the parameter sensitivities has to be at its maximum and the given criteria at its
minimum (Table 5); i.e., there is a uniform distribution of the first-order Sobol indices. Note that
SGSA[i] refers to the averaged sensitivities covering all sample time points; (2) at a single time point tk,
however, it is desirable that only a very limited number of parameters contribute at the same time,
i.e., to minimize (nonlinear) correlation effects. Thus, the Shannon entropy covering global sensitivities
at a single time point ΦSEtk has to be at its minimum; (3) to address multivariate parameter interactions
and to minimize them, the gap between the sum of first-order Sobol indices and its theoretical
maximum value of one is evaluated ΦPD; see Table 5. Here, a sum of first-order Sobol indices close to
one corresponds to low parameter interactions, i.e., a well-posed parameter identification problem;
and, (4) finally, the overall output variance ΦOU has to be incorporated as well: the higher the better.
A high output variance (Equation (19)) indicates a high parameter sensitivity, which is a prerequisite
for credible parameter estimates. Please note that, for consistency, the related cost functions are given
as a minimization problems.
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Table 5. Global design measures for MB-OED based on Sobol indices and Shannon entropy.
Global Design Measures Cost Function
(1) Shannon entropy (entire time horizon) ΦSEall = 1/
p
∑
i=1
SGSA[i]ln(SGSA[i])
(2) Shannon entropy (at single time point, tk) ΦSEtk =
K
∑
k=1
p
∑
i=1
SGSAtk [i]ln(S
GSA
tk [i])
(3) Parameter dependency ΦPD =
K
∑
k=1
(1−
p
∑
i=1
SGSAtk [i])
(4) Overall output uncertainty ΦOU = 1/
K
∑
k=1
σ2(ytk )
In the next step, MB-OED results based on the proposed global design measures are critically
compared with the outcome of the traditional local sensitivity measures. To this end, various
experimental design conditions are evaluated for two representative case studies in the field of
pharmaceutical manufacturing.
4. Case Studies
4.1. Synthesis of an API–Scaffold (DHBD)
During the early stages of API process development, different properties of the unit operations
involved are analyzed in order to characterize and to optimize the synthesis as well as the downstream
route. Reaction rates are regarded as key descriptors of the synthesis progression as they depend
on, temperature, and time. As a first case study for MB-OED, the homogeneous synthesis of
3,4-dihydro-1H-1-benzazepine-2,5-dione (DHBD) from the enolized 3-oxocarboxylic ester in wet
dimethyl sulfoxide (DMSO) under neutral conditions and at elevated temperatures is presented;
see Figure 4.
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Synthesis of 3,4-dihydro-1H-1-benzazepine-2,5-dione (DHBD).
DHBD and its derivatives are pharmaceutically relevant scaffolds utilized for the synthesis of
various protein kinase inhibitors and anticancer agents [55–60]. In traditional reaction optimization
studies, isothermal syntheses at various temperatures are carried out one by one, and the syntheses
are analyzed with offline high-performance liquid chromatography (HPLC) in order to determine
reaction kinetics. However, HPLC measurements are tedious in sample preparation and need
increased amounts of reactant, which might not be available in the very early stage of API
development. Alternatively, we implement the fast-sampling and labor free in situ attenuated total
reflectance Fourier transform infrared (ATR-FTIR) spectroscopy in order to quantify the reactant
concentration and, subsequently, to calculate reaction rate constants without the need for manual
sampling. Combined with non-isothermal temperature profiles during the course of the reaction,
temperature-dependent kinetic data, e.g., reaction rate constants at different temperatures and therefore
Arrhenius parameters EA and k0 of the reaction under study, can be derived from a single experimental
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run [61]. The quality of the derived reaction rate constants critically depends on the design of the
applied non-isothermal temperature profile.
In what follows, we assume an Arrhenius rate expression:
k = k0 exp
(
− EA
RT
)
, (25)
where k is the rate constant, T is the absolute temperature, R is the ideal gas constant, k0 is the
pre-exponential frequency factor, and EA the activation energy. Because of the inherent correlation
of the two Arrhenius parameters, k0 and EA, the parameterization of the Arrhenius equation
(Equation (25)) is challenging. That is, independently of the applied experimental setup the correlation
cannot be reduced for the Arrhenius rate [62,63] expression. At best, a parameter transformation might
be applied to mitigate the correlation effect but changes the meaning of the identified parameters
alike [64]. Thus, for this particular MB-OED problem, any anti-correlation criteria, which include the
modified E∗-criterion as well, fail. Only the overall uncertainty of the parameter estimates can be
reduced in principle. For this very reason, we first derive MB-OED results based on local sensitivities
(Equation (4)) and the classical D-criterion (Section 3), which is expected to minimize the volume of
the parameter confidence ellipsoid [14]:
T∗(t) = arg min
T(t)
ΦD, (26)
s.t.
dCDMSO(t)
dt
= −k(T(t))CDMSO(t) (27)
Tlb ≤ T(t) ≤ Tub. (28)
The optimal experimental design problem is described in Equations (26)–(28), where Equation (27)
is the dynamic reaction model with the DMSO concentration CDMSO(t), and Equation (28) is the
temperature constraint. A temperature profile divided into equidistant and constant subintervals
is assumed. For all intervals, upper and lower temperature bounds are given as Tlb =100 ◦C and
Tub =150 ◦C while assuming continuous measurements of DHBD. Technically, the Matlab R© (R2017a)
optimizer fmincon is used to derive an optimal temperature profile; i.e., a profile that provides the
most informative data and lowest parameter variations. The performance of the original and optimal
temperature profile is validated with 2000 Monte Carlo simulations, where for each simulation and
parameter identification, respectively, artificial experiment data are assumed with additive white noise.
In Figure 5a, we show a reference temperature profile of five temperature steps of equal step-size,
which was chosen by educated guessing. The reference profile might already be a good choice to
identify the two Arrhenius parameters as it covers the whole temperature range without any obvious
preferences. In Figure 5b, we see that the estimates are of finite variation, but as expected, they are
strongly correlated. In Figure 5g,j, the individual parameter distributions represent the parameter
uncertainties of EA and k0 from a different angle and represent their individual but finite variation.
In the next step, the D-optimally designed temperature profile is derived numerically and shown in
Figure 5b. Compared to the reference temperature profile, less dedicated temperature steps are visible
over the experimental course. However, the range of the temperature values is lower; i.e., it starts at a
higher temperature of 135 ◦C and ends with the highest possible temperature of 150 ◦C. Assuming the
same measurement imperfections, the uncertainty in the identified Arrhenius parameters can be
reduced by the optimized temperature profile; i.e., the uncertainty of the individual parameters is
lower as indicated by the probability density functions in Figure 5h,k. The parameter correlation,
however, as can be seen in Figure 5e, remains at the same level. As the derived optimal temperature
profile might be difficult to realize due to the small temperature shifts resulting in operability and
control issues, a simplified Ds-optimality temperature profile ignoring temperature shifts that are below
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2 K variations (see Figure 5c) could be implemented with almost no performance loss; see Figure 5f,i,l
for clarification. Similar lab-relevant constraints might be directly added to the underlying dynamic
optimization problem [65] but are beyond the scope of this paper.
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Figure 5. Performance of the initial setting and MB-OED. Ds-optimality means a simplified temperature
profile in comparison to D-optimality. (a) is the initial; (b) the optimally designed; and (c) the
optimal but simplified temperature profile; (d–f) are the scatter plots for the estimated parameters
assuming simulated noisy data for 2000 MC simulations; (g–l) are the corresponding parameter
probability distributions.
Thus far, only local sensitivities have been studied assuming the given reference Arrhenius
parameters at which the local sensitivities have to be evaluated. The outcome of this local MB-OED
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strategy, however, depends critically on the quality of the reference parameters at which the local
sensitivities (Equation (4)) are derived. Any deviation of these parameters from their nominal values
leads to a change in the local sensitivity values and the D-optimality. In Figure 6, the relative change in
the optimized cost function is shown, which is defined as
∆ΦoptD (k0, EA) =
ΦoptD (k0, EA)−ΦoptD (kref0 , ErefA )
ΦoptD (k
ref
0 , E
ref
A )
. (29)
(a) (b)
Figure 6. Effect of parameter variation. Areas close to zero mean no change in the optimized cost
function (Equation (29)) when the Arrhenius parameters are changed. The classical D-optimality shown
in (a) degrades drastically with parameter variations. The robust D-optimality shown in (b) is less
affected by changes in the parameters. (a) D-optimality; (b) Robust D-optimality.
The results show that a misspecification of the applied reference Arrhenius parameters is
likely to result in sub-optimal temperature profiles, less informative measurement data, and higher
parameter uncertainties. Alternatively, when the multi-point averaging approach is used (Equation (8)),
the calculated design is more robust against reference parameter variations; see Figure 6b. The classical
D-optimality shown in Figure 6a degrades drastically with reference variations. The robust
D-optimality, however, shown in Figure 6b is less affected by changing the reference parameters. As the
reference parameters are typically unknown but are needed to calculate local parameter sensitivities,
a robust MB-OED strategy is expected to provide more valuable MB-OED results. Moreover, global
parameter sensitivities are evaluated and used for a more credible D-optimality measure (Table 4).
The resulting parameter errors for the classical D-optimality, its multi-point averaging realization,
and the global sensitivity-based D-design are analyzed. In Figure 7, the multi-point averaging approach
and the GSA-based MB-OED lead to more precise parameter estimates in comparison to the classical
D-optimality as indicated by the density functions. Here, the GSA-based design results in the most
precise estimates; i.e., the probability density functions of Arrhenius parameter have their highest
peak close to the true values. Moreover, the multi-point averaging approach and the GSA-based
design seem to be less corrupted by the misleading second local minima of the parameter identification
problem, which is indicated by the second peak of the probability density functions in Figure 7a,b.
Please note, because the proposed PEM sampling strategy is used, only nine sample points for each
iteration of the optimizations step are needed to calculate the multi-point averaging or GSA measures
in the case of the two Arrhenius parameters.
The applied sensitivity measure has a strong impact on the MB-OED results for the Arrhenius
parameters. The classical MB-OED based on local sensitivities is error-prone and is expected to provide
sub-optimal experimental designs. For novel APIs, which are available only in very small quantities,
each individual experimental run counts. Therefore, MB-OED following a multi-point averaging
approach or GSA principles seems to be preferable. Combined with the proposed non-isothermal
temperature profile strategy, the optimized temperature profiles ensure the best use of the API-scaffold
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DHBD and the most precise estimates of the kinetic rate parameters, k0 and EA. In the next step,
an MB-OED study of a more complex biochemical synthesis problem is presented where the focus is
also on the effect of global design measures.
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Figure 7. The resulting parameter distributions of the two Arrhenius parameters for the discussed
MB-OED strategies. The red circle is the reference value used for MB-OED while the blue triangle is
the true parameter value. (a) Arrhenius parameter k0; (b) Arrhenius parameter EA.
4.2. A Fed-Batch Bioreactor
In the second test case study, a fed-batch bioreactor is analyzed. A lumped version of a generic
biomass-substrate model reads as follows:
dCX
dt
= µ · CX − UV · CX , (30)
dCS
dt
= −σ · CX + UV · (CS,in − CS), (31)
dV
dt
= U, (32)
where CX is the biomass concentration, CS is the substrate concentration, V is the liquid volume,
and U is the inlet flow rate. The specific growth rate µ and the specific consumption rate σ follow
Monod expressions
µ = µmax · CSCS + KS , (33)
σ =
µ
YX/S + m
. (34)
The nominal parameter values in Equations (30)–(34) and the initial conditions for the dynamic
model are listed in Table 6.
Table 6. Parameters as in [66] and initial conditions for the fed–batch bioreactor.
Symbol Parameter Unit Nominal Value
CX0 initial concentration of biomass g L−1 0.25
CS0 initial concentration of substrate g L−1 3
V0 initial volume of the liquid phase L 7
CS,in substrate concentration in the feed g L−1 50
U volumetric feed rate L h−1 0–1
µmax maximum specific growth rate h−1 0.421
KS half velocity constant g L−1 0.439
YX/S yield coefficient of biomass over substrate - 0.777
m maintenance factor h−1 0
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For the experimental setups, the following constraints are considered. The duration of the reaction
is set to 15 h. The biomass and the substrate concentration are measurable with a sample rate of 0.75 h,
which results in a total set of 40 measurement samples. The maximum specific growth rate µmax, the half
velocity constant KS, and the yield coefficient YX/S should be estimated by minimizing the difference
between the measurements and the simulation results. In this simulation study, artificial measurement
data [67] are used with additive measurement noise of N (0, 6.25× 10−4) and N (0, 1× 10−3) for Cx
and Cs, respectively. The MB-OED strategy aims at reducing the uncertainty of the parameters by
optimizing the feeding policy of the fed-batch bioreactor. Thus, the inlet profile U is parameterized by
20 constant segments of equal size, which are optimized to provide the most informative experimental
data. The Monod kinetic parameters, µmax, KS and YX/S, are treated as uncertain. Their variations are
expressed by uniform PDFs of different ranges, i.e., µmax ∼ U(0.2, 0.8), KS ∼ U(0.2, 0.8), and YX/S ∼
U(0.4, 1.5), which might have been derived experimentally with a parameter identification procedure.
In addition to µmax, KS, and YX/S, the model parameters are assumed to be given by the literature
without any uncertainty. Thus, please note that only 19 sample points for each iteration of the
optimization step are needed to calculate the multi-point averaging or GSA measures when using the
proposed PEM sampling strategy.
First, we applied the E∗-design to minimize imbalanced parameter sensitivities and uncertainty.
Similar to the previous case study, we compare a default substrate inlet profile (Figure 8c) with the
outcome of the classical E∗-design in Figure 8d–f. The resulting parameter scatter plots based on
the initial profile (Figure 9a–c) show bimodal behavior indicating some severe nonlinearity and a
non-convex optimization problem. For the classical E∗-design, the resulting parameter variations of all
three parameters (Figure 9d–f) could be only slightly improved while the parameter correlation for all
parameter combinations is clearly visible. The multi-point averaging approach of the E∗-design, in turn,
seems to be more appropriate. Applying a low initial substrate concentration (Figure 8g) combined
with an optimized impulse-like feeding rate (Figure 8i), the quality of the parameter estimates can
be improved as illustrated in Figure 9g–i. In particular, the parameter correlations between KS
and YX/S, and µmax and KS are reduced. This effect can even be improved by implementing an
MB-OED strategy based on GSA. A low initial substrate concentration (Figure 8j) but a more complex
feeding rate (Figure 8l) results in more compact parameter scatter plots (Figure 9j–l); i.e., fewer
parameter uncertainties and parameter correlations. Finally, in the Shannon 1 study, we also analyze
the performance of a Shannon-entropy-based (Table 5) multi-objective design using w = [1, 1, 0, 1]T as
a weighting vector for
ΦSE = wT [ΦSEall ,ΦSEtk ,ΦPD,ΦOU]. (35)
Please note that the third element w[3] was set to zero as the sum of the first-order Sobol indices
(
p
∑
i=1
SGSAtk [i]) was always greater or equal to 0.9; i.e., there is no strong multivariate dependency of the
analyzed parameters.
Similar to the E∗-design, the derived initial substrate concentration is high; see Figure 8m. For the
feeding rate, there are two distinct feeding periods as illustrated in Figure 8o. The resulting parameter
estimates, which are summarized in Figure 9m–o, show no significant improvement in the parameter
estimates in comparison to the unoptimized initial experimental setting or the E∗-design. The main
reason here is the tedious tuning of the multi-objective function, i.e., providing an optimal weighting
vector w. For instance, when using w = [1000, 1, 0, 0.1]T in the Shannon 2 study, the quality of
the parameter estimates improves significantly as illustrated in Figure 10. In comparison to the
previous MB-OED results, the Shannon-entropy-based design in combination with a proper weight
vector w leads to improved parameter estimates, i.e., lower parameter variations and correlations
as shown in Figure 10d–f. A low initial substrate concentration (Figure 10a) followed by a gradual
increase in the feeding rate (Figure 10c) provide very informative data and precise parameter estimates,
respectively. This conclusion can be validated by analyzing Figure 11. The relative parameter errors
|θˆ − θ|/θ clearly indicate the second Shannon-entropy-based design as the most suitable one for the
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parameter identification problem. Please note parameters θ were sampled from their assumed uniform
density functions.
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GSA-based E∗-optimality
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Shannon-entropy-based optimality
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Figure 8. MB-OED results showing the evolution of biomass and substrate concentration (left), and
volume of the reactor (middle) based on the optimized feed rate (right).
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Figure 9. Performance of the experiments from initial design (a–c), E∗-optimality (d–f), robust
E∗-optimality (g–i), GSA-based E∗-optimality (j–l), and Shannon-entropy-based design (m–o), where
scatter plots are used to present the confidence region for the estimated parameters, which result from
2000 MC simulations.
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Figure 10. Evolution profiles for three states ((a) biomass concentration, substrate concentration;
and (b) volume of the reactor) and (c) the feed rate for the adapted Shannon-entropy-based design
with w = [1000, 0.1, 0, 1]T . In (d–f), the resulting parameter estimates are shown.
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Figure 11. Error of the parameter estimates of µmax, KS and YX/S. 2000 MC simulations are shown for
the classical E∗-design and Shannon-entropy-based design with w = [1, 1, 0, 1], and w = [1000, 1, 0, 0.1].
5. Conclusions
Without a doubt, model-based and computer-aided concepts are valuable tools for translating
promising lab findings into efficient processes. Biased model-based results, however, due to model
misspecification and model parameter uncertainties, are equally probable. This is particularly true
when measurement data are limited in quantity and quality. Thus, in our work, we have successfully
demonstrated the benefit of robustification and GSA concepts for MB-OED to gain the most informative
data and to improve parameter estimates, respectively. The classical MB-OED, which is based on
local sensitivities, is error-prone and is expected to provide sub-optimal experimental designs. For
novel APIs, which are available only in very small quantities, each individual experimental run
counts. Therefore, MB-OED following a multi-point averaging approach or GSA principles seem to be
preferable as demonstrated by the DHBD synthesis problem. Moreover, Shannon-entropy-based design
measures, which can account for global parameter sensitivities easily, provide a new angle in MB-OED.
Assuming a proper weighting factor, it provides low parameter uncertainties and correlations as
illustrated by the biochemical synthesis study.
To ensure the practical relevance, an efficient implementation of the proposed ideas was of
particular interest in this study. The point estimate method framework seems to be an attractive
alternative compared to state-of-the-art Monte Carlo simulations. On the one hand, it significantly
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reduces the computational load for advanced sensitivity analyses. On the other hand, its ease in
implementation ensures a straightforward adaptation for various problems in MB-OED.
Nevertheless, there are still some open issues and potential research questions that have to be
addressed in ongoing research. For instance, there is no systematic analysis under which conditions
global sensitivity or robustification concepts perform best and, therefore, need to be explored in greater
detail. This could lead to best-practice rules and informed decisions in MB-OED for nonlinear and
complex models. An intensive study of tailored design metrics reflecting global sensitivity outcomes
may also help to gain improvements in the model building process. In particular, multi-objective
design concepts have to be explored and validated in the future. Finally, the proposed ideas have to be
systematically extended to incorporate model misspecification as well, i.e., uncertainties related to the
model structure itself in addition to the model parameters.
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