Abstract
Introduction
Multiphase liver CT is widely used to detect and characterize liver lesions as different types of tumors enhance differently during each phase. The four phases are precontrast phase, arterial phase, portal venous phase, and delayed phase. Precontrast liver scans are used to detect calcifications, visualize hemorrhage from trauma, and demonstrate hyper vascular lesions which appear hypodense compared to the surrounding liver parenchyma. The arterial phase of scanning is performed approximately 30 seconds after the contrast injection is initiated and is most accurately determined by using bolus tracking software to monitor the level of contrast enhancement in the aorta and automatically triggering the scan when it reaches a pre determined level of enhancement (eg 120HU). Hyper vascular lesions enhance during the arterial phase and appear hyperdense. Arterial phase images are also used for pre operative evaluation of the arterial vasculature through the use of maximum intensity projection (MIP) and 3D reconstructions. The portal venous phase is performed 70-90 seconds post contrast and hypo vascular lesions appear hypodense and hyper vascular lesions appear isodense (same density as surrounding liver).The delayed phase is performed 5-10 minutes post contrast and is used to further characterize lesions.
Clinicians need to make diagnosis based on the medical information from liver CT multiphase images, especially from arterial phase and portal venous phase. However, during the image data acquisition, tissues and organs in liver CT images from different phase may have subtle differences due to breath, heartbeat, subconscious physical movement, and so on, which may mislead clinicians and increase difficulties of making diagnosis.
In order to solve this problem, image registration algorithms between multiphase images are necessary, which can enable the radiologist to fuse the needed information for diagnosis or operation planning. Zhai K and colleagues presented an image registration method which finds an accurate alignment of arterial phase and portal venous phase liver CT images [1] , they combined global rigid registration (affine) and local nonrigid deformable registration (B-spline) in a manner of alternative iterations, and extended traditional two-step registration to iterative multi-step registration. Cao Y and colleagues proposed a feature-based non-rigid registration approach for multiphase liver CT images [2] , this algorithm is comprised of four steps: firstly, extracting corners and edges from referenced and floating images using Harris corner detector; secondly, using joint descriptor of SIFT and shape context to describe features; thirdly, segmenting the entire abdominal region into two sub-regions and matching the sub-regions respectively; finally, using thin-plate splines to model deformation field between correspondences. Erdt M and colleagues firstly make a pre-segmentation of the liver in the different phase, then use the resulting shape information of the volumes to coarsely register by landmark-based registration, finally compensate the deformations caused by the patient's breathing with a boundary distance based speed function [3] .
Although these approaches have neat and high quality results, it's still not been widely used in clinical application due to that all these algorithms are time-consuming. In this paper, we improve the liver CT multiphase images registration method based on biomechanical model and implement it with an acceleration technique based on Compute Unified Device Architecture (CUDA).
Biomechanical Model
Biomechanical model is used in the field of computational biomechanics in order to understand or predict the deformation of anatomical structures [4, [6] [7] [8] . Suppose that liver is linearly elastic structure, we recognize the image registration from float image to reference image as a biomechanical procedure which has following physical properties:
(1) Continuity: liver has continuously mass distribution; (2) Isotropy: liver has identical elastic activities in each direction; (3) Homogeneity: liver is comprised of the same biological issue; (4) Incompressibility: liver's main ingredient is water, which can't be compressed. Suppose that I represents the image, the mechanical model is represented by an energy function E(I), which has three compositions:
(1) Internal energy function resulted from physical deformation α(I); image, the image feature we used is cubic inverse normalized distance transform (CINDT), γ(I).
σ represents stress tensor of elastic object, ε represents strain tensor of elastic object, W(x) represents pixel gray information of float image, R(x) represents pixel gray information of referenced image, C R (x) represent the CINDT of referenced image, C F (x) represent the CINDT of float image.
edt(x) represents Euclidean distance image of Sobel edge detection result of the original image smoothed by Gaussian filter, the whole procedure is shown in Figure 1 The definition of cuboid Ω is
After uniform grid of cuboid Ω, the grid set {V i,j,k } is
Suppose that curve M is comprised of triangle grid, so distance function dist() of each point in cuboid Ω to curve M is 
 
M V represents all the triangle vertex of curve M, dist(X,v i ) represents the distance from point X to all the triangle vertex of the curve.
M Δ represents all the triangle surface of curve M, dist(X, Δ i ) represents the distance from point X to all the triangle surface of the curve.
After the signed distance function is determined, the Level-Set iterative calculation is
The stop criterion of the iteration is
ε represents the threshold of a small value specified in advance. So while the difference of n and n+1 iteration is smaller than a threshold, the Level-Set iterative calculation stops.
CUDA-based Acceleration
CUDA is a parallel computing platform and programming model created by NVIDIA. NVIDIA graphics processing units (GPU) implement the CUDA architecture and programming model. The CUDA platform is accessible to software developers through CUDA-accelerated libraries, compiler directives, and extensions to industry-standard programming languages [5, [9] [10] [11] . The Level-Set numerical approximation is accelerated by CUDA, the pseudo coda is as following: Several principles are considered in the implementation: (1) Data transferring speed between device and host memories is much slower than the speed among device memories, so the data transferring amount and frequency should be limited;
(2) The size of thread block is the integer multiple of 16, and cudaMallocPitch function is used to allocate memories; (3) Due to the weakness of GPU processing abilities of program branching and judgments, signed distance function is calculated in host, and the updated Level-Set function is transferred back to device after reinitializatoin.
Experiments and Results
The hardware and software of computer workstation used in the experiments are shown in table 1. All the liver CT images used in the experiments are from hospital clinical application, and the image resolution is 512×512, distance between pixels is 0.8906mm, distance between slices is 5.0mm. The image registration results of our method are shown in Figure 3 , and the calculation time of our method is 14.4 seconds. Comparatively, the calculation time of reference [2] is 653.3 seconds. Figure 4 . It is concluded that the calculation speed of our method is much faster than that of the reference [2] . The speed up ration between our method and reference [2] with image resolution 128×128、256×256、 384×384、512×512、640×640 is 36.45、 40.25、 40.1、 45.36、 49.9, respectively. Generally, the speed up ratio increases as the image resolution increases. Implementation of reference [2] is sequentially calculated in CPU, and the operational capability of elements processed in each second is almost the same due to the current CPU mechanism of multi thread and fixed-time slices. Comparatively, our method is implemented in GPU and accelerated by CUDA, and the operational capability of elements processed in each second increases as the image resolution increases. It is because that GPU can't engage all the parallel computation capability while the image resolution is small, like 128×128, and can be fully used while the processed data is relatively large. This also explains the reason that speed up ration of two methods increases as the image resolution increases.
