Unconstrained optimization problems can be solved by using few popular methods such as Conjugate Gradient (CG) method, Steepest Descent (SD) Method and Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. The simplest solving method is by using SD method but nowadays CG method is used worldwide due to its convergence analysis. A few of unconstrained optimization problems with several different variables are used to prove the global convergence result of new spectral conjugate gradient to be compared with five most common k  proposed by the early researches by using inexact line search.
Introduction
Another method of solving unconstrained optimization problem is by using spectral conjugate gradient. This method is established by Barzilai and Borwein [1] in 1988. Then, it is developed by Raydan [2] for large scale unconstrained optimization problem. Gradient direction plays the main role in this method as it is used in every line search while global converge is secured by non-monotone strategy. General unconstrained optimization is stated as below,  . min x f n R x (1) Starts from an initial point n o R x  , this problem is usually solved iteratively. According to the recurrence formula, the CG method follows as below,
where k x is the current iteration point, 0  k  is a stepsize which is computed by some line search procedure. There are few well known inexact line searches such as Goldstein [15] , Armijo [16] and Wolfe [17] . The difference between exact and inexact line searches is on how to find the stepsize. For the basic inexact line search, the value of k  will be estimated and it will achieve a sufficient decrease in f at minimal cost while k  for exact line search is determined by using its rule. For this research, we focused on Strong Wolfe line search.
Wolfe line search [13] is defined by these following conditions,
.   and used for this research are taken based on Nocedal and Wright [23] . By replacing (5) into condition (4), then it is called Strong Wolfe line search.
The basic search direction known for
, while parameters of R k   are the coefficient which determine the different conjugate gradient methods. These are few common
Global convergence of a new spectral conjugate gradient
where ) (
and . indicates the Euclidian norm of vectors. The above methods are known as Rivaie et al. (RMIL) [3] , Conjugate Descent (CD) by Fletcher [4] , Polak-Ribiere-Polyak (PR) [5] , Hestenes and Stiefel (HS) [6] and Fletcher Reeves (FR) [7] . Nowadays, there are lots of new
Further reading on new methods can be referred to [19] Many researchers have studied the global convergences of the above CG methods. The first global convergence result for the FR method is identified by Zoutendijk [8] in 1970. According to Zoutendijk, the FR method converges globally by using exact line search while Powell [10] has the opposite idea. Powell has proven that PR can cycle infinitely without reaching optimum point. The CD is shown to be globally convergent under a Strong Wolfe line search. Polak and Ribiere [3] have proven the global convergence of PR method for convex objective function under exact line search. However it was countered by Powell [9] as he found the existence of non-convex function where PR method does not converge globally using the exact line search.
The structure of this paper is arranged as follows. The new spectral conjugate gradient is proposed in Section 2. In Section 3, we presented the sufficient descent condition and global convergence analysis of general CG method. Numerical results and percentage performance corresponding to the new spectral conjugate gradient are reported in the Section 4. Discussion and conclusion are presented in Section 5 and 6 respectively.
New type of Spectral Conjugate Gradient
In this paper, we proposed a new spectral conjugate gradient method by combining the RMIL method and the spectral gradient method, "SRMIL". The search direction known as k d is specified in [12] and defined by the following rule:
where
This new spectral conjugate gradient is computed by using Strong Wolfe line search based on the algorithm below.
The following algorithm is referred from the general algorithm and used for computing this new spectral CG.
Step 1: Initialization. Given an initial point 0
x and set 0  k Step 2: Computing RMIL k  as stated in (7) Step 3: Computing search direction based on (15) 
, terminate the execution of the algorithm.
Step 4: Computing step size k  by Strong Wolfe rule based on (3) and (5) Step 5: Updating a new point as shown in (2).
Step 6: Convergent test and stopping criteria.
Otherwise go to Step 1 with 1
Convergent Analysis
In order to support of our method, the convergent properties of spectral RMIL k  will be studied. An algorithm must satisfy the sufficient descent condition, angle condition, convergence rate and the global convergence properties but in this case, we focused on sufficient descent condition and global convergence properties. Spectral conjugate gradient method can be proved by Zoutendijk [8] 
f is bounded below on the level set n R and its continuous and differentiable in a neighbourhood N of the level set
The gradient is Lipschitz continuous, where existence of constant 0
By having these assumptions, Zoutendjik [8] has proven the following Lemma. The following Theorem 1 shows that Algorithm 1 possesses the sufficient descent condition by any line search.
Lemma 1
Suppose that Assumption 1 is satisfied. Consider any iteration method (2), where 
Numerical Results
SRMIL is compared to other spectral CD method, "SCD" and few classical CG methods such as CD, PR, and RMIL. Then the performances of these methods are evaluated based on the comparison of the iteration numbers and Central Processing Unit (CPU) time to reach the minimum point. All these problems are established with four different initial points, starting from a point which is closer to the solution point till to the point further away from the solution point.
We considered 6 
10
   and all these methods terminate when the stopping criteria 6 10   k g is fulfilled. All the problems stated below are computed using spectral CG method and classical CG method by MatlabR2012 subroutine programming. The number of iteration and CPU time are noted in order to compare the performance of stated CG methods. The results of number of iterations and CPU time will be shown in Table 2 and Table 3 respectively. There are two failure conditions in tables below. First condition is denoted by "Fail" where the operation is terminated since it takes longer time to find the positive value of stepsize where iteration is more than 1000. Next "Fail**" shows that method cannot be computed by Strong Wolfe. Based on the Table 2 and Table 3 , all the results obtained will be transformed into percentage as per Table 4 and  Table 5 .
We compare our method by using standard test problems by Molga and Smutnicki [14] and Andrei [18] . Table 1 shows the standard test problems used in this article. 
Discussion
Based on the data tabulated in Table 2 , it shows that almost all the methods successfully reach the solution points. SRMIL is discovered to provide the best output result compared to others. By comparing both Table 2 and 3, we identified that having the same iteration number does not assure to the same CPU time. The denotation of 'successful' in Table 4 means that SRMIL has achieved the minimizer with lower iteration numbers compared to SCD, RMIL, CD and PR while the denotation of 'unsuccessful' means that the result produced by SRMIL is lesser than the other methods. In Table 5 , when SRMIL is able to achieve the minimizer with the least duration for CPU time compared to others methods, it will be denoted as 'successful'. It is called 'unsuccessful' when longer time is needed in order to reach minimizer. If SRMIL provides the same iteration numbers and CPU time with other methods, it will be noted as 'equivalent' for both Table 4 and 5. All the results obtained will be stated in percentage as per Table 4 and Table 5 below. , we can see that SRMIL is superior when compared to SCD, RMIL, CD, and PR. The maximum percentage of successful comparison recorded is 77.5% when compared to SCD. Then it is followed by CD which is 75.00%. Besides, the successful comparison for SRMIL with classical RMIL is 42.5%. Meanwhile, successful comparison between SRMIL and PR is at the lowest which is at 35.0%. Equivalent rate is also counted as a success. Thus, by adding of all the successful and equivalent rates for each method, SRMIL able to get 95.0%, 92.5%, 82.5% and 75.0% when compared to CD,SCD,RMIL and PR respectively. Thus, SRMIL is superior compared to SCD, RMIL, CD, and PR in term number of iteration. Table 5 shows that SRMIL is better compared to the other methods. The highest percentage of successful comparison is with SCD at 90.0%, followed by CD at 75.0%. Besides, the percentage of successful comparison of PR and RMIL are 57.5%, and 42.5% respectively. Even though the successful comparisons of SRMIL between PR and RMIL do not exceed 50.0% but by adding the successful and equivalent rates, SRMIL manages to obtain 70.0% and 52.5% respectively. In term of CPU time, we can consider that, SRMIL is superior compared to all methods.
Conclusion
The new modified spectral conjugate gradient as SRMIL has been proven to be the best method when compared to others standard CG methods for some problems. SRMIL able to achieve better result compared to spectral CD and classical methods of CD, RMIL and PR in term of iteration number and CPU time. Hence, the SRMIL method is encouraging.
