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Abstract
A (k,m)-Furstenberg set S ⊂ Fnq over a finite field is a set that has at
least m points in common with a k-flat in every direction. The question of
determining the smallest size of such sets is a natural generalization of the
finite field Kakeya problem. The only previously known bound for these
sets is due to Ellenberg-Erman [5] and requires sophisticated machinery
from algebraic geometry. In this work we give new, completely elementary
and simple, proofs which significantly improve the known bounds. Our
main result relies on an equivalent formulation of the problem using the
notion of min-entropy, which could be of independent interest.
1 Introduction
For a prime power q, let Fq be the finite field of order q. Let n > k ≥ 1 and
m ≥ 1 be integers. A subset S ⊆ Fnq is a (k,m)-Furstenberg set if, for each rank
k subspace W of Fnq , there is a translate of W that intersects S in at least m
points.
For a prime power q and integers n, k, and m with 1 ≤ k < n and m ≤ qk,
let K(q, n, k,m) be the least t such that there exists a (k,m)-Furstenberg set in
Fnq of cardinality t.
A (1, q)-Furstenberg set is called a Kakeya set. The question of determining
K(q, n, 1, q) was originally posed by Wolff [12] as a toy version of the Euclidean
Kakeya conjecture. For this case, the polynomial method [3, 10, 4] gives the
bound
K(q, n, 1, q) ≥ 2−nqn, (1)
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which is tight up to a factor of 2. The same techniques also handle the more
general case of K(q, n, 1,m) for arbitrary m.
The approach used to prove (1) was generalized to all k when m = qk by
Kopparty, Lev, Saraf, and Sudan [8], who improved earlier work by Ellenberg,
Oberlin, and Tao [6]. They show
K(q, n, k, qk) ≥
(
qk+1
qk + q − 1
)n
=
(
1 +
q − 1
qk
)−n
qn. (2)
For fixed k ≥ 2, fixed n, and q large, (2) states that a (k, qk)-Furstenberg set
in Fnq must contain nearly all of the points of Fnq . For fixed k ≥ 2, fixed q, and
n large, (2) states that a (k, qk)-Furstenberg set in Fnq must have size at least
C−nqn, for some constant C > 1 depending on q and k.
Kopparty, Lev, Saraf, and Sudan also described several ways to construct
small Furstenberg sets when m = qk. We include only one of these here. Other
constructions described in [8] give better bounds for large k, and for some ex-
plicit, small values of q.
K(q, n, k, qk) ≤
(
1− q − 3
2qk
)bn/(k+1)c
qn. (3)
Furstenberg sets with k ≥ 2 and m < qk are not understood as well. The
first progress on the general case was by Ellenberg and Erman [5], who used a
sophisticated algebraic argument to prove
K(q, n, k,m) ≥ Cn,kmn/k. (4)
Ellenberg and Erman did not explicitly specify the value of Cn,k obtained,
but a close inspection of the proof shows that it is Cn,k = (1/n)
Ω(n ln(n/k)).
Recent work of the current authors [2] gives a slightly more streamlined version
of the Ellenberg and Erman proof to obtain (4) with Cn,k = Ω((1/16)
n ln(n/k)).
The contribution of this paper is to improve (4) using much simpler and more
elementary arguments. Our first main result deals with the case of general k
and m ≤ qk:
Theorem 1. Let q be a prime power, and let n, k, and m be positive integers
such that m ≤ qk, we have
K(q, n, k,m) ≥ 1
2n
mn/k.
This statement is better than the bound of Ellenberg-Erman (and its im-
provement in [2]) as long as k ≤ n/2. When k > n/2, Theorem 3 (below) gives
us a bound superior to the Ellenberg-Erman one for all parameter regimes. We
note that the method of Ellenberg-Erman can be used to prove Furstenberg-
style bounds involving hypersurfaces which we are not able to replicate using
the methods here. The proof of Theorem 1 relies on a new equivalent formu-
lation of the problem using the notion of min-entropy. This new formulation
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(or slight generalization thereof), described in Section 3, allows us to derive the
bound for general k easily using a recursive argument, starting with k = 1 as a
base case (proved using the polynomial method).
We now describe several other results that deal with more restricted param-
eter regimes. Let S be any set of mqn−k points in Fnq . A simple pigeonholing
argument shows that S is a (k,m)-Furstenberg set. Our first result is that when
m (and hence q) is sufficiently large relative to n, there are no Furstenberg sets
much smaller than this trivial construction.
Theorem 2. Let ε > 0, let q be a prime power, and let n, k, and m be integers
with 2 ≤ k < n and m ≤ qk. If m ≥ 2n+7−kqε−2, then
K(q, n, k,m) ≥ (1− ε)mqn−k.
Since qk ≥ m, Theorem 2 applies only when qk−1 ≥ 2n+7−k.
When k > n/2 and m > qn−k, we can remove the assumption that the k-
flats are in different directions and still prove a stronger bound than previously
known. The number of rank k subspaces in Fnq is given by the q-binomial
coefficient
(
n
k
)
q
(see Section 2.1 for details).
Theorem 3. Let q be a prime power, and let n, k, and m be integers with
n/2 < k < n and qn−k < m ≤ qk. Let S ⊆ Fnq . Let L be a set of k-flats that
each contain at least m points of S, with |L| = (nk)q. Then,
|S| ≥
(
1− qn−2k −
√
qn−km−1
)
mqn−k.
In particular, the same lower bound holds for K(q, n, k,m).
The proof of Theorem 2 combines (1) with incidence estimates for large sets
in finite fields. The proof of Theorem 3 relies only on incidence estimates for
large sets in finite fields, and doesn’t depend even indirectly on the polynomial
method.
Lastly, when n is divisible by k we can give an incredibly simple proof (a
few lines) giving the following bound.
Theorem 4. Let q be a prime power, and let n, k and m be positive integers
such that m ≤ qk and n is divisible by k, we have
K(q, n, k,m) ≥ 1
2n/k
mn/k.
Organization: we begin in Section 2 with some preliminaries on finite geom-
etry and polynomials over finite fields. In Section 3 we discuss the equivalent
entropic formulation to the problem of bounding the size of Furstenberg sets.
In Section 4 we prove the one dimensional case of the entropic version using the
polynomial method and in 4 prove the general case (Theorem 1) using recursion.
Theorem 4 is proved in Section 6 and Theorems 2 and 3 are proved in Section 7.
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2 Preliminaries
2.1 Facts from finite geometry
In this section, we review a few basic facts from finite geometry, as well as the
results we need from incidence geometry.
A k-flat is a translate of a rank k linear subspace. The span of a set X ⊆ Fnq
is the smallest flat that contains X, and is denoted X. For flats Λ,Γ in Fnq ,
we denote by Λ,Γ the span of Λ ∪ Γ. If Λ and Γ are subspaces (i.e. they each
contain the origin), then
dim(Λ,Γ) = dim(Λ) + dim(Γ)− dim(Λ ∩ Γ). (5)
For integers 1 ≤ k < n, the number of rank k subspaces of Fnq is given
by the q-binomial coefficient
(
n
k
)
q
. As with ordinary binomial coefficients, the
q-binomial coefficients are centrally symmetric:(
n
k
)
q
=
(
n
n− k
)
q
. (6)
The Pascal identities for q-binomial coefficients are(
n
k
)
q
= qk
(
n− 1
k
)
q
+
(
n− 1
k − 1
)
q
, and (7)(
n
k
)
q
=
(
n− 1
k
)
q
+ qn−k
(
n− 1
k − 1
)
q
. (8)
A direct expression is given by(
n
k
)
q
=
(1− qn)(1− qn−1) . . . (1− qn−k+1)
(1− q)(1− q2) . . . (1− qk) . (9)
The number of k-flats in Fnq is qn−k
(
n
k
)
q
.
A point is incident to a flat if the point is contained in the flat. Given a set
L of flats, and a set S of points, both in Fnq , we denote by
I(S,L) = |{(p, `) ∈ S × L : p ∈ `}|
the number of incidences between S and L.
The following bound on the number of incidences between points and k-flats
was first proved by Haemmers [7, Theorem 3.1.1].
Lemma 5. If S is a set of points and L a set of k-flats, both in Fnq , then
I(S,L) ≤ qk−n|S| |L|+
√
qk
(
n− 1
k
)
q
|S| |L|.
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Given a set S of points, a flat is (S, t)-rich if it contains at least t points of
S. A flat is (S, t)-poor if it contains fewer than t points of S. The following
upper bound on the number of (S, t)-poor flats is a slight reformulation of [9,
Corollary 5]. A slightly weaker bound was proved earlier by Alon [1].
Lemma 6. Let S ⊂ Fkq be a set of m points. Let 0 < δ < 1 and 1 ≤ ` ≤ k − 1.
The number of (S, δmq`−k + 1)-poor `-flats is at most(
1 +mq`−k(1− δ)2)−1 qk−`(k
`
)
q
.
2.2 Method of multiplicities
The results here are from a paper by Dvir, Kopparty, Saraf, and Sudan [4]. We
state the theorems we need and the proofs can be found in the aforementioned
paper.
Definition 7 (Hasse Derivatives). Given a polynomial P ∈ F[x1, . . . , xn] and
a i ∈ Zn≥0 the ith Hasse derivative of P is the polynomial P (i) in the expansion
P (x + z) =
∑
i∈Zn≥0 P
(i)(x)zi where x = (x1, ..., xn), z = (z1, ..., zn) and z
i =∏n
j=1 z
ij
j .
Hasse derivatives satisfy some useful identities. We state the only one we
will need.
Lemma 8. Given a polynomial P ∈ F[x1, . . . , xn] and i, j ∈ Zn≥0 we have,
(P (i))(j) = P (i+j)
n∏
k=1
(
ik + jk
ij
)
We make precise what it means for a polynomial to vanish on a point a ∈ Fn
with multiplicity. First we recall for a point j in the non-negative lattice Zn≥0,
its weight is defined as wt(i) =
∑n
i=1 ji.
Definition 9 (Multiplicity). For a polynomial P and a point a we say P van-
ishes on a with multiplicity N , if N is the largest integer such that all Hasse
derivatives of P of weight strictly less than N vanish on a. We use mult(P, a)
to refer to the multiplicity of P at a.
Notice, mult(P, a) = 1 just means f(a) = 0. We will use the following simple
property concerning multiplicities of composition of polynomials.
Lemma 10. Given a polynomial P ∈ F[x1, . . . , xn] and a tuple Q = (Q1, . . . , Qn)
of polynomials in F[y1, . . . , ym], and a ∈ Fm we have,
mult(P ◦Q, a) ≥ mult(P,Q(a)).
The key lemma here is an extended Schwartz-Zippel bound [11][13] which
leverages multiplicities.
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Lemma 11 (Schwartz-Zippel with multiplicity). Let f ∈ F[x1, .., xn], with F
an arbitrary field, be a nonzero polynomial of degree at most d. Then for any
finite subset U ⊆ F , ∑
a∈Un
mult(f, a) ≤ d|U |n−1.
We will also need the following lemma which lets us find polynomials which
vanish on different points with differing multiplicities.
Lemma 12. Given non-negative integer d and a set of non-negative integers
Nx indexed by elements x ∈ Fnq which satisfy the following bound,∑
x∈Fnq
(
Nx + n− 1
n
)
<
(
d+ n
n
)
,
we can find a non-zero polynomial P of total degree at most d such that for all
x ∈ Fnq , P vanishes on x with multiplicity at least Nx.
Proof. Note
(
d+n
n
)
is the vector space dimension of the space of polynomials
in n variables with total degree at most d. The condition of a polynomial
vanishing on a point x with multiplicity Nx is defined by
(
Nx+n−1
n
)
many linear
equations in the coefficients of the polynomial. The condition of vanishing on x
with multiplicity Nx for all x is then defined by at most
∑
x∈Fnq
(
Nx+n−1
n
)
many
linear equations. The condition in the statement of the lemma implies that we
can find a non-zero polynomial which satisfies all these conditions.
3 Entropy formulation for the Kakeya problem
Let X be a random variable (r.v) taking values in Fnq . The q-ary min entropy
of X (or just min-entropy if q is clear from the context) is defined as
Hq∞(X) = − logq
(
max
w∈Fnq
Pr[X = w]
)
For example, if X is distributed uniformly on a set of size qk then its min-entropy
will be exactly k. In general, a r.v with min-entropy k must have support size
at least qk.
We first consider a class of statements which state Furstenberg bounds in
the usual manner.
Definition 13. (Furstenberg set bound, A(n, k)) Let 1 ≤ k < n be integers. We
say that the statement A(n, k) holds with constant Cn,k if the following is true:
If S ⊂ Fnq is (k,m)-Furstenberg then |S| ≥ Cn,k ·mn/k.
In other words A(n, k) is the statement that K(q, n, k,m) ≥ Cn,k ·mn/k.
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Note, as mentioned earlier, the proof of the Kakeya bound in [4] shows that
for all n, A(n, 1) holds with Cn,1 = 2
−n.
We now define a seemingly different statement involving min-entropy of lin-
ear maps.
Definition 14. (Linear maps with high min-entropy, B(n, k)) Let 1 ≤ k < n
be integers. We say that the statement B(n, k) holds with constant Dn,k if the
following is true:
For all δ ∈ [0, 1]. If S ⊂ Fnq is of size |S| = qδn then there exists an
onto linear map ϕ : Fnq 7→ Fn−kq such that Hq∞(ϕ(US)) ≥ δ(n− k)−
Dn,k, where US is a random variable distributed uniformly over S.
In other words, B(n, k) says that given the random variable US , which is
uniform over a set S of size qδn and hence having min-entropy δn, one can
find a linear map that keeps the same relative min-entorpy (the ratio between
min-entropy and dimension) up to some small loss Dn,k.
Surprisingly, these two statements turn out to be equivalent for Cn,k ∈
(0, 1] and Dn,k ≥ 0. With a simple formula relating Cn,k and Dn,k. The
statement B(n, k) is easily generalizable with US replaced by a general random
variable. The generalization of the statement B(n, 1) can be proven using a
simple generalization of the proof in [4]. This generalized statement will allow
us to perform induction to prove Furstenberg set bounds. First, we prove the
equivalence between A(n, k) and B(n, k) in two lemmas below.
Lemma 15. For integer 1 ≤ k < n. If A(n, k) holds with constant 0 < Cn,k ≤ 1
then B(n, k) holds with constant
Dn,k =
k
n
· logq
(
1
Cn,k
)
.
Proof. Let n > k and suppose in contradiction that B(n, k) does not hold. This
means that there is a set S ⊂ Fnq of size |S| = qδn such that for any onto linear
map ϕ : Fnq 7→ Fn−kq we have Hq∞(ϕ(US)) < δ(n− k)−Dn,k. By the definition
of min-entropy this means that for all ϕ there must exist some v = vϕ ∈ Fn−kq
such that
Pr [ϕ(US) = vϕ] =
|ϕ−1(vϕ) ∩ S|
|S| >
qDn,k
qδ(n−k)
. (10)
Let Kϕ ⊂ Fnq denote the k-dimensional kernel of ϕ. Then, Eq. 10 implies that
there is a shift wϕ ∈ Fnq so that
|(Kϕ + wϕ) ∩ S| > |S| · q
Dn,k
qδ(n−k)
≥ qδk+Dn,k (11)
Since Kϕ can be any k-dimensional linear subspace, S is (k,m)-Furstenberg
with m > qδk+Dn,k . Since A(n, k) holds with constant Cn,k we get that
|S| > Cn,k ·
(
qδk+Dn,k
)n/k
= Cn,k · q nkDn,k · |S|. (12)
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Cancelling |S| from both sides and using the expression for Dn,k, we get a
contradiction.
Lemma 16. For integers 1 ≤ k < n. If B(n, k) holds with constant 0 ≤ Dn,k
then A(n, k) holds with constant
Cn,k = q
−nkDn,k .
Proof. Let S ⊂ Fnq be (k,m)-Furstenberg. By definition of Furstenberg set, for
any onto linear map ϕ : Fnq 7→ Fn−kq with k-dimensional kernel K ⊂ Fnq , there
is a shift w ∈ Fnq so that |(K + w) ∩ S| ≥ m. This implies that the random
variable ϕ(US) obtains the value ϕ(w) ∈ Fn−kq with probability at least m/|S|.
Hence,
Hq∞(ϕ(US)) ≤ logq
( |S|
m
)
. (13)
Let δ be defined as
δ =
1
n− k · logq
( |S|qDn,k
m
)
(14)
so that
logq
( |S|
m
)
= δ(n− k)−Dn,k. (15)
We first consider the case when δ 6∈ [0, 1]. If δ < 0 then |S| < q−Dn,km which is
impossible as Dn,k ≥ 0. If δ > 1 then we must have
|S| > q−Dn,kqn−km,
which suffices to show A(n, k) holds with Cn,k = q
−n/kDn,k.
Now we can assume δ ∈ [0, 1]. Applying B(n, k) we see that |S| ≤ qδn
as, if we had |S| = qδ′n with δ′ > δ then there would exist a linear map ϕ
contradicting Eq. 13. Plugging in the value for δ we get
|S| ≤ qδn =
( |S|qDn,k
m
) n
n−k
which gives
|S| ≥ q−nkDn,k ·mn/k.
This proves A(n, k) with the claimed expression for Cn,k.
As mentioned earlier we can generalize the statement B(n, k) to statements
about general random variables. In particular we will prove the following theo-
rem.
Theorem 17 (Entropic-Furstenberg bound). For any random variable R sup-
ported over Fnq there exists an onto linear map φ : Fnq → Fn−kq such that
Hq∞(φ(R)) ≥
n− k
n
Hq∞(R)− logq(2− q−1)k.
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The theorem above proves the statement B(n, k) with constant Dn,k =
k logq(2). Lemma 16 then proves Theorem 1.
We will prove Theorem 17 using the polynomial method for the case k = 1
and the general case will follow from an inductive argument by composing a
sequence of onto maps. For that reason, let us restate the k = 1 case separately.
Theorem 18 (Entropic bound for k = 1). For any random variable R supported
over Fnq there exists an onto linear map φ : Fnq → Fn−1q such that
Hq∞(φ(R)) ≥
n− 1
n
Hq∞(R)− logq(2− q−1).
4 Proof of the entropic bound when k = 1
We will prove Theorem 18 by first proving an estimate for the `n norm of integer
valued functions over Fnq and reducing Theorem 18 to it.
Theorem 19. Given r ∈ Z≥0 and a function f : Fnq → Z such that for every
direction γ there exists a line Eγ in that direction such that
∑
x∈Eγ |f(x)| ≥ r
we have the following bound,
‖f‖n`n =
∑
x∈Fnq
|f(x)|n ≥ r
n
(2− q−1)n .
Note, if f is an indicator function for a subset of Fnq then the theorem above
is simply the Kakeya bound in [4].
Also note that this theorem can easily be generalized to real valued functions
and positive real r by taking ratios and limits. Our proof would be a simple
modification of the proof of the Kakeya theorem in [4]. Indeed, the modification
appears in [6] and is used to prove a more general distributional Kakeya estimate
for curves in a slightly different setting with unspecified constants. Their proof
doesn’t use the extended method of multiplicities and will require projective
transformations and random rotations to reduce to this setting which would
prevent us from getting the best constant.
Proof. Fix m to be a positive multiple of r. Let d = mq − r where and N =
m(2q − 1)/r. We want to prove the following for large enough values of m,
∑
x∈Fnq
(
N |f(x)|+ n− 1
n
)
≥
(
d+ n
n
)
. (16)
Dividing by
(
d+n
n
)
on both sides and substituting for d and N gives us,∑
x∈Fnq
((2q − 1)m|f(x)|/r + n− 1) . . . ((2q − 1)m|f(x)|/r)
(mq − r + n) . . . (mq − r + 1) ≥ 1.
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As m can be arbitrarily large, we let it grow towards infinity which gives us,∑
x∈Fnq
|f(x)|n ≥ r
n
(2− q−1)n ,
which is exactly what we want to prove. Hence, we only need to prove (16) now.
Let (16) be false. Using Lemma 12, we can find a non-zero polynomial P
of total degree at most d such that it vanishes on each point x of Fnq with
multiplicity N |f(x)|.
Let PH refer to the homogenous part of P of highest degree. We make the
following claim.
Claim 20. For all b ∈ Fnq ,
mult(PH , b) ≥ m.
Proof. It is easy to see the statement is true for b = 0 because PH is a homoge-
nous polynomial of degree d > m.
Recall, for any point α ∈ Zn≥0 its weight is defined as the sum of its coordi-
nate. Fix any α ∈ Z≥0 such that wt(α) = m′ < m. Let us consider Q = P (α),
that is its αth Hasse derivative. It will have degree at most d−m′ and it will van-
ish on x with multiplicity max(N |f(x)| −m′, 0). For any direction b ∈ Fnq \ {0}
we can find a point a ∈ Fnq such that the line L = {x : x = a + bt, t ∈ Fnq }
satisfies, ∑
x∈L
mult(P, x) ≥
∑
x∈L
N |f(x)| ≥ Nr. (17)
Then Lemma 8 implies,∑
x∈L
mult(Q, x) ≥
∑
x∈L
max(N |f(x)| −m′, 0) ≥ Nr − qm′.
Q(a + bt) will be a degree at most d −m′ univariate polynomial in t. Lemma
10 and (17) implies,∑
t∈Fq
mult(Q(a+ bt), t) ≥
∑
x∈L
mult(Q(x), x) ≥ Nr − qm′. (18)
If Q(a + bt) is non-zero then Lemma 11 and (18) gives us the bound Nr −
qm′ ≤ d−m′ which implies m(q − 1) + r ≤ m′(q − 1). This leads to a contra-
diction proving Q(a + bt) is identically zero. We note (PH)(α) is precisely the
homogenous part of highest degree of Q. Q(a+bt) being identically zero implies
(PH)(α) vanishes on b. This proves the claim.
Putting everything together we now know that PH , which has total degree
at most d, vanishes on all values in Fnq with multiplicity at least m. Lemma 11
now implies, mq ≤ d leading to a contradiction. This finishes the proof of the
Theorem.
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We are now ready to prove Theorem 18.
Proof of Theorem 18. We will prove this theorem for random variables R such
that Pr(R = x) is a rational number for all x ∈ Fnq . After a simple limiting
argument we will obtain the statement for all random variables R. As mentioned
earlier, we will reduce to Theorem 19. We let Pr(R = w) = f(x)/S for some
positive integer S and non-negative integer f(x) for all x ∈ Fnq . It is clear that
S =
∑
x∈Fnq f(x).
We note Hq∞(R) is simply going to be − logq(f(v)/S) where v ∈ Fnq is the
mode of R.
Given any onto linear map φ : Fnq → Fn−1q we note its kernel will be some
line passing through the origin with direction γ. It is easy to check that the set
of values obtained by calculating Pr(φ(R) = x) for all x ∈ Fn−1q will correspond
to summing the values of Pr(φ(R) = x) for all lines in the direction of γ. We
call the set of lines in direction γ, Lγ . This means we can write H
q
∞(φ(R)) as,
Hq∞(φ(R)) = − logq
(
max
`∈Lγ
∑
x∈`
Pr(R = x)
)
.
We now pick the φ for which Hq∞(φ(R)) is the largest. This is basically done
by picking the direction γ such that max`∈Lγ
∑
w∈`
Pr(R = x) is the smallest. Let
γ0 be that direction and max`∈Lγ0
∑
w∈`
Pr(R = w) equals r/S where r is some
non-negative integer. We can now re-write the statement of the Theorem as
follows,
− logq
( r
S
)
≥ −n− 1
n
logq
(
f(v)
S
)
− logq(2− q−1)
⇐⇒ S
r
≥ 1
2− q−1
(
S
f(v)
)1−1/n
⇐⇒
(
S
f(v)
)1/n
≥ 1
2− q−1
r
f(v)
⇐⇒
∑
x∈Fnq
f(x)f(v)n−1 ≥ 1
(2− q−1)n r
n (19)
Noting, f(v) ≥ f(x) ≥ 0 for all x, (19) immediately follows from Theorem
19.
5 Proving the general entropic bound
Let us first prove Theorem 17 which is obtained from Theorem 18 by a simple
recursion.
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Proof of Theorem 17. We induct over k. Theorem 18 is precisely the case k = 1.
Now, let it be true for some fixed k. This means given any random variable R
supported over Fnq we can find an onto random variable φ : Fnq → Fn−kq such
that,
Hq∞(φ(R)) ≥
n− k
n
Hq∞(R)− logq(2− q−1)k. (20)
Applying Theorem 18 on φ(R) we can find another onto function ψ : Fn−kq →
Fn−k−1q such that,
Hq∞(ψ(φ(R))) ≥
n− k − 1
n− k H
q
∞(φ(R))− logq(2− q−1). (21)
Substituting (20) in (21) proves the required statement.
6 Better bounds when n is divisible by k
In this section we will prove Theorem 4 which gives us much better bounds in
the case when n is divisible by k.
Proof of Theorem 4. As k is a factor of n we can find a positive integer r such
that n = rk. Note there exists an Fq-linear isomorphism between Fnq and Frqk .
This quickly follows from the fact Fqk is by definition Fq[x]/I where I is a
principal ideal generated by a degree k irreducible polynomial in Fq[x]. This
allows us to treat a point set S in Fnq as a point set in Frqk . Also it is easy to
see that any line in Frqk is a k-dimensional subspace in F
n
q . This means S is a
Kakeya set in Frqk . Using the Kakeya bound (1) we have,
|S| ≥ 1
2n/k
qn,
which is precisely what we wanted.
One could use a similar argument to prove bounds in the style of Theorem
17 with better constants. In fact, when n − k has a factor smaller than k we
can combine the recursive argument of Theorem 17 and argument presented in
this section to obtain slightly better constants for Furstenberg set bounds.
7 Proof of Theorems 2 and 3
We start by proving three lemmas. The proof of Theorem 3 depends only on
Lemma 23. The other two lemmas are only needed in the proof of Theorem 2.
The first lemma shows that a set of flats witnessing a Furstenberg set contains
many flats of lower dimension.
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Lemma 21. Let F be a set of k-flats in Fnq , one parallel to each rank k subspace,
with 2 ≤ k < n. Let 1 ≤ ` < k. The number of `-flats that are each contained
in some flat of F is at least K(q, n − `, k − `, qk−`)(nl)q. In other words, the
proportion of `-flats contained in some flat of F is at least q`−nK(q, n− `, k −
`, qk−`).
Proof. The basic observation behind this lemma is that the `-flats that are
contained in F and are parallel to a fixed rank ` subspace are the points in a
lower dimensional Furstenberg set. The bound in the conclusion of the lemma
comes from summing over all rank ` subspaces of Fnq .
For each rank ` subspace Λ, choose a rank n− ` subspace PΛ so that Λ∩PΛ
is the origin. Since dim(Λ∩PΛ) = 0, equation (5) implies that Λ, PΛ = Fnq . Let
FΛ ⊂ F be those flats of F that contain a translate of Λ. We will show that
KΛ =
⋃
Γ∈FΛ(Γ ∩ PΛ) is a (k − `, qk−`)-Furstenberg set in PΛ.
Let g be the map from k-dimensional subspaces of Fnq that contain Λ to
subspaces of PΛ defined by g(Γ) = PΛ ∩ Γ. Since Γ, PΛ = Fnq for any subspace
Γ that contains Λ, (5) implies that every subspace in the image of g has rank
k− `. In addition, any rank k− ` subspace H contained in PΛ intersects Λ only
at the origin, so dim(Λ, H) = k. Consequently, g is bijective.
For any vector v ∈ Fnq , let v = vΛ + vPΛ , where vΛ ∈ Λ and vPΛ ∈ PΛ.
Since Λ, PΛ = Fnq , this is always possible. Let Γ be a rank k subspace that
contains Λ. Since Λ ⊂ Γ, we have Γ + v = Γ + vΛ + vPΛ = Γ + vPΛ . For any
u ∈ Γ∩PΛ, we have u+ vPΛ ∈ (Γ + vPΛ)∩ (PΛ + vPΛ) = (Γ + vPΛ)∩PΛ. Hence,
(Γ + v) ∩ PΛ = (Γ ∩ PΛ) + vPΛ .
We are now ready to show that KΛ is a (k − `, qk−`)-Furstenberg set. Let
H be a (k− `)-dimensional subspace contained in PΛ. By the hypothesis on F ,
there is v ∈ Fnq such that g−1(H) + v ∈ FΛ. Hence, H + vPΛ ⊆ KΛ.
By definition, |KΛ| ≥ K(q, n − `, k − `, qk−`). Each point in KΛ is the
intersection of PΛ with a `-flat parallel to Λ that is contained in some flat of F .
Let LΛ be the set of ` flats corresponding to points of KΛ. Since each `-flat is a
translate of exactly one rank ` subspace, we have that LΛ ∩LΛ′ = ∅ for Λ 6= Λ′.
Hence, ∣∣∣∣∣⋃
Λ
LΛ
∣∣∣∣∣ = ∑
Λ
|LΛ| =
∑
Λ
|KΛ| ≥
(
n
`
)
q
K(q, n− `, k − `, qk−`),
where Λ ranges over all rank ` subspaces of Fnq .
For the proof of Theorem 2, we only need the case ` = k − 1 of Lemma 21.
The application of (1) to obtain an explicit bound on K(q, n, 1, q) for use with
Lemma 21 is the only application in this section of any result proved using the
polynomial method.
Lemma 22. Let S be a (k,m)-Furstenberg set in Fnq . Let δ < 1. Let Gr be the
set of (k− 1)-flats that are each incident to at least r = δmq−1 + 1 points of S.
If m ≥ 2n+3−kq(1− δ)−2, then |Gr| > 2k−2−nqn−k+1
(
n
k−1
)
q
.
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Proof. Let F be a set of k-flats that each intersect S in at least m points, such
that one flat of F is parallel to each rank k subspace.
By Lemma 21, there is a set G of (k − 1)-flats contained in the flats of F ,
with |G| ≥ 2k−1−nqn−k+1( nk−1)q. Let Gp ⊆ G be those flats of G that are
(S, r)-poor. We will show that |Gp| < 2−1|G|, which implies the conclusion of
the lemma.
Applying Lemma 6, the number of r-poor (k−1)-flats contained in any given
k-flat is at most (1 +mq−1(1− δ)2)qk. Hence,
|Gp| ≤ |F |(1 +mq−1(1− δ)2)−1qk = (1 +mq−1(1− δ)2)−1
(
q
k
)
q
qk. (22)
Using the exact expression (9) for q-binomial coefficients,(
n
k
)
q(
n
k−1
)
q
=
1− qn−k+1
1− qk <
qk
qk − 1
qn−k+1
qk
< 2
qn−k+1
qk
.
Combining this with (22),
|Gp| < 2(1 +mq−1(1− δ)2)−1
(
n
k − 1
)
q
qn−k+1. (23)
Hence, if (1 + mq−1(1 − δ)2)−1 ≤ 2k−3−n, then |Gp| < 2−1|G|. This follows
directly from the hypothesis on m.
The next lemma is essentially a reformulation of Lemma 5.
Lemma 23. Let P ⊆ Fnq be a set of points. Let δ, γ > 0, and let L be a set of `-
flats that each contain at least δq` points of P , and suppose that |L| = γqn−`(n`)q.
Let κ = γq`. Then,
|P | ≥
(
δκ(κ+ 1)−1 −
√
δ(1− δ)κ−1
)
qn.
Proof. Let ε = |P |q−n < δ. Then by Lemma 5, we have
δq`|L| ≤ εq`|L|+
√
q`
(
n− 1
`
)
q
|P | |L| (1− q−n|P |).
Rearranging,
(δ − ε)2q`|L| ≤ εqn(1− ε)
(
n− 1
`
)
q
.
Since
(
n
`
)
q
> q`
(
n−1
`
)
q
, applying the hypothesis on |L| gives
(δ − ε)2q`γ − ε(1− ε) < 0. (24)
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Since the coefficient of ε2 in (24) is positive, ε must be greater than the smaller
root of (24). Hence,
ε >
1 + 2δκ−√(2δκ+ 1)2 − 4(κ+ 1)δ2κ
2(κ+ 1)
=
1 + 2δκ−√1 + 4δκ(1− δ)
2(κ+ 1)
>
δκ−√δκ(1− δ)
κ+ 1
> δκ(κ+ 1)−1 −
√
δ(1− δ)κ−1.
We are now ready to prove Theorems 2 and 3.
Proof of Theorem 3. Apply Lemma 23 with δ = mq−k.
Proof of Theorem 2. Apply Lemma 22 to S with δ = 1− ε/4. This gives a set
Gr of (k− 1)-flats, each incident to more than (1− ε/4)mqk−1 points of S, with
|Gr| > 2k−2−nqn−k+1
(
n
k−1
)
q
.
Next apply Lemma 23 to Gr with δ = (1 − ε/4)mq−1, ` = k − 1, and
γ = 2k−2−n. As in Lemma 23, let κ = γqk−1. Note that qk ≥ m ≥ 2n+7−kqε−2,
and hence
κ(1 + κ)−1 ≥ 1− ε22−5 > 1− ε/4, and
κ−1 ≤ 2−5ε2.
Thus we have
|S|q−n ≥ δκ(κ+ 1)−1 −
√
δ(1− δ)κ−1
> δ(1− ε/4)−
√
δ(ε/4)
> (1− ε/4)(1− ε/2)mqk−1
> (1− ε)mqk−1.
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