Abstract. This paper introduces the hierarchical interpolative factorization (HIF) for integral operators associated with elliptic partial differential equations in 2D and 3D. The HIF is an approximate multilevel factorization that diagonalizes the matrix discretization of the operator through a sequence of triangular transformations. As such, it is also easily invertible. The HIF is based on the recursive skeletonization method but uses additional levels of compression via dimensional reductions to control the rank growth. Thus, algorithms to construct, apply, and invert the HIF all have essentially linear cost. Numerical results in both 2D and 3D demonstrate its efficiency as a fast multipole method, direct solver, and preconditioner. The HIF is applicable to both boundary and volume problems.
Introduction
This paper considers integral equations of the form
associated with elliptic partial differential equations (PDEs), where a(x), b(x), c(x), and f (x) are given functions, the integral kernel K(r) is related to the fundamental solution of the PDE, and d = 2 or 3. Such equations encompass both boundary and volume problems and can be derived from PDEs in various ways. We give two prototypical examples below:
(1) Consider the Dirichlet Laplace problem ∆u(x) = 0, x ∈ Ω, (1.2a)
x ∈ ∂Ω ≡ Γ, (1.2b) which can be solved by writing u as the double-layer potential is the fundamental solution of the free-space PDE and ν y is the unit outer normal at y ∈ Γ. Clearly, (1.3) satisfies (1.2a). To enforce the boundary condition (1.2b), take the limit as x → Γ and use standard results from potential theory [28] to obtain − 1 2 σ(x) + Γ ∂K ∂ν y ( x − y )σ(y) dΓ(y) = f (x), x ∈ Γ, (1.5) where the integral is defined in the principal value sense. This is a boundary integral equation for σ(x) of the form (1.1).
The third group covers rank-structured direct solvers, which are based on the observation that the off-diagonal blocks of A and A −1 are numerically low-rank. The seminal work in this area is by Hackbusch et al. [29, 30] , whose H-and H 2 -matrices have been shown to provide essentially linear complexity in certain cases [5] . However, the prefactor can be large due to the need for expensive hierarchical matrix-matrix multiplication.
More recent developments include solvers for hierarchically semiseparable matrices [1, 10, 11, 50] and methods based on recursive skeletonization (RS) [22, 24, 35, 39] , among other related techniques [6, 12] . These are optimal in 1D but have superlinear complexities in 2D and 3D. In particular, RS proceeds very similarly to the nested dissection multifrontal method for sparse linear systems [16] , with the so-called skeletons characterizing the off-diagonal matrix blocks corresponding to the separator fronts. These grow as O(N 1/2 ) in 2D and O(N 2/3 ) in 3D, resulting in solver complexities of O(N 3/2 ) and O(N 2 ), respectively, for factorization and O(N log N ) and O(N 4/3 ), respectively, for the solve time and memory required. Recently, Corona et al. [15] reported an O(N ) RS solver in 2D by using hierarchical matrix algebra on the skeletons themselves. However, this approach has yet to be realized in 3D or in complicated domains.
1.2.
Contributions. In this paper, we introduce the hierarchical interpolative factorization (HIF) for integral operators, which builds upon the RS scheme. Much like RS (though it has not traditionally been presented in this way), it diagonalizes the matrix A (to a specified precision) through a sequence of triangular transformations. As such, it is also easily invertible. The primary novelty of the HIF is that the skeleton/separator structure can be further compressed, in particular that the rank growth in 2D and 3D can be suppressed through dimensional reductions via geometric clustering and additional skeletonization. Thus, algorithms to construct, apply, and invert the HIF all have essentially linear cost. The HIF is applicable to both boundary and volume problems in 2D and 3D, and can be used as an FMM, direct solver, or preconditioner.
1.3.
Outline. The remainder of this paper is organized as follows. Section 2 introduces the notation and basic building blocks of our approach. The main section, Section 3, describes the algorithm in detail in both 2D and 3D, complete with complexity estimates. Several numerical examples are given in Section 4. Finally, Section 5 concludes with some discussion and future directions.
Preliminaries
In this section, we first list our notational conventions and then describe the main tools behind the HIF.
2.1. Notation. The uppercase letters A, B, D, F , Q, R, S, T , U , and V are used to denote matrices. The lowercase letters c, p, q, r, and w denote row or column degrees of freedom (DOFs) of a matrix. For a given DOF set c, its cardinality is given by |c|. The uppercase letter C denotes a collection of disjoint DOF sets. The complement of a DOF set c is written c C , with the parent set to be understood from the context. Given a matrix A, A pq is the submatrix with rows and columns restricted to the DOF sets p and q, respectively. We also use the Matlab notation A :,q to denote the submatrix with columns only restricted to q.
Schur complement. Let
be a matrix defined over the DOFs p ∪ q ∪ r with p, q, and r disjoint (possibly empty). The essence of the Schur complement is to use block row and column operations to decouple the DOFs p from the rest. Assume that A pp is nonsingular and define
so that p has been eliminated. Note that the DOFs r not interacting with p are unaffected.
2.3.
Interpolative decomposition. Let A be a low-rank matrix with column DOFs q. Then there exists a subsetq of columns such that any other column of A can be expressed as a linear combination of A :,q . More specifically, q has a partitioning q =q ∪q in terms of redundant and skeleton columnsq andq, respectively, such that
where T q is typically small. This factorization is called the interpolative decomposition (ID) [13] and is generally not unique.
If A is low-rank only to a specified numerical precision, as is common when A is the discretization of an integral operator acting between separated spatial regions [24, 35] , then an ID exists such that (2.1) holds to any relative precision > 0.
The ID can be computed robustly using a rank-revealing QR factorization [9, 27] . This can be expensive, however, so a pivoted QR factorization [23] is often used in practice, with the pivot threshold controlling the approximation error. Fast algorithms based on random sampling are also available [32, 38, 41, 49 ], but we use only the standard pivoted QR in this paper.
2.4. Skeletonization. We now combine the ID with the Schur complement to decouple redundant DOFs. Let
be a matrix defined over the DOFs p ∪ q with p and q disjoint, and assume that the off-diagonal blocks A p C ,p = A qp and A q C ,q = A pq are numerically low-rank. Then applying the ID to A p C ,p and A * p,p C together (with respect to p) gives the approximation 
Hence, introducing the matrices
which we remark are not unitary, we find that
where
and similarly for the matrices associated with q. Note thatp now interacts only withp andq only withq. Assuming that Bpp and Bqq are nonsingular, we can apply the Schur complement matrices 4) and similarly for q, to obtain
qq Bqq. The result is that the redundant DOFsp ∪q are decoupled from the rest, with the interaction betweenp andq unmodified. This whole procedure of generating the right-hand side of (2.5) is called skeletonization. We denote the result by Z(A), which is significantly sparsified.
In this paper, we often work with a collection of disjoint DOF sets C = {c}, where A c,c C and A c C ,c are numerically low-rank. Applying the above for all c ∈ C gives
where the DOFs c∈Cč are decoupled from the rest and the product over C can be taken in any order. When there is a need to distinguish among multiple collections, C and Z are used to denote a specific collection and its skeletonization operator, respectively.
Algorithm
The combination of skeletonization and a hierarchical geometric ordering such as a quadtree in 2D or an octree in 3D [46] leads to an RS solver [22, 24, 35, 39] . At each level, the skeleton DOFs tend to line the interfaces between geometric groups. Therefore, |ĉ| = O(N 1/2 ) in 2D and O(N 2/3 ) in 3D, resulting in solver complexities of O(N 3/2 ) and O(N 2 ), respectively, as discussed in Section 1. However, the interface configuration possesses considerable structure, in particular that any two interfaces are separated so their interaction is low-rank. This observation was exploited in [15] , which used hierarchical matrix operations along the interfaces to build an O(N ) solver in 2D.
Here, we proceed slightly differently by explicitly skeletonizing the interfaces via an appropriate reordering of the remaining DOFs. Thus, we reduce each interface to its minimal size before proceeding to the next level. This keeps all intermediate matrices small so that no hierarchical matrix operations are required; only highly efficient dense linear algebra is used.
In the remainder of this section, we describe the HIF, which performs this process of recursively "skeletonizing the skeletons" down in dimension. Algorithms are given in both 2D and 3D, with complexity estimates for each.
3.1. Two dimensions. Consider the integral equation (1.1) on Ω = (0, 1) 2 , discretized using a piecewise constant collocation method over a uniform grid for simplicity. More general domains and discretizations can be handled without difficulty, but the current setting will serve to illustrate the main ideas. Let h be the step size in each direction and assume that n = 1/h = 2 L m, where
With {x j } as the collocation points, the discrete system (1.6) reads
, and f j = f (x j ); u j is the approximation to u(x j ); and
on the diagonal. Note that A is not stored since it is dense; rather, its entries are generated as needed. The total number of DOFs is N = n 2 = 2 2L . The algorithm proceeds by decoupling DOFs level by level. At each level , the set of DOFs that have not been decoupled are called active and denoted by w . Initially, we set A 0 = A and let w 0 be the set of all DOFs. where the DOFs c∈C 0č have been decoupled (and marked inactive). Let
be the remaining active DOFs. Then A 1/2 is block diagonal with block partitioning
Level 1/2. Defined at this point are A 1/2 and w 1/2 , with the active DOFs lying along the edges of the squares of width mh from level 0. We construct a Voronoi diagram on the edge centers. The resulting cells partition w 1/2 into a disjoint collection C 1/2 = {c}, where each c is the set of active DOFs of one such cell. Clearly, c∈C 1/2 c = w 1/2 . Skeletonization with respect to C 1/2 then yields
where the DOFs c∈C 1/2č have been decoupled. Let w 1 = w 1/2 \ c∈C 1/2č = c∈C 1/2ĉ be the remaining active DOFs. Then A 1 is block diagonal with block partitioning
Note that the interactions compressed at this level do not generally correspond to those of the original kernel. This is because skeletonization at level 0 modifies the self-interactions within each DOF setĉ ∈ C 0 according to (2.5). However, it has been observed numerically that such modified kernels can also be compressed [15] . Thus, they behave essentially just like the original kernel and we will make no further distinction between them in this regard.
In truth, the situation is actually slightly more complicated as we have to compress a mixture of the original and a modified kernel since for each DOF in c ∈ C 1/2 belonging to a given cell at level 0, c C ∈ C 1/2 contains DOFs both inside and outside that cell. Nevertheless, our results suggest that this poses no difficulty and that the entire kernel mixture can, in fact, be treated just like the original kernel.
The end result is that A 1 is significantly sparsified, with the remaining active DOFs w 1 clustered about the points at which the edges meet.
Level . Defined at this point are A and w . There are 2 L− × 2 L− squares of width 2 mh. Let C = {c} be the disjoint collection of the active DOFs c of each square. Clearly, c∈C c = w . Skeletonization with respect to C gives
where the DOFs c∈C č have been decoupled. The matrix A +1/2 is block diagonal with block partitioning
where w +1/2 = w \ c∈C č = c∈C ĉ.
Level + 1/2. Defined at this point are A +1/2 and w +1/2 . We construct a Voronoi diagram on the centers of the edges of the squares of width 2 mh. The resulting cells partition w +1/2 into a disjoint collection C +1/2 = {c}, where each c is the set of active DOFs of one such cell. Clearly,
= w +1/2 . Skeletonization with respect to C +1/2 gives
where the DOFs c∈C +1/2č have been decoupled. The matrix A +1 is block diagonal with block partitioning
, . . . ,
Combining the approximation over all levels gives
Note that U and V are products of triangular matrices, each of which can be inverted simply by negating its off-diagonal entries. The factorization F allows fast multiplication and therefore can be used as a kernel-independent FMM. Its inverse F −1 can be used as a direct solver at high precision or as a preconditioner at low precision. We emphasize that F and F −1 are never formed explicitly and are applied only in factored form.
Remark 3.1. In this framework, RS uses only the integer levels = 0, 1, . . . , L above. Therefore, the HIF is a direct extension of RS, supplementing it with fractional levels of additional skeletonization.
Three dimensions.
We now consider the integral equation (1.1) on Ω = (0, 1) 3 , similarly discretized via a piecewise constant collocation method over a uniform grid. As in 2D, this model problem is not restrictive; see Example 4 in Section 4.2, for instance, for an application to a boundary value problem. Again, let h be the step size in each direction and assume that n = 1/h = 2 L m, where m = O(1) is a small integer. Integer triplets j = (j 1 , j 2 , j 3 ) index the elements
on the diagonal. Note that A is not stored since it is dense. The total number of DOFs is N = n 3 = 2 3L . As in 2D, the algorithm decouples DOFs level by level but with an additional reduction to account for the extra dimension. Initially, we set A 0 = A and let w 0 be the set of all DOFs.
Level 0. Defined at this point are A 0 and w 0 . There are 2 L × 2 L × 2 L cubes of width mh, each containing m 3 active DOFs. Let C 0 = {c} be the disjoint collection of all such DOFs, where each c is the set of DOFs of one cube. Clearly, c∈C 0 c = w 0 . Then skeletonization with respect to C 0 gives
where the DOFs c∈C 0č have been decoupled (and marked inactive). Let w 1/3 = w 0 \ c∈C 0č = c∈C 0ĉ be the remaining active DOFs. Then A 1/3 is block diagonal with block partitioning
Level 1/3. Defined at this point are A 1/3 and w 1/3 , with the active DOFs lying along the faces of the cubes of width mh from level 0. We construct a Voronoi diagram on the face centers. The resulting cells partition w 1/3 into a disjoint collection C 1/3 = {c}, where each c is the set of active DOFs of one such cell. Clearly, c∈C 1/3 c = w 1/3 . Skeletonization with respect to C 1/3 then yields
where the DOFs c∈C 1/3č have been decoupled. Let w 2/3 = w 1/3 \ c∈C 1/3č = c∈C 1/3ĉ be the remaining active DOFs. Then A 2/3 is block diagonal with block partitioning
Level 2/3. Defined at this point are A 2/3 and w 2/3 , with the active DOFs lying along the edges of the cubes of width mh. We construct a Voronoi diagram on the edge centers. The resulting cells partition w 2/3 into a disjoint collection C 2/3 = {c}, where each c is the set of active DOFs of one such cell. Clearly, c∈C 2/3 c = w 2/3 . Skeletonization with respect to C 2/3 then yields
where the DOFs c∈C 2/3č have been decoupled. Let w 1 = w 2/3 \ c∈C 2/3č = c∈C 2/3ĉ be the remaining active DOFs. Then A 1 is block diagonal with block partitioning
Level . Defined at this point are A and w . There are 2 L− × 2 L− × 2 L− cubes of width 2 mh. Let C = {c} be the disjoint collection of the active DOFs c of each cube. Clearly, c∈C c = w . Skeletonization with respect to C gives
where the DOFs c∈C č have been decoupled. The matrix A +1/3 is block diagonal with block partitioning
where w +1/3 = w \ c∈C č = c∈C ĉ.
Level + 1/3. Defined at this point are A +1/3 and w +1/3 . We construct a Voronoi diagram on the centers of the faces of the cubes of width 2 mh. The resulting cells partition w +1/3 into a disjoint collection C +1/3 = {c}, where each c is the set of active DOFs of one such cell. Clearly,
= w +1/3 . Skeletonization with respect to C +1/3 gives
where the DOFs c∈C +1/3č have been decoupled. The matrix A +2/3 is block diagonal with block partitioning
Level + 2/3. Defined at this point are A +2/3 and w +2/3 . We construct a Voronoi diagram on the centers of the edges of the cubes of width 2 mh. The resulting cells partition w +2/3 into a disjoint collection C +2/3 = {c}, where each c is the set of active DOFs of one such cell. Clearly,
= w +2/3 . Skeletonization with respect to C +2/3 gives
where the DOFs c∈C +2/3č have been decoupled. The matrix A +1 is block diagonal with block partitioning
Level L. Finally, we have A L and w L , where D ≡ A L is block diagonal with block partitioning
Combining the approximation over all levels gives (3.2b) 3.3. Accelerated compression. The dominant cost of constructing the HIF is in computing the ID, which for an m × n matrix of rank k requires O(kmn) operations [13] . For k, m, and n large, this can be very expensive. Thus, it is imperative to reduce the matrix size as much as possible. Consider any DOF set c ∈ C encountered during the algorithm and let x = ctr(c) be the center about which it is based. For convenience, we also let ctr(c ) for a given DOF c denote the center of the DOF set to which it belongs. Then rescaling for simplicity so that 2 mh = 1, c C admits the partitioning c C = c N ∪ c F , where
is the neighbor set of c, consisting of the DOFs with immediately adjacent centers, and c F is the so-called far field. Correspondingly, the off-diagonal matrix block A c C ,c can be written as
We describe two strategies for reducing the size of A c C ,c . The first is based on the ellipticity of the underlying PDE. It is easiest to consider the case b(x) ≡ c(x) ≡ 1 with K(r) harmonic. Then by Green's theorem, any interaction with c F can be represented by interactions with the interface Γ separating c N and c F . Since Γ is well-separated from c, it requires only a fixed number of DOFs to discretize to a given precision [25, 26, 29, 30] . Denote these DOFs byc F , which have variously been called equivalent densities or proxy points [13, 15, 22, 24, 35, 39, 40, 51, 52] . In linear algebraic terms, we hence have A c F ,c ≈ U F c AcF ,c for some U F c . Therefore, A c C ,c has a low-rank decomposition
AcF ,c , so it suffices to compute an ID of the much smaller matrix B c . Notice that |c F | = O(N ) while |c F | = O(1). This procedure thus transforms a fully global operation into a purely local one. The use of equivalent far-field DOFs is critical to achieving linear complexity. The interface Γ between c N and c F can be complicated, especially at fractional levels. Fortunately, any Γ contained in the region between c and c F can be used, provided that it is sufficiently separated from c. In this paper, we use a circle in 2D and a cube in 3D.
Remark 3.2. Note that all DOFs in c C with modified interactions with respect to c are contained in c N . Therefore, c interacts with c F only via the original kernel, over which we have analytic control. Remark 3.3. This approach can be extended to the case of real analytic kernels [51] and, practically, to any asymptotically smooth kernel as well [40] .
The second strategy is based on finding an analogous set of equivalent near-field DOFsc N by appropriately subselecting c N . In our experiments, we have found the following to be effective. Sort the DOFs c N by distance from ctr(c) and keep only the closest 2|c| of them. Then numerically, A c N ,c ≈ U N c AcN ,c for some U N c , so combining with the above,
The ID is now to be computed for B c . This substantially reduces the constant associated with skeletonization, especially in 3D. It is possible [15] to further subselect until |c N | = ρ|c|, for 1 ≤ ρ < 2, particularly when only low precision is required. The choice ρ = 2, though, provides a good compromise between accuracy and speed.
Although not presently implemented, another idea when there is sufficient regularity is to simply choose the skeleton DOFsĉ a priori and then perform a least squares solve for T c [13] . This was carried out to some extent in [15] . The least squares solve can be done densely if |ĉ| is small or even in compressed form if |ĉ| is large [3, 17, 34] .
Complexity analysis.
We now consider the computational complexity of the HIF. For this, we need to estimate the skeleton size |ĉ| for a typical DOF set c ∈ C at each level 0 ≤ ≤ L. Consider first just the levels ∈ N+1/2 in 2D and ∈ N+2/3 in 3D corresponding to skeletonization on edges. Then provided that c interacts with c C via an elliptic kernel, it can be shown that |ĉ| = O(log n ) = O( ), where n = O(2 ) is the number of DOFs covering an edge at level [24, 35] . Extensive numerical experiments [15] and physical intuition suggest that the same is also true of the modified kernels above. Therefore, we assume that |ĉ| = O( ) for all ∈ N − 1/d.
Consider Proof. Let d be the dimension of the problem. Then the cost of constructing F using the acceleration techniques of Section 3.3 is
for both d = 2 and 3, where the sum is taken over all integer and fractional levels. Similarly, the cost of storing F is
The costs of applying both F and F −1 are clearly the same as the memory cost m f , provided, e.g., that the block diagonal matrix D is stored in factored form.
Remark 3.5. As in RS, the prefactor for applying F or F −1 is orders of magnitude smaller than that for constructing F . Therefore, a given precomputed factorization enables the repeated calculation of matrix-vector products or linear solves in an extremely efficiently manner. 
Numerical results
In this section, we demonstrate the practical efficiency of the HIF by reporting some numerical results in 2D and 3D. All algorithms are implemented in Matlab R2012b (The MathWorks, Inc.: Natick, MA). In each case, the following, if applicable, are given: • : the relative precision of the ID, i.e., the local error of approximation for skeletonization;
• N : the total number of DOFs of the problem;
• |ĉ|: the average size of the skeleton set of an edge at the highest level;
• m f : the memory required to store the factorization F in GB;
• t f : the wall clock time for constructing F in seconds;
• t a/s : the wall clock time for applying F or F −1 in seconds;
• e a : the relative error (A − F )f / Af of applying F to a vector f with uniform random entries, estimated by computing the norm over a random selection of 128 entries; • e s : the relative residual AF −1 f / f of applying F −1 to a vector f with uniform random entries, estimated by computing the norm over a random selection of 128 entries; and • n i : the number of iterations to solve Au = f using GMRES with preconditioner F −1 to a tolerance of 10 −12 , where f has uniform random entries (first-kind integral equations only).
All integral equations are discretized using a piecewise constant collocation method as in Section 3. The block size |c| at level 0 is chosen adaptively to optimize the running time. In certain cases, the first few levels of dimensional reduction are skipped because they do not produce sufficient compression. For examples on regular grids requiring iteration, A is applied using fast Fourier convolutional methods [7] . All computations are run in serial on a single core of a 64-bit Linux desktop with 3.6 GHz CPUs and 36 GB of RAM. For the sake of generality, we do not exploit symmetry in any of the examples below. Specifically, in all but Example 3, the factorization time t f can be reduced by roughly a factor of 2 by applying the ID only to, say, A p C ,p instead of both A p C ,p and A * p,p C as in Section 2.4.
Two dimensions.
We begin first in 2D, where we present three examples.
Example 1. Consider the integral equation (1.1) with a(x) ≡ 0, b(x) ≡ c(x) ≡ 1, K(r) = −1/(2π) log r, and Ω = (0, 1) 2 , i.e., a first-kind integral equation in the unit square. The results are summarized in Table 4 .1. It is evident that for fixed , |ĉ| = O(log N ) = O(L), which is consistent with the assumptions of Theorem 3.4. Furthermore, for fixed N , |ĉ| appears to grow as |ĉ| = O(log(1/ )) as predicted. Therefore, the price of a more accurate factorization is a moderate increase in |ĉ| and hence in m f , t f , and t a/s . The data moreover clearly show that each of these quantities scales essentially as O(N ) in support of Theorem 3.4. Timing profiles reveal that the main contribution to t a/s is memory access, leading to the peculiar observation that t a/s remains basically unchanged from = 10 −6 to 10 −9 . In fact, t a/s is largest for = 10 −3 . This is due to the fact that the HIF employs additional levels of skeletonization in this case because a smaller level 0 block size can be used.
The application error e a is always smaller than , though it seems to increase slowly with N . This suggests that the accuracy of the ID provides a good estimate of the overall accuracy of the HIF. On the other hand, the residual e s is much larger due to the ill conditioning of the problem. When using F −1 to precondition GMRES, however, the number n i of iterations required is always very small. This indicates that F −1 is a highly effective preconditioner.
Compared to a similarly implemented RS code, which scales quite robustly as O(N 3/2 ), the HIF is initially slower due to the additional overhead but breaks even at N ∼ 20000 for = 10 −3 and N ∼ 5000 for = 10 −6 and 10 −9 . In all cases, the memory usage of the HIF is lower than that of RS. At N = 1024 2 and = 10 −9 , for instance, the HIF has m f = 7.5 GB while RS has m f = 17.0 GB. The final skeleton matrix size, of course, is much smaller: |w L | = 4|ĉ| = 722 for the HIF vs. |w L | = 8295 for RS. For the same example at = 10 −3 , these become just m f = 1.5 GB and |w L | = 80 for the HIF vs. m f = 5.4 GB and |w L | = 4113 for RS. In all cases, t a/s is very similar for both algorithms.
Example 2. Now consider (1.1) with a(x) ≡ b(x) ≡ c(x) ≡ 1, K(r) = −1/(2π) log r, and Ω = (0, 1) 2 . This is a well-conditioned second-kind integral equation so we expect that F −1 can provide an accurate solution directly without iteration. The results are summarized in Table 4 .2. As before, |ĉ| scales roughly as O(log N ) with m f , t f , and t a/s all increasing essentially linearly. Both e a and e s are of order O( ) but grow somewhat with N .
Note that |ĉ| is much larger here than in Example 1. This is because the matrices compressed by the ID tend to be, rather surprisingly, more ill-conditioned than in the first-kind case. The origin of this oddity can be seen as follows. Let A as in (2.2) be a typical second-kind integral equation matrix discretization. Then the diagonal entries of A are O(1) but its off-diagonal entries are O(1/N ). The interpolation matrix, say, T p from the ID also has entries of order O(1), so the entries of the matrices Bpp, Bpp, and Bpp in (2.3) are all O(1) as well. Hence the nonzeros of the Schur complement matrices (2.4) are O(1) and the same is true of the modified kernel Bpp in (2.5). Therefore, on moving to the next level, the O(1) modified kernel is mixed with the O(1/N ) original kernel, leading to a matrix with vastly different scales.
As a result, it is very important to compute the ID accurately. In our tests, we have found the standard algorithm based on the pivoted QR factorization with a relative pivot threshold of to be insufficient. Thus, we supplement it with a randomized power method [18, 37] to estimate the approximation error and an adaptive scheme using the thresholds , /2, /4, . . . in succession until the desired accuracy is achieved. This iteration often converges in no more than one or two steps, so the overhead is modest. The HIF breaks even with RS at N ∼ 15000. As in Example 1, it always uses less memory, with m f = 9.7 GB and |w L | = 1300 at N = 1024 2 vs. m f = 16.6 GB and |w L | = 8229 for RS. There is no substantial difference in t a/s . It is possible to reparametrize Ω in 2D and then use the 2D algorithm, but we use the full 3D solver here. Since Ω is no longer regular, we use an adaptive octree [46] to hierarchically partition the domain. This is done by first enclosing all DOFs within a sufficiently large box. If the box contains more than a set number of DOFs, it is subdivided into eight equal orthants and its DOFs split between them accordingly. This is repeated for each new box added, with the overall procedure terminating when all leaf boxes contain O(1) DOFs. Only non-empty boxes are retained throughout.
Because of adaptivity, different leaf boxes can be on different levels of the tree. However, this presents no difficulty and the HIF can be applied without modification, with each box being skeletonized as the algorithm reaches its level as it marches up the tree.
Numerical results are summarized in Table 4 .4. As in 2D, we observe that |ĉ| = O(log N ) for fixed . The scaling with for fixed N , however, is much less clear. Still, the ratio of m f = O(|ĉ| 2 ) Remark 4.1. Although building the octree is formally an O(N log N ) process, in practice it is an almost imperceptible part of the overall algorithm, requiring no more than a few seconds on even the largest problems examined.
Example 5. Finally, we consider (1.1) with a(x) ≡ 0, b(x) ≡ c(x) ≡ 1, K(r) = 1/(4πr), and Ω = (0, 1) 3 . The results are summarized in Table 4 .5. For = 10 −2 , the algorithm scales close to linearly, with |ĉ| = O(log N ) as predicted. For = 10 −3 or 10 −4 , however, the growth is slightly larger, with an increase in t f by a factor of about 20 when N increases by a factor of 8. This can be explained by observing that we have not yet reached the asymptotic regime. In particular, the number of levels at N = 16 3 , 32 3 , and 64 3 , respectively, is only L = 1, 2, and 3. For comparison, the HIF at = 10 −2 has L = 2, 3, and 4, respectively, which also explains the increase in t a/s when considered in conjunction with the memory access bottleneck described in Example 1. Furthermore, there are proportionally more boundary cubes, which require less work, when L is small. Nonetheless, this is still significantly better than the expected factor increase of 64 using RS or 512 using classical direct methods. Indeed, the corresponding factor increase observed for RS is actually closer to 100. We moreover note that for = 10 −3 and 10 −4 , |ĉ| seems to grow as O(2 ). Although we expect that |ĉ| = O( ) asymptotically, even such a scaling would result in an O(N log N ) algorithm by Remark 3.6.
As in Example 1, e a = O( ) but e s is somewhat larger due to the ill conditioning of the first-kind system. However, n i remains small, especially at higher precisions, so that F −1 is a very effective preconditioner.
The break-even point with RS is now only N ∼ 5000 at all tested. This is because RS scales as O(N 2 ) in 3D so that the complexity advantage of the HIF really begins to exert itself. Again, the memory usage is always lower, with m f = 0.7 GB and |w L | = 2159 at N = 32 3 and = 10 −4 vs. m f = 1.8 GB and |w L | = 6357 for RS. At = 10 −2 , these become just m f = 0.17 GB and |w L | = 307 for the HIF vs. m f = 1.4 GB and |w L | = 5779 for RS. We note that RS runs out of memory during factorization at N = 64 3 for all . Furthermore, it can now clearly be seen that t a/s = O(N 4/3 ) for RS; t a/s breaks even also at N ∼ 5000.
Generalizations and conclusions
In this paper, we have introduced the HIF for matrices arising from integral equations associated with elliptic PDEs in 2D and 3D. The HIF is a novel matrix factorization that follows the general structure of RS but uses additional levels of skeletonization to recursively reduce the dimension of the skeleton set and hence to control the rank growth. The resulting skeleton sizes scale as O(log N ), leading to memory, factorization, application, and solve costs of O(N ) as shown both analytically and numerically, at least in 2D. In 3D, the results are somewhat inconclusive, but there is strong evidence that the cost is either O(N ) or O(N log N ). The overall accuracy of the HIF is controlled by the accuracy of the ID. Due to its multiplicative form, the HIF can be used variously as an FMM, direct solver (if is small), or preconditioner (if is not so small).
Unlike [15] , which exploited a nested hierarchical structure to achieve O(N ) complexity in 2D, the HIF uses only a single pseudo-hierarchy to do so in both 2D and 3D. This makes the algorithm considerably simpler and easier to implement. It further obviates the need for hierarchical matrix arithmetic, relying instead only on well-optimized dense matrix routines.
Although we have presently targeted the HIF to integral equations, the same algorithm can be applied without modification to the PDE itself when discretized using local schemes such as finite differences or finite elements. In this setting, many off-diagonal blocks are trivially low-rank since each DOF only interacts with its immediate neighbors. Consequently, the skeleton sizes tend to be much smaller [36] , but the inherent ill conditioning of the PDE system can degrade the solution accuracy. Furthermore, the current algorithm does not exploit sparsity. Therefore, the HIF can be heavily optimized for the PDE case; for results in this direction, we refer the reader to the companion paper [36] .
There are several alternative ways to interpret the HIF. For example, we can view it as an approximate change of basis of the elliptic operator in order to gain sparsity. In contrast to the traditional approach, however, the basis here is determined optimally on the fly via the ID. We can also view the HIF as a special multigrid method, again with the prolongation and restriction operators chosen adaptively to decimate as many DOFs as possible.
Several clear directions for future research are available, just to name a few. First, an analytical estimate of the skeleton size |ĉ|, even for the simple case of the Laplace kernel (1.4), would enable a much more precise understanding of the complexities of the proposed algorithms. This is, however, not so easy as the ID is not quite amenable to rigorous analysis. Second, the HIF can be applied to Helmholtz and Maxwell problems to study scattering, a central topic in modern mathematical physics [14] . Based on results for other skeletonization schemes [15, 35, 39] , we expect that it will be effective at low and moderate frequencies. The high-frequency regmine, however, seems to require new ideas. Third, the HIF has significant potential for parallelization, especially since the skeleton matrices have markedly reduced sizes. Finally and perhaps most importantly, we hope that the HIF has demonstrated the utility of the ID, which is still a relatively new and unused tool in numerical linear algebra. We anticipate that the ID will catalyze the development of powerful new fast multiscale algorithms as it already has in this setting and others [4, 8, 20, 21, 36, 42, 47] . 
