In acoustic array processing, beamforming is a class of algorithms commonly used to estimate the position of a radiating sound source. This paper presents a diagonal unloading (DU) transformation method for the conventional response power beamforming to achieve robust localization with low computational complexity. The transformation is obtained by subtracting an opportune diagonal matrix from the covariance matrix of the array output vector. Specifically, the DU beamformer aims at subtracting the signal subspace from the noisy signal space. It is, hence, a datadependent covariance matrix conditioning method. We show how to calculate precisely the unloading parameters, and we present a comparison of the proposed DU beamforming, the robust minimum variance distortionless response (MVDR) filter, and the multiple signal classification (MUSIC) method, in terms of their respective eigenanalyses. Theoretical analysis and experiments conducted on both simulated and real acoustic data demonstrate that the DU beamformer localization performance is comparable to that of robust MVDR and MUSIC. Since its computational cost is equivalent to that of a conventional beamformer, the proposed DU beamformer method can, thus, be very attractive due to its effectiveness and computational efficiency.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TASLP.2017.2789321 position using geometric considerations [13] - [15] . Direct methods are based on the steered response power (SRP) beamformers [16] - [23] , on subspace algorithms [24] - [26] , or on maximumlikelihood estimators [27] - [29] .
Beamforming is very attractive in acoustic applications due to its robustness in noisy and reverberant conditions. A beamformer is a spatial filter whose goal is to achieve directional signal reception, to separate acoustic signals originating from different spatial positions. The conventional data-independent beamformer [30] is based on a delay-and-sum procedure, which has its roots in time-series analysis. Among conventional beamformers, the minimum variance distortionless response (MVDR) [31] filter is a well-known data-dependent beamformer that has a better resolution than the data-independent beamformer. However, its localization performance is not robust in most practical situations, since the spatial spectrum might be deteriorated by steering vector errors and discrete sampling effects. Therefore, a robust variant of the MVDR filter, obtained with regularization techniques [32] , is often preferred. A popular approach is the class of diagonal loading (DL) robust MVDR techniques [33] - [38] . Another popular robust localization method is the multiple signal classification (MUSIC) [24] , which exploits the subspace orthogonality property to build the spatial spectrum and to localize the sources. It can be interpreted as a beamformer that uses the noise subspaces of the covariance matrix in the computation of the SRP. Several robust MVDRbased and MUSIC-based algorithms can be found in [39] - [44] and in [45] - [49] , respectively. The family of robust localization algorithms provides a better resolution and a better rejection of energy components from other directions if compared to the conventional beamformer, at the cost however of an increase of complexity. MVDR and MUSIC methods require a full-rank inversion matrix the former, and an eigendecomposition the latter. For both methods, the complexity is O(n 3 ), which leads to a relevant computational cost in broadband applications.
In this paper, we focus on far-field source direction of arrival (DOA) estimation and we propose a low complexity and robust beamformer based on a diagonal unloading (DU) transformation of the covariance matrix involved in the conventional beamformer computations. The transformation is datadependent and it is obtained by subtracting an opportune diagonal matrix from the covariance matrix of the array output vector. The DU beamforming aims at removing as much as possible the signal subspace from the covariance matrix to design a high resolution beampattern. This goal will be achieved through a DU transformation of the covariance matrix, whose objective is to set to zero the eigenvalue corresponding to the signal subspace. This constraint determines exactly how to calculate the penalty weight for the DU operation. Furthermore, this DU procedure leads to a negative semidefinite transformed covariance matrix, which allows to put the proposed DU beamforming in a form that is comparable to that of the MVDR and MUSIC formulation. In this paper, we also provide a comparison analysis between DU, robust DL MVDR and MUSIC by taking into account their transformed covariance matrices and their eigenvalue decomposition, and it is shown that the proposed DU beamforming achieves state-of-the-art robust beamforming localization with significant reduction of the computational complexity. Hence, the advantage of the DU beamforming is that the computational cost is equivalent to that of the conventional beamforming, which has O(n) complexity, whereas the localization performance and the spatial resolution is comparable to that of the regularized MVDR and MUSIC methods.
In summary, the objective of this paper is twofold: 1) to develop a novel form of low complexity and robust beamformer, which has high resolution and data-dependent properties, by applying an appropriate diagonal unloading procedure to the conventional spatial filter; 2) to provide an eigenvalue analysis, which highlights the relationship between DU, robust MVDR and MUSIC by taking into account their transformed covariance matrices.
The paper is organized as follows. Section II provides the definition of the data model and of the broadband spatial filters. The DU beamforming is then described in Section III. We examine the importance of the attenuation of the signal subspace by discussing the eigendecomposition of the PSD matrix and the orthogonality property. We introduce the proposed beamformer by considering the single source case, and then an analysis in a multisource scenario is described. Next, we introduce a suboptimal implementation. Section IV provides an eigenvalue analysis of the covariance matrix and of the transformed covariance matrices in the DU beamformer, the MVDR filter, and the MUSIC method. We provide some properties for evaluating the performance of the proposed method in comparison with high resolution robust beamforming. Section V provides a computational complexity analysis. Experiments using artificiallygenerated and real-world signals are shown in Section VI. The conclusions are drawn in Section VII.
II. BACKGROUND

A. Notation
In what follows, we will make use of standard notational conventions. R and C denote the sets of all real and complex numbers respectively. Vectors and matrices are written in boldface with matrices in capitals. For a random matrix X, E{X} denotes the expectation of X. For a matrix A, A T , A H , and tr(A) denote the transpose, the conjugate transpose, and the trace, i.e., the sum of diagonal elements of A, respectively. The identity matrix of any size is denoted by I. The symbol * stands for convolution.
B. Data Model
Suppose that a single source impinges upon an array of N sensors and let s(t) ∈ R denote the signal generated by a nonstationarity broadband source at time t. The output of the nth (n = 1, 2, . . . , N ) sensor is given by
where h n (t) is the impulse response from the source to the nth sensor, and v n (t) is an additive noise that is assumed to be uncorrelated and spatially white Gaussian with zero mean and variance equal to σ 2 for all sensors. This is a reasonable model for many real-world noise fields [50] . In the short-time Fourier transform domain, the data model of the array signals can be expressed as
where k is the block time index, f is the frequency bin, the vectors are defined as
and v n (t) respectively. We now select the first sensor (n = 1) as the reference sensor. Assuming anechoic conditions, and under the hypothesis that all the sensors are omnidirectional, identical and with time-invariant transfer functions, the expression (2) can be simplified in the far-field as [51] x
whereS(k, f ) is the source signal at the reference sensor, and a(f, θ) is the array steering vector defined as
where L is the size of the DTFT, j is the imaginary unit, θ is the DOA of the source and τ 1n is TDOA between the reference sensor and sensor n. The relationship between the TDOA τ 1n and the DOA θ is given by τ 1n (θ) = d 1n sin(θ)c −1 , where c is the speed of wave propagation and d 1n is the distance between the reference and the nth sensor.
C. Beamforming
An acoustic SRP beamformer is typically computed in the frequency-domain by calculating the response power of each frequency bin and by fusing the narrowband components.
The output of a narrowband beamformer Y (k, f, θ) ∈ C at block time k, for frequency f and look direction θ, is obtained as
where w(k, f, θ) ∈ C N is a column vector containing the beamformer coefficients for time-shifting, weighting, and summing the data, so to steer the array in the direction θ. Then, the power spectral density (PSD) of the spatially filtered signal is
where
is the PSD matrix of the array signal, which is symmetric and positive definite. The PSD matrix Φ(k, f ) is unknown and it has to be estimated through the averaging of the array signal blocks [52] , [53] Φ
where M is the number of signal blocks for the averaging, which is typically called number of snapshots. In the conventional narrowband beamformer, whose implementation reflects the delay-and-sum scheme, all its weights are equal in magnitude, i.e., w SRP (k, f, θ) = a(f, θ).
The broadband SRP is obtained by integrating the narrowband SRP over all frequencies. To increase the spatial resolution, the narrowband components are in general normalized with respect to some spectral characteristic. Examples of normalization methods used in practice are the phase transform (PHAT) [17] , a pre-filter that uses the magnitude information of the PSD matrix to normalize the narrowband components in the SRP conventional beamforming, or the incoherent frequency fusion [54] , a post-filter normalization which is defined as
and that will be adopted herein to perform the narrowband data fusion. The PSD P (k, θ) of a beamformer conveys information on the acoustic energy coming from direction θ, thus it will be characterized by a maximum peak corresponding to the source directionθ. Therefore, the DOA estimate of the source is obtained byθ
D. The MVDR Beamformer
The MVDR beamformer [31] is a data-dependent spatial filtering technique which is aimed at keeping constant the gain related to a desired direction, while minimizing the acoustic energy originating from noise and sources located elsewhere. To improve robustness, the MVDR filter is often computed through a diagonal loading (DL) regularization [33] - [38] , which leads to the following minimization problem
where μ is a real-valued, positive scalar. Solving (10) using the method of Lagrange multipliers, leads to the solution
, (11) and to the corresponding PSD
. (12) The DL regularization mitigates steering vector errors and discrete sampling effects in practical applications. However, the penalty weight μ has to be determined empirically. In general, a limitation of the DL regularization is that it is not clear how to efficiently compute the penalty weight for optimal performance, although useful data-dependent methods have been proposed as ad hoc procedures for specific applications [55] , [56] . Finally, note that when the source signal is not active, the MVDR solution reduces to that of the conventional beamformer since Φ(k, f ) = σ 2 I, thus resulting in w MVDR (k, f, θ) = a(f, θ)/N . The same condition holds also when μ approaches infinity.
E. The MUSIC Method
The MUSIC method [24] is based on a matrix eigendecomposition which exploits the orthogonality between signal and noise subspaces. The estimated noise subspace is used for obtaining the steering vector that is as orthogonal to the noise subspace as possible. The subspace orthogonality property leads to define the MUSIC pseudo spatial spectrum as
is a matrix containing the eigenvectors corresponding to the noise subspace of the PSD matrix Φ(k, f ), and Z is the number of sources. The implementation of MUSIC requires that the number of sources is known or has to be estimated.
III. DIAGONAL UNLOADING BEAMFORMING
The proposed DU beamforming, which is discussed in depth in this section, has as its principal objective the subtraction of the signal subspace from the noisy signal space. The intuition that the removal of the signal subspace contribution from the PSD matrix is beneficial to the beamforming performance comes from the observation of the principles underlying other beamformers, such as MUSIC and MVDR (an eigenanalysis that highlights the relationships between these beamformers will be provided in Section IV). We first examine the importance of the attenuation of the signal subspace by discussing the eigendecomposition of the PSD matrix and the orthogonality property. Then, we illustrate the method for a single acoustic source and we derive an optimal implementation for the case in which the noise statistics is known or can be estimated. Moreover, we analyze the multisource case, and finally we derive a suboptimal implementation that is effective even if the information on the noise component is not available. For simplicity, we will omit the block time variable k in the rest of the paper.
A. The Eigendecomposition of the PSD Matrix and the Orthogonality Property
The symmetric and positive definite PSD matrix Φ(f ) can be decomposed in its eigenvalues and their associated eigenvectors through a subspace decomposition. Organizing the eigenvalues of Φ in descending order (λ 1 > λ 2 > · · · > λ N , λ n ∈ R) and denoting u n ∈ C N their corresponding eigenvectors, the PSD matrix takes the following form
Under the hypothesis of a single source, the eigenvector that corresponds to the largest eigenvalue spans the signal subspace, and the remaining eigenvectors, which correspond to the smaller eigenvalues, span the noise subspace. Let P s (f ) = E{|S(f )| 2 } denote the power of the signal, then the PSD matrix can be written as
with λ 1 being the signal eigenvalue corresponding to the signal eigenvector u s = u 1 . A positive definite Hermitian matrix has the important property that its eigenvector matrix U is unitary and that its eigenvalues are always real and positive. If we separate the signal and the noise components, we can thus write
Moreover, since the matrix U is unitary, its columns form an orthonormal basis for the definite positive matrix, and in particular we have that the signal eigenvector is orthogonal to each noise eigenvector: 
i.e., the array steering vector a(f, θ) corresponding to the true signal parameters spans the signal subspace, u s , and is orthogonal to the noise subspace, U v . The orthogonality property, which is fully exploited in the MUSIC method, is known to be strictly connected to its high resolution property [45] - [49] . In fact, we can note that a H (f, θ)U v U H v a(f, θ) = 0 results into a theoretically infinite energy peak in the pseudo spatial spectrum defined as in (13) . We will show in Section IV that also the MVDR beamformer exploits the subspace orthogonality.
In order to compute the pseudo spatial spectrum in (13) , the MUSIC method must compute the noise subspace U v from the PSD matrix Φ(f ). This involves some computationally intensive operation due to the eigendecomposition. It is important to stress, however, that the noise subspace computation can be also achieved through a transformation F(Φ(f )) of the PSD matrix that removes the signal subspace, since we can write
where the eigenvalue λ s = NP s (f ) + σ 2 was imposed to be zero and λ v are the noise eigenvalues of F(Φ(f )). We can thus
We can hence say that the exploitation of the orthogonality property can be performed by the removal or the attenuation of the signal subspace from the PSD matrix. Specifically, we can define a gain G that represents the amount of signal subspace left over after the removal from the PSD matrix and that is normalized with respect to the noise eigenvalues, the noise eigenvectors will all have unitary gain, F(Φ(f )) = λ v Udiag(G, 1, . . . , 1)U H . When G = 0, the orthogonality property is fully exploited (a H (f, θ)F(Φ(f ))a(f, θ) = 0). When 0 < G < 1 we have an attenuation of the signal subspace with respect to the noise subspace, and the orthogonality property is partially exploited, i.e., a H (f, θ)F(Φ(f ))a(f, θ) returns the closest value to zero in the source direction. This may be the cause of some degradation in the localization performance in comparison to the case G = 0. Hence, a lower value of the gain G indicates a theoretical better localization performance. When G > 1, the orthogonality property cannot be exploited, and we fall in the case of the conventional beamformer. In fact, the normalized eigenvalue matrix for the conventional SRP can be written as
The SRP gain is given by
which is always greater than 1 (it will be 1 when P s (f ) = 0, i.e., in absence of source signal, or when σ 2 = ∞).
B. Diagonal Unloading: Single Source Case
We make the following assumptions: 1) At the time of the acoustic analysis a single source is active in the sensed region; 2) The signals sensed by the sensors are affected by uncorrelated spatially white Gaussian noise with zero mean and variance equal to σ 2 ; 3) There exists a transformation F : C N ×N → C N ×N that turns a PSD matrix into a transformed PSD matrix Φ DU (f ) = F(Φ(f )) ∈ C N ×N , which is negative semidefinite, and whose eigenvalue λ s ∈ R corresponding to the signal subspace is equal to zero, while the other eigenvalues, corresponding to the noise subspace, are different from zero.
We formulate the DU beamformer by using an optimization problem with an orthogonality constraint that aims to achieve the signal subspace removal discussed before. Following what is proposed in [57] , the optimization reads as:
We thus design the DU beamformer by imposing that the beamformer output is zero in the look direction (a H (f, θ)w(f, θ) = u H s w(f, θ) = 0), which correspond to pursue the removal of the signal subspace from PSD matrix, and thus the orthogonality in (17) . Using the method of Lagrange multipliers, leads to the solution
and by using (15) and (18), we obtain
where λ v ∈ R is the noise eigenvalue of the matrix Φ DU (f ).
Substituting (22) in (6), we have
where the quantity σ 2
λ v is a scalar factor that can be omitted since it has no influence on the DOA estimation. We can note that (23) has a form similar to that of the conventional SRP beamformer. However, since Φ DU is negative semidefinite, we have that P DU (f, θ) ≤ 0, and we can write the maximum search of the PSD in (23)
where the pseudo spatial spectrum P DU (f, θ) is defined as
To ensure that Φ DU is negative semidefinite, the Hermitian matrix must have all strictly nonpositive eigenvalues. This condition can be met by transforming the PSD matrix Φ with a diagonal unloading. The DU transformed PSD matrix is given by
where μ is a real-valued, positive scalar. Note that the negative semidefinite assumption is fundamental in the design of the DU beamformer, since it allows the exploitation of the high resolution orthogonality property.
is positive semidefinite, the gain of the signal subspace will be grater than 1, and the DU operation simply corresponds to a noise attenuation operated on a conventional beamformer. Substituting (26) in (25) , the pseudo spatial spectrum becomes
By adding or subtracting the same real offset μ to each element of the diagonal, all eigenvalues of the PSD matrix are increased or decreased by the value μ while its eigenvectors remain the same. In other words, a transformation of the diagonal of Φ modifies its eigenvalues while keeping the same signal and noise subspaces. This fact is very important since it allows us to control the contribution of the subspaces in the computation of the beamformer through a transformation of the eigenvalues. The eigenvalue decomposition of the transformed PSD matrix (26) is therefore given by
(28) Now, the constraint of having the eigenvalue corresponding to the signal subspace of the transformed PSD matrix Φ DU equal to zero (λ s = 0) becomes
The solution is easily found by considering that
and hence we have that the penalty weight of DU is datadependent and is given by
The DU transformation with the penalty weight in (31) guarantees that the transformed PSD matrix (26) is negative semidefinite and that the eigenvalues corresponding to the noise subspace are non-zero, since they are set to
. This fact guarantees the total removal of signal subspace in the transformed PSD matrix. Finally, substituting (31) in (27) and changing the sign, the pseudo spatial spectrum of the optimal DU beamforming becomes
with
The constraint on the signal eigenvalue is fundamental for the proposed DU beamforming and has the important effect of improving the narrowband spatial resolution with respect to the conventional beamforming, by exploiting the subspace orthogonality. In order to adopt in practice this optimal implementation of the DU beamforming, it is required that σ 2 is known or can be estimated. Typically σ 2 can be estimated from signal-free analysis blocks, if the noise can be considered stationary. We can note that the PSD in (32) has a form similar to that of MVDR and MUSIC in (12) and (13), respectively. The PSD in (32) can be considered as a normalization constant that does not affect the output of the beamformer (similarly to the MVDR case [58] ). We can thus write the weights of the DU beamformer by omitting the scalar factor λ v in (22) and by inserting the normalization constant as
The result has a form similar to that of an MDVR beamformer without the computational cost of the matrix inversion. When the source signal is not active, the DU beamformer reduces to the conventional beamformer due its data-dependent nature, resulting in w opt DU = a(f, θ)/N .
C. Multisource Case
Without loss of generality, we consider the case in which two sources impinge an array of sensors. Let s 1 (t) ∈ R and s 2 (t) ∈ R denote the signals generated by two sources at time t. The source signals are assumed to be uncorrelated. The multisource PSD matrix can be written as Φ MS 
with a 1 (f, θ) and a 2 (f, θ) being the array steering vectors for source s 1 (t) and s 2 (t), and P s 1 and P s 2 being the power of the source signals. Let λ 1 and λ 2 denote the larger eigenvalues corresponding to the signal subspaces of s 1 (t) and s 2 (t), then we have that the diagonal elements of eigenvalue matrix Λ MS (f ) are
(35) In a multisource scenario, we can only minimize the signal eigenvalues with the DU procedure in (31) . We can normalize to one the eigenvalues corresponding to the noise subspaces (the gain of each noise subspace will thus be one in the beamforming computation), and we can write the normalized eigenvalue matrix of Φ opt DU as
Let G 1 and G 2 denote the theoretical gains of the signal subspace in the transformed PSD matrix, then we have
where γ = P s 1 (f )/P s 2 (f ). Both gains are always minor than one. Hence, the DU operation guarantees a reduction of the signal subspaces in this scenario. The theoretical attenuation of the signal subspace is thus related to the signal power of both sources. In the general case of S sources, each signal subspace vector is attenuated by a factor proportional to the corresponding signal eigenvalue and the gain quantity is related to the sum of the other eigenvalues due to the subtraction operation.
D. Suboptimal Implementation
If σ 2 is unknown or cannot be estimated, the DU beamforming can be implemented through a suboptimal solution that still aims at the signal subspace subtraction, but does not guarantee its total removal, thus resulting in λ s = 0. By ignoring the noise component in (33) , the DU beamforming becomes
Equation (38) is an optimal solution in the ideal noise-free case σ 2 = 0. On the other hand, when a noise component is actually present, its adoption results in a suboptimal implementation of the DU algorithm due to the residual amount of the signal subspace. This residual will affect the beamforming computation also in the single source case and may be the cause of some degradation in the localization performance due to the reduced effectiveness in the exploitation of the orthogonality of subspaces (an example of the DU localization performance at variations of the signal subspace gain is shown in Fig. 7) . To analyze the amount of signal subspace involved in the computation of the spatial filter, note that the normalized eigenvalue matrix of Φ subopt DU can be written as
Let G DU denote the signal subspace in the spatial filter. We can then write the DU theoretical gain as
The gain is always less than 1 (it would be 1 when P s (f ) = 0 and in case of infinite noise power), and its value decreases as the number of sensors in the array decreases or as the SNR increases. Note that the capability of signal subspace attenuation of the suboptimal implementation decreases when N increases, since the unknown noise component is proportional to (N − 1)σ 2 . The total removal of the signal subspace is not guaranteed when using the suboptimal DU implementation of (38) (unknown σ 2 ), however a certain attenuation is always obtained. On the other hand, the total removal of signal subspace is achieved with (32) when σ 2 is known and an accurate estimate of the PSD matrix is computed. For the suboptimal DU implementation in a multisource scenario, the normalized eigenvalue matrix in case of two sources becomes
We have that the signal subspace gains of (37) becomes
where SNR 1 = P s 1 (f )/σ 2 and SNR 2 = P s 2 (f )/σ 2 . Both gains are always less than one. The theoretical attenuation of the signal subspace is thus related to the SNR of both sources. Note that when Φ(f ) is singular and has rank 1, i.e., in the case of single source with σ 2 = 0, the suboptimal implementation reduces to an optimal solution since the signal subspace is totally absent in the transformed matrix. The weights of the suboptimal DU beamformer are determined substituting Φ subopt DU (f ) in (34):
, (44) which is an exact solution when rank(Φ(f )) = 1, otherwise it is only an approximation solution since we cannot derive the PSD in (38) substituting (44) in (6), unless the signal eigenvalue of
IV. PSD MATRIX EIGENANALYSIS
In this section, we provide an analysis of the proposed DU beamforming properties, highlighting the role of the signal subspace attenuation. We analyze from a theoretical viewpoint the relationship between the DU method and some known beamformers by discussing the eigenanalysis of their respective transformed PSD matrices.
By expressing the DU, the MVDR and the MUSIC beamformers in terms of their transformed PSD matrix, we obtain the spatial spectrum of the three methods in a form which is easily comparable. The transformed PSD matrix Φ opt DU (f ) is given in (33) . The corresponding eigenvalue matrix of the transformed matrix Φ opt DU (f ) can be derived from (28) , and reads as 
Assuming that a single source is present, the eigenvalue diagonal matrix is then Λ MUSIC (f ) = diag(0, 1, . . . , 1).
That is, MUSIC assigns a zero value to the eigenvalue corresponding to the signal subspace, and sets to 1 all eigenvalues corresponding to the noise subspace, resulting a signal subspace gain G MUSIC = 0. We can interpret MUSIC as a beamformer that removes the signal subspace and uses a transformed PSD matrix Φ MUSIC , in which the eigenvector matrix U is that of Φ, and the eigenvalues are set to zero or to one if corresponding to noise or signal eigenvectors respectively. If we now compare the DU and MUSIC eigenvalue matrices, we note that it is
where α 1 = tr(Φ(f )) − Nσ 2 . In this single source case, since the signal eigenvalue of the DU transformed PSD matrix is zero, we have that DU differs from MUSIC only by a scaling factor of the spatial spectrum, i.e., P DU = 1 α 1 P MUSIC . If we now look at the MVDR beamformer, from (12) we have that the transformed PSD matrix is Φ MVDR (f ) = (Φ(f ) + μ I) −1 , and the diagonal matrix of the Φ MVDR eigenvalues can be written as
Since Φ MVDR is Hermitian and full-rank, the eigenvectors of the inverse matrix are equal to those of the matrix itself. We can normalize the eigenvalue matrix of Φ MVDR (f ) by multiplying each element for σ 2 + μ , obtaininḡ
The theoretical total removal of the signal subspace is achieved when P s (f ) = ∞ or N = ∞, and in such case we have that P MVDR = α 2 P DU and P MVDR = α 3 P MUSIC , where α 2 and α 3 are real positive values. Hence, MVDR is always affected by a certain amount of signal subspace in the SRP computation. Let G MVDR denote the gain of the signal subspace in the MVDR. We can then write the theoretical gain as
The noise signal attenuation is always guaranteed since G MVDR is always less than 1. Hence, the DU beamforming has the advantage, if compared to MVDR, that the signal subspace is not used in the orthogonality searching procedure. However, the DU method requires that σ 2 is known to exploit its optimal solution. If σ 2 is unknown, DU can be implemented through its suboptimal solution given by (38) . By comparing (41) and (50) when μ = 0, we can write the following equation, valid when N > 2
Hence, the theoretical MVDR signal subspace attenuation is greater than the DU subspace attenuation when the suboptimal solution is used. In practical applications, there is always a certain mismatch between the estimated and the actual PSD matrix, due to the finite sample size (number of snapshots), to the signal model mismatches, and to the nonstationary nature of the source. It should be noted however that, in slowly varying acoustic conditions, the estimated PSD matrix approaches its true value as the number of snapshots increases [59] . In stationary conditions, it is well known that the estimated PSD matrix converges to the actual PSD matrix for infinity snapshots in a mean square sense:
On the other hand, when the acoustic conditions change too fast, the assumption that incrementing the number of snapshots improves the PSD estimation is not valid anymore. We can write the estimated eigenvalue matrix of Φ(f ) as 
For the suboptimal DU beamformer, we have that the estimated
We can then note in (53) that the DU operation may result in different gains for the noise subspaces in the transformed PSD matrix if compared to the theoretical case (40) . Specifically, the signal subspace has smallest gain, the noise eigenvector associated with the smallest eigenvalue has gain equal to 1, and the other noise eigenvectors have gain minor than 1. Note that, in contrast to the MUSIC method, in which the gains of the noise subspace components are all set to 1 (see (46) ), here the relative weighting of the different noise components are preserved. This fact results, as the simulations in Section VI will show, in different DU vs MUSIC localization performances in the single source scenario. For the robust MVDR beamformer, the estimated eigenvalue matrix of Φ MVDR (f ) is
If we normalize the eigenvalues with respect to the last eigenvalue, which is the largest one due to the diagonal removal and to the inversion operation, in the single source case we obtain the following estimated signal subspace gains
and we have that
When the condition in (56) holds, DU will provide better localization performances. On the other hand, the MVDR will provide a better performance when μ < N −1 i=2 λ i . When the PSD matrix is estimated with a limited number of snapshots (M < N), the PSD matrix is singular and hence the noise eigenvalues are smaller than the true values. The DU signal subspace attenuation will be larger than the attenuation provided by MVDR, in which the DL regularization guarantees that Φ MVDR (f ) is always full-rank. When increasing the number of snapshots, the noise eigenvalue estimation of the PSD matrix will be more accurate and the MVDR will provide a larger signal subspace attenuation, which confirms the theoretical comparison in (51) .
It is interesting to observe that the MVDR beamforming can be considered as a special case of the DU beamforming under the hypothesis of the model in (3) (single plane wave plus spatially uncorrelated white Gaussian noise). From (45) and (48) it can be seen that if we add a constant equal to σ 2 + μ to the diagonal of the DU matrix, we have
and the two eigenvalue matrices will become equal apart from a scaling factor α = 1 (σ 2 +μ )(N P s (f )+σ 2 +μ ) , i.e., Λ MVDR (f ) = αΛ c DU (f ). We thus can say that the robust MVDR can be considered as a special case of the proposed DU method with a suboptimal solution given by
With this specific solution, given the equivalence with the MVDR beamformer in (11), we can write the weight of the DU beamformer as
and, by using the weight w c DU (f, θ) in the output power beamforming equation, we obtain the following output PSD:
We now search for a simpler form of the matrix product Φ c DU (f )Φ(f ) by referring to the eigenvalues of the two matrices and to their product. If for simplicity we set μ = 0, we have that Λ c DU (f )Λ(f ) = (NP s (f ) + σ 2 )σ 2 I = α I. This finally leads to
The quantity α is a scalar factor that can be omitted since it has no influence on the DOA estimates.
In Table I , we summarize the narrowband spatial spectrum, the weights and the signal subspace gain (single source scenario) equations of the conventional beamforming, the robust MVDR, the MUSIC and the suboptimal DU beamforming (i.e., when σ 2 is unknown) omitting for simplicity the dependency from f and θ. In Table II , we summarize the proposed DU procedure and the equivalence with other beamformers for the single source scenario. 
The computational complexity of the DU beamformer is that of a conventional spatial filter, which has O(n) complexity. In fact, the DU procedure adds few basic operations since it consists of N − 1 additions for the calculation of the trace of the PSD matrix, N subtractions for the diagonal unloading procedure, and ΓL/2 divisions, where Γ is the number of angles for searching the source and L is the size of the fast Fourier transform (FFT). On the other hand, the MVDR and MUSIC methods require a full-rank inversion matrix the former, and an eigendecomposition the latter. For both methods, the complexity is O(n 3 ). In the frequency-domain broadband beamforming, the accuracy and the computational cost is related to the number of narrowband components. Therefore we have that the conventional and the DU beamforming has O(L log L + L 2 N ) complexity, where L log L is the complexity contribution of the FFT, while the MVDR and MUSIC methods require O(L log L + L 2 N 3 ) flops. Hence, the DU beamforming is attractive in array processing since it provides a robust localization beamforming at no significant additional cost. In Table III , we summarize the broadband complexity of beamformers.
VI. EXPERIMENTAL RESULTS
In this section, we present some experiments, based on both simulated and real acoustic data, that validate the proposed DU beamformer. The acoustic data were obtained by simulating the wave propagation of a speech signal in different reverberating indoor environments, and by actually recording a speech signal reproduced in an reverberant environment. We have compared the DOA localization performance using the root mean square error (RMSE) of the proposed DU, the MVDR [31] with DL, the MUSIC [24] , and the conventional beamforming [30] , i.e, the steered response power (SRP), and the SRP-PHAT [17] . Note that in DU, MVDR, MUSIC, SRP the broadband fusion was computed with the post-filter normalization [54] of (8). A data-dependent DL for the MVDR is adopted to improve the robustness of the MVDR. The data-dependent DL factor used is given by μ (f ) = tr(Φ(f ))Δ [60] , where Δ is a parameter that controls the relative artificial noise level in the data. We have set Δ equal to 1/N , which has been demonstrated to be a robust solution in [60] . The inversion and eigendecomposition of the PSD matrix was performed by singular value decomposition since it provides some numerical advantages. Besides, an optimal frequency range between 80 Hz and 8000 Hz, since it is the typical spectrum range of speech signals, was used for all beamformers. The sampling frequency was 44.1 kHz and frames of the signal were obtained by a Hann window of size L = 2048 samples with an overlap of 512 samples. Given the nonstationary nature of the speech signal, a small number of snapshots was used for the estimation of the PSD matrix. For the DU beamforming, we thus used the suboptimal version, as formulated in (38) . We also provide some results that illustrate its optimal solution performances with known and estimated noise statistics.
A. Synthetic Data
We consider an uniform linear array (ULA) of 8 sensors in noisy and reverberant conditions. The distance between microphones was set to 0.07 m. Acoustic simulations of reverberant environments were obtained with the image-source method [61] , [62] . We configured a localization task in a room of 4.5 m × 3.75 m × 3.05 m. The simulations were conducted with different SNR levels, obtained by adding mutually independent white Gaussian noise to each channel. We have investigated both the single and the multiple source scenarios using speech signals from the TSP Speech Database 1 . The sources and microphones were considered omnidirectional. The room setup is shown in Fig. 1 , in which we can see the source positions used in the simulations. The spatial aliasing frequency for the array is f a = c 2d sin(θ max ) [63] , where θ max is the maximum searching angle and d is the inter-microphone distance of the ULA. In our setup, θ max = 48.22 degree, resulting in f a = 3285.5 Hz. The DOA limit to avoid aliasing up to 8000 Hz is 17.83 degree. By referring to the source positions in Fig. 1 , we have that about half of them are located in the region where aliasing occurs above 8000 Hz (the positions in front of the array), whereas the other ones are located where aliasing occurs in the range [3285.5, 8000] Hz. In our experiments, the percentage of narrowband components affected by aliasing is small in general, and do not exceed 40% in the worst case (i.e., when the source is at an angular position of θ max ). We have observed that even in the worst case the aliasing related artifacts do not significantly affect the localization performances.
First, we analyzed the narrowband responses when a sinusoidal signal impinges the array. The beampatterns for a frequency of 1000 Hz with a DOA of −18 degree are shown in Fig. 2 . We can observe the high resolution response of the DU beamforming. We can also note that the beampatterns of DU, MVDR, and MUSIC are indistinguishable and, if compared to the conventional beamformer, they all provide better resolution and a better rejection of unsought energy components.
Next, the localization of a male speech signal of a duration of 25 s was investigated. The overall performance was computed with a simulation for each position depicted in Fig. 1 . The localization performance for different numbers of snapshots used to estimate the PSD matrix was conducted. Figs. 3 and 4 show the results for a reverberation time (RT 60 ) of 0.4 s with an SNR of 20 dB and 0 dB respectively. The DU performance is in general comparable to that of MVDR and MUSIC. In case of moderate noise (Fig. 3) , and when the number of snapshots does not exceed four, DU provides the best performance if compared to other methods. When the number of snapshots exceeds four, MVDR outperforms DU due to the improvement of accuracy in the estimated PSD matrix. When the noise is higher (Fig. 4) , DU provides the best performance for whatever number of snapshots, due to its robustness with respect to PSD estimation errors, for the reasons discussed in Section IV.
Next, we have conducted an analysis for different values of SNR in the range [−20, 20] dB with RT 60 = 0.4 s and a number of snapshots equal to 10. Fig. 5 shows the results that demonstrate the robustness against noise of the DU. We can notice that the DU provides a comparable performance if compared to MU-SIC method when SNR is 0 and −5 dB. Afterwards, simulations were conducted to analyze the effects of reverberation on the DU algorithm with SNR = 10 dB and a number of snapshots equal to 10. As it can be seen in Fig. 6 , DU is characterized by a performance very close to that of the MVDR, which has the lowest RMSE in all reverberant conditions.
To evaluate the impact of normalization of (8) in the DU, we have performed a simulation without it. Table IV shows a localization comparison with RT 60 = 0.4 s, SNR = 10 dB, and a number of snapshots equal to 10, with and without the normalization of narrowband components for all methods. As we can observe, the normalization provides an error reduction of the DOA estimation for all methods. Moreover, we have evaluated the localization performance by using the optimal DU implementation, assuming two cases: 1) an estimation of the noise, which is computed when the source signal is not active; 2) a perfect knowledge of the noise in each frame, i.e., guaranteeing that the signal subspace is always completely removed. Simulation was computed with RT 60 = 0.4 s, SNR = 10 dB, and a number of snapshots equal to 10. We can note in Table V that the performance of the DU is the same when the noise is estimated, since the signal subspace is not completely canceled due to the errors in the PSD matrix estimation and the averaging in the noise power estimation. On the other hand, when the noise was assumed to be known in each frame, only a very slight improvement can be noticed, which confirms the good performance of the suboptimal DU implementation in practical applications. Note that the MUSIC performance has a higher RMSE if compared to the DU with the noise known in each frame. Both methods totally remove the signal subspace in the localization computation. However, as we discussed in Section IV, the gains of noise subspaces in the MUSIC are all set to unity, whereas they can be minor or equal to 1 in the DU method, since the diagonal procedure assigns a lower gain to larger noise eigenvalues and a gain equal to 1 to the smallest eigenvalue.
The effect of the signal subspace contribution is then reported in Fig. 7 , that shows the DU localization performance at variations of the signal subspace gain given from (55) . The gain was set to a specific value in the range [0.1, 0.9] in the simulation with a male speech signal, RT 60 = 0.4 s, SNR = 20 dB, and a single snapshot. After the diagonal removal using the suboptimal implementation, the PSD matrix is analyzed using the single value decomposition. The eigenvalues are normalized, and the signal eigenvalue, i.e the signal gain G DU from (55), is forced to a specific value. Then, the transformed PSD matrix is reconstructed with the new eigenvalues. We can observe a degradation performance when the gain increases. Fig. 7 reports also the localization performance of others methods. When the gain increases, the exploitation of the orthogonality property is attenuated, and the performance approaches that of the conventional beamformer. Note that when the gain is equal to 1, it corresponds to the case of absence of the signal, resulting in a flat response, and when the gain is grater than 1, the DU reduces to the conventional SRP.
Next, the single source localization performance with a larger number of snapshots, ranging from 20 to 80, is evaluated in very low noise condition. Fig. 8 shows a localization comparison with RT 60 = 0.4 s and SNR = −10 dB. The results shows that when the number of snapshots increases, the estimation of the PSD matrix will be more accurate and the MVDR provides a larger signal subspace attenuation, and hence a better localization performance, which confirms the theoretical comparison in (51) .
Then, we present numerical examples to verify the DOA estimation in case of two sources. A male speech signal and a female speech signal, both of duration equal to 25 s and without silent parts, were used. In each trial, two positions were randomly selected from the ones depicted in Fig. 1 , and were used as source positions to simulate the acoustic propagation. A mean power ratio of 1 was imposed between them. We have assumed that the noise eigenvectors have dimension N − 2 for the MUSIC method. The results of 30 trials at variation of the number of snapshots is depicted in Fig. 9 with RT 60 = 0.4 s and SNR = 10 dB. MUSIC outperforms DU when the number of snapshots increases since it guarantees the total removal of both signal subspaces. However, DU provides a good performance in Conventional-DU 24 · 10 3 32 · 10 3 MVDR-MUSIC 540 · 10 3 4210 · 10 3 the multisource scenario, comparable to that of MUSIC for the most part of the parameters investigated. This is also confirmed in the results depicted in Figs. 10 and 11 that show the localization performance of two speech signals at variation of SNR and of RT 60 , respectively. We can observe in Fig. 10 that the performance of the DU, the MVDR, the MUSIC and the SRP-PHAT is very similar in the SNR range [10, 20] dB, whereas in the range [−5, 5] dB a better performance of the DU and the MUSIC is measured. In Fig. 11 , MUSIC outperforms other methods at moderate reverberation, and all methods provide degraded localization performances when the reverberation time increases. Finally, a complexity comparison is depicted in Table VI using an FFT size L of 2048 samples. We can observe the significant reduction of total number of flops of the DU beamformer in comparison of state-of-the-art robust beamforming.
B. Real Data
The experiments were performed in a room of 4.5 m × 3.75 m × 3.05 m with RT 60 = 0.4 s. The same array setup (i.e., an ULA of 8 sensors) and system parameters used for the simulated experiments were adopted. The distance between microphones was set to 0.07 m. A speech signal having duration of 25 s, from a male speaker, was reproduced with a loudspeaker at a distance form the array of about 2 m with DOA = [26, 13, 6, −13, −19, −26] degrees. The results reported in Table VII confirm the effectiveness of the proposed DU beamformer. MVDR provides the best DOA estimation, which is however very close to that of the proposed DU.
VII. CONCLUSION
We have proposed a data-dependent DU beamformer for acoustic source localization in microphone array signal processing. It consists of a transformation of the conventional beamformer into a high resolution and robust method with low complexity by an opportune covariance matrix conditioning operation. The DU procedure is designed to attenuate the signal subspace in the transformed covariance matrix in order to exploit the subspace orthogonality property. We have highlighted the role of the eigenvalues as weights for the attenuation of the signal eigenvectors in the calculation of the response power on one hand and, on the other, for the amplification of noise subspaces. We have introduced an eigenvalue analysis for a clear understanding of DU, robust MVDR and MUSIC, and of their relationships from the point of view of the transformed covariance matrices. The theoretical DU derivation for a single acoustic source in noisy conditions is based on an optimization problem with an orthogonality constraint and on a PSD matrix transformation imposing that the eigenvalue corresponding to the signal subspace is zero. This constraint determines how to exactly calculate the penalty weight in the DU operation. We have then analyzed the DU beamforming in a multisource scenario and we have introduced a suboptimal implementation for practical applications. Experiments conducted on both simulated and recorded acoustic data have been presented, which confirm the effectiveness of the method. Thus, the DU offers an attractive alternative to the current robust state-of-the-art localization beamformers at a computational cost comparable to that of the conventional beamformer. DU is robust with respect to errors in the covariance matrix estimation, and its performance does not depend on the heuristic determination of critical parameters, as it is the case of the penalty weight for the regularization of MVDR or the case of the estimated covariance matrix analysis in the MUSIC method.
