INTRODUCTION
Since the launch of Google Earth in 2005, millions of people have gained the ability to access and visualize spatial data in a historically unprecedented way. The ability to see and query the world with speed and simplicity across a broad range of spatial (and now temporal) scales was only a dream when proto-Google Earth creators Silicon Graphics (SGI) launched their "Spaceto-Your-Face" demo in 1996 (M. Aubin, "Google Earth: From Space to Your Face...and Beyond," http://mattiehead.wordpress. com/tag/google-earth/, accessed May 2012). A decade and a half later, Google Earth has brought geographical information systems to the masses with hundreds of millions of recreational users exploring both human and natural ecosystems across not just the earth, but the solar system. Despite the obvious utility of Google Earth's extensive high-resolution imagery database, it has to date been largely regarded by the research community as purely for education and/or visualization purposes. The focus of this article is to demonstrate the utility of Google Earth and its high-resolution imagery as a powerful research tool to explore and quantify earth surface processes.
In this article, we begin by describing the background and underlying imagery that makes Google Earth such a powerful platform. We then discuss the limited published research to date and highlight three research examples that underscore the value of Google Earth imagery in solving problems whose solutions were previously inhibited by traditional techniques, fi nancial constraints, and/or inaccessible terrain. Lastly, we assess some of the current limitations with using Google Earth imagery for research purposes and highlight suitable future applications of high-resolution Google Earth imagery to quantitatively study the processes shaping both earth and planetary surfaces.
THE BEAUTY OF GOOGLE EARTH IMAGERY
Early on, Google Earth utilized freely available Landsat imagery (30-m resolution) (landsat.gsfc.nasa.gov/) with Shuttle Radar Topography Mission (SRTM) digital elevation models (30 m or 90 m resolution) (Farr et al., 2007) . With the advent of high-resolution passive optical sensors and a commercial market for that imagery, however, Google Earth has been well placed to exploit such spatial information. Presently, Google Earth contains a large range of true-color visible spectrum (400-700 nm wavelength) imagery derived from a mix of freely available public domain Landsat imagery, government orthophotos, and highresolution commercial data sets available from DigitalGlobe™ (www.digitalglobe.com), GeoEye™ (www.geoeye.com), and SPOT™ (www.spot.com), with considerable investment in GeoEye™ coming directly from Google (Jones, 2008) (Fig. 1 and Table 1 ). The investment in high-resolution imagery has paid great dividends for Google with Google Earth now being used by millions of people around the world. Due to this popularity, earth scientists and especially geomorphologists now have access to imagery that in places reaches sub-meter resolution and costs nothing. This free access stands in stark contrast to the hundreds of dollars one would normally pay per scene (~100 km 2 ) for high-resolution imagery, permitting large-scale, high-resolution studies that were previously diffi cult or impossible to achieve. Furthermore, Google has shown great commitment to constantly improving and expanding the imagery available in Google Earth, not only in terms of the spatial resolution of the imagery, but temporally as well. With the update to Google Earth 5 in early 2009, historical imagery became a key component of the platform, and now allows users to browse through past airphotos and archival satellite images of a given area to easily detect changes through time. Historical imagery along with an ever-expanding archive of high-resolution base imagery makes Google Earth a wonderful resource for the layperson, but also a powerful database and tool for researchers in the earth sciences.
In the following section we review the minimal literature to date that has utilized Google Earth as a primary data source and show three ways in which we have leveraged Google Earth imagery to: (1) improve on current understandings of how widths of river channels adjust and scale in tectonically active orogens; (2) document landslide triggering mechanisms and characteristics in Haiti; and (3) characterize and quantify previously unidentifi ed fault displacements in eastern California. Note: Google does not make public the specific type of imagery used in Google Earth, only the providers. Due to this, and the constant evolution of the platform, some of the imagery presented above may not actually be utilized in Google Earth, while other unlisted sources undoubtedly are. Additionally, the U.S. government limits the resolution of imagery made available to the public to 0.5 m despite the fact that GeoEye-1 has a maximum resolution of 0.41 m. NOAA-National Oceanic and Atmospheric Administration; SIO-Scripps Institute of Oceanography; NGA-National Geospatial Intelligence Agency; GEBCO-General Bathymetric Chart of the Oceans.
on December 12, 2012 specialpapers.gsapubs.org Downloaded from sets (Parker, 2011; Butler, 2006) . Such ubiquitous use is seen even within the geomorphology community as copious articles have utilized Google Earth imagery to present spatial data (e.g., landform analysis, natural hazards, landscape structure) and/or general overviews of study areas (e.g., Shroder and Weihs, 2010; Zech et al., 2009 ). Yet, few of the publications to date have actually utilized the imagery available in Google Earth to yield quantitative insights about landscape processes, form, and scaling relationships. Constantine and Dunne (2008) produced one of the fi rst data sets, to our knowledge, originating from high-resolution Google Earth imagery. Using a global data set of channel width and sinuosity measurements derived from Google Earth, they were able to successfully predict the size-frequency distributions of oxbow lakes along a given reach of the Sacramento River, as well as estimate the temporal rate of meander cutoff. To do this analysis, they measured 911 oxbow lakes and 30 channel reaches along meandering streams across the globe: a feat that if done in the fi eld would have required considerable time and resources and if done without high-resolution imagery would have been futile. Likewise, constraints on channel widths along ~45 km of the remote Yarlung Tsangpo River in the Namche-Barwa region of the Himalaya were calculated from coarse Landsat imagery available early on in Google Earth (Finnegan et al., 2008; Finnegan et al., 2005) . Due to the coarseness of the imagery, however, considerable errors in each width measurement were inescapable and precluded measurements along narrower tributaries. Most recently, Sato and Harp (2009) utilized Google Earth imagery (8-m Formosat) to rapidly assess the extent and characteristics of landslides associated with the 2008 M7.9 Wenchuan earthquake in China. To our knowledge, these studies represent the only quantitative use of Google Earth imagery in geomorphology, although cross-discipline analyses have included landcover change detection (Asner et al., 2009; Schumacher et al., 2009 ), digital elevation model improvement (Hoffmann and Winde, 2010) , identifi cation of archaeological looting (Contreras, 2010) , complex image processing (Guo et al., 2010; Mering et al., 2010) , magnetic alignment of resting mammals (Begall et al., 2008) , and enhanced geologic mapping (Whitmeyer et al., 2010) to name a few. The underutilization of high-spatial resolution Google Earth imagery within the geomorphology community is the driving force of this paper, with the following three examples highlighting the potential of Google Earth imagery to illuminate previously diffi cult and unresolved issues within the study of earth surface processes.
Channel Width Scaling along the Goriganga River, Western Himalaya

Introduction to the Problem
Considerable effort to date has focused on quantitatively deriving relationships between channel geometry and other physical parameters (e.g., discharge, slope, roughness, sediment supply, uplift rate) in tectonically active bedrock rivers (cf. . Such efforts are important because they form the basis for how we model, interpret, and emulate river form and erosive potential across broad spatial and temporal scales in mountainous landscapes. With increased accessibility to digital elevation models (DEM) for drainage networks, considerable advances have been made in using channel slopes derived from DEMs to characterize tectonic rates and other metrics of fl uvial dynamics (Godard et al., 2010; Wobus et al., 2006b; Kirby and Whipple, 2001; Seeber and Gornitz, 1983) . Similarly, with an assumption that rainfall was uniform across a landscape, discharge could be estimated from a DEM as a function of the upstream area. Despite these advances, robust relationships involving channel widths and depths have remained illusive. This ambiguity is mostly due to the diffi culty in accessing large spans of river in these regions and the lack of imagery available that can accurately delineate channel margins in narrow gorges and lower order drainage systems. Although collecting robust channel-depth measurements remains extremely diffi cult in orogenic systems, high-resolution Google Earth imagery now makes accurate channel-width delineation across large spans of river relatively simple.
Early work on channel-width scalings defi ned simple powerlaw relationships between width and discharge, whereby channel widths scale with discharge (Q) to some exponent (b) times a constant (a) that is unique to the hydrometeorology of a given region (Leopold and Maddock, 1953) .
In the case of tectonically active bedrock systems, empirical work has described b values ranging from ~0.3-0.6 (Kirby and Ouimet, 2011; Godard et al., 2010; Whipple, 2004) , with 0.5 the most commonly used empirical value (Wohl and David, 2008; Knighton, 1998) . Recent work on small catchments (0.6-12.4 km 2 ) along the Marsyandi River in Nepal argues for the validity of such power-law scalings even in regions that are characterized by large gradients in precipitation (Craddock et al., 2007 ). Whereas these simplistic mathematical descriptions of how the width of a channel may scale provide insights, they neglect many complex interactions that can vastly alter channel widths for any given discharge (i.e., slope, rock strength, roughness, width-to-depth ratio, sediment supply, rock-uplift and erosion rates, etc.).
Acknowledging the pitfalls of the simplistic power-law equations, many fi eld, laboratory, and numerical studies over the last half-decade have attempted to distill such complexities into an all-encompassing equation in the hopes of gaining improved insight about process as well as prediction in natural systems Turowski et al., 2009; Finnegan et al., 2007 ), S is channel slope (m/m), and n is roughness as defi ned by Manning's equation (Finnegan et al., 2005; Manning, 1891) . Although Equation 3 takes a more thorough approach to predicting channel widths, it is not without its pitfalls. For example, it is difficult to estimate, much less measure, width-to-depth ratios with much reliability or accuracy over large spans of rivers in tectonically active areas. Whereas Finnegan et al. (2005) assumed a constant width to depth ratio along the ~45-km stretch of the Tsangpo River where the equation was validated, many fi eld observations in these environments attest to the wide ranging geometries observed in tectonically active orogens (Fisher et al., 2011; Whittaker et al., 2007; Duvall et al., 2004; Lavé and Avouac, 2001) . Likewise, Manning's roughness coeffi cient is not easily calculated where cyclical landsliding and damming can greatly alter channel bed properties over relatively short length and time scales (Korup and Montgomery, 2008; Korup, 2006; Bookhagen et al., 2005a) . In addition, widths derived from the equations above are commonly key inputs for simple physics-based estimates of the geomorphic work performed on the bed of a channel by a given fl ow (e.g., shear stress, specifi c stream power). Such proxies are then commonly used to assess a host of topics ranging from tectonic rates and structural boundaries to particle and wood stabilities along fl uvial profi les (Attal et al., 2011; Fisher et al., 2010; Thiede et al., 2009; Finnegan et al., 2008; Stock and Montgomery, 1999; Whipple and Tucker, 1999; Bookhagen and Strecker, 2012) . Although channel width is only one term in the equation, considerable deviation in the width values can greatly alter observations of spatial variations in erosion and subsequent interpretations.
Whereas power-law and more complex equations (Equations 1-3) can provide fi rst-order estimates of channel widths based on digital topography and a set of assumptions, the dearth of high-resolution width data to date has precluded a proper comparison between these scalings and real world data in tectonically active orogens. Copious work employing coarse satellite imagery to defi ne channel and fl oodplain widths has been well utilized in large-scale systems, such as Arctic rivers and even along higher order Himalayan streams (Korup and Montgomery, 2008; Smith and Pavelsky, 2008; Lavé and Avouac, 2001) . Little is known, however, as to whether these approaches can provide accurate measurements in lower order, bedrock-dominated channel systems as are typical of tectonically active orogens.
In the following analysis, we seek to illuminate both uncertainties in channel-width scalings and the utility of satellite imagery in tectonically active systems by comparing high-resolution Google Earth-derived channel widths along the Goriganga River in northwest India with those derived by freely available Landsat imagery and the previously described scaling equations (Equations 1-3) (Fig. 2) . The ultimate goal of this analysis is to showcase the greatly enhanced accuracy and simplicity of utilizing high-resolution Google Earth imagery as compared to power-law scaling parameters or coarser resolution freely available satellite imagery (e.g., Landsat, ASTER).
Methodology
The Goriganga River was chosen as the study river due to its orthogonal orientation to major structural boundaries and lithologies in the Himalaya, as well as the availability of ubiquitous high-resolution imagery in Google Earth. In total, 88 km of the main-stem Goriganga River were digitized (with "terrain mode" off) to the highest water marks observable on both banks using both Google Earth (SPOT™, GeoEye™, and Worldview™) and Landsat imagery (Fig. 2) . Channel width polygons were digitized so that polygon boundaries overlaid directly on high water lines, meaning point density was dictated by the characteristics of the channel and not held constant in order to achieve the same width accuracy along the entire study reach. While we are uncertain as to the exact recurrence interval of the fl oods responsible for these boundaries, we estimate that the digitized banks represent fl ood events on the order of 2-10 years in this monsoon-dominated catchment based on combined fi eld and remote sensing observations. Due to the coarseness of the Landsat imagery (30 × 30 m; we did not pan-sharpen the images) only pixels exhibiting the spectral characteristics of water or exposed bars in the falsecolor image (bands 5,4,3) were included in the channel width mask (10/20/2001 image date). Landsat channel widths were hand-digitized in the same manner as the Google Earth imagery using ENVI software because of the inability of supervised and non-supervised classifi cation techniques to yield a continuous, reliable data set for use with the channel-width extraction algorithm. Channel polygons were then exported, rasterized to 5 × 5 m resolutions, and manipulated using proprietary imageprocessing algorithms to yield channel half-widths, which were then doubled to produce a channel width at each centerline pixel (Fig. 3) . Channel widths were then merged with 30 m apparent resolution Advanced Spaceborne Thermal and Refl ectance Radiometer Global Digital Elevation Model (ASTER GDEM v1-property of METI and NASA) topographic data (elevation, slope, etc.), as well as mean annual discharges derived from a decade long rainfall-snowmelt model for the area (Bookhagen and Burbank, 2010) . In order to assess the effi cacy of the channel-width extraction algorithm, as well as to compare with the Landsatderived channel widths, 35 hand-measured widths were taken in Google Earth along the study reach spanning the range of widths observed (Fig. 4) .
Results
Comparison between the algorithm-based Google Earth widths and the hand-measured widths in Google Earth appear to be highly congruent (r 2 = 0.98) giving us confi dence that the algorithm used for extracting channel widths is highly accurate (Figs. 3 and 4B). Whereas we don't have fi eld measurements against which to compare the hand measured widths, both previous fi eld research and other studies assessing the positional accuracy of Google Earth imagery argues for strong correlation between real world distances and those measured on Google Earth imagery (Constantine and Dunne, 2008; Potere, 2008) .
A comparison between Landsat (30 × 30 m) and Google Earth-derived channel widths shows a continuous offset along the Goriganga River, whereby Landsat widths are consistently overestimated along the study reach (mean and 1 standard deviation of 18.2 ± 7.4 m) (Fig. 4) . When compared to the hand-measured widths from Google Earth, the importance of imagery resolution becomes readily apparent, with channel widths less than 1-pixel length nearly impossible to detect accurately (Fig. 4) . With the high-resolution imagery in Google Earth, channel-width delineation appears to be dictated completely by the raster resolution (which in this case is 5 × 5 m) in these tectonically active systems where riparian vegetation is minimal. Theoretically, using a 1 × 1 m matrix with the ~1 m spatial-resolution GeoEye™ imagery could further improve the channel-width accuracy. For the sake of computational effi ciency and to encompass some of the error introduced by digitizing the channel widths, however, a conservative 5 m resolution was used. Nonetheless, the improvement over Landsat-based techniques is both striking and necessary to accurately assess channel geometries in tectonically active and/or lower order channel systems (<60 m wide or drainage areas less than ~3000 km 2 ) where narrow, steep gorges are the norm, rather than the exception.
A closer look at the Google Earth channel-width data along the nearly 90-km-long study reach shows great variability in widths that is coincident with major Himalayan tectonic units ( Fig. 4 and 5 ). This variability makes it impossible to fi t a simple power-law scaling (e.g., Craddock et al., 2007) to the entire data set that even broadly mimics the large-scale variability in channel widths, much less any small-scale perturbations (Fig. 5) . Although more complex scaling relationships (Finnegan et al., 2005) may do a slightly better job, these equations include many more unknowns that must be accounted for, which in remote locations are nearly impossible to accurately assess and commonly vary greatly between sub-reaches of the river (e.g., widthto-depth ratios, roughness). The departure of these scaling laws from the actual channel widths derived using Google Earth imagery can be striking (Fig. 5 ). Both established power-law (Craddock et al., 2007) and mass-conservation equations (Finnegan et al., 2005) systematically under-predict the actual channel widths along the study reach, especially where the mass-conservation equation of Finnegan et al. (2005) is defi ned as a bedrock chan- Figure 3 . Example of the spatial output from the channel-width extraction algorithm used in the analysis, consistent with the river bend shown in Figure 2B and 2C. Widths are derived from a channel mask digitized in Google Earth and then rasterized to a pixel resolution of 5 × 5 m. This resolution is chosen because it is computationally effi cient, yet also precise as is shown by the good agreement between hand-measured widths and those from the algorithm (see Figure 4B for all of the data).
nel with a width-to-depth ratio of 5 (Fig. 5B ). The Finnegan et al. model improves when the width-to-depth ratios are arbitrarily adjusted higher (α = 21), consistent with a decrease in grain size (e.g., bedrock to cobble) (Finnegan et al., 2005) ; however, fi eld evidence and high-resolution imagery indicate such an adjustment is unwarranted and grossly underestimates the dominant caliber of material in the channel. Furthermore, in our study, channel roughness is kept constant for simplicity (n = 0.20) but any reduction in grain size should coincide with a decrease in roughness, yielding even lower values and poorer agreement than is shown in this study for the width-to-depth value of 21 (blue line: Fig. 5B ). These results indicate that, in many active orogenic rivers, channel-width data are greatly oversimplifi ed by using previously established scaling laws, potentially losing invaluable information from the fl uvial network about both tectonic rates and geomorphic processes affecting these landscapes.
Implications and Conclusions
The Google Earth-derived channel width data set presented here provides one of the most comprehensive channel-width data sets from a tectonically active orogen to date. Owing to the highresolution data made possible by Google Earth imagery, comparisons of established scaling equations (Equations 1-3) and coarser freely available satellite imagery (Landsat) fail to adequately represent trends in channel width along the Goriganga River in northern India. Distinct channel-width domains exist within long-established Himalayan tectonic units, yet widths can vary by several folds within individual units, thereby indicating distinct channel-width responses to tectonic and geomorphic processes or characteristics (glaciation, rock types, uplift rate, etc.) within active orogenic environments (Figs. 4 and 5). These pronounced width variations serve geomorphologists as a roadmap by identifying anomalous river reaches (such as in the high Himalayan crystalline unit) where some fundamental controls are strongly changing within a restricted spatial domain. Whereas this data set leaves many questions unanswered, the availability of highresolution Google Earth imagery and the extraction methodology presented here is sure to yield future insights about: (1) how channel geometries respond to a host of geomorphic, climatic, and tectonic forcings (Fisher et al., 2011; Stark et al., 2009; Wobus et al., 2006a) ; (2) what channel width thresholds exist and why (Fisher et al., 2011; Amos and Burbank, 2007) ; and (3) how estimates of fl uvial power can be refi ned using actual channel widths to better illuminate foci of erosion, transport, and incision across a host of fl uvially dominated landscapes (Fisher et al., 2010; Finnegan et al., 2005; Stock and Montgomery, 1999; Magilligan, 1992) .
Hurricanes, Earthquakes, and Landslides: Hillslope Response to High-Magnitude Events in Haiti
Introduction to the Problem
Whereas fl uvial systems act as the veins of the continents transporting sediment, nutrients, and pollutants from land to sea (Milliman and Syvitski, 1992) , mass wasting is the dominant mechanism by which particles enter the fl uvial network, especially in tectonically active regions. In moderate-to highrelief terrains, landsliding has been shown to play a critical role in landscape evolution through mass transfer related to variable tectonic rates Burbank, 2010, 2011; Densmore et al., 1997; Hovius et al., 1997; Burbank et al., 1996) , climate perturbations (Galewsky et al., 2006; Bookhagen et al., 2005b; Gabet et al., 2004) , anthropogenic effects (Lavé and Burbank, 2004) , fi re regimes (Roering and Gerber, 2005; Pierce et al., 2004) , and increased seismicity Hovius et al., 2011; Dadson et al., 2004; Hovius et al., 2000) . Alternatively, landsliding has been argued to retard regressive erosion by large rivers along the Tibetan Plateau margin (Korup et al., 2010; Korup and Montgomery, 2008) as well as shield certain glaciers from enhanced melting related to climate change by providing a protective surfi cial debris cover (Scherler et al., 2011a (Scherler et al., , 2011b Santamaria Tovar et al., 2008) . Because landsliding is such a diverse and integral process in landscape evolution, it is imperative to be able to identify, delineate, and develop mechanistic explanations for landsliding across broad spatial and temporal scales. Most landslide analyses to date have suffered from having spatially limited, yet high-resolution aerial photo sets (Clarke and Burbank, 2010) or spatially extensive, yet low-resolution remotely sensed optical imagery (Korup et al., 2010) . Furthermore, many of these studies have been further hindered by the lack of temporal variability in imagery, constraining analyses and interpretations alike. Google Earth has, however, created a platform where resolution, spatial extent, and even temporal issues with imagery are greatly diminished, thereby allowing researchers to more thoroughly explore the mechanisms, characteristics, and linkages associated with landsliding across a range of environments and triggering mechanisms.
In the following analysis we utilize high-resolution Google Earth imagery portraying the area around Port-au-Prince, Haiti, to illuminate landslide-triggering mechanisms and characteristics. Haiti provides a prime opportunity to present the utility of not only recent high-resolution Google Earth imagery, but also of the rich historical image archive available for the region. The 2008 hurricane season battered Haiti with four major storms producing nearly a meter of rain over less than a month-long period. These storms caused nearly 800 deaths and billions of U.S. dollars in damages (Carroll, 2001) (Fig. 6) . On 12 January 2010 Haiti experienced yet another major blow with a magnitude 7.0 earthquake located ~15 km west of the capital city of Port-au-Prince (Hayes et al., 2010) (Fig. 7) . This event represented the largest earthquake to strike the area in more than 200 years and led to deaths estimated in the tens of thousands (Associated Press, "Report challenges Haiti earthquake death toll," BBC News, retrieved 25 June 2011, http://www.bbc.co.uk/ news/world-us-canada-13606720). Whereas these events are tragic, they present an unparalleled opportunity to compare and contrast the hillslope mass-wasting response to both high-magnitude climatic and seismic events. The goal of this analysis is, therefore, to gain improved insight about landslide triggers and characteristics, as well as to show the utility of Google Earth in such research ventures.
Methodology
The study area was chosen due to its proximity to the epicenter of the 12 January 2010 earthquake and the availability of clear, high-resolution imagery spanning both the pre-and post-2008 hurricane season, as well as imagery taken the day after the earthquake event clearly showing a large number of landslides (Fig. 7) . Hurricane path and cumulative event rainfall data were obtained from the National Weather Service-National Hurricane Center (www.nhc.noaa.gov) and compared with the Tropical Rainfall Monitoring Mission (TRMM) 3B42 V6 data set for the area over the same time period (Fig. 6 )(cf. Bookhagen, 2010; Huffman et al., 2007; Hong et al., 2006) . Landslides were delin- ) was calculated using the rainfall-snowmelt model from Bookhagen and Burbank (2010) . LHS-Lesser Himalayan Sedimentary; LHC-Lesser Himalayan Crystalline; HHC-High Himalayan Crystalline; Tethy-Tethyan Series.
on December 12, 2012 specialpapers.gsapubs.org Downloaded from eated and digitized (with "terrain mode" off) on three images in Google Earth (Fig. 7) , then exported, and merged with the 30 m apparent resolution ASTER GDEM topographic data set to derive slope angles for the study area. Proper positional accuracy between the study area and the ASTER GDEM was ensured using landscape features (e.g., hydrologic features, terrace edges), as large discrepancies will undoubtedly confound results. One potential reason for a close match in our region between the two is the availability of airborne lidar data postdating the earthquake which Google may use to orthorectify the imagery; however, this is mere speculation (cf. www.opentopography.org).
Results
Despite ideal conditions (namely heavy deforestation and steep slopes) for landsliding in the study area leading up to the 2008 hurricane season, only 7 slides were delineated (Fig. 7) . In contrast, the 2010 magnitude 7 earthquake produced 325 landslides in our study area ranging in area from 10 m 2 to 27,000 m 2 (Figs. 7A, 7C, and 8). Hillslopes are generally planar to slightly convex in the study area, with landslides predominately limited to the lower, steeper toe slopes (≥20 degrees) (Figs. 7 and 8) . Analysis of magnitude-frequency plots for the earthquake-derived landslide data set produces a characteristic double-pareto distribution with a similar beta slope value (cf. Stark and Hovius, 2001 ) to previous studies, despite integrating only one event and having roughly an order of magnitude fewer mapped landslides (325 versus 1000s by Clarke and Burbank, 2010; Hovius et al., 1997) (Fig. 8B) . The beta value is derived from the simple power-law function,
where N L is the number of landslides for a given landslide area A, k is a scaling coeffi cient, and β defi nes the slope of the magnitude-frequency relationship for the log-log linear segment Figure 6 . The 2008 hurricanes that heavily impacted Haiti and the study area. Tracks and intensities along with a tectonic overview of the Caribbean region are overlain on NASA Blue Marble: Next Generation imagery (http://neo.sci.gsfc.nasa.gov/). Total rainfall was derived from gauge stations within 150-km radius of the study area with the number of stations in parentheses. This data is biased toward the Dominican Republic side, as only one gauge in Haiti reported data for these events. Date and time are of the initiation of the storm, or in the case of Ike and Hanna, the fi rst circle on the fi gure. Circles are shown for every 6 h. The plot adjacent shows the daily rainfall for Port-au-Prince, Haiti (15 km from the study area) derived from TRMM 3B42 data set collected from 1998 to 2010, with the 2008 hurricane season (pink) the biggest in ~10 years in terms of daily rainfall (Bookhagen, 2010) . Hurricane data provided by the National Weather Service National Hurricane Center (www.nhc.noaa.gov). NHF-North Hispanola Fault; SF-Septentrional Fault; EPGF-Enriquillo-Plantain Garden Fault; PR-Puerto Rico; DR-Dominican Republic. on December 12, 2012 specialpapers.gsapubs.org Downloaded from of the landslide distribution (right side: Fig. 8B ) (Hovius et al., 1997) . The 7 landslides from the 2008 hurricane season were not included in Figure 8 because all but one of the landslides associated with that event were located along the banks of the river, indicating that the failures were likely caused by main-stem undercutting from fl ooding, and not excess pore water pressure. Due to the removal of storm-driven landslides in our magnitudefrequency analysis, the time component (generally set by the temporal range of imagery) for the earthquake-derived landslides could be considered instantaneous because it is based on only one image. For simplifi cation we integrate over one year, which approximately accounts for the time between the last two images in our time series (Fig. 8) . When compared with coarser satellite imagery, nearly half the data falls below the resolution of both Landsat and ASTER pixel resolutions, signifying the inability of these imagery resolutions to properly identify landslides (without complex spectral mixing models) with areal extents less than 900 m 2 and 225 m 2 , respectively. In addition, such coarse resolution imagery may also preclude proper delineation of the frequency apex and distribution, yielding an inaccurate power law fi t (Equation 4) as well as distorting any derivations from the distribution, such as estimates of erosion rate (Stark and Hovius, 2001 ). Lastly, higher-resolution imagery allows the proper delineation of landslide morphologies, which oftentimes cannot be distinguished using coarser imagery and may considerably overestimate landslide area and sediment volumes in many steep terrains (Fig. 8C). 
Implications and Conclusions
Despite hydrological evidence for intense rainfall during the 2008 hurricane season and heavy deforestation only one major failure occurred in the study area. Possible explanations for the lack of failures may include considerable overland fl ow due to steep slopes, lithologic and soil properties (i.e., clay rich), lack of a critical accumulation zone, localized orographic effects, and/or the low relative magnitude of the event (~10-year recurrence interval). The story is quite different following the 12 January 2010 earthquake where 325 landslides were observed. Previous work has proposed a topographic signature exists within tectonically active landscapes to distinguish between storm-and earthquakederived landslide-dominated hillslopes (Meunier et al., 2008; Densmore and Hovius, 2000) . In the Haiti study area, such simple delineations are muddled. We know that the landslides were generated coseismically, yet many of them were triggered along the lower, steeper toe slopes, consistent with a storm-induced, hydrologic accumulation model (Fig. 7A) . At the same time, hillslopes are generally planar and inner gorges absent as would be predicted by a landscape dominated by earthquake-induced landsliding (Densmore and Hovius, 2000) . Whereas both earthquake and storm processes are clearly active in the study area, the question becomes at what time frame and with what frequency each is dominant (e.g., Wolman and Miller, 1960) . The observed earthquake event is the largest to strike the area in over two centuries, but during this same time interval, there have been numerous hurricane and storm events of greater magnitude than the 2008 hurricane season. We would expect those large storms to have caused considerable landsliding. One explanation for the lack of a landslide response to the repeated storms is the mismatch of magnitudes between the climatic and seismic events observed, whereby the heavily deforested hillslopes may already be adjusted to such climatic recurrence intervals. In all likelihood any climatic event of a similar magnitude post-dating the earthquake would exploit current earthquake-induced landslide scars, exacerbating the total volume of sediment removed from the hillslopes and providing the necessary transport mechanism to move the hillslope material into the fl uvial network (Hovius et al., , 2011 . Another possible explanation as to why there is such a discrepancy between the hillslope response to the 2010 earthquake and 2008 hurricanes in the study area is that of the rupture style (Meunier et al., 2008) . Both remote sensing observations following the 2010 earthquake and our own reconnaissance in Google Earth noted fairly localized hillslope failures concentrated in the study area (van Westen and Gorum, 2010) . The fi rst fault plane solutions to come out following the earthquake placed it as an oblique slip failure consistent with the preexisting Enriquillo-Plantain Garden Fault (EPGF). However, subsequent InSAR (Interferometric Synthetic Aperture Radar) analyses have hypothesized that the rupture may have occurred along a previously unmapped blind thrust fault (hanging wall moved due south) that would daylight adjacent to and strike-parallel to the study area ridge (Hashimoto et al., 2011; Calais et al., 2010; Hayes et al., 2010) . This geometry would then explain the relatively localized failures, where much of the energy was directly focused into the study area causing signifi cant, localized failures on the south-facing hillslopes.
This study again underscores the complexities involved in deciphering processes and mechanisms that shape the surface of our earth. In the case of Haiti, Google Earth gives us an additional tool with which to glimpse how the landscape responds to both climatic and tectonic perturbations of varying magnitudes. Obviously, detailed fi eld research would be needed to properly tackle the complex interactions actively shaping the landscape in this subtropical environment. Nonetheless, Google Earth imagery can provide an important starting point by making high-resolution imagery accessible, at both the temporal and spatial scales necessary to adequately undertake such questions. In this study, we have documented a time series of landsliding in Haiti using Google Earth high-resolution imagery that spans both high-magnitude climatic and tectonic events, providing valuable insights about the characteristics of landslides associated with these events, their potential mechanisms, and how high-resolution Google Earth imagery may benefi t similar studies in the future.
Fault Characterization in the Eastern California Shear Zone
Introduction to the Problem
The eastern California shear zone and Walker Lane comprise a distributed network of dextral strike-slip and normal faults east of the Sierra Nevada in California (Fig. 9) . Together, this zone of active deformation accounts for roughly one quarter of the total Pacifi c-North American plate translation (Dokka and Travis, 1990 ). An ever-expanding inventory of information on active faults within the eastern California shear zone and Walker Lane elucidates spatial and temporal patterns of strain along these structures. Comparison of these patterns with ongoing deformation measured from space geodesy (e.g., Dixon et al., 2000) and seismicity (e.g., Unruh et al., 2003) provides a unique opportunity to investigate the dynamics and evolution of this intracontinental plate-boundary fault system. Fault studies in the eastern California shear zone typically rely on measurements of displaced Quaternary landforms and geomorphic features such as river channels, terraces, or alluvial fans to defi ne patterns of fault displacement at a variety of spatial and temporal scales (e.g., Frankel et al., 2011 ). An intriguing outcome from this body of work is the apparent, twofold mismatch between the summed rates of dextral fault slip across the Mojave section of the eastern California shear zone (~6 ± 2 mm/yr, Oskin et al., 2008) and interseismic strain measured from GPS (~12 ± 2 mm/yr, Sauber et al., 1994) . Individual structures within this zone, such as the Blackwater fault, also show pronounced rate discrepancies. There, dextral shear measured at decadal time scales from radar interferometry (up to ~7 mm/yr, Peltzer et al., 2001 ) radically outpaces Quaternary-averaged rates of fault slip (~0.5 mm/yr, Oskin and Iriondo, 2004) . Based on a lack of identifi ed and described Quaternary offset landforms, comparatively little is known about how this dextral shear in the eastern California shear zone is transferred and partitioned onto structures north of the Garlock fault in the Indian Wells and Rose Valley areas (Fig. 9) .
Here, we present new measurements of displaced Quaternary landforms cut by the Little Lake fault and identifi ed using high-resolution Google Earth imagery. These images reveal a series of previously undescribed river terraces formed during the drainage of pluvial Owens Lake southward from Rose Valley into the Indian Wells Valley and China Lake basin (Fig. 9) . Measured lateral offsets of these features using Google Earth imagery compares favorably with measurements made from ground-based terrestrial laser scanning (TLS) along the Little Lake fault as part of this study. This work demonstrates the utility of Google Earth for rapidly identifying and quantifying patterns of lateral fault displacement in actively deforming landscapes.
Methodology
Numerous studies utilize remotely sensed imagery in arid regions for cataloging lateral offsets along strike-slip faults (e.g., Klinger et al., 2011) and for documenting the sense and style of displacement for under-characterized geologic structures (e.g., Phillips and Majkowski, 2011) . Our study focuses on the western Figure 9 . (A) Regional tectonic map of the southeastern Sierra Nevada of California. Active fault traces are taken from Jennings (1994) , with the exception of the Kern Canyon fault (Brossy et al., 2012) . SNFF-Sierra Nevada frontal fault. (B) Google Earth image of Little Lake wash (shown by arrow in A) highlighting neotectonic and geomorphic features associated with the Little Lake fault. (C) Reconstructed offset along the Little Lake fault suggests between ~33 and 37 m of dextral displacement of terrace risers cut by the fault zone.
on December 12, 2012 specialpapers.gsapubs.org Downloaded from margin of the eastern California shear zone between the Sierra Nevada and the Coso Range (Fig. 9) , along the northwestern continuation of interseismic dextral shearing observed from radar interferometry (Peltzer et al., 2001) . Here, abundant Quaternary volcanic and geomorphic features provide markers for quantifying fault offset.
Along the Little Lake fault (Fig. 9) , we used Google Earth imagery to identify a series of prominent river terraces cut by the fault immediately east of U.S. Highway 395 (Fig. 9B) . These landforms are undescribed in the literature despite a wellknown relative sequence of late-Pleistocene volcanism and fl uvial downcutting driven by drainage of Owens Lake through the Little Lake area (Duffi eld and Smith, 1978) . Images of the Little Lake wash collected from Google Earth were used to create a reconnaissance-level neotectonic map (Fig. 9B ) and also to reconstruct the total dextral offset of this landform across the fault (Fig. 9C ). These reconstructions are based on retro deformation of the mapped image, sliced along the fault trace, in order to create a "best fi t" for the base of the terrace riser on either side of the fault. The riser base was chosen for these reconstructions because it provides the best visual contrast in the imagery. In order to minimize errors in our reconstruction associated with image distortion, screen captures were collected with Google Earth's "terrain" feature disengaged.
Based on this reconnaissance, we conducted fi eld checks along the Little Lake fault to verify our geologic interpretations and to conduct a TLS survey for comparison with displacement measurements from the Google Earth imagery. TLS surveying utilized a Riegl LMS-Z420i ground-based lidar system and resulted in collection of ~22 million individual laser returns at an average density of 20 points/m 2 . Non-ground returns from sparse brush covering the area were fi ltered using the Terrasolid software package, and the remaining returns were triangulated to create an equally spaced digital elevation model (DEM) at a nominal resolution of 50 cm (Fig. 10A ) (cf. Perroy et al., 2010) . Elevation profi les along terrace-riser margins (Fig. 10B) were extracted from the resulting DEM at a 2-m spacing and projected along an azimuth perpendicular to the average local orientation of the terrace riser (015°) on either side of the fault. This group of projected profi les were then rotated 45° clockwise onto a plane normal to the locally averaged fault strike (330°) in order to reconstruct the total dextral displacement of this feature. This reconstruction utilized the distance range in topographic midpoints from the scarp profi les (Fig. 10B) , based on the assumption that the scarp midpoint undergoes the least amount of vertical change during scarp diffusion (Pelletier et al., 2006) .
Results
Image reconstruction of offset terrace risers along the Little Lake fault suggest between 33 and 37 m of total dextral displacement of the eastern and western margins of this landform (Fig.  9C) . Using the line measure tool in Google Earth for each offset riser yields similar estimates and supports the validity of these reconstructions. A nominal uncertainty of ±10 m in each measurement was assigned based on the measured width of the terrace riser, encompassing the range of permissible reconstructions for each margin of the terrace surface.
Measured lateral displacement of the western margin of this terrace ranges between 30 and 42 m for the TLS profi les (Fig.  10B) , in good agreement with estimations based on Google Earth imagery. This measurement incorporates the maximum and minimum distance range of riser midpoints grouped on either side of the Little Lake fault. Given the local linearity and continuity of each riser segment, as well as the fault trace, uncertainty associated with projection of these features is smaller than the observed Figure 10 . (A) 50-cm digital elevation model derived from terrestrial laser scanning (TLS) and overlain on a hillshade image of the displaced terrace surface in Little Lake wash. (B) Topographic profi les along the western terrace riser used to reconstruct the total dextral offset of this feature. Individual profi les were extracted perpendicular to the average riser orientation (015°), and were then rotated as a group 45° clockwise onto a plane parallel to the local fault strike (330°). Locations for each profi le are presented in A.
range of riser midpoints. We do note, however, a larger variation in profi le shape and midpoint location for the riser segment north of the fault, possibly due to either locally increased diffusion or a slight azimuth change to the north in this direction. To our knowledge, this study presents the fi rst systematic comparison of fault offsets measured using Google Earth imagery and ground-based survey methods.
Implications and Conclusions
New measurements of fault displacement for the Little Lake fault add to our growing inventory of deformation patterns in the eastern California shear zone. Although the exact age of the offset terrace is yet unknown, several lines of evidence suggest a latest Pleistocene age for this feature. Specifi cally, this faulted terrace rests unconformably on a strath surface cut into the basalt of Red Hill (Fig. 9B) , the youngest of several fl ows to spill through the Little Lake drainage (Duffi eld and Smith, 1978) .
3
He exposure ages measured using olivine phenocrysts from this fl ow (Cerling, 1990) suggest the timing of eruption and subsequent scouring during overfl ow from Owens Lake between ca. 57 and ca. 15 ka, respectively. This range in ages implies a dextral slip rate of at least ~0.5 mm/yr over this interval. We emphasize the preliminary nature of this measurement and note that we are currently processing new 10 Be exposure age measurements to bolster our slip-rate estimate. In any case, our appraisal is within the range of dextral slip-rates described along the Owens Valley fault to the north (Bacon and Pezzopane, 2007) , which transfers strain across the Coso Range in a releasing step-over onto strike-slip faults in the Indian Wells Valley (Unruh et al., 2002) (Fig. 9A) .
Our measurements of dextrally offset landforms in the eastern California shear zone highlight the utility of Google Earth as a primary tool for quantifying the style and magnitude of displacement in actively deforming regions. Agreement between offset measurements from Google Earth imagery and measurements from ground-based, high-resolution survey methods indicates the quality of these displacement estimates and fi rmly extends the utility of this software and high-resolution imagery beyond that of a reconnaissance tool. Although these measurements are currently limited to lateral displacements, future integration of high-quality lidar terrane data (currently available for limited areas in Google Maps) will no doubt extend the range of possible measurements to dip-slip faults, providing a free and simple tool for quantifying and characterizing fault systems across the globe.
LIMITATIONS, PROBLEMS, AND POTENTIAL RESEARCH APPLICATIONS FOR GOOGLE EARTH IMAGERY
The previous three research examples have highlighted the utility of high-resolution Google Earth imagery as a potential research tool in geomorphology, as well as a few of the diverse research questions that can now be undertaken without regard for imagery cost or location. As with all good tools, however, a proper understanding of the limitations and pitfalls must be acknowledged in order to properly apply it. Google Earth is no exception, and presently contains key limitations and potentially problematic situations that should guide suitable applications in the future.
Standard Sensor Issues
As with all remotely sensed data sets, inherent fl aws in imagery occur and are often the necessary byproduct of having an efficient, cost-effective single-satellite system. In the case of Google Earth imagery, extensive shadowing can often occur (especially in high-relief terrains) due to sensor view and/or solar incidence angles, depending on location and time of the day and year (Fig.  11) . In the case of steep terrains, shadowing may completely obscure surface features (as was the case with the Haiti data set), rendering the high-resolution true-color imagery useless in those locations. Likewise, heavily vegetated regions will yield little insight about geomorphic processes and landforms (e.g., fault traces, tropical rivers, etc.), especially when compared to tools such as lidar (light detection and ranging) with which vegetation can be removed during data processing (e.g., Mackey and Roering, 2011) . In addition, the lack of access to longer wavelength bands (e.g., near, short, and longwave infrared, radar) from the sensors used in Google Earth imagery prevents compensation for shadowing using the spectral range of bands normally available in multi-spectral data sets.
The Google Black Box Problem
Despite the many benefi ts of the Google Earth imagery, it remains a black box. For example, very little is known about the algorithms being used to process, orthorectify, overlay, interpolate, degrade, and display scenes, as these are proprietary to Google and no public documentation exists. In addition, little is known about the underlying digital elevation models used with respect to data sources, interpolation algorithms, and orthorectifi cation basemaps. It can safely be assumed that SRTM data make up a large part of the data set where it is available, but to what extent the new ASTER GDEM (Slater et al., 2011) , national mapping agency, and regional lidar (cf. Perroy et al., 2010) data sets are incorporated is unknown. Furthermore, considerable uncertainty exists about the extent to which Google reprocesses or collects new elevation data, especially given the suggestion that elevation data sets available in Google Earth are superior to publicly available data sets in certain locations (Hoffmann and Winde, 2010) . There does appear to be evidence for the incorporation of lidar data in certain locations (namely urban areas); however, it is diffi cult to verify such assertions.
Whereas little can be done with respect to such fundamental unknowns, many problems with the imagery are blatantly visible and may preclude use of certain imagery in Google Earth. One widespread problem involves the stitching, or merging, of imagery taken at different times (Fig. 11) . Telltale signs of such imagery amalgamation problems include offset or warped features along the seam of the image (broken roads, diverging waterfalls, etc.). A second major problem (especially in steep terrain) involves the unrealistic warping of imagery when using "terrain mode" in Google Earth. The spatially high-resolution optical images require nearly equally high-resolution digital elevation models, which are not readily available in most areas. The current image correction and orthorectifi cation procedures therefore rely on lower resolution digital elevation models that often result in artifacts in high relief areas (e.g., rivers that bank up onto mountainsides and roads that go off cliffs). Because of these artifacts, any digitizing should be done with the terrain mode off, using just the optical imagery. Other current problems include: (1) the lack of spatially and temporally ubiquitous highresolution imagery, which may dictate the area and/or scope of a research project; (2) the arbitrary availability of certain imagery, whereby imagery may disappear (Fig. 11 ) due to updates, causing a loss of access to imagery that may have been the foundation for previous measurements; and (3) the Google Earth user interface can be quite awkward for collecting and manipulating large amounts of data (i.e., digitizing, naming, displaying, organizing).
Lastly, the horizontal accuracy of the imagery may cause problems, especially when the digitized imagery and digital elevation models used for analyses are highly mismatched (Sato and Harp, 2009 ). While it is nearly impossible to assess the horizontal positional accuracy (georegistration) of the entire Google Earth imagery collection, previous work by Potere (2008) utilizing a global database of 436 control points spread across 109 cities found positional accuracy to be less than 50 m root-mean-squared error (RMSE) on the whole when compared with Landsat GeoCover. Satellite imagery accuracy (22.8 m RMSE) was found to have half the error of aerial imagery (41.3 m RMSE) in Google Earth and the same discrepancy was found between developing (44.4 m RMSE) and developed (24.1 m RMSE) countries. While Potere's study (2008) is encouraging, there is no doubt that mountainous and remote regions will have greater complications with horizontal accuracy than urban areas with low relief, and in some cases the mismatch may require considerable work to properly align (Sato and Harp, 2009) .
While these problems are not trivial, Google has been proactive in updating and improving the platform's utility and accuracy, as well as the imagery within it. For example, historical imagery now archives most of the past imagery for a given location. Thus, imagery used in the past can usually be accessed even when new imagery comes online. Additionally, images displaying merging issues or warping commonly are fi xed with subsequent image releases (Fig. 11) . Whereas proprietary algorithms and data management workfl ows will likely never be disclosed to the user community, many other limitations discussed above will surely continue to be improved as Google Earth expands both the user experience, content, and processing algorithms in future releases.
Suitable Research Applications
Google Earth imagery will never replace fi eldwork and/or independent processing of remote sensing data by the individual, especially without access to the algorithms employed by Google. However, for many researchers, access to high-resolution optical imagery is only feasible at small spatial scales due to cost, computational ability, and/or user knowledge. Additionally, many parts of the earth preclude fi eldwork due to remoteness and/or political confl icts. In these cases, Google Earth imagery provides a powerful data set that until recently was unavailable to the scientifi c community. Whereas Google Earth imagery has been widely underutilized to date, several key features, as utilized in section 3, may help to guide future quantitative applications in geomorphology and earth sciences alike. Figure 11 . Image of Victoria Falls on the border of Zimbabwe and Zambia illustrating some of the potential problems with using Google Earth imagery (e.g., improper warping and stitching of imagery, shadowing due to sensor view angle and solar incidence, discrepancies in imagery dates, etc.). Arrows point to telltale signs of problems due to imagery amalgamation, such as diverging waterfalls, roads to nowhere, and abrupt cliff faces in the middle of the river. It should be noted that the imagery for this area was updated shortly after this fi gure was made, correcting all of these problems.
The fi rst of these features is the availability of historical imagery, which allows temporal as well as spatial change to be assessed and can supplement current research looking at landuse change, geomorphic change, event-scale impacts, etc. (Fig.  12) . Second, Google has shown great commitment to providing rapid response imagery and support following large-scale natural disasters. This commitment was most recently displayed with the 2011 Japan earthquake and tsunami, but has been a major campaign of Google's since the inception of Google Earth (e.g., 2010 Haiti earthquake, 2004 Indian Ocean tsunami). Given this response, researchers now have access to both pre-and postevent imagery (one day to a few weeks) for rapid assessment and analysis that spans the gamut of processes, landforms, and events. Third, the ease of use of the imagery, specifi cally, the complexities of image processing and orthorectifi cation are out of the control of the researcher. This absence can be both a burden and a benefi t, depending on the project and the user. One great example of the benefi t is shown with landslide imagery from New Zealand. In order to properly analyze aerial photos for landslides in Fjordland, New Zealand, Clarke and Burbank (2010) purchased and orthorectifi ed close to 60 aerial photos, an expensive and time-consuming endeavor. This imagery recently became freely available on Google Earth, saving both processing time and money, as well as increasing the spatial area available for analysis due to lack of fi nancial constraints. Although some accuracy would likely be lost by not controlling the orthorectifi cation process, preliminary comparison of several landslides in the area indicates minimal discrepancies between the two processes.
Google has not stopped at earth, but rather expanded the digital globe to other bodies in our solar system opening up new terrains for exploration and research (Fig. 12) . Currently, digital globes for the moon and Mars are standard in Google Earth, with second-party digital globe imagery now available for Mercury (Appendix). Moreover, as imagery and topographic data are acquired from across our solar system and beyond, the spatial information available in Google Earth will certainly expand along with the research possibilities. Although Google Earth imagery has many limitations, it provides one of the only feasible high-resolution spatial data sets currently available that allows user interaction for many remote areas and projects necessitating high-resolution imagery across large spatial extents (see also Bing Maps in ESRI ArcGIS). In cases where fi eld access is plausible, Google Earth imagery may act as supplemental tool to compare data sets through time and space. The most benefi cial aspect of high-resolution Google Earth imagery, however, may be the serendipitous discoveries and ideas generated from simply exploring the prolifi c imagery. The combination of curiosity-driven hypothesis creation and the ability to quantitatively test those hypotheses makes Google Earth imagery benefi cial, when properly applied, as a supplement, for reconnaissance, or as the primary data set across a wide range of studies in earth surface processes.
CONCLUSIONS
The utility of high-resolution imagery has permeated nearly every segment of society over the past decade, with Google Earth well-positioned at the forefront by providing freely available high-resolution imagery within a simple, userfriendly interface. Whereas Google Earth imagery has been widely exploited as a visualization and education tool across the earth sciences, few quantitative studies have utilized the high-resolution imagery freely available within Google Earth to yield insights about the processes and mechanisms acting upon the surface of the earth. In this paper, we have discussed the underlying high-resolution imagery within Google Earth and provided three research examples using this imagery as the primary datasource in order to demonstrate the benefi ts of the imagery over established methods, and to illuminate previously unresolved questions involving: (1) channel-width variability in the tectonically active Himalaya; (2) landslide characteristics related to large magnitude climatic and tectonic events in Haiti; and (3) distributed fault characteristics within the eastern California shear zone. Lastly, we have highlighted the potential limitations and problems with using the imagery currently available in Google Earth and proposed favorable future applications with respect to the study of earth surface processes.
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