Introduction
This work is concerned with the numerical processes to solve problems of the least squares type for ordinary differential equations. Consider the differential equation
*[L = X(t,x) 9 a<t<b
where x and X(t, x) are real n-dimensional vectors and try to obtain a solution x = x(f) of the above equation on the interval [a, 6] 
such that -y S *[.LjX(tj) -dj] LLjX(tj) -djl = minimum, j=i
where tj are given points on [a, fo], a = t l <t 2 <--<t N = b, and Lj and dj are given matrices and vectors, respectively. Some authors have discussed these types of problems and proposed several numerical methods to solve them. Banks and Groome [I] have discussed the quasilinearization algorithm and established the quadratic convergence of it. Urabe [8] has shown that the problem can be reduced to the multipoint boundary value problem of nonlinear boundary condition, and proposed the application of the Newton iterative process. After Urabe's works, Fujii [2] has shown another reduction of the problem to a boundary value problem and discussed the Chebyshev-series-approximation with a-posteriori error bound.
In the present paper, we first propose a new method which is an applied version of the initial-value adjusting method given by Ojika and Kasue [6] for nonlinear boundary value problems of ordinary differential equations (on an analysis of the method, see also [5] ). In the next sections, we analyse the process and prove the convergence of an approximate value to the exact one under some conditions, roughly speaking, of sufficient smoothness of X and suitable choice of the initial data of the iteration. Our method would be expected to have the advantages that they are easy to understand and program the algorithm. Finally, in the last section, an illustrative numerical example will be given. § 1. The Initial-Value Adjusting Algorithm
At first, we shall state the problem clearly. Consider a nonlinear differential equation ( 
1.1) 4j*L = x(t,x) 9 a<t<b.
Here x and X(t, x) are n-dimensional vectors. Find a solution x(t) of (1.1) which minimizes the following value (
1.2) J = -|-£ *lLjx(tj) -dj] lLjx(tj) -dj],
where tj (j = l,..., N) are the given points on the interval /, a = t 1 <t 2 <--<t N = b, Lj and dj (j = l,..., N) are the given nxn matrices and n-dimensional vectors, respectively. As far as the equation (1.1) is stable, the problem is equivalent to find an initial value rj such that the solution x(t) starting with x(a) = rj minimizes J. Let us define a linear operator L: C(I)-»R nN such that for x e C(I)
Our algorithm is expressed in the following steps.
Step 0. Choose a suitable positive perturbation parameter s and an initial value rj 0 eR n , and set fc = 0.
Step 1. Compute the numerical solution x k (f) of (1.1) with the initial con-dition x k (d) = rj k , and obtain the resulting values L k =Lx k and
Step 2. If the value J k differs from J k _ l by less than a specified value, terminate the iteration. Otherwise, go to the next step. (If k = 0, skip this step.)
Step3. Setj = l.
Step 4. Compute the numerical solution j4 J) (0 of (1.1) with the initial condition y ( k \a) = rj k -\-sej. Here e j means the j-th unit vector of R n .
Step 5. Replace j by j + 1, and return to Step 4 until j = n.
Step 6. Determine the nNxn matrix S(s; x fc ) (the adjusting matrix) such that (1.5) S(8;**)=(^{Lj4^Ŝ tep 7. Determine the initial value rj k+l for the next iteration by
(1-6) ifc+i=ffc-{'.S(fi; xJS(e; x*)}-1 <S(e; x^^-d} .
Then replace k by /c+ 1, and return to Step 1.
Computational Remarks. In the above process, the numerical integration of the differential equation (1.1) are carried out by a suitable step-by-step method, for example, the Runge-Kutta method. Since the matrix r S(e; x k )S(s; x k ) is an n x n symmetric, positive definite matrix, the square-root-free Cholesky's method is preferable for the solution of the linear equations in (1.6 ).
In what follows we shall denote the Euclidean norm of an n-dimensional vector x by ||x||. C(/) stands for the Banach space of vector-valued continuous functions on /, equipped with the norm We shall need the following assumptions to the problem (1.1) and (1.2).
Assumption 1. (i) X(t, x)
is defined and three-times continuously differentiable with respect to x on @ . X and its derivatives up to the third order are continuous with respect to t on /.
( (iii) The constants K 0~K3 can be defined finitely as following:
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HG«;x)||£X 3 ||e|| 3 for l^ll^^o uniformly to (r,x)e^. Moreover, considering that J is a quadratic form of vector, we may take the following assumption. 
We shall call rj* the exact (local) isolated minimal point of J(r\).
Throughout the present paper we take the above two assumptions implicitly and will not mention in the statement of Theorems and Lemmas.
Then we shall make some preliminaries after [5] . Thej-th column vector of $(?; x), denoted by cp u) (t), is bounded by
or x e D' and j = 1 , . . . , n. Therefore the estimation where the domain of ja/ is identical to B A . Then the iterative process (1.6) is simply represented by
Lemmas 2~4 in [5] assert the folio wings.
Step 4 of the algorithm has the following expression.
where v^(t) satisfies the differential equation On the other hand, from (1.13) rj* satisfies S(s; ^YI) is surely an approximation of GO?), but is not identical to that as far as ST^O. Therefore, we should answer the question whether a fixed point of $£ exists. Throughout this section we shall allow a negative value for s for convenience' sake. In the case of negative e, we can define the matrix S(e; ^rj) and the operator j/ in the natural way. The estimations (1. 23) ~ (1.25) hold by replacing e by |e|.
We shall prove the existence of the fixed point of jaf in some neighbourhood of r\* by the implicit function theorem.
Define 
Utilizing ( which is bounded, the first term of the tight-hand side of (2.17) is the order 0(||{||). Also, the second term is the order 0(||{||). Moreover, because of (1.9) in Assumption 1, the last term is the order 0(||C||). There is no factor which brings terms of the order lower than 0(||£||) in the other terms of the right-hand side of (2.17), thus we can assert that w^'^r) is 0(||^||) as a whole. Define an n x n matrix h^t) with continuous components by
In the same manner we have where pjy means an operation such that /ty.y = f (X*i)»-"5 X*jv)) ^o r J Because of (1.13) in Assumption 2, the above term is equal to 0. Hence, from (2.26) the relation holds, which implies the invertibility of ^(f?*, 0) by virtue of (1.14) in Assumption 2. By the implicit function theorem (Th. 1.7 in [3] ), we have the desired conclusion.
Q § 3. Convergence of the Iterative Process
In the preceding section we have shown the existence of a fixed point for the operator j/ in Nb. We shall denote the fixed point by fj = f)(s) and call it the approximate minimal point of J(rj) because it is an approximation of jy* and tends to r\* as e->0.
In this section we shall show that in some neighbourhood of $ the iterative process (1.19) converges to r\ while e is fixed as a positive number less than eŜ ince fj is defined by &~(fj, e) = 0, the equation Proof. Let A 2 be sufficiently small such that the ^-neighbourhood of fj is included in B A . We shall show that jtf is a contraction mapping on the A 2 -neighbourhood of fj.
We have
Because of (2.22), the equation 
+ 'S(s; J^){S(e; ^) -G(^)} (i, -ij) .
By virtue of (2.12), the estimation for the compound adjusting matrices
||'S(e; ^ri)S(s; &ti)-'S(s; &fj)S(s; ^)||g const, \\r\-f\\\
holds, which brings Remark. In [8] , Urabe mentioned the convergence rate of the several iterative processes, and wrote that the quasilinearization algorithm by Banks and Groome is not quadratically convergent because it is not the Newton iterative process (p. 182 of [8] ). But, the sufficient condition of the quadratic convergence is the zero spectral radius of the Frechet derivative of the nonlinear operator representing the iterative process at the limit point (fixed point of the operator), and the quasilinearization algorithm has such property as shown in [i] .
Concluding this section, we investigate the approximation order of fj for 17*. We shall improve the statement of Lemma 2. By virtue of Lemma 4 and its Corollary we obtain informations about the derivatives of &~(rj, e) with respect to e at some neighbourhood of (*/*, 0), which implies the following II/JOO -r\* || g const. |e| as e->0.
Proof. We have shown in the third stage of the proof of Theorem 1 that c^O?*, 0) is identical to ©(??*) and is invertible. Taking the continuity of the derivative ^~n(rj 9 e) at e = 0 into consideration, we can choose the numbers A 3 and e 3 such that Fffl, e) has the bounded inverse in Nb(A 3 , e 3 ).
On the other hand the equation
holds, and by Lemma 4 we obtain the assertion that ^"O/, e) has the derivative with respect to e at (*f(e), e) such as Let us consider the following problem originally mentioned in [4] , which occurs relating to the tubular flow chemical reactor with axial mixing.
The differential equation is This problem is equivalent to the example in [2] . We shall rewrite the problem into the vector form as (1.1) and (1.2). The equation ( Table 4 .2. For the numerical integration of ordinary differential equations the Runge-KuttaGill method programed by T. Ojika was used. All the calculations were carried out in the double precision arithmetic. convergence criterion 1.0 x 10~7 step size for the Runge-Kutta method 0.003125 e = 1.0xlO-«
