Purpose Organ motion should be taken into account for image-guided fractionated radiotherapy. A deformable segmentation and registration method was developed for interand intra-fraction organ motion planning and evaluation. Methods Energy minimizing active models were synthesized for tracking a set of organs delineated by regions of interest (ROI) in radiotherapy treatment. The initial model consists of a surface deformed to match the ROI contour by geometrical properties, following a heat flow model. The deformable segmentation model was tested using a SheppLogan head CT simulation, and different quantitative metrics were applied such as ROC analysis, Jaccard index, Dice coefficient and Hausdorff distance. Results Experimental evaluation of automated versus manual segmentation was done for the cardiac, thoracic and pelvic regions. The method has been quantitatively validated, obtaining an average of 93.3 and 99.2% for the sensitivity and specificity, respectively, 90.79% for the Jaccard index, 95.15% for the Dice coefficient and 0.96% mm for the Hausdorff distance. Conclusions Model-based deformable segmentation was developed and tested for image-guided radiotherapy treat-
Introduction
Organ modelling is of key importance to improve the conformation of the dose delivered to the target (tumoral tissues), whatever its shape, in order to spare surrounding tissues. It may be applied for several purposes including segmentation, registration and tracking [1, 2] . An essential part of the conformal treatment planning procedure is the segmentation of target volumes and organs at risk in CT images [3] . Because of the difficulty of accurately and reliably delineating structures in medical images, this work has been typically done manually by radiation oncologists [4, 5] . However, manual delineation is tedious, time-consuming and prone to error due to intra-and inter-user variability [3, 6] .
Moreover, recent advances in intensity-modulated radiotherapy treatment (IMRT) call for a greater understanding of uncertainties in the treatment process and more rigorous protocols leading to greater precision in treatment delivery. The treatments of organs comprised of soft tissue and those subject to rhythmic movements cause inter and intra-fraction motion artefacts that are particularly problematic [7] . Various methods have been developed to tackle the problems caused by intra-fraction motion, e.g. real-time position management respiratory gating and synchronized moving aperture radiation therapy, most of them using embedded markers to track the position of the region of interest (ROI). 4DCT is used for ROI tracking, which involves time/phase resolved imaging.
Image-guided radiotherapy treatment (IGRT) is another complementary approach aimed at tackling the problem of inter-fraction motion.
Although much work has been published on the effect of organ motion and techniques compensating for it during radiotherapy treatment, much remains to be done to also take into account shape variations in tumours. A change in target position and shape may be a possible treatment delivery error [8, 9] . Possible causes include tumour regression or growth, bladder filling or rectum distension, [10] [11] [12] . To address this problem, a method combining active shape models (ASM) with electronic portal imaging devices (EPID) to avoid markers was suggested by [13] . However, the initial contour for the ASM is not set automatically, and the method is therefore time-consuming. Besides, the registration of the ASM output with the EPID image may be prone to error.
In this paper, a novel method for performing deformable segmentation and registration by means of a geometrical model, that is, an energy minimizing deformable model based on a geodesic model (GAR model) is presented. This method may also be used for ROI tracking. Using the implemented GAR model to accurately track the clinical target volume, a full implementation of IGRT is possible using only the 2D CT data without markers. Additionally, it may be used for accurate segmentation in the CT, all of which results in adaptive radiotherapy. In this process, intra/inter-fraction changes in tumour shape and position can be accurately detected and tracked. Thus, the dose delivery for treatment fractions can also be adaptively modified to compensate for inaccuracies. The method is applied to prostate cancer ROIs, that is, bladder and rectum. The bladder and rectum are considered the organs at risk that should be protected against high doses of radiation during the treatment of prostate cancer [3, 5, 14] . The application of a geodesic model for ROI tracking from a 2D CT image set of the pelvic area has not been considered before.
A number of papers dealing with bladder segmentation have been published in recent years. A good survey has been done by Shi et al. [15] . These methods are based on mathematical morphology [16, 17] , region growing [14, 17, 18] , shape deformation, including geometric [19, 20] and parametric models [21] constrained by means of simple mesh [3] and atlas-based [22] , initialization. All these approaches have their advantages when compared to manual delineation, but there are also some drawbacks due to the large variations in bladder geometry among patients and the limited contrast between the bladder and nearby organs.
Previous work by the authors using mathematical morphology methods [17] has shown how difficult it is to prevent the extracted bladder contour from leaking into nearby ROIs due to lack of contrast. This work has also shown how parametric models are dependent on the initial control points without preserving topological changes within the ROIs [21] .
To overcome these limitations, in this study, we focus on ROI segmentation using geometrically deformable models that will also be used for tracking. Geodesic models can handle topological changes as the surface evolves over time and are insensitive to the initialization. Thus, the purpose of our GAR model is to automatically detect and track the ROIs.
The following sections describe the methods applied and the results obtained. Finally, the conclusions of this study are drawn, and directions for future research are suggested.
Methods and materials
Surface-of-interest modelling using active contours and deformable surfaces has become a field of renewed activity. Classical techniques for representing deformable models were developed by [23] and [24] , resulting in the wellknown snakes method. Ever since, a wide range of computer graphics and image processing applications, including medical applications, have used energy minimizing deformable methods.
The mathematical foundations of deformable models represent the confluence of geometry, physics and approximation theory. Geometry serves to represent object shape, physics imposes constraints on how the shape may vary over space and time, and optimal approximation theory provides the formal mechanisms for fitting the models to the measured data. The physical interpretation views deformable models as elastic bodies that respond to applied force and constraints.
The next section contains a brief introduction to the mathematical foundations of deformable models. Then, the geodesic model used to detect the ROI and obtain the ROI contour input to the tracking is described.
Energy minimizing deformable models
The contour under a deformable model parameterization may be represented as a curve, v(s) = (x(s), y(s)), where x and y are the coordinate functions and s ∈ [0, 1] is the parametric domain. The curve evolves until the ROI is reached, subject to constraints from a given image, I (x, y) : R → R. Thus, initially a curve is set around the ROI that, via minimization of an energy functional, moves normal to itself and stops at the boundary of the ROI [24] . The energy functional is defined as follows:
The first term, E int , represents the internal energy of the spline curve due to mechanical properties of the contour, stretching and bending [24] . It is a sum of two components: the elasticity and rigidity energy:
where α(s) controls the tension of the contour, while β(s) controls its rigidity. Thus, these functions determinate how the contour can stretch or bend at any point s of the spline curve.
The second terms match the contour with the image:
where P(v(s)) denotes a scalar potential function defined on the image plane. It is responsible for attracting the contour towards the object in the image (external energy). Therefore, it can be expressed as a weighted combination of energy functionals. To apply this contour parameterization to images, external potentials are designed such that local minima coincide with intensity extrema, edges and other image features of interest. For example, the contour can be attracted to intensity edges in an image by choosing a potential equal to the gradient. See Eq. (3) where c controls the magnitude of the potential and G σ * I (x, y) denotes the image convolved with a Gaussian smoothing filter.
The problem now is how to solve Eq. (1) to avoid sensitivity to the initial contours and to handle changes in shape topology. Some techniques that address these problems have been proposed for solving Eq. (1) addressing these problems [25] . These techniques are based on information fusion, dealing with active contour models in addition to region properties and curvature driven flows. The latest is the one adopted in our research, and it is described in the following section.
Geodesic active contour and region model
Recently, there has been an increasing interest in geodesic or level set segmentation methods [26, 27] . Level sets, introduced in [28] , involve solving the minimization Eq. (1) by the computation of a minimal distances curve. Thereby, the contour curve evolves following the geometric heat flow equation.
Let us consider a particular class of contour models in which the rigidity coefficient is set to zero, that is β = 0. This will allow achieving smooth curves in the proposed approach without having the high-order smoothness given by β = 0 in energy-based approaches. Moreover, this smoothness component in Eq.
(1) appears in order to minimize the total squared curvature. It is possible to prove that the curvature flow used in the geodesic model decreases the total curvature. The use of curvature-driven motions as smoothing terms has been proved to be very efficient in previous research [28, 29] . Therefore, curve smoothing will also be obtained with β = 0, having only the first regularization term in Eq. (1) and
It is possible to extend the level set space and introduce prior knowledge about the expected intensity properties of the ROI and thus account for boundary and global region-driven information [30] . To this end, the input image is partitioned into two non-overlapping regions, that is P(R) = (R A , R B ), where R A is the ROI and R B the background, with conditional density functions defined by p A (I ) and p B (I ) . The boundaries of the ROI are denoted by ∂R A (s) and by p(∂R A |B), the conditional boundary density function that measures the probability of a given point being at the real boundary of R A . Then, the ROI can be obtained using the geodesic active contour framework, thus minimizing the following equation:
where α ∈ [0, 1] is a constant balancing the contribution of the two terms and g is a strictly decreasing function working as a stopping function. The maximization of an a posteriori probability function is equivalent to the minimization of the [−log()] function of this probability. Then, applying Bayes' rule, Eq. (4) may be generalized as follows:
The minimization of Eq. (5) 
where K is the Euclidean curvature in the direction of the normal − → N , that is, the heat flow, and the stopping function g used is defined by g = inside the contour, obtaining the standard deviation, σ , and the mean intensity, μ. By using these measures, the probability distribution function is obtained based on the square error between each pixel intensity and the distance to the ROI. Thus, the region term is defined as follows:
The PDE motion equation obtained has two forces acting on the curve, both in the direction of − → N : a) the region force that tries to shrink or to expand the curve in the direction that maximizes the information provided by this partition (R A ) and b) the contour force. The contour force contains two sub-terms: one that moves the curve towards the region boundaries by the curvature effect and the other that stops the curve.
As previously mentioned, the advantage of using this model is that the algorithm can handle changes in the topology of the shape as the surface evolves over time and that it is less sensitive to the initialization. This may be seen in Fig. 1 where the geodesic active contour and region (GAR) model is illustrated on the Shepp-Logan phantom image [31] and compared to the classical snake and level set methods. The objective is to segment the ROI with topological changes starting with a random initialization in the middle of the image (Fig. 1a) . After several iterations of the contour (see 20 iterations in Fig. 1b ) and 50 iterations in Fig. 1c) ), the final result is shown in Fig. 1d) , where the ROI has been properly segmented. The method is less sensitive to noise and may be used in real time for 4D sequences, i.e. for tracking.
GAR model for tracking
Once the GAR model has been defined, it can be applied to each image independently, that is, to each video frame or CT slice. However, for greater efficiency, we have reused the partial results. Thus, the output of each image (t) is used as initialization for the next one (t+1). The changes in size, shape and position between images are small, and the output ROI contour of a given image makes a good initialization for the one following it. Moreover, all the parameters (α, σ and t) were set to the same values for the whole image sequence. This approach reduces the computational time and makes the initial contour definition automatic.
In those cases where the ROI has low contrast or similar grey level than the surrounding structures, it is important to choose a proper configuration of t and α values for automatically segmenting the ROI on the entire sequence. The GAR contour will overgrowth if t is high, and it will not converge if α is low. This is illustrated in Fig. 2 for the bladder.
Experimental database
The model was applied to different data and anatomical areas. These were as follows: video sequences of the cardiac and thoracic areas, ten 2D CT volumes (512 × 512 × 36) of The manual delineation for validation of the algorithm was done by expert physicians from Grupo IMO. The delineations were done with the commercial treatment planning system (TPS) ADAC Pinnacle and compared with the contours obtained with the proposed algorithm.
Validation
In order to assess the performance of the segmentation, the results were compared against those obtained by manual segmentation, carried out with the TPS ADAC Pinnacle, and quantitative measures including sensitivity and specificity were obtained. Three metrics have been also used to quantitatively compare the results obtained with the proposed method and the manual delineation, namely, Jaccard index, Dice coefficient and Hausdorff distance [32] .
The average values of sensitivity and specificity were calculated defined in terms of the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) detected (see Eq. 8, [17] ). In this case,
The Jaccard index also known as the Jaccard similarity coefficient is a statistic used for comparing the similarity and diversity of sample sets. This distance function is based on the ratio between the cardinalities of intersection and union of the compared sets. Assuming two sets C a and C m , corresponding to the contours obtained from the automatic delineation and the contours obtained manually from the TPS, respectively, Jaccard's coefficient is defined as the size of the intersection divided by the size of the union of the sets:
The Dice coefficient, D, is a similarity measure related to the Jaccard index. For sets C a and C m , the coefficient may be defined as twice the shared information (intersection) over the combined set (union). In terms of the Jaccard index, the Dice coefficient is defined by the following equation:
The Hausdorff distance is another metric also defined on sets [33] . The Hausdorff distance matches elements based upon a distance function d. It measures how far two subsets are from each other [34] . Let C m and C a , be two non-empty subsets, the Hausdorff distance, 
Results
The use of the GAR model for tracking in real time is shown in Figs. 3 and 4 where the method is applied to a video sequence of the cardiac and thoracic area for tracking of the heart and lungs. Thus, Fig. 3 shows how the method works properly with complex shapes such as the heart. The average values of the sensitivity, the specificity and the metrics Jaccard index, Dice coefficient and Hausdorff distance are shown in Table 1 Fig. 9 .
The repeatability of the algorithm was also tested with the phantom image. The process shown in Fig. 1 
Conclusions and future work
Technological advances related to the study of new oncologic therapies must be accompanied by a parallel development of tools that improve the precision of the detection, tracking and modelling of ROIs. The objective is to optimize the conformation of the dose of radiation delivered to the target (tumoral tissues), whatever its shape, in order to spare the surrounding tissues. In this context, simulation and anatomical variations modelling are a priority in radiotherapy treatment planning.
This work describes a generic and optimal model to segment and track a set of ROIs, with independence of shape and initialization, while preserving the topology. Experimental results have been shown with images of different modalities. Quantitative validations of the segmented ROIs have been done, obtaining an average of 93.3 and 99.2% for the sensitivity and specificity, respectively, an average of 90.79% for the Jaccard index, 95.15% for the Dice coefficient and 0.96% mm for the Hausdorff distance. The maximum errors obtained with the Hausdorff distance was 19.21 mm for 0.05% of points and 15.64 mm for 0.09% of points, 21.59% of points converged to a correct solution and 51.53% of points resulted with an error between 0.94 and 1.87 mm.
Using the implemented model, an image-guided radiotherapy treatment is possible using only 2D CT data without markers. Work remains to be done to extend the model for volumetric deformation in order to apply it in dosimetry studies and image registration [35] , as well as to integrate and validate it within the whole radiotherapy treatment context.
