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EXISTENCE OF DYNAMICAL LOW-RANK APPROXIMATIONS TO
PARABOLIC PROBLEMS
MARKUS BACHMAYR, EMIL KIERI, AND ANDRE´ USCHMAJEW
Abstract. The existence of weak solutions of dynamical low-rank evolution for parabolic
partial differential equations in two spatial dimensions is shown, covering also non-diagonal
diffusion in the elliptic part. The proof is based on a variational time-stepping scheme on
the low-rank manifold. Moreover, this scheme is shown to be closely related to practical
methods for computing such low-rank evolutions.
1. Introduction
Finding hidden structure in the solutions of partial differential equations has always
been a key goal in the study of such equations, whether it is for the sake of model-
ing or for efficient numerical approximation. In fact, exploiting structures such as low-
dimensional parametrizations can be crucial for the numerical treatment of equations on
high-dimensional domains to avoid the curse of dimensionality.
It has been observed that under certain conditions on the domain and the data, the
solutions of elliptic and parabolic partial differential equations with a dominating “Laplacian
part” exhibit low-rank approximability, that is, they can be approximated in certain low-
rank tensor formats [19, 42, 11, 3]. If this is the case, then instead of working on full
discretization grids, one can impose the low-rank constraint in the design of the solution
method in order to take advantage of low-parametric representation. This typically results
in a nonlinear approximation algorithm.
A typical approach is to discretize the partial differential equation on possibly huge,
but finite grids, and then use numerical linear algebra techniques for solving the resulting
linear systems in low-rank formats; see, e.g, [6, 20] for an overview and further references.
How the obtained solutions behave with refinement of discretization depends strongly on
the details of the considered methods. This point has been considered for methods that
adjust solution ranks adaptively in each step [4, 5]. For methods based on a fixed low-rank
constraint, this question is more difficult due to the nonlinearity of the resulting constrained
problems and has found only limited attention in the literature. Since methods operating
on fixed-rank manifolds are important algorithmic building blocks, understanding their
robustness under discretization refinement is of high practical interest. A first important
requirement is to study the well-posedness of the underlying low-rank problem on function
spaces. While it is not so difficult to make an appropriate variational formulation for elliptic
problems subject to low-rank constraints that ensure existence of solutions [6, Sec. 4], the
parabolic case poses substantial difficulties. In this paper we propose such a formulation for
parabolic evolution equations on low-rank manifolds in Hilbert space and prove existence
of solutions via a time-stepping scheme.
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Dynamical low-rank approximation is a general technique for approximating time-
dependent problems under low-rank constraints by projecting the vector field onto the
tangent space of the low-rank manifold. For general initial value problems Y˙ = F (t, Y ),
Y (0) = Y0 for matrices Y (t), the dynamical low-rank approximation on the manifold Mr
of rank-r matrices as considered in [25] is given by
Y˙ (t) = PY (t)F
(
t, Y (t)
)
, (1.1)
where PY (t) is the orthogonal projector onto the tangent space TY (t)Mr. Note that (1.1)
is equivalent to the variational problem
〈Y˙ (t)− F (t, Y (t)), X〉 = 0 for all X ∈ TY (t)Mr,
in analogy to (1.7); this approach is also known as the Dirac-Frenkel variational principle [13,
29]. It has been adapted to several different classes of evolution problems in scientific
computing, see, e.g., [40, 22, 37, 36, 34, 14] as well as [44] for an overview, and the
monograph [29] on applications in quantum dynamics.
In this work, we develop a weak formulation of the Dirac-Frenkel principle for low-rank
approximation of parabolic problems and prove the existence of solutions in a function space
setting. As a model problem one may consider the two-dimensional parabolic equation on
the product domain Ω = (0, 1)2,
ut(x, t)−∇ · α(t)∇u(x, t) = f(x, t) for (x, t) ∈ Ω× (0, T ),
u(x, t) = 0 for (x, t) ∈ ∂Ω× (0, T ),
u(x, 0) = u0(x) for x ∈ Ω.
(1.2)
Here we assume that the matrix α(t) = (αij(t))i,j=1,2 is symmetric for every t, uniformly
bounded, and uniformly positive definite. The problem (1.2) is typically formulated in
weak form as follows: given f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ L2(Ω), find
u ∈W 12 (0, T ;H10 (Ω), L2(Ω)) = {u ∈ L2(0, T ;H10 (Ω): ∃u′ ∈ L2(0, T ;H−1(Ω))}
such that for almost all t ∈ (0, T ),
〈u′(t), v〉+ a(u(t), v; t) = 〈f(t), v〉 for all v ∈ H10 (Ω),
u(0) = u0.
(1.3)
Here, by 〈·, ·〉 : H−1 × H10 → R we denote the dual pairing of H10 and H−1, and the
symmetric, bounded and coercive bilinear form a : H10 (Ω)×H10 (Ω)× [0, T ]→ R is defined
as
a(u, v; t) = α11(t)
∫
Ω
∂1u(x, t) ∂1v(x, t) dx+ α22(t)
∫
Ω
∂2u(x, t) ∂2v(x, t) dx
+ α12(t)
∫
Ω
∂1u(x, t) ∂2v(x, t) dx+ α21(t)
∫
Ω
∂2u(x, t) ∂1v(x, t) dx. (1.4)
By classical theory the problem (1.3) admits a unique solution; see, e.g., [46, Thm. 23.A].
Since Ω = (0, 1)2, we have L2(Ω) = L2(0, 1)⊗ L2(0, 1) in the sense of tensor products of
Hilbert spaces, and H10 (Ω) = H
1
0 (0, 1)⊗ L2(0, 1) ∩ L2(0, 1)⊗H10 (0, 1) with norm
‖v‖2H10 (Ω) = ‖v‖
2
H10 (0,1)⊗L2(0,1) + ‖v‖
2
L2(0,1)⊗H10 (0,1).
Every function u ∈ L2(Ω) can be written as
u(x) = u(x1, x2) =
r∑
k=1
u1k(x1)u
2
k(x2) a.e., (1.5)
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with u1k, u
2
k ∈ L2(0, 1) for all k. By rank(u) we denote the smallest r, which may be infinite,
such that such a representation exists.
As low-rank representations are convenient for several reasons, one may ask whether the
parabolic equation (1.2) admits approximate solutions of low-rank. In dynamical low-rank
approximation one assumes this to be the case, and attempts to directly evolve the solution
on the set
Mr = {u ∈ L2(Ω): rank(u) = r} (1.6)
for a certain value of r. One can show that Mr is a submanifold in L2(Ω). The dynamics
are then determined by the following problem: find u ∈W 12 (0, T ;H10 (Ω), L2(Ω)) such that
u(t) ∈Mr for all t ∈ [0, T ],
and such that for almost all t ∈ (0, T ),
〈u′(t), v〉+ a(u(t), v; t) = 〈f(t), v〉 for all v ∈ Tu(t)Mr ∩H10 (Ω),
u(0) = u0 ∈Mr,
(1.7)
where Tu(t)Mr is the tangent space of the manifold Mr at u(t). Thus, in contrast to (1.3),
in (1.7) we seek a curve t 7→ u(t) on the manifold Mr which for almost every t ∈ (0, T )
satisfies the weak parabolic formulation (1.3) on the tangent space only.
Our goal in this paper is to provide an abstract framework for dealing with problems of
the type (1.7), and to prove existence of solutions via a time-stepping scheme. In contrast
to previous works, we do not require the diffusion matrix α to be diagonal, which means
that we allow anisotropic diffusion. If α is diagonal, that is, α12 = α21 = 0, the problem
is substantially easier; in particular, in this case the exact solution of the homogeneous
equation with f = 0 and u0 ∈Mr satisfies u(t) = (exp(t α11 ∂21)⊗ exp(t α22 ∂22))u0 ∈Mr
for all t. In the case of non-diagonal α, the unbounded operator on L2(Ω) induced by the
bilinear form a no longer maps to the tangent space of the manifold, which means that
previously used techniques are no longer applicable in this setting.
Our existence proof is based on a Rothe-type temporal semidiscretization using mini-
mization problems onMr in each time step. Off-diagonal parts in the diffusion are treated
via bounds on mixed derivatives that are always available for elements in the intersection
Mr ∩H10 (Ω), which is a remarkable aspect of the interplay between low-rank structures
and regularity in function spaces. We require slightly more regularity of u0 and f than
necessary for standard parabolic problems in linear spaces like (1.3), but still less than
needed for strong solutions. Specifically, applied to the model problem (1.3), our abstract
results give solutions to the dynamical low-rank formulation (1.7) under the assumptions
u0 ∈Mr ∩H10 (Ω) and f ∈ L2(0, T ;L2(Ω)), as long as the smallest singular values in the
low-rank representation of u(t) do not approach zero. Compared to previous works, we do
not make use of components in low-rank representations, but treat the problem directly
on the manifold. This allows for generalization to evolutions on more general manifolds.
However, the strategy that we follow here does not lend itself to showing uniqueness of
solutions, and in our present setting this question remains open.
Beyond the comparably well-developed analysis of dynamical low-rank approximations
in finite-dimensional spaces [25, 1, 24, 17, 39], the available results for low-rank evolution
problems in function spaces cover mainly Schro¨dinger-type equations [29], in particular the
closely related higher-dimensional generalization of the multi-configuration time-dependent
Hartree method (MCTDH) considered in [35, 26, 8, 7, 28, 16]. An important ingredient in
many results is the decomposition of the operators into a Laplacian part, which maps the
low-rank manifold to its tangent space, and a potential term satisfying suitable boundedness
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properties. A very similar decomposition with differential operators mapping to the tangent
space is also assumed in the recent work [23] on parameter-dependent parabolic problems,
where the separation of variables is done not between spatial variables as considered here,
but rather between the spatial and the parametric variables. An error analysis for such an
approach was presented in [37].
The paper is organized as follows: in Section 2 we give an abstract formulation of the
problem for general evolution equations on manifolds under assumptions that reflect the
main features of the model problem (1.7). In Section 3, we introduce the time-stepping
scheme that is used to approximate solutions. Then we show in Section 4 that this scheme
yields solutions to the continuous problem in the limit. Section 5 is devoted to questions of
numerical approximation. We give an outlook on directions for further work in Section 6.
2. Abstract formulation
Before we switch to an abstract model for our existence proof, we highlight some
particular properties of the model problem (1.7) that will motivate the assumptions made
in the abstract setting. We believe that the general formulation presented in Section 2.2
will be useful to study parabolic problems on more general low-rank tensor manifolds in
tensor product Hilbert spaces of higher order, for instance L2((0, 1)d), as well. Low-rank
tensor formats with suitable properties may include Tucker tensors [12], hierarchical Tucker
tensors [21], and tensor trains [38].
2.1. Some features of the model problem on Ω = (0, 1)2. Let us first inspect the
rank-r manifold Mr defined in (1.6) in more detail. We have already mentioned that it is
an embedded Hilbert submanifold of L2(Ω), but is not closed. In fact, its closure Mr is
the setM≤r of all u ∈ L2(Ω) with rank(u) ≤ r and this closure is even weakly sequentially
closed; see, e.g., [20, Lemma 8.6]. In other words,
M≤r =M≤r−1 ∪Mr =Mr =Mrw,
where the superscript w indicates the weak sequential closure. Another important property
of Mr is that it is a cone, that is, u ∈Mr implies su ∈Mr for all s > 0.
2.1.1. Tangent spaces. For convenience let us use the notation u1 ⊗ u2 for the tensor
product of two L2 functions, that is, (u
1 ⊗ u2)(x1, x2) = u1(x1)u2(x2) a.e. Every u ∈Mr
admits infinitely many representations of the form (1.5), among which the singular value
decomposition (SVD)
u =
r∑
k=1
σku
1
k ⊗ u2k (2.1)
is of great importance for the geometric description of the manifold. In (2.1), (u1k) and
(u2k) are both L2-orthonormal systems, and (σk) = (σk(u)) is a non-increasing, positive
sequence of singular values. The existence of such a decomposition is well known in any
tensor product of Hilbert spaces [20, Thm. 4.137].
Given (2.1), the tangent space to Mr at u can be written as
TuMr =
{
v =
r∑
k=1
v1k ⊗ u2k + u1k ⊗ v2k : v1k, v2k ∈ L2(0, 1)
}
. (2.2)
To see this, consider a curve
φ(t) =
r∑
k=1
σk
(
u1k + tσ
−1
k v
1
k
)⊗ (u2k + tσ−1k v2k) (2.3)
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in Mr. Then φ(0) = u and φ′(0) = v is of the form (2.2). One can show that every
admissible curve in Mr through u is locally of this form, using the orthogonality of the
factors in the SVD. Note that u ∈ TuMr, which is also clear due to the cone property.
Without loss of generality, we could add the gauging conditions
(v1k, u
1
` )L2 = 0 for all k, `, (v
1
k, v
1
` )L2 = 0 for k 6= ` (2.4)
to the definition of TuMr. Then the representation of tangent vectors becomes unique.
With these gauging conditions it is not difficult to show that TuMr is closed in L2(Ω)
and locally homeomorphic (around zero) to a neighborhood of u in Mr, using essentially
the same construction as (2.3). As a result, Mr is a manifold, e.g. in the sense of [45,
Def. 43.10], and in fact it is infinitely smooth.
We will also use the intersection of Mr with smoothness spaces. As shown below,
see (2.12), that if u ∈Mr belongs to H10 (Ω), then the factors u1k, u2k in the SVD (2.1) all
belong to H10 (0, 1). Likewise, a similar argument shows that if a corresponding tangent
vector v =
∑r
k=1 v
1
k⊗u2k +u1k⊗ v2k, obeying the gauging conditions (2.4), belongs to H10 (Ω),
then the v1k, v
2
k are in H
1
0 (0, 1) as well. Consequently, in this case the curve (2.3) yielding
the tangent vector v ∈ TuMr ∩H10 (Ω) satisfies
φ(t) ∈Mr ∩H10 (Ω) (2.5)
for all t. The same condition will be assumed in the abstract setting as well.
A famous theorem due to Schmidt [41] states that truncating the SVD of u yields best
approximations of lower rank in the L2-norm. A particular instance of this result is that
the smallest singular value σmin(u) = σr(u) of u ∈Mr equals the L2-distance of u to the
relative boundary M≤r−1 of Mr:
σmin(u) = distL2(u,M≤r−1) = distL2(u,Mrw \Mr). (2.6)
The smallest singular value is also related to curvature bounds for the manifold, specifi-
cally to perturbations of tangent spaces. For u ∈Mr we denote by Pu the L2-orthogonal
projection on TuMr. It is given as
Pu = P1 ⊗ I + I ⊗ P2 − P1 ⊗ P2 (2.7)
where P1 and P2 denote the L2-orthogonal projections on the spans of u
1
1, . . . , u
1
r and
u21, . . . , u
2
r, respectively. Then one can show the following: for any ρ > 0 there exist
M, ε > 0 such that for all u ∈ Mr with σmin(u) ≥ ρ and all v ∈ Mr with ‖u− v‖L2 ≤ ε
we have
‖Pu − Pv‖L2→L2 ≤
M
σmin(u)
‖u− v‖L2 . (2.8)
This behavior of tangent spaces to low-rank manifolds is well known in finite dimension,
even for more general tensor formats [1, 32]. In infinite-dimensional Hilbert spaces, a
bound like (2.8) was obtained, for instance, for the (more general) Tucker format in [10].
For convenience, we give a self-contained proof for (2.8) in the appendix (Lemma A.1).
Regarding the estimate (2.8), we note that on every weakly sequentially compact subset
M′r of Mr, the infimum
σ∗ := inf
u∈M′r
σmin(u) = inf
u∈M′r
distH(u,M≤r−1) = distH(M′r,Mrw \Mr)
is positive and attained by some u∗ ∈M′r. To see this consider sequences (un) ⊂M′r and
(vn) ⊂M≤r−1 such that
‖un − vn‖H ≤ σ∗ + 1/n.
6 M. BACHMAYR, E. KIERI AND A. USCHMAJEW
Both sequences are bounded, and hence there exists a common weakly converging subse-
quence. Let u∗ and v∗ denote the limits. Then u∗ ∈M′r and v∗ ∈M≤r−1 since both sets
are weakly sequentially closed. Since the norm is weakly sequentially lower semicontinuous,
we obtain σ∗ ≤ ‖u∗ − v∗‖L2 ≤ σ∗, and thus equality. This shows
σ∗ = distL2(u∗,M≤r−1) > 0. (2.9)
2.1.2. Elliptic operators and low-rank manifolds. Let us now discuss the interplay between
the elliptic operator and the manifold in the model problem (1.7). Note that from the
formulation (1.7), we will only have information on the bilinear form a(·, ·; t) on the tangent
spaces Tu(t)Mr. One can therefore expect that it will not be possible for arbitrary bilinear
forms to derive the necessary a priori estimates vital for existence proofs. Obviously,
additional structure is required.
In case of the model problem (1.7) we can split the bilinear form into two parts a = a1+a2
with
a1 = a11 + a22, a2 = a12 + a21.
These two parts are generated by the differential operators
A1(t) = −α11(t) ∂21 − α22(t) ∂22 , A2(t) = −α12(t) ∂1∂2 − α21(t) ∂2∂1, (2.10)
corresponding to divergence and mixed derivatives at time t, respectively. The operator
A1(t) has the remarkable property that it maps sufficiently smooth functions u ∈Mr to
the tangent space TuMr. Namely, given the SVD representation (2.1), we get
(A1(t)u)(x1, x2) = −
r∑
k=1
σk(u)
(
α11(t) ∂
2
1u
1
k(x1)u
2
k(x2) + u
1
k(x1)α22(t) ∂
2
2u
2
k(x2)
)
, (2.11)
which is in TuMr by (2.2) if the second derivatives ∂21u1k and ∂22u2k are in L2(0, 1).
In order to translate this property to the generated bilinear forms a1(·, ·; t), we observe
that if u ∈ Mr ∩ H10 (Ω), then actually u ∈ H1mix(Ω) = H10 (0, 1) ⊗ H10 (0, 1). That is, a
low-rank function u ∈ H10 (Ω) automatically possesses mixed derivatives of order one, and
all factors uik in the SVD (2.1) are themselves in H
1
0 (0, 1). To see this, let u have the
SVD (2.1), then, by orthogonality
u1k(x1) =
1
σk
∫ 1
0
u(x1, x2)u
2
k(x2) dx2,
which gives
‖∂1u1k‖L2 ≤
1
σk(u)
‖u‖H10 . (2.12)
Likewise, ‖∂2u2k‖L2 admits precisely the same bound. Note that these bounds can be
refined, since, e.g., in (2.12) only the derivative of u with respect to x1 is needed, but this
will not be required.
Now based on the regularity of the singular vectors one can show that if u ∈Mr∩H10 (Ω),
the tangent space projection Pu given by (2.7) is also bounded in H
1
0 -norm as a map from
H10 (Ω) to TuMr ∩H10 (Ω). One also has a curvature bound
‖Pu − Pv‖H10→H10 ≤
M˜
σmin(u)
‖u− v‖H10 (2.13)
in this norm, see Corollary A.3 in the appendix.
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As a consequence, requiring only u ∈Mr ∩H10 , we can generalize the feature that the
operator A1(t) maps to the tangent space to the following property of the induced bilinear
form a1: for every t,
a1(u, v; t) = a1(u, Puv; t) for all u ∈Mr ∩H10 (Ω) and v ∈ H10 (Ω). (2.14)
To see this, choose a sequence (un) ⊆Mr ∩H2(Ω) ∩H10 (Ω) converging to u in H10 -norm.
Then for v ∈ H10 (Ω), we have
a1(un, v; t) = 〈A1(t)un, v〉 = 〈A1(t)un, Punv〉 = a1(un, Punv; t)
since A1(t)un ∈ TunM by (2.11). At the same time, a1(un, v; t)→ a1(u, v; t), but also
a1(un, Punv; t) = a1(un, Puv; t) + a1(un, (Pun − Pu)v; t)→ a1(u, Puv; t)
by (2.13).
For the operator A2(t) on the other hand, the preceding considerations show that it
actually is well defined on Mr ∩H10 in a strong sense: applying ∂1∂2 to (2.1) and using
the triangle inequality we get from (2.12) that
‖∂1∂2u‖L2 ≤
r∑
k=1
1
σk(u)
‖u‖2H10 ≤
r
σmin(u)
‖u‖2H10 .
By (1.4), this implies that for every t, the bilinear form a2(·, ·; t) associated to the operator
A2(t) has the following property: for fixed u ∈ Mr ∩H10 (Ω), the linear functional v 7→
a2(u, v; t) on H
1
0 (Ω) is actually continuous on L2(Ω), its L2 dual norm being
‖A2(t)u‖L2 ≤
2r |α12(t)|
σmin(u)
‖u‖2H10 . (2.15)
Note that here, the inverse of the smallest singular value of u enters again.
2.2. Abstract formulation of the problem. The features of the model problem dis-
cussed above are now formalized.
2.2.1. Standard assumptions on parabolic evolution equations. We consider a Gelfand triplet
V ⊆ H ⊆ V ∗
where the real Hilbert space V is compactly embedded in the real Hilbert space H. Since
the embedding is compact it is also continuous, that is,
‖u‖2H . ‖u‖2V for all u ∈ V. (2.16)
In the case H = L2(Ω) and V = H10 (Ω), (2.16) is the Poincare´ inequality.
By 〈·, ·〉 : V ∗ × V → R we denote the dual pairing of V and V ∗, and by (·, ·) we denote
the inner product on H. For every t ∈ [0, T ], let a(·, ·; t) : V × V → R be a bilinear form
which is assumed to be symmetric,
a(u, v; t) = a(v, u; t) for all u, v ∈ V and t ∈ [0, T ],
uniformly bounded,
|a(u, v; t)| ≤ β‖u‖V ‖v‖V for all u, v ∈ V and t ∈ [0, T ]
for some β > 0, and uniformly coercive,
a(u, u; t) ≥ µ‖u‖2V for all u ∈ V and t ∈ [0, T ]
8 M. BACHMAYR, E. KIERI AND A. USCHMAJEW
for some µ > 0. Under these assumptions, a(·, ·; t) is an inner product on V defining an
equivalent norm. Furthermore, it defines a bounded operator
A(t) : V → V ∗ (2.17)
such that
a(u, v; t) = 〈A(t)u, v〉 for all u, v ∈ V .
We also assume that a(u, v; t) is Lipschitz continuous with respect to t, in other words,
there exists an L ≥ 0 such that
|a(u, v; t)− a(u, v; s)| ≤ Lβ‖u‖V ‖v‖V |t− s| (2.18)
for all u, v ∈ V and s, t ∈ [0, T ], which in the model problem corresponds to the Lipschitz
continuity of the function t 7→ α(t).
2.2.2. Manifolds and tangent spaces. Our aim is to deal with evolution equations on a
manifold
M⊆ H.
For present purposes, we do not have to be very strict regarding the notion of a manifold.
What we essentially need is a tangent bundle: we assume that for every u ∈M there exists
a closed subspace TuM⊂ H given via a bounded H-orthogonal projection
Pu : H → TuM,
such that Tu contains tangent vectors to M at u, that is: for every v ∈ TuM there exists
a differentiable curve φ : (−, )→ H (for some  > 0) such that φ(t) ∈M for all t and
φ(0) = u, φ′(0) = v.
For our main existence result, we eventually assume that the map u 7→ Pu is locally
Lipschitz continuous on M as a mapping on H. These assumptions do not define an
(embedded) submanifold, since a set like |y| = x2 in R2 satisfies them, too. In particular it
is not assumed that TuM is locally homeomorphic to a neighborhood of u ∈M.
It will be tacitly assumed that
– M∩ V is not empty,
– for every u ∈M∩ V , the space TuM∩ V is not empty.
Indeed, in the main assumptions below we also require that M is a cone, as is the case
for low-rank manifolds. Then the first property implies the second, because in this case
u ∈ TuM for every u ∈M.
2.2.3. Problem formulation and main assumptions. The abstract problem we are considering
is now the following.
Problem 2.1. Given f ∈ L2(0, T ;H) and u0 ∈M∩ V , find
u ∈W 12 (0, T ;V,H) = {u ∈ L2(0, T ;V ) : u′ ∈ L2(0, T ;V ∗)}
such that for almost all t ∈ [0, T ],
u(t) ∈M,
〈u′(t), v〉+ a(u(t), v; t) = 〈f(t), v〉 for all v ∈ Tu(t)M∩ V ,
u(0) = u0.
(2.19)
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We emphasize again that the main challenge of this weak formulation is that according
to the Dirac-Frenkel principle, the test functions are from the tangent space only. For
showing that Problem 2.1 admits solutions we will require several assumptions. These
assumptions are abstractions of corresponding properties of the model problem of a low
rank manifold as discussed in Section 2.1, and hence the main results of this paper apply
to this setting.
A1 (Cone property) The manifold M is a cone, that is, u ∈ M implies su ∈ M for all
s > 0.
A2 (Curvature bound) For every weakly sequentially compact (in H) subset M′ of M
there exists a constant κ = κ(M′) such that
‖Pu − Pv‖H→H ≤ κ‖u− v‖H for all u, v ∈M′.
A3 (Compatibility of tangent space)
(a) For u ∈M∩ V and v ∈ TuM∩ V an admissible curve with φ(0) = u, φ′(0) = v
can be chosen such that
φ(t) ∈M∩ V
for all |t| small enough.
(b) If u ∈M∩ V and v ∈ V then Puv ∈ TuM∩ V .
A4 (Operator splitting) The associated operator A(t) in (2.17) admits a splitting
A(t) = A1(t) +A2(t)
such that for all t ∈ [0, T ], all u ∈M∩ V and all v ∈ V , the following holds:
(a) “A1(t) maps to the tangent space”:
〈A1(t)u, v〉 = 〈A1(t)u, Puv〉.
(b) “A2(t) is locally bounded from M∩ V to H”: For every weakly sequentially
compact (in H) subset M′ of M there exist constants γ = γ(M′) > 0 and
η = η(M′) > 0 such that
A2(t)u ∈ H and ‖A2(t)u‖H ≤ γu‖u‖ηV for all u ∈M′.
Recall that for the model problem, A2 is stated in (2.8), taking (2.9) into account.
Property A3(a) has been discussed in (2.5). With the splitting of A according to (2.10),
in (2.14) we have shown that A4(a) holds, and A4(b) follows (with η = 2 independent of
M′) from (2.15), again using (2.9) and the boundedness of α.
3. Temporal discretization
Given the main assumptions A1–A4 stated above, we prove existence of solutions for
Problem 2.1 by discretizing in time and studying a sequence of approximate solutions with
time steps h → 0. A backward Euler method on M for (2.19) takes the following form:
given ui ∈M∩ V at time step ti, find ui+1 ∈M∩ V at time step ti+1 > ti such that(
ui+1 − ui
ti+1 − ti , v
)
+ a(ui+1, v; ti+1) = 〈fi+1, v〉 for all v ∈ Tui+1M∩ V. (3.1)
Here fi+1 are the mean values of f on the interval [ti, ti+1], that is,
fi+1 =
1
ti+1 − ti
∫ ti+1
ti
f(t) dt. (3.2)
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As the test space depends on the solution, this equation appears quite difficult to solve.
However, when a(·, ·; ti+1) is symmetric, (3.1) is the first order optimality condition of the
optimization problem
ui+1 = arg min
u∈Mw∩V
F (u) =
1
2(ti+1 − ti)‖u− ui‖
2
H +
1
2
a(u, u; ti+1)− 〈fi+1, u〉. (3.3)
This is stated in the following lemma.
Lemma 3.1. Let ui ∈ M∩ V and h > 0. Then any local minimum ui+1 ∈ M∩ V of F
(defined in (3.3)) on Mw ∩ V satisfies the conditions (3.1).
Proof. Let ui+1 ∈M∩ V be a local minimum and v ∈ Tui+1M∩ V . By main assumption
A3(a) we can find a differentiable curve φ(t) defined for |t| small enough such that
φ(0) = ui+1, φ
′(0) = v and φ(t) ∈ M ∩ V . Then t 7→ F (φv(t)) has a local minimum at
t = 0 and hence it’s derivative is zero there, which yields (3.1). 
Next, we consider the existence of minima of (3.3) on the setMw ∩V . This asserts that
we can generate approximate solutions u1, u2, · · · ∈ Mw ∩ V at a sequence of time steps
using (3.3), which will serve as the temporal discretization. It will be later ensured that
for a small enough time steps, we have ui ∈M∩ V if u0 ∈M∩ V . Note that in any case
the ui are not uniquely determined from u0, since in general Mw ∩ V is not convex.
Since the function F in (3.3) is convex on V and Mw is weakly sequentially closed in H
by definition, the existence of solutions to (3.3) is more or less standard.
Lemma 3.2. The optimization problem (3.3) has at least one solution.
Proof. Since F is convex and continuous on V it is also weak sequentially lower semicontin-
uous on V ; see, e.g., [47, Sec. 2.5, Lemma 5]. Note that F has bounded sublevel sets on V
since the bilinear form a(·, ·; ti+1) is coercive by assumptions. It now follows that F attains
a minimum on every weak sequentially closed subset of V by the standard arguments,
since the intersection with a sublevel set remains weak sequentially compact; see, e.g. [45,
Prop. 38.12(d)]. It hence remains to verify that Mw ∩ V is weak sequentially closed in V .
Consider a sequence (un) ⊂Mw ∩ V converging weakly (in V ) to u ∈ V . Obviously, since
H∗ ⊆ V ∗, weak convergence in V implies weak convergence in H, and since Mw is weakly
sequentially closed in H, we get u ∈Mw ∩V . This shows that this set is weak sequentially
closed in V . 
4. Existence of solutions
In the previous section we defined a time-stepping scheme through a sequence of
optimization problems. Starting from u0 ∈M∩ V and setting
h = T/N, ti = ih,
this generates approximate solutions u1, . . . , uN ∈Mw∩V at time points ti. In this section
we will study the properties of these solutions, and use them to prove existence of solutions
to Problem 2.1. Specifically, construct a function uˆh : [0, T ]→ V by piecewise affine linear
interpolation of ui, and another function vˆh : [0, T ]→ V by piecewise constant interpolation
of ui such that vˆh(0) = u0 and vˆh(t) = ui on t ∈ (ti−1, ti].
Our main result is then as follows.
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Theorem 4.1. Given the assumptions stated in Section 2.2.3.
(a) The functions uˆh and vˆh converge, up to subsequences, weakly in L2(0, T ;V ) and
strongly in L2(0, T ;H), to the same function uˆ ∈ L∞(0, T ;V ) with uˆ(0) = u0,
while the weak derivatives uˆ′h converge weakly to uˆ
′ in L2(0, T ;H), again up to
subsequences. We have uˆ(t) ∈Mw ∩ V for almost all t ∈ [0, T ].
(b) Let σ = distH(u0,Mw \M) > 0. There exists a constant c > 0 independent of σ
such that uˆ solves (2.19) for almost all t < (σ/c)2, where we set distH(u0, ∅) =∞,
and uˆ(t) ∈M for all t < (σ/c)2.
Note that uˆ ∈ L∞(0, T ;V ) with uˆ′ ∈ L2(0, T ;H) implies uˆ ∈W 12 (0, T ;V,H). A possible
constant c in statement (b) is provided the right hand side of (4.2) in the energy estimates
below, and thus in particular depends continuously on ‖u0‖V and ‖f‖L2(0,T ;H). In the
proof of the theorem, which is given in the following sections, we adapt standard techniques
for establishing the existence of limits of time discretizations to the abstract manifold
setup.
Combining Theorem 4.1 with a continuation argument, we can obtain a solution on a
maximal time interval.
Theorem 4.2. There exist T ∗ ∈ (0, T ] and u ∈ W 12 (0, T ∗;V,H) solving Problem 2.1 on
the time interval [0, T ∗], where either T ∗ = T or
lim inf
t→T ∗
distH(u(t),Mw \M) = 0.
Proof. Theorem 4.1(b) provides us with a solution u of Problem 2.1 on a time interval
[0, T1] with 0 < T1 ≤ T such that u ∈ L∞(0, T1;V ) and either T1 = T or T1 ≥ 12(σ0/c)2
with σ0 = distH(u0,Mw \M) and c > 0. In the latter case, we may assume without loss
of generality that u(T1) ∈ M∩ V . Let σ1 = distH(u(T1),Mw \M). If T1 < T , applying
again Theorem 4.1 on [T1, T ] with starting value u0 = u(T1), we obtain a continuation to
an interval [0, T2] with either T2 = T or T2 ≥ T1 + 12(σ1/c)2. In the latter case, we can
again assume u(T2) ∈ V with corresponding distance σ2 > 0. We thus inductively obtain
sequences T1, T2, . . . and positive distances σ1, σ2, . . . which either terminate with Ti = T
for some i, in which case we are done. Otherwise, Ti is defined for all i and Ti → T ∗ ≤ T .
Clearly, u solves (2.19) on [0, T ∗). If infi σi > 0, then Ti+1 − Ti is bounded from below,
which contradicts Ti ≤ T ∗. Thus lim infi→∞ σi = 0. 
4.1. Discrete energy estimates. First we prove several a priori estimates of the time-
discrete solution and its finite differences with respect to time, which are modifications of
standard results for time stepping of parabolic PDEs; see, e.g., [18, 15, 9]. As can be seen
from the proof, the assumed cone property A1 of M is crucial.
Lemma 4.3. The sequence (ui)
N
i=0 ⊂ M
w ∩ V generated by (3.3) with the time step
h = T/N satisfies the estimates
‖uN‖2H +
N∑
i=1
‖ui − ui−1‖2H + µh
N∑
i=1
‖ui‖2V ≤ ‖u0‖2H + C1‖f‖2L2(0,T ;H), (4.1)
h
N∑
i=1
∥∥∥∥ui − ui−1h
∥∥∥∥2
H
≤ C2
(
‖u0‖2V + ‖f‖2L2(0,T ;H)
)
, (4.2)
‖ui‖2V ≤ C3
(
‖u0‖2V + ‖f‖2L2(0,T ;H)
)
, i = 1, . . . , N, (4.3)
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where C1, C2, C3 > 0 depend on β, µ, L, T , and on the constant for the continuity of the
embedding V ⊆ H in (2.16). As a result, uˆh and vˆh are bounded in L∞(0, T ;V ), uniformly
for h→ 0.
Proof. SinceMw is a cone, and ui+1 ∈Mw∩V minimizes F in (3.3), it follows directly that
ui+1 satisfies the optimality condition (3.1) with v = ui+1 (even when ui+1 ∈ Mw \M),
that is, we have
(ui+1 − ui, ui+1) + ha(ui+1, ui+1; ti+1) = h〈fi+1, ui+1〉.
Using the identity
(ui+1 − ui, ui+1) = 1
2
(‖ui+1‖2 − ‖ui‖2 + ‖ui+1 − ui‖2),
this reads
‖ui+1‖2H − ‖ui‖2H + ‖ui+1 − ui‖2H + 2ha(ui+1, ui+1; ti+1) = 2h〈fi+1, ui+1〉
The coercivity of a implies
‖ui+1‖2H − ‖ui‖2H + ‖ui+1 − ui‖2H + 2hµ‖ui+1‖2V ≤ 2h‖fi+1‖V ∗‖ui+1‖V ,
which leads to
‖ui+1‖2H − ‖ui‖2H + ‖ui+1 − ui‖2H + hµ‖ui+1‖2V ≤
h
µ
‖fi+1‖2V ∗ ,
where we have used the geometric mean inequality in the form 2xy ≤ µ−1x2 + µy2. By
summation over i we obtain
‖uN‖2H +
N∑
i=1
‖ui − ui−1‖2H + hµ
N∑
i=1
‖ui‖2V ≤ ‖u0‖2H +
h
µ
N∑
i=1
‖fi‖2V ∗ .
The embedding V ⊆ H is continuous, cf. (2.16), which implies that also the embedding
H ∼= H∗ ⊆ V ∗ is continuous. Thus
h
N∑
i=1
‖fi‖2V ∗ ≤ Ch
N∑
i=1
‖fi‖2H ≤ Ch
∑
i=1
1
h2
(∫ ti
ti−1
1dt
)(∫ ti
ti−1
‖f(t)‖2H dt
)
≤ C‖f‖2L2(0,T ;H)
(4.4)
with a constant C > 0 depending only on the one in (2.16), where we have used the
Cauchy-Schwarz inequality and the definition (3.2) of fi. This gives (4.1).
Next we show (4.2). Since ui+1 minimizes F ,
2F (ui+1) =
1
h
‖ui+1 − ui‖2H + a(ui+1, ui+1; ti+1)− 2〈fi+1, ui+1〉
≤ a(ui, ui; ti+1)− 2〈fi+1, ui〉 = 2F (ui),
which can be rearranged to
h
∥∥∥∥ui+1 − uih
∥∥∥∥2
H
≤ a(ui, ui; ti+1)− a(ui+1, ui+1; ti+1) + 2h
〈
fi+1,
ui+1 − ui
h
〉
≤ a(ui, ui; ti+1)− a(ui+1, ui+1; ti+1) + 2h‖fi+1‖2H +
h
2
∥∥∥∥ui+1 − uih
∥∥∥∥2
H
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using a similar trick as above. This yields
h
∥∥∥∥ui+1 − uih
∥∥∥∥2
H
≤ 2a(ui, ui; ti+1)− 2a(ui+1, ui+1; ti+1) + 4h‖fi+1‖2H . (4.5)
We sum over i, and get
h
N∑
i=1
∥∥∥∥ui − ui−1h
∥∥∥∥2
H
≤ 2a(u0, u0; 0) + 2
N∑
i=1
(
a(ui−1, ui−1; ti)− a(ui−1, ui−1; ti−1)
)
− 2a(uN , uN ;T ) + 4h
N∑
i=1
‖fi‖2H .
Using the Lipschitz continuity (2.18) in t of the bilinear form then allows the estimates
h
N∑
i=1
∥∥∥∥ui − ui−1h
∥∥∥∥2
H
≤ 2β‖u0‖2V + 2βLh
N∑
i=1
‖ui−1‖2V + 4h
N∑
i=1
‖fi‖2H
≤ 2β(1 + Lh)‖u0‖2V + 2βLh
N∑
i=1
‖ui‖2V + 4h
N∑
i=1
‖fi‖2H .
By (4.1), which we already proved,
h
N∑
i=1
∥∥∥∥ui − ui−1h
∥∥∥∥2
H
≤ 2β(1 + Lh)‖u0‖2V + 4h
N∑
i=1
‖fi‖2H +
2βL
µ
(
‖u0‖2H +
h
µ
N∑
i=1
‖fi‖2V ∗
)
.
This allows us to simplify the above expression, and using (4.4) we recover (4.2).
Finally, we prove (4.3). Starting from (4.5), we readily obtain
0 ≤ a(uj−1, uj−1; tj)− a(uj , uj ; tj) + 2h‖fj‖2H .
We sum over j = 1, . . . , i and rearrange:
a(ui, ui; ti) ≤ a(u0, u0; 0) +
i∑
j=1
(
a(uj−1, uj−1; tj)− a(uj−1, uj−1; tj−1)
)
+ 2h
i∑
j=1
‖fj‖2H ,
This implies
µ‖ui‖2V ≤ β‖u0‖2V + βLh
i∑
j=1
‖uj−1‖2V + 2h
i∑
j=1
‖fj‖2H
≤ β(1 + Lh)‖u0‖2V + βLh
N∑
j=1
‖uj‖2V + 2h
N∑
j=1
‖fj‖2H
for any i = 1, . . . , N . Using (4.1) and (4.4) yields (4.3). 
Remark 4.4. In standard estimates of the solution on the full linear space, the difference
quotient (4.2) is typically bounded in L2(0, T ;V
∗) in terms of ‖u0‖H and ‖f‖L2(0,T ;V ∗),
cf. [15]. One then uses the boundedness of a(·, ·; t) and f to get〈
ui+1 − ui
h
, v
〉
= −a(ui+1, v; ti+1) + 〈fi+1, v〉 ≤ β‖ui+1‖V ‖v‖V + ‖fi+1‖V ∗‖v‖V .
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Dividing by ‖v‖V and taking the supremum over V \{0} gives∥∥∥∥ui+1 − uih
∥∥∥∥
V ∗
≤ β‖ui+1‖V + ‖fi+1‖V ∗ ,
and
h
N∑
i=1
∥∥∥∥ui − ui−1h
∥∥∥∥
V ∗
.
(
‖u0‖H + h
N∑
i=1
‖fi‖V ∗
)
.
However, we can not do this for solutions constrained to M. Since the difference quotient
is not necessarily in the tangent space, testing only with the tangent space does not give us
the supremum and thus not the dual norm. We used a different reasoning in Lemma 4.3,
and obtained a bound in the L2(0, T ;H)-norm in terms of ‖u0‖V and ‖f‖L2(0,T ;H) instead.
4.2. Proof of Theorem 4.1(a). We now prove statement (a) of Theorem 4.1. The
argument for showing the existence of the limiting function uˆ relies on standard compactness
arguments based on the energy estimates in Lemma 4.3. Showing that uˆ(t) ∈ Mw for
almost all t is then based on the fact that this set is weakly sequentially closed by definition.
It follows from Lemma 4.3 that uˆh and vˆh are bounded in L2(0, T ;V ), uniformly with
respect to h. Therefore, refinement in time generates sequences in L2(0, T ;V ) which, up
to subsequences, converge weakly,
uˆh ⇀ uˆ and vˆh ⇀ vˆ in L2(0, T ;V ).
In particular, uˆh − vˆh converges weakly in L2(0, T ;H) to uˆ − vˆ. Comparing the two
sequences in L2(0, T ;H), we get∫ T
0
‖uˆh − vˆh‖2H dt =
N∑
i=1
∫ ti
ti−1
‖uˆh − vˆh‖2H dt
=
N∑
i=1
∫ ti
ti−1
∥∥∥∥( ti − th
)
ui−1 +
(
t− ti−1
h
)
ui − ui
∥∥∥∥2
H
dt
= h
N∑
i=1
∫ 1
0
‖(s− 1)(ui − ui−1)‖2H ds
=
h
3
N∑
i=1
‖ui − ui−1‖2H ,
and by Lemma 4.3,∫ T
0
‖uˆh − vˆh‖2H dt ≤
C2h
2
3
(
‖u0‖2V + ‖f‖2L2(0,T ;H)
)
, (4.6)
which tends to zero as h→ 0. We conclude uˆ = vˆ.
Likewise, uˆ′h is uniformly bounded in L2(0, T ;H), and thus up to subsequences, uˆ
′
h ⇀ wˆ
for some wˆ ∈ L2(0, T ;H). We want to show that wˆ is the weak derivative of uˆ. For this,
we need to show that ∫ T
0
(wˆ(t), v)φ(t) dt+
∫ T
0
(uˆ(t), v)φ′(t) dt = 0
EXISTENCE OF DYNAMICAL LOW-RANK APPROXIMATIONS TO PARABOLIC PROBLEMS 15
for arbitrary v ∈ V and φ ∈ C∞0 (0, T ). Adding and subtracting the weak derivative of uˆh,
we get∫ T
0
(wˆ(t), v)φ(t) dt+
∫ T
0
(uˆ(t), v)φ′(t) dt =
=
∫ T
0
(wˆ(t)− uˆ′h(t), v)φ(t) dt+
∫ T
0
(uˆ(t)− uˆh(t), v)φ′(t) dt.
Since uˆh ⇀ uˆ and uˆ
′
h ⇀ wˆ in L2(0, T ;V ) and L2(0, T ;H), respectively, and since vφ,
vφ′ ∈ L2(0, T ;V ), the right hand side converges to zero. Thus, wˆ = uˆ′.
The strong convergence in L2(0, T ;H) of uˆh follows from the theorem of Lions and
Aubin [43, Prop. III.1.3]. It says that when V is compactly embedded in H, then the space
W 12 (0, T ;V,H) is compactly embedded in L2(0, T ;H). Thereby, the weak convergence of
uˆh and uˆ
′
h we just have proven imply the strong convergence uˆh → uˆ in L2(0, T ;H). This
together with (4.6) directly proves that also vˆh → uˆ in L2(0, T ;H). By (4.3) and lower
semicontinuity of the L∞(0, T ;V )-norm with respect to weak convergence in L2(0, T ;V ),
we even obtain uˆ ∈ L∞(0, T ;V ).
It remains to prove that uˆ(t) ∈Mw for almost all t ∈ [0, T ]. Recall that h = T/N , and let
t
(N)
i = ih, i = 0, . . . , N . To any fixed t ∈ [0, T ], we associate a sequence (t(N)jN )∞N=N0 ⊂ [0, T ]
such that t
(N)
jN
→ t as N → ∞. We construct the sequence such that t(N)jN is the largest
possible t
(N)
i ≤ t, which implies 0 ≤ t − t(N)jN ≤ h. If we can now show that for almost
all t ∈ [0, T ] a subsequence of (uˆh(t(N)jN )) ⊆ M
w
converges weakly in H to uˆ(t), we get
that uˆ(t) ∈ Mw for such t. We will even show that there exists a strongly convergent
subsequence based on the inequality∥∥uˆh(t(N)jN )− uˆ(t)∥∥H ≤ ∥∥uˆh(t(N)jN )− uˆh(t)∥∥H + ∥∥uˆh(t)− uˆ(t)∥∥H .
Regarding the second term on the right hand side, since uˆh → uˆ in L2(0, T ;H), and
possibly passing to a subsequence, we have uˆh(t) → uˆ(t) in H for almost all t. In order
to show that the first term of the right hand side vanishes in the limit we recall that by
construction, uˆh is linear on the interval [t
(N)
jN
, t
(N)
jN+1
] that contains the given t. Therefore,
using (4.2),∥∥uˆh(t(N)jN )− uˆh(t)∥∥H ≤ ∥∥uˆh(t(N)jN )− uˆh(t(N)jN+1)∥∥H ≤
√
C2h
(
‖u0‖2V + ‖f‖2L2(0,T ;H)
)
,
which vanishes in the limit. This shows uˆh(t
(N)
jN
)→ uˆ(t) strongly in H for almost all t.
Finally, we show that uˆ(0) = u0. By construction, uˆh(0) = u0. We choose v ∈
C∞(0, T ;V ) such that v(T ) = 0 and apply integration by parts,∫ T
0
〈uˆ′h(t), v(t)〉dt+
∫ T
0
〈uˆh(t), v′(t)〉dt = −(uˆh(0), v(0)) = −(u0, v(0)).
In the limit h→ 0,
− (u0, v(0)) =
∫ T
0
〈uˆ′h(t), v(t)〉 dt+
∫ T
0
〈uˆh(t), v′(t)〉 dt→
→
∫ T
0
〈uˆ′(t), v(t)〉 dt+
∫ T
0
〈uˆ(t), v′(t)〉 dt = −(uˆ(0), v(0)),
and as (u0, v(0)) is independent of h, (u0 − uˆ(0), v(0)) = 0 for all v(0) ∈ V .
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This concludes the proof of Theorem 4.1(a). 
4.3. Proof of Theorem 4.1(b). Our goal is to show that there exists a constant c > 0
such that for all θ ∈ (0, 1) and
Tθ = min
{(
θσ
c
)2
, T
}
,
the limiting function uˆ(t) solves Problem 2.1 for almost all t ∈ [0, Tθ]. Since Problem 2.1 is
formulated on M∩ V , we first in particular need to ensure that uˆ(t) ∈M for almost all t.
We do this by showing next that the vˆh(t) keep a positive distance in H-norm to Mw \M.
For fixed h = T/N the estimate (4.2) in Lemma 4.3 yields for every integer j ≤ N that
‖uj − u0‖H ≤
j∑
i=1
‖ui − ui−1‖H ≤
√
j
(
j∑
i=1
‖ui − ui−1‖2H
)1/2
=
√
tj
(
j∑
i=1
‖ui − ui−1‖2H
h
)1/2
≤√tj c,
where c is the right hand side of (4.2). Using this c in the definition of Tθ, we have ensured
‖uj − u0‖H ≤ θσ for all tj ≤ Tθ ≤ θ
2σ2
c2
.
Hence, by construction, since vˆh is the piecewise constant interpolant,
‖vˆh(t)− u0‖H ≤ θσ for all t ≤ Tθ.
Since the distance of u0 ∈M to Mw \M is larger than σ, this shows that
vˆh(t) ∈M′ := {u ∈M : ‖u− u0‖H ≤ θσ} for all t ≤ Tθ. (4.7)
The set M′ is indeed a weakly sequentially compact subset of M, since it is bounded and
every limit point of a weakly converging sequence belongs to {u ∈Mw : ‖u− u0‖H ≤ θσ},
which again implies u ∈ M, that is, u ∈ M′. Since, up to subsequences, vˆh(t) → uˆ(t)
strongly in H for almost all t (by part (a)), we get uˆ(t) ∈M′ ⊂M for almost all t ∈ [0, Tθ].
Since uˆ ∈ C(0, T ;H) ⊂W 12 (0, T ;V,H), we obtain
uˆ(t) ∈M for all t ∈ [0, Tθ].
Note next that (4.7) holds independently of h. The main assumptions (A2.b) and (A3)
provide us now with positive constants η, γ, and κ such that
‖A2(t)vˆh(t)‖H ≤ γ‖vˆh(t)‖ηV
and
‖Puˆ(t) − Pvˆh(t)‖H→H ≤ κ‖uˆ(t)− vˆh(t)‖H (4.8)
for all h and almost all t ∈ [0, Tθ]. These are the crucial estimates in order to show that
uˆ(t) solves Problem 2.1 for all such t in the remainder of this proof.
Using the interpolant
Fh(t) = fi, ti−1 < t ≤ ti, i = 1, . . . , N,
the Galerkin-type condition (3.1) can be written as
〈uˆ′h(t), v〉+ ah(vˆh(t), v; t) = 〈Fh(t), v〉 for all v ∈ Tvˆh(t)M∩ V, (4.9)
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where ah(·, ·) is the piecewise constant in time interpolant of a(·, ·; t). By Lemma 3.1, this
holds as long as vˆh(t) ∈M, which by our above considerations is ensured for all t ∈ [0, Tθ].
For these t, we define the spaces
V(t) = Tuˆ(t)M∩ V, Vh(t) = Tvˆh(t)M∩ V.
We need to show that
〈L(t; uˆ), v〉 = 〈uˆ′(t), v〉+ a(uˆ(t), v; t)− 〈f(t), v〉 = 0, v ∈ V(t), (4.10)
for almost all t ∈ [0, Tθ], and also that uˆ(0) = u0. Consider the related expression
〈Lh(t; uˆh, vˆh), v〉 = 〈uˆ′h(t), v〉+ ah(vˆh(t), v; t)− 〈Fh(t), v〉 (4.11)
for an arbitrary v ∈ V(t). As v is in the tangent space at uˆ(t), and not at vˆh(t), this
expression in general does not equal zero exactly. With test functions in the correct tangent
space, however, we do recover (3.1), that is, we have
〈Lh(t; uˆh, vˆh), vh〉 = 0, vh ∈ Vh(t). (4.12)
Our first goal is to show, term by term, that for any w ∈ L2(0, Tθ;V ) satisfying
w(t) ∈ V(t) for almost all t, we have∫ Tθ
0
(Lh(t; uˆh, vˆh), w(t)) dt→
∫ Tθ
0
(L(t; uˆ), w(t)) dt . (4.13)
For the first term in the right hand side of (4.11), we immediately obtain∫ Tθ
0
〈uˆ′h(t), w(t)〉dt→
∫ Tθ
0
〈uˆ′(t), w(t)〉dt
as h → 0. Regarding the second term, the bilinear form ah(·, ·; t) defines an operator
Ah(t) : V → V ∗,
ah(vˆh(t), w(t); t) = 〈Ah(t)vˆh(t), w(t)〉,
and since ah(·, ·; t) is symmetric,
ah(vˆh(t), w(t); t) = ah(w(t), vˆh(t); t) = 〈Ah(t)w(t), vˆh(t)〉.
We then get∫ Tθ
0
ah(vˆh(t), w(t); t) dt =
∫ Tθ
0
〈Ah(t)w(t), vˆh(t)〉dt =
=
∫ Tθ
0
〈A(t)w(t), vˆh(t)〉dt+
∫ Tθ
0
〈(Ah(t)−A(t))w(t), vˆh(t)〉 dt. (4.14)
We have Aw,Ahw ∈ L2(0, T ;V ∗), and hence∫ Tθ
0
〈A(t)w(t), vˆh(t)〉 dt→
∫ Tθ
0
〈A(t)w(t), uˆ(t)〉 dt =
∫ Tθ
0
a(uˆ(t), w(t); t) dt
as h→ 0. The second integral in (4.14) vanishes in the limit, since∣∣∣ ∫ Tθ
0
〈(Ah(t)−A(t))w(t), vˆh(t)〉dt
∣∣∣ ≤ ∫ Tθ
0
|〈(Ah(t)−A(t))w(t), vˆh(t)〉|dt ≤
≤
∫ Tθ
0
hLβ‖w(t)‖V ‖vˆh(t)‖V dt ≤ hLβ‖w‖L2(0,Tθ;V )‖vˆh‖L2(0,Tθ;V ) → 0.
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We thus have shown∫ Tθ
0
ah(vˆh(t), w(t); t) dt→
∫ Tθ
0
a(uˆ(t), w(t); t) dt.
Finally, as Fh is a piecewise constant interpolant of a given function f ∈ L2(0, Tθ;H), we
have Fh → f strongly in L2(0, Tθ;H), and altogether we obtain (4.13).
We next show that for all w as above,∫ Tθ
0
〈Lh(t; uˆh, vˆh), w(t)〉dt→ 0. (4.15)
By (4.12), for v ∈ V(t) and vh ∈ Vh(t),
〈Lh(t; uˆh, vˆh), v〉 = 〈Lh(t; uˆh, vˆh), v − vh〉.
We choose vh = Pvˆh(t)v. Note that v = Puˆ(t)v for v ∈ V(t) for almost all t ∈ [0, Tθ]. Thus
〈Lh(t; uˆh, vˆh), v〉 = 〈Lh(t; uˆh, vˆh), (Puˆ(t) − Pvˆh(t))v〉
= 〈uˆ′h(t) +Ah(t)vˆh(t)− Fh(t), (Puˆ(t) − Pvˆh(t))v〉
= 〈uˆ′h(t) +Ah(t)vˆh(t)− Fh(t), (I − Pvˆh(t))(Puˆ(t) − Pvˆh(t))v〉,
where the last equality holds due to A3(b) and (4.9). In light of A4 we hence have the
estimate
|〈Lh(t; uˆh, vˆh), v〉| ≤
(‖uˆ′h(t)‖H + γ‖vˆh(t)‖ηV + ‖Fh(t)‖H)‖(Puˆ(t) − Pvˆh(t))v‖H
for almost all t ∈ [0, Tθ]. By the curvature bound (4.8),
‖(Puˆ(t) − Pvˆh(t))v‖H ≤ Dt,h‖v‖H , Dt,h := κ‖uˆ(t)− vˆh(t)‖H ,
and we thus obtain
〈Lh(t; uˆh, vˆh), v〉 → 0, for almost all t ∈ [0, Tθ].
Using v = w(t) in the above considerations shows that for almost all t,
|〈L(t; uˆh, vˆh), w(t)〉| ≤ Dt,h(‖uˆ′h(t)‖H + γ‖vˆh(t)‖ηV + ‖Fh(t)‖H)‖w(t)‖H
where Dt,h and ‖vˆh(t)‖V are bounded uniformly in h for almost all t ∈ [0, Tθ]. Hence the
right hand side provides an integrable upper bound, and by the dominated convergence
theorem we arrive at (4.15).
Combined with (4.13), we conclude∫ Tθ
0
〈L(t; uˆ), w(t)〉dt = 0 for all w ∈ L2(0, Tθ;V ), w(t) ∈ V(t). (4.16)
This shows (4.10) as desired, since in the opposite case there would be a subset S ⊆ [0, Tθ]
of positive measure such that for all t ∈ S we have 〈L(t; uˆ), v〉 6= 0 for some v ∈ V(t). By
appropriately scaling these v, we can then choose w(t) ∈ V(t) such that ‖w‖L∞(0,Tθ;V ) <∞
and 〈L(t; uˆ), w(t)〉 > 0 (since V(t) is a linear space). Hence the left hand side of (4.16)
would be positive.
This concludes the proof of Theorem 4.1(b). 
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5. Numerical Methods for Low-Rank Matrix Manifolds
In this section, we comment on how the basic variational time stepping scheme (3.3),
which we have used to prove the existence of a solution to Problem 2.1, is connected to
numerical methods for actually computing the low-rank evolution. A first strategy for
solving the general dynamical low-rank problem (1.1), as used in [25], is to extract from
(1.1) equations for the components U , S, V in a factorization Y (t) = U(t)S(t)V (t)T , which
can then be solved by standard time stepping schemes.
An alternative scheme was proposed in [30]. For notational convenience, the SVD
representation of a low-rank matrix Y can be written in vectorized form as
y := vec(Y ) = vec(USV T ) = (V ⊗ U)s, s = vec(S).
With PV := V V
T , (1.1) is then rewritten as
y′(t) = (I ⊗ PU(t))F
(
t, y(t)
)− (PV (t) ⊗ PU(t))F (t, y(t))+ (PV (t) ⊗ I)F (t, y(t)), (5.1)
based on the formula (2.7) for the tangent space projector. A time stepping scheme is
then obtained by applying an operator splitting, that is, by integrating the three terms
on the right hand side of (5.1) in time in the given order. As shown in [30], the resulting
method has very interesting characteristics; for instance, the splitting is exact if F
(
t, Y (t)
)
is exactly of rank r on the considered time interval.
Let Φ := (ϕn)n∈I with I ⊆ N be an orthonormal system in L2(0, 1) with all ϕn sufficiently
regular, and let
A˜(t) :=
(〈
A(t)(ϕj1 ⊗ ϕj2), (ϕi1 ⊗ ϕi2)
〉)
i,j∈I2
, f˜(t) :=
(〈
f(t), (ϕi1 ⊗ ϕi2)
〉)
i∈I2
,
so that the initial value problem
u˜′(t) + A˜(t)u˜(t) = f˜(t)
for u˜(t) ∈ `2(I) is a Galerkin semidiscretization or, if Φ is an orthonormal basis and I = N,
the basis representation of (1.3). The splitting scheme from [30] for this problem, for a
time step of length h with low-rank initial data u0 = (V0⊗U0)s0, formally reads as follows:
– Determine U1 = U(h), s
+
1 = s(h) as solutions of
d
dt
(V0 ⊗ U)s = −(V0V T0 ⊗ I)A˜(V0 ⊗ U)s+ (V0V T0 ⊗ I)f˜ , U(0) = U0, s(0) = s0. (5.2a)
– Determine s+0 = s(h) as solution of
d
dt
(V0 ⊗ U1)s = (V0V T0 ⊗ U1UT1 )A˜(V0 ⊗ U1)s− (V0V T0 ⊗ U1UT1 )f˜ , s(0) = s+1 . (5.2b)
– Determine V1 = V (h), s1 = s(h) as solutions of
d
dt
(V ⊗ U1)s = −(I ⊗ U1UT1 )A˜(V ⊗ U1)s+ (I ⊗ U1UT1 )f˜ , V (0) = V0, s(0) = s+0 (5.2c)
Altogether, this yields u1 = (V1⊗U1)s1. Note that while (5.2a) and (5.2c) are parabolic
problems projected to a subspace, (5.2b) is a backwards parabolic problem (projected to a
finite-dimensional space) that can in principle be extremely ill-conditioned.
As we show next, a suitable adaptation of (5.2) can mitigate this issue. This adaptation
turns out to be closely related to the Alternating Least Squares (ALS) low-rank minimization
method applied to (3.3). The ALS method for (3.3), with A˜i = A˜(ti) and f˜i = f˜(ti), consists
in the following iteration.
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Given y0 = (V0 ⊗ U0)s0, repeat for i = 0, 1, 2, . . . :
– Solve
(I + h(V Ti ⊗ I)A˜i+1(Vi ⊗ I))ki+1 = (I ⊗ Ui)si + h(V Ti ⊗ I)f˜i+1 (5.3a)
for ki+1.
– Factorize
ki+1 = (I ⊗ Ui+1)s+i+1 (5.3b)
– Solve
(I + h(I ⊗ UTi+1)A˜i+1(I ⊗ Ui+1))`i+1 = (Vi ⊗ UTi+1Ui)si + h(I ⊗ UTi+1)f˜i+1 (5.3c)
for `i+1.
– Factorize
(Vi+1 ⊗ I)si+1 (5.3d)
to obtain yi+1 = (Vi+1 ⊗ Ui+1)si+1.
Theorem 5.1. The approximation of the splitting scheme (5.2) provided by solving (5.2a)
and (5.2c) with backward Euler and (5.2b) with forward Euler is equivalent to one sweep
(5.3) of ALS for (3.3).
Proof. Given is u0 = (V0⊗U0)s0. Approximating the first step (5.2a) by the implicit Euler
method, having factored out (V0 ⊗ I), amounts to
(I ⊗ U1)s+1 + h(V T0 ⊗ I)A˜1(V0 ⊗ U1)s+1 = (I ⊗ U0)s0 + h(V T0 ⊗ I)f˜1, (5.4)
which is precisely (5.3a) combined with (5.3b). In the second step we solve (5.2b) with the
explicit Euler method and with A˜ and f˜ evaluated at the final time, that is,
s+0 = s
+
1 + h(V
T
0 ⊗ UT1 )A˜1(V0 ⊗ U1)s+1 − h(V T0 ⊗ UT1 )f˜1.
Multiplying (5.4) by (I ⊗ UT1 ) we thus obtain
s+0 = (I ⊗ UT1 U0)s0. (5.5)
In the third step we solve (5.2c) with the implicit Euler method. This reads
(V1 ⊗ I)s1 + h(I ⊗ UT1 )A˜1(V1 ⊗ U1)s1 = (V0 ⊗ I)s+0 + h(I ⊗ UT1 )f˜1.
With (5.5) this is equivalent to
(I + h(I ⊗ UT1 )A(I ⊗ U1))(V1 ⊗ I)s1 = (V0 ⊗ UT1 U0)s0 + h(I ⊗ UT1 )f1,
which is precisely the combination of (5.3c) and (5.3d). 
6. Outlook
The results in this paper can be developed further in several directions. The first question
concerns uniqueness of solutions, which in the present weak formulation appears to require
a different approach. Second, we expect that the obtained existence result is applicable
to dynamical low-rank tensor approximations [27, 32, 31] of higher-dimensional parabolic
problems in suitable low-rank formats. Beyond the intrinsic interest of parabolic evolution
equations under low-rank constraints (or on more general manifolds), the dynamical low-
rank approach can also be of interest as an algorithmic component in approximation schemes
involving rank adaptivity. For instance, with constant right-hand side f , performing the
low-rank evolution for u′ +Au = f to sufficiently large times yields an approximation of
A−1f . The approach considered here can thus be used in the construction of preconditioners
for low-rank approximations of elliptic problems with strongly anisotropic diffusion, where
the existing methods for Laplacian-type operators are less efficient.
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Appendix A. A curvature bound in Hilbert space
In this section we generalize known curvature bounds for finite-dimensional fixed-rank
matrix manifolds to the Hilbert space case. We first consider
M = {X ∈ `2(N2) : rankX = r},
the manifold of fixed rank-r infinite matrices in the real tensor product Hilbert space
`2(N2) = `2(N)⊗ `2(N). For X ∈M we have the singular value decomposition
X =
r∑
i=1
σiu
1
i ⊗ u2i , σ1 ≥ σ2 ≥ · · · ≥ σr > 0, (u1i , u1j )`2 = (u2i , u2j )`2 = δi,j .
The induced norm in the tensor product space is the Hilbert–Schmidt norm,
‖X‖2`2(N2) = ‖X‖2`2(N)⊗`2(N) =
(∑
i
σiu
1
i ⊗ u2i ,
∑
j
σju
1
j ⊗ u2j
)
`2(N)⊗`2(N)
=
∑
i,j
σiσj(u
1
i ⊗ u2i , u1j ⊗ u2j )`2(N)⊗`2(N) =
∑
i,j
σiσj(u
1
i , u
1
j )`2(u
2
i , u
2
j )`2 =
∑
i
σ2i .
Interpreting X as a linear operator on `2(N) we can also define the spectral norm
‖X‖`2→`2 = sup
‖w‖`2≤1
‖Xw‖`2 = sup
‖w‖`2≤1
∥∥∥∑
i
σi(u
2
i , w)`2u
1
i
∥∥∥
`2
= σ1.
Then the inequality
‖XY ‖`2(N2) ≤ ‖X‖`2→`2‖Y ‖`2(N2)
holds for all X,Y ∈ `2(N2).
For a symmetric X, i.e., u1i = ±u2i for all i, and κ > 0, we define the operator
PX,κ = − 1
2pii
∮
γκ
(X − zI)−1 dz,
where γκ is a circular path off radius κ around the origin which may not intersect the
spectrum of X. This operator is the orthogonal projection onto the space spanned by all
eigenvalues of X of modulus less than κ. Since X is symmetric this space is spanned by the
singular vectors u1r+1, u
1
r+2, . . . in the SVD of X, where r is the largest i such that σi > κ.
We are now ready to state the curvature bound. The proof is an adaptation of the same
result in [2, Prop. 16] for (finite-dimensional) matrices.
Lemma A.1. Let X ∈M ⊂ `2(N2), with smallest nonzero singular value σr ≥ ρ > 0, and
let Y = X + ∆ ∈M such that ‖∆‖`2(N)→`2(N) < ρ/4. Then the tangent space projections
satisfy the Lipschitz-like bound
‖PY (Z)− PX(Z)‖`2(N2) ≤
4
ρ
‖Y −X‖`2(N)→`2(N)‖Z‖`2(N2) (A.1)
for all Z ∈ `2(N2).
Proof. We write the singular value decompositions of X and Y in matrix form, X =
U1S(U2)T and Y = Uˆ1Sˆ(Uˆ2)T , where S, Sˆ ∈ Rr×r are diagonal, not necessarily positive,
and U1, U2, Uˆ1, Uˆ2 ∈ `2(N× {1, . . . , r}) have orthonormal columns. For the moment, we
assume that X and Y are symmetric. Then we can assume U1 = U2 and Uˆ1 = Uˆ2.
If X = U1S(U1)T and Z ∈ `2(N2), then by (2.7) the tangent space projection is
PX(Z) = P1Z + ZP1 − P1ZP1 = (I − P⊥X )(Z) = Z − P⊥1 ZP⊥1 ,
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where P1 = U
1(U1)T is the projection onto the space spanned by the singular vectors
corresponding to non-zero singular values, and P⊥1 = I −P1. In the following we just write
P = P1. Also let Pˆ = Uˆ
1(Uˆ1)T . By a direct calculation one can verify that
PY (Z)− PX(Z) = (Pˆ − P )ZP⊥ + Pˆ⊥Z(Pˆ − P ).
Furthermore, for any 0 < κ < ρ we have
Pˆ − P = P⊥ − Pˆ⊥ = PX,κ − PY,κ
as defined above. In the following we fix κ = ρ/2. We then have
‖PY (Z)− PX(Z)‖`2(N2) = ‖(PX,κ − PY,κ)ZP⊥ + Pˆ⊥Z(PX,κ − PY,κ)‖`2(N2)
≤ ‖(PX,κ − PY,κ)Z‖`2(N2) + ‖Z(PX,κ − PY,κ)‖`2(N2).
By the second resolvent identity,
(PX,κ − PY,κ)Z = − 1
2pii
∮
γκ
(
(X − zI)−1 − (Y − zI)−1)Z dz
= − 1
2pii
∮
γκ
(X − zI)−1∆(Y − zI)−1Z dz,
and
‖(PX,κ − PY,κ)Z‖`2(N2) ≤
1
2pi
∮
γκ
‖(X − zI)−1∆(Y − zI)−1Z‖`2(N2) dz
≤ 1
2pi
∮
γκ
‖(X − zI)−1‖`2→`2‖(Y − zI)−1‖`2→`2 dz ‖∆‖`2→`2‖Z‖`2(N2)
Here ‖(X − zI)−1‖`2→`2 equals 1/ |λ|, where λ is the smallest in modulus eigenvalue of
X − zI. Hence, since the eigenvalues of X are zero or have modulus σi, it is not so difficult
to see that
max
z∈γκ
‖(X − zI)−1‖`2→`2 =
1
min(κ, σr − κ) =
2
ρ
,
due to κ = ρ/2. The r-th singular value of Y can bounded below by σr − ‖∆‖`2→`2 > 34ρ
by standard perturbation results, see, e.g. [33, Cor. 5.3]. As a result we have
max
z∈γκ
‖(Y − zI)−1‖`2→`2 ≤
4
ρ
.
In summary we obtain the estimate
‖(PX,κ − PY,κ)Z‖`2(N2) ≤
2piκ
2pi
2
ρ
4
ρ
‖∆‖`2→`2‖Z‖`2(N2) =
4
ρ
‖∆‖`2→`2‖Z‖`2(N2).
This proves the result for symmetric X and Y .
For the non-symmetric case we construct the formally symmetric matrix
X¯ =
(
0 X
XT 0
)
∈ (`2(N2))2×2.
Then X¯ has rank 2r and an eigendecomposition X¯ = U¯ S¯U¯T , with
U¯ =
1√
2
(
U1 U1
U2 −U2
)
∈ (`2(N))2×2r, S¯ =
(
S 0
0 −S
)
∈ R2r×2r,
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and the projection onto the space spanned by the eigenvectors corresponding to non-zero
eigenvalues is
P¯ = U¯ U¯T =
(
U1(U1)T 0
0 U2(U2)T
)
=
(
P1 0
0 P2
)
.
We also construct the symmetric Y¯ , Z¯, and ∆¯ accordingly. By a direct calculation, one
can verify that
PX¯(Z¯) =
(
0 PX(Z)
(PX(Z))
T 0
)
,
and thus,
‖PY¯ (Z¯)− PX¯(Z¯)‖`2(N2) =
√
2‖PY (Z)− PX(Z)‖`2(N2).
As X¯, Y¯ and Z¯ are symmetric the derivation in the first part of the proof can be applied
to the left difference. Since ‖∆¯‖`2→`2 = ‖∆‖`2→`2 this yields
‖PY (Z)− PX(Z)‖`2(N2) =
1√
2
4
ρ
‖∆¯‖`2→`2‖Z¯‖`2(N2) =
4
ρ
‖∆‖`2→`2‖Z‖`2(N2),
as asserted. 
Applying Lemma A.1 to sequence representations with respect to a tensor product
orthonormal basis of L2(Ω), Ω = (0, 1)
2, immediately gives the following result.
Corollary A.2. For u, v, w ∈ Mr ⊂ H = L2(Ω), let ρ be a lower bound on the smallest
singular values of u and v in H = L2(0, 1)⊗ L2(0, 1), and let ‖u− v‖H ≤ ρ/4. Then
‖(Pu − Pv)w‖H ≤ 4
ρ
‖u− v‖H‖w‖H .
In addition, we can obtain the following variation on this result in V -norm.
Corollary A.3. For u, v, w ∈Mr∩V with V = H10 (Ω), Ω = (0, 1)2, let ρ be a lower bound
on the smallest singular values of u and v in L2(0, 1)⊗ L2(0, 1), and let ‖u− v‖V ≤ ρ/4.
Then
‖(Pu − Pv)w‖V ≤ 4
ρ
‖u− v‖V ‖w‖V .
Proof. Choose orthonormal bases of H10 (0, 1) and L2(0, 1) and apply Lemma A.1 separately
to H10 (0, 1) ⊗ L2(0, 1) ' `2(N2) and L2(0, 1) ⊗ H10 (0, 1) ' `2(N2). The corresponding
singular values can be bounded from below by ρ. For example, let σr denote the r-th
singular value in L2(0, 1)⊗L2(0, 1), and u =
∑r
k=1 skϕk⊗ψk an SVD in H10 (0, 1)⊗L2(0, 1).
By (2.6), it then follows that
σk ≤ ‖skϕk ⊗ ψk‖L2 = sk‖ϕk‖L2‖φk‖L2 = sk‖ϕk‖H10 ≤ sk.
Thus, by (A.1),
‖(Pu − Pv)w‖2V = ‖(Pu − Pv)w‖2H10⊗L2 + ‖(Pu − Pv)w‖
2
L2⊗H10
≤ 16
ρ2
(
‖u− v‖2H10⊗L2‖w‖
2
H10⊗L2 + ‖u− v‖
2
L2⊗H10‖w‖
2
L2⊗H10
)
≤ 16
ρ2
(‖u− v‖2H10⊗L2 + ‖u− v‖2L2⊗H10 )max{‖w‖2H10⊗L2 , ‖w‖2L2⊗H10},
which yields the statement. 
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In the proof we have used the Poincare´ inequality ‖φk‖L2 ≤ ‖φk‖H10 which holds on the
interval (0, 1). On other domains, the lower bound on the L2 ⊗L2 singular values needs to
be adjusted accordingly.
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