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by S.A.E.G. Falle. Routines setting up the initial conditions for the par-
ticular problem were written by J.M. Pittard. The primary author (R.
Alu¯zas) was responsible for small modifications to the code enabling fi-
nite regions and to track the shock position. Preliminary low resolution
simulations of clumpy regions were performed by R. Langton. The pri-
mary author performed the higher resolution simulations, analyzed the
data and wrote the initial draft of the publication before incorporating
the comments from co-authors in the final draft.
Paper II forms the basis of Chapter 4. The simulations and analysis were
carried out by the primary author. The primary author has developed
the Python routines used to analyze the data, wrote the initial draft of
the publication and then incorporated comments from co-authors in the
final draft.
Acknowledgements
This thesis is greatly indebted to the guidance of Julian Pittard. The
process involved an excessive amount of red pen but was enjoyable nev-
ertheless. Thanks also go out to Tom Hartquist for sharing his wisdom
and Sam Falle for sharing his code.
A queue of people are responsible for getting me here. I would like to
thank the academic staff at the University of Leeds, course mates Chris
and Mark, classmates Donatas and Dovydas and my cousin Kristina for
challenging me throughout the years. The earliest intellectual endeav-
ours I can remember were at the houses of my grandparents and for
that I am grateful too.
A glass of Verdita goes out to fellow PhD students and my friends for
making the last four years such great fun. In particular to Hazel and
Jonny, who might not realise it, but without them the experience would
have been very different.
My parents and sister deserve unlimited gratitude for a number of things,
but most of all for always being there for me, despite the distance. Fi-
nally, to my partner, Živile˙, for sharing this journey and keeping me
sane in the final year.
To all of you, I say,
Acˇiu¯
Abstract
This Thesis presents numerical simulations of shocks interacting with
regions containing multiple individual clouds. Firstly, the hydrody-
namic interaction is presented. It is the first study to include 100s
of clouds in a clumpy region which ‘mass-load’ the flow. The ’mass-
loading’ reduces the Mach number of the shock and leads to the forma-
tion of a dense shell. In cases in which the ‘mass-loading’ is sufficient
the flow slows enough that the shock degenerates into a wave. The
shock does not decelerate below a minimum velocity determined by
properties of the region. Despite the turbulence generated behind the
shock, the initial mass loss from the clouds is weaker. Nevertheless, the
shell is found to regulate the cloud lifetimes such that all clouds are
destroyed in similar time. The one exception occurs when a few high
density clouds are distributed among lower density ones.
Secondly, 2D adiabatic magnetohydrodynamic simulations of a shock
interacting with groups of two or three cylindrical clouds are presented.
We find (i) some clouds are stretched along their field lines, whereas
others are confined by their field lines; (ii) upstream clouds may accel-
erate past downstream clouds; (iii) clouds may also change their rela-
tive positions transverse to the direction of shock propagation as they
‘slingshot’ past each other; (iv) downstream cloudsmay be offered some
protection from the oncoming flow as a result of being in the lee of an
upstream cloud; (v) the cycle of cloud compression and re-expansion is
generally weaker when there are nearby neighbouring clouds.
This small-scale study helps to interpret the behaviour of systems with
100s of clouds. Infinitely wide regions can be interpreted via interac-
tions between individual clouds, but in regions of finite width shocks
driven from the sides of the region have different field-flow orientations
- individual clouds can experience evolving field morphology.
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Space. It seems to go on and on forever. But then you get to
the end and a gorilla starts throwing barrels at you.
Phillip J. Fry, 1999
Chapter 1
Introduction
The Milky Way galaxy (the Galaxy1) is thought to be a typical barred spiral galaxy
(Blitz & Spergel 1991). It consists of a bulge in the Galactic Center, a bar and a disk
composed of spiral arms. Furthermore, there is a spherical distribution of globular
clusters of old stars in the halo. It is by studying the apparent size and brightness
of these clusters that Trumpler (1930) observed that clusters diminish in apparent
brightness faster than in apparent size, suggesting that light is absorbed along the
way, now known to be due to interstellar dust (see Sec. 1.1.1.4). The existence of
gas was already known from spectroscopy. Hartmann (1904) discovered absorp-
tion lines in a spectroscopic binary system which were stationary, unlike the lines
originating from the stars themselves which move as the stars orbit each other. Fur-
thermore, such stationary lines were found to have distinct velocities, revealing the
presence of multiple individual clouds (e.g. Adams 1949).
The tenous matter filling the space between stars in the Galactic disk is now
called the Interstellar Medium (ISM). It is composed of gas and dust and makes up
1Upper case G is used to distinguish our galaxy.
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210–15% of the total mass in the Galactic disk (Ferrière 2001). Stars are formed out
of it and shape it throughout their lifetimes and in their death. In the following
Section the composition of the ISM is described. In Section 1.2 the physics govern-
ing the structure of the ISM is introduced. Sec. 1.3 highlights the connection to the
evolution of stars. Finally, Sec 1.4 overviews the existing literature on interactions
between shocks and clouds.
1.1 The Interstellar Medium
Most of the work on the ISM relies on observations within our Galaxy. These ob-
servations can be supplemented by the outside view of its large scale distribution
in other spiral galaxies, particularly M31 (e.g. Bajaja & Shane 1982; Corbelli et al.
2010) and M33 which has a favorable inclinition permitting surveys of molecular
clouds (Rosolowsky et al. 2003; Fukui & Kawamura 2010). While our Galaxy is
a typical spiral galaxy, it is worth mentioning alternatives where the ISM can be
very different. Elliptical galaxies, such as M32 or M87 are largely devoid of ISM.
In all but a handfull of elliptical galaxies star formation has ceased a long time ago
(Huang & Gu 2009; Combes et al. 2007). Irregular galaxies can contain a lot of
ISM. In particular the Large Magellanic Cloud which is relatively nearby and has
significantly different conditions is a good test to the theories. Blitz et al. (2007)
find that the empirical relations Larson (1981) found for the Milky Way hold in
other local group galaxies. However, the Luminosity - Radius relationship, while
retaining the same index of power law, has a different constant of proportional-
ity implying that Giant Molecular Clouds (GMCs, see Sec. 1.1.1.1) have constant
surface density within a galaxy, but its value can vary between the galaxies.
3Table 1.1: Components of the interstellar gas. Typical values are given where, T is
temperature, n is number density of hydrogen nuclei near the Sun, and z is the scale
height at the solar radius.
Component T (K) n ( cm−3 ) z (pc)
Molecular 10–20 102–106 81
Cold Atomica 40–100 20–50 150
Warm Atomica 6000–10000 0.2–0.5 400
Warm Ionizedb ∼8000 0.2–0.5 180
H II regionsc 7000–10000 10–106 70
Hot Ionized ∼106 ∼ 0.0065 1000–5000
Based on Ferrière (2001) and supplemented with:
a Kalberla & Kerp (2009), b Gaensler et al. (2008)
and c Tielens (2005).
Dark matter is now know to be an important component of galaxies. It dom-
inates the total mass of the galaxy, contributes to the gravitational potential and
sets the galactic rotation curve. Galactic models (e.g. Fujimoto et al. 2014) need
to include a dark matter potential, but in general it is the observed distribution of
the gas that is used to understand the shape of the dark matter (Olling & Merrifield
2000) or even to test alternative theories (Sánchez-Salcedo et al. 2008) rather than
the other way round.
1.1.1 Phases of the ISM
It is customary to split the ISM into phases. The properties of these phases are
summarized in Table 1.1. The main distinction that is used to separate the phases
is the state of hydrogen. Molecular and cold atomic phases exist as cold clouds
within a more tenous, warmer medium. They occupy only 1-2% of the volume but
make up half of the total mass of the ISM.
4Most of the numbers in Table 1.1 are taken from Ferrière (2001) with some
supplementary, more up to date sources.
1.1.1.1 The molecular medium
Molecular clouds make up the densest phase of the ISM. Most of the molecular
mass is contained within GMCs. Their masses lie in the range of 104–106M⊙, with
the average number density of order 100cm−3 (McKee & Ostriker 2007). Within
them a lot of substructure exists, so that the typical density within a GMC is closer
to 3000cm−3 . The origin of this substructure is an active area of research though
turbulence in particular is believed to play a very important role (Hennebelle &
Falgarone 2012). All present day star formation is thought to occur in GMCs, par-
ticularly in the dense cores (Fukui & Kawamura 2010).
The scale height of molecular gas is low and so it is found predominantly in the
disk. Moreover, within our Galaxy it is observed that most of the molecular gas
resides in the inner 0.4 kpc and in the ring between 3.5 kpc and 7 kpc (the Sun is
at 8.5 kpc from the Galactic Centre) (Ferrière 2001).
The formation of H2 in the gas phase is unlikely under the interstellar conditions.
Formation rate is greatly enhanced by interstellar dust particles (Sec. 1.1.1.4),
which act as a catalyst. A hydrogen atom is attracted to the dust and sticks to
its surface. Another hydrogen atom, also attracted to the dust, then either sticks to
the first one forming a H2 molecule or sticks to the surface of the dust grain. The
atoms on the grain surface can then move along with the possibility of colliding
and forming a molecule. Once formed, molecules are easily dissociated by ultra-
violet (UV) photons so molecular clouds reside in the halo of atomic gas shielding
it. In particular, for the UV radiation field in the solar region a column density
5of NH ≃ 2 × 1020 cm−2 of atomic gas is needed to shield H2 and a higher value,
NH ≃ 1.4×1021 cm−2, for the next most abundant molecule, CO (McKee & Ostriker
2007).
The H2 molecule has no dipole moment. Its lowest energy transition is in the
infrared (IR). However, its main lines occur in the UV which require high tem-
peratures to excite. They are also difficult to observe due to absorption by the
interstellar dust and Earth’s atmosphere. Direct observations of H2 are possible in
absorption with satellites such as the Far Ultraviolet Spectroscopic Explorer (FUSE)
(e.g. Rachford et al. 2002). The next most abundant molecule, CO, has transitions
in radio wavelengths which can be observed from the ground and are used to trace
the molecular gas. To obtain the column density of H2 a conversion factor is used
XCO =
NH2
WCO
≃ 2× 1020 cm−2(Kkms−1)−1, (1.1)
where NH2 is the column density of molecular hydrogen in cm
−2 and WCO is the
integrated intensity of the 12C18O J = 1→ 0 transition line in observational units
of K km s−1. A summary of current knowledge of this conversion factor and its lim-
itations is given in Bolatto et al. (2013). They claim that this value is accurate to
within 30% in the Galactic disk, but can vary significantly in different enviroments,
being higher at low metallicity, and lower in starburst regions and some galactic
centres. Other limitations include regions of molecular hydrogen that are not suf-
ficiently shielded for CO to exist (Wolfire et al. 2010). Observations of CO reveal
that the molecular gas is very cold, around 10-20 K.
61.1.1.2 The atomic medium
Unlike molecular hydrogen, atomic hydrogen (H I) is directly observable. Its elec-
tronic transitions from the Lyman series fall exclusively in the UV which cannot
be observed from the ground but were first observed by Morton (1967) with a
spectrograph on a rocket. Fortunately (for ground observations), the “hyperfine”
structure of hydrogen gives rise to a 21 cm radio line, which is used to map H I in
the Galaxy. A review by Kalberla & Kerp (2009) summarizes the current knowledge
of the distrubution and dynamics of H I in the Galaxy, some of which is presented
below.
Taking into account the heating and cooling processes and typical pressures (see
Sec. 1.2), Field et al. (1969) proposed that H I gas has two thermally stable phases,
which are referred to as the Cold Neutral Medium (CNM) and the Warm Neutral
Medium (WNM). The CNM has temperatures ®300K (typically 40–100K) and is
found as clouds on scales from parsecs down to tens of astronomical units. The
distribution is often filamentary or sheetlike (Heiles & Troland 2003). The WNM
has a diffuse distribution, is found in every direction (i.e. it has a 100% area filling
fraction), and has a temperature ¦5000K (typically 6000–10000K). The densities
of these two phases in the vicinity of the Sun are 20–50cm−3 and 0.2–0.5 cm−3
respectively. These phases are able to exist in pressure equilibrium. However, about
half of the H I in the disk is found to be thermally unstable, in the transient range
300® T ® 5000K.
The values given in Table 1.1 refer to the midplane density and the scale height
at the location of the Sun. The average midplane density decreases exponentially
with radius, but the scale height increases. Hence the atomic disk of the Milky Way
7is highly flared, consistent with a lower gravitational component in the vertical
direction.
All GMCs posses atomic envelopes of comparable mass (Blitz 1990), also molec-
ular cores form quickly in atomic clouds of sufficient column density (Bergin et al.
2004). The formation ofmolecular clouds proceeds through condensation of atomic
clouds rather than coalescence of molecular material (Elmegreen 1993).
1.1.1.3 The ionized medium
Massive O and B stars emit strong radiation above 13.6 eV, and are thus able to
ionize hydrogen around them. These regions are called H II regions1. In a homo-
geneous medium such regions would have a well defined sharp boundary where
ionization balances recombination (see Strömgren sphere in Sec .1.3.1.1). In a
clumpy medium some radiation may escape.
The recombination rate of hydrogen is proportional to nH and ne and hence
scales as ≈ n2
e
. A number of lines are emitted, in particular the Hα line (the Balmer
line between the energy levels of n = 3 and n = 2) in the red part of the visible
spectrum2. Transitions between higher levels produce faint radio lines. The inte-
grated intensity of these lines is then directly proportional to the emission measure
(EM),
EM=
ˆ
n2
e
ds. (1.2)
where ds is a line of sight through the H II region.
1While H II refers to ionized hydrogen in general, H II regions refer specifically to photoionized
regions around massive stars.
2After excluding the recombinations directly into the n = 1 level, which produce an ionizing
photon, about 50% of the remaining recombination cascades involve n= 3 to n= 2 transition
8Unfortunately, like all optical and shorter wavelengths, Hα lines suffer from
interstellar extinction and can only probe the structure within a cylinder of radius 2-
3 kpc around the Sun. Another method that is unaffected by interstellar extinction
is the observations of signals from pulsars. Electromagnetic waves interact with
free electrons with longer wavelengths being delayed more. The spread in arrival
times is directly proportional to the column density of free electrons, called the
dispersion measure,
DM=
ˆ L
0
neds, (1.3)
where L is the distance to the pulsar.
With distances to pulsars independently calibrated, DMmeasures (supported by
Hα observations) reveal two components to the ionized medium: the H II regions
which are confined to the disk and a diffuse, widespread component which is not
associated with any individual star (Reynolds 1990). The temperature of these re-
gions is regulated to∼8000K, and the number density of hydrogen is 0.2–0.5 cm−3 ,
similar to the WNM. These two ionized components are collectively referred to as
the Warm Ionized Medium (WIM). The vertical structure of the diffuse WIM is sum-
marized in Gaensler et al. (2008).
The power required to maintain diffuse WIM is ∼15% of the total power of
the ionizing radiation from OB stars (Domgörgen & Mathis 1994). Dove et al.
(2000) calculate that a comparable fraction of photons from OB associations is in-
deed capable of escaping the atomic layer of the smooth Galactic disk (equivalent
to WNM). The effect of a distribution of cold clouds (CNM) is dependent on ge-
ometry. Cylindrical clouds reduce the fraction of escaping photons while spherical
9clouds increase the fraction.
UV observations also reveal the presence of highly ionized species, such as
O5+(O VI) and N4+ (N V). Their very high ionization potentials (114 and 77 eV
respectively) make photoionization very unlikely, implying collisional excitation at
high temperatures. Measured linewidths also support the view that the tempera-
ture of such gas is ∼106K. The presence of this coronal component, also called
Hot Ionized Medium (HIM), has been theorized to provide the pressure needed to
confine high-altitude clouds (Spitzer 1956). The Local Bubble around the Sun is in
fact such a region with a hydrogen density ≈ 0.0065cm−3 (Snowden et al. 1998).
The region extends 100 pc in the plane of the disk and potentially up to the Galac-
tic halo in the vertical direction (Welsh et al. 2010). These regions are believed to
be created by supernova (SN) explosions (see Sec. 1.3.1.2). The Local Bubble was
likely blown up by a SN in the Scorpius-Centaurus OB Association roughly 2–3Myr
ago (Fields et al. 2005; Farhang et al. 2014; Frisch et al. 2011).
1.1.1.4 Dust
As alreadymentioned, dust obscures light, particularly at shorter wavelengths which
is why radio wavelengths are mainly used to probe the ISM. The spectra of stars are
also affected. The wavelength dependent absorption “reddens” their light. The to-
tal extinction is defined by Aλ ≡ 2.5log10(F0λ/Fλ) and is dependent on wavelength
λ. Fλ is the observed flux and F
0
λ
is the expected flux in the absence of extinc-
tion, which can be determined from the spectral type of the star. Draine (2003)
overviews the observed properties of interstellar dust and possible models to ex-
plain them.
The curve of extinction versus wavelength constrains the dust models. The slope
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is dependent on the size of the grains and is found to vary for different sight lines.
Other features, such as a bump of increased absorption at 217.5 nm constrain the
composition of the grains. Two types of grains are proposed. Silicate grains are
made up of molecules involving SiO with sizes between 5nm and 250nm and a
power law distribution dn/da ∝ a−3.5, where a is the size of the grain (Mathis
1997). Carbonaceous materials can take many forms, such as diamond, graphite
or amorphous carbon and also Polycyclic Aromatic Hydrocarbons (PAHs), which
are graphite grains with hydrogen on the edges. PAHs in particular are required to
account for a number of spectral features. The size distribution is similar to silicate
grains, although Draine (2003) proposes a triple peaked distribution to explain the
observed features.
The distribution of dust is patchy and follows the distribution of gas. Draine &
Li (2007) obtain a dust-to-gas mass ratio of ∼0.01 for the Galaxy, corresponding
to all of the refractory elements (such as Mg, Si, Fe), two thirds of C and 20% of
O locked up in the dust grains. However even within our Galaxy, a factor of 3
variation in dust-to-gas ratio can be seen (e.g. Burstein 2003).
The grains are an important catalyst in the ISM. Molecules, in particular molec-
ular hydrogen, form on the surfaces of dust grains (Hollenbach & Salpeter 1971;
Vidali 2013). Molecular hydrogen can form in the gas phase via the H− path (Mc-
Dowell 1961) or via three-body reactions (Palla et al. 1983; Bovino et al. 2014).
The former requires a significant fraction of free electrons, the latter very high den-
sities. These processes are relevant to H2 formation in the early universe. In the
present epoch the dust allows it to form more easily via the Langmuir-Hinshelwood
mechanism where hydrogen atoms adsorp to the dust grain and then migrate along
the surface until they form H2 and desorp (Herbst 1995). Under certain conditions
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the Eley-Rideal mechanism is also possible where a hydrogen atom in the gas phase
reacts directly with a hydrogen atom on the grain surface (Duley 1996; Le Bourlot
et al. 2012).
Elongated dust grains preferentially absorb light with the E vector along their
long axis. Grains tend to be aligned with their long axis perpendicular to the mag-
netic field1 (Davis & Greenstein 1951; Hoang & Lazarian 2008). This produces
polarization of observed starlight which is used to determine the orientation of the
magnetic field.
Dust grains are generally charged and in dense regions they are the main source
of charge and free electrons. In a strongly magnetized medium with a low ioniza-
tion fraction dust grains provide the coupling between gas and the magnetic field
and set the ambipolar diffusion rate (Draine 2000).
Grains contribute to heating/cooling processes (see Sec. 1.2). In particular, they
convert UV starlight into gas heat with a few percent efficiency, which makes it the
dominant heating mechanism for the diffuse (Warm Atomic, and Ionized phases
in Table 1.1) gas (Draine 2000). If dust is cooler than gas it can cool the gas via
collisions (Tielens 2005).
1.1.2 Additional components
1.1.2.1 Magnetic field
The polarization of starlight produced by dust grains aligned with a magnetic field
reveals the presence of the magnetic field in the Galaxy (Davis & Greenstein 1951;
1Though small grains, carbonaceous grains and grains in dense regions are probably not aligned,
and in some cases alignment with long axis parallel to magnetic field may be possible (Lazarian
2007).
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Mathewson & Ford 1970). Polarization reveals the orientation of the field perpen-
dicular to the line of sight. The magnetic field strength along the line of sight can be
determined from Zeeman splitting (Troland & Heiles 1986; Crutcher 2012, biased
towards cold, dense regions), and Faraday Rotation (Rand & Lyne 1994, biased to-
wards ionized regions). Radio synchrotron emission connects the properties of the
magnetic field and of cosmic ray electrons (Jansson & Farrar 2012).
Compilations of these results are presented in Ferrière (2001) and Jansson
(2010). The magnetic field consists of a large scale regular component and a small
scale random component. The total strength in the Solar region is ∼6µG, of which
∼1.4µG comes from the regular component (Beck 2001). The regular component
of the magnetic field is oriented along the Galactic disk, and broadly follows the
spiral arms, albeit with a smaller pitch angle and potential “magnetic spiral arms”
inbetween optical arms. The magnetic field makes at least two reversals in the disk
(Rand & Lyne 1994). Such a feature has not been observed in external galaxies.
The magnetic field strength is only weakly correlated with gas density in diffuse
regions. Only at number densities in the region of∼102–104 cm−3 is a meaningful
increase in field strength with increasing density observed (Troland & Heiles 1986).
The field strength increases towards the Galactic center, reaching ∼10µG at 3 kpc
Galactic radius (Beck 2001). Within 200 pc the field is approximately poloidal with
a field strength of ∼10µG, reaching up to ∼1mG in filaments and dense clouds
(Ferrière 2009).
The vertical component of the regular magnetic field in the disk is 0.2–0.3 µG
(Han & Qiao 1994). The magnetic field extends well above the optical disk. The
lower limit on its scale height is 1.5 kpc but it could possibly be as high as 6 kpc
(Beck 2001).
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The ISM is tightly coupled to the magnetic field except for the densest parts of
molecular clouds where the ionization fractions are extremely low. The magnetic
pressure is significantly larger than the thermal pressure of the ISM, supporting the
gas against its own weight on large scales. This can lead to the Parker instability
(Parker 1966) and the formation of cloud complexes (Elmegreen 1982). Magnetic
fields suppress turbulent motions in the ISM and modify the motion of interstellar
clouds. They support molecular clouds delaying their gravitational collapse, but
also transport the angular momentum away, allowing protostellar cores to contract
(Mouschovias & Paleologou 1979).
Finally, magnetic fields are required to accelerate cosmic rays and to confine
them to the Galaxy (see Sec. 1.1.2.2).
1.1.2.2 Cosmic rays
Cosmic rays are very energetic charged particles. They consist mainly of protons
but there is also a fraction of helium nuclei, electrons, and heavier nuclei and
even trace amounts of antimatter particles: positrons and antiprotons. The rel-
ative abundances are close to solar abundances ruling out the majority of exotic
sources which have been proposed (Drury 2012). There is an overabundance of
light nuclei: Li, Be and B which are produced via spallation in collisions of cosmic
rays (particularly C and O nuclei) andmatter (Meneguzzi et al. 1971). A hint on the
origin of cosmic rays comes from the overabundance of 22Ne. Binns et al. (2005)
find the ratio 22Ne/20Ne to be 5 times higher than that in the solar wind, consistent
with origins in the vicinity of Wolf-Rayet stars and OB associations that host them.
Strong et al. (2010) calculate the power requirements for the galactic cosmic
rays to be∼0.7×1034 W (in comparison, the total radiative power of all the stars in
14
the galaxy is of the order of 1037W). Supernovae at an average mechanical energy
of 1044 J (1051 erg) occuring approximately once every 50 years (Diehl et al. 2006)
provide 6× 1034W, enough to power the cosmic rays if there exists a mechanism
able to convert ∼10% of the supernova energy into cosmic ray energy.
One such mechanism is diffuse shock acceleration (Drury 1983). Cosmic rays
move along the magnetic field lines (while gyrating around the line) in the Galaxy
and can scatter off inhomogeneities in the field (Fermi 1949). In shock fronts with
a magnetic field component parallel to the direction of shock propagation, parti-
cles can cross the shock front many times with a net acceleration in each cycle
(two shock-crossings) coming from the relative velocity of the upstream and down-
stream medium1. The irregularities in the magnetic field required for scattering to
occur are readily produced by turbulence downstream of the shock. Upstream of
the shock cosmic rays are travelling faster than the Alfvén-speed and excite Alfvén
waves by which they are scattered (Bell 1978).
By scattering off the Alfvén waves cosmic rays exert pressure on the ISM through
the magnetic field. Cosmic ray pressure is in rough equipartition with the magnetic
field pressure and the dynamical pressure. Ferrière (2001) give a value of ∼9300
Kcm−3 for the cosmic ray pressure near the Sun. A typical midplane value could
be somewhat smaller outside the Local Bubble, but it is significantly higher than
the thermal pressure (see Sec. 1.2.3).
Collisions between gas and cosmic rays are rare so cosmic rays are able to pen-
etrate into molecular clouds and are the main source of heating and ionization
1Even without the shock fronts a particle is more likely to collide with an oncoming cloud than
a receding one resulting in a net acceleration called stochastic acceleration (Jones 1994). However
the observed energy spectrum and the aforementioned power considerations point to shock origins
(Kulsrud 2005).
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in dense molecular cores (see Sec. 1.2.1). In collisions pions are produced which
decay into γ-rays. The collision rate is proportional to the total gas density so ob-
servations of γ-rays (after subracting the H I and H II contribution) can indirectly
probe difficult to observe H2 gas. It is one of the ways to determine the “CO-to-H2”
factor (Bolatto et al. 2013) and is also used to detect H2 gas that is not visible in
CO (Grenier et al. 2005).
1.1.3 Additional structure
In addition to the disk, the Galaxy is defined by two further structures, the Galactic
Centre and the spiral arms.
1.1.3.1 Spiral arms
The spiral arms are density enhancements in the disk caused by density waves (Lin
& Shu 1964; Kaplan & Pikelner 1974). Star formation occurs predominantly in
the spiral arms (Urquhart et al. 2014), as this is where the dense molecular gas
is concentrated. The largest scale molecular structures, Giant Molecular Associa-
tions, form from diffuse gas collected during their passage through the spiral arm
(Molinari et al. 2014). In the molecular-gas-rich inner regions of the disk the ratio
of molecular gas in the spiral arms to molecular gas in the inter-arm regions is ∼3,
but in the outer Galaxy this ratio can be as high as 13 as molecular gas there is
found almost exclusively in the spiral arms.
Gómez & Cox (2004) model the spiral structure and find that the midplane
density varies by a factor of 3 between arms and inter-arm regions, a similar factor
to the molecular gas ratio in the inner Galaxy. Cox (2005) remarks that this density
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contrast is probably limited to the dense phases of the ISM, while diffuse phases
are probably more uniformly distributed in the Galaxy. ISM models with midplane
density varying by a factor of 4.1 by Shukurov et al. (2004) find a corresponding
pressure variation by a factor of 2.8, and a higher scale height in the interarm
region. The pressure and density in the interarm regions could also be affected by
the vertical motion in the disk initiated by the spiral arms as seen in Gómez & Cox.
1.1.3.2 Galactic center
The central 500 pc is an extreme environment, very different from the rest of the
Galaxy. Morris & Serabyn (1996) reviews the structure of the ISM in the Galactic
center. The standout feature is a strong concentration of molecular gas within the
central 200 pc, referred to as the central molecular zone (CMZ). Clouds in the CMZ
have high density (¦104 cm−3 ), high temperature (30–200K), highly supersonic
internal velocity dispersions (15–50kms−1 ), and a high volume filling fraction ( f ¦
0.1) and mass (5–10× 107 M⊙).
The most massive GMC in the CMZ is Sagittarius B2 (Goldsmith et al. 1992).
It contains 5–10 × 106M⊙ and has a diameter of 45 pc. Its volume density is
1800–3500cm−3 peaking to 4–9× 105 cm−3 in a parsec sized core. Another ex-
treme cloud, G0.253 + 0.016 (also known as “the Brick”) contains 1–1.5×105 M⊙
in a 6 pc sized clump (Longmore et al. 2012). Even less extreme clouds, labeled
“d”, “e” and “f” in Longmore et al. (2013) contain ∼105 M⊙ within a diameter of
∼7 pc. For comparison, a massive local GMC, the Orion Amolecular cloud, contains
1× 105 M⊙ extended over 45 pc (Wilson et al. 2005).
The gas temperature in molecular clouds in the Galactic Center is 50–100K (Ao
et al. 2013) (cf. 10–20K in the disk clouds) while the dust temperature is 14–20K
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(García-Marín et al. 2011; Molinari et al. 2011). Ao et al. (2013) argue that only
strong cosmic-ray or turbulent heating can explain the difference. Yusef-Zadeh
et al. (2013a) also point to cosmic ray heating, in order to explain the methanol
abundance. The cosmic ray ionization rate in the Galactic Centre is one to two
orders of magnitude greater than in the disk (Yusef-Zadeh et al. 2013b).
While the Galaxy is considered typical of the spirals, the CMZ peculiarly appears
to be typical of a different class of galaxies. Kruijssen & Longmore (2013) argues
that the conditions in the CMZ are very similar to galaxies at high redshift. While
temperatures, velocity dispersions and densities are comparable, the star formation
rate is lower in the Galactic centre. The cause of this factor ∼10–100 discrepancy
is an active area of research (e.g. Kruijssen et al. 2013). A possible solution is that
the current quiet episode is just a lull between starburst events, and that the rate
might substantially pick up within the next 10 Myr or so.
1.2 Physical processes in the ISM
1.2.1 Heating
The ISM is heated by photons from the interstellar radiation field (ISRF) or by
charged cosmic ray particles. The origin and composition of CRs has been discussed
in Sec. 1.1.2.2. Mathis et al. (1983) describe the main components of the ISRF. In
optical to near-IR the ISRF is composed of blackbody radiation of individual stars,
which itself can be represented as a diluted blackbody. A smaller blackbody com-
ponent comes from OB stars in the near-UV. A second dominant component comes
from the far-IR emission from dust that was heated by massive stars. Stahler &
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Palla (2005) identify the cosmic microwave background as an energetically impor-
tant component in the microwave range. A small X-ray component comes from the
HIM (Sec. 1.1.1.3).
Shorter wavelengths are easily absorbed. Soft X-rays from massive stars are
confined to their H II regions (Sec. 1.3.1.1), in which X-ray and UV background
can be significantly higher due to local sources. In the interiors of dense clouds,
the stellar component is absorbed and reemitted by dust in IR.
Cosmic rays, mainly protons, heat the ISM by ionizing H I or H2.
p+ +H→ H+ + e− + p+, (1.4)
p+ +H2 → H+2 + e− + p+. (1.5)
A single cosmic ray can cause multiple ionizations, each of which produces an elec-
tron with an average energy of ∼19 eV (Glassgold & Langer 1973). Some of the
electrons can then cause secondary ionizations. The energy is transfered to the
gas via elastic collisions. The energy transfer timescales for electron-electron and
electron-atom collisions are approximately:
te,e ≃ 104

Ee
1eV
3/2 ne
cm−3
−1
s (1.6)
and
te,H ≃ 2× 107

Ee
1eV

nH
cm−3
−1
s (1.7)
(Tielens 2005). In the atomic medium the ionization fraction is significant (x ∼ 0.1
and ne ∼ 0.01–0.04cm−3 , Kulkarni & Heiles 1987; Jenkins 2013) and the ejected
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electron thermalizes via elastic collisions with the electron gas. In the molecular
medium, the ionization fraction is low (x ∼ 10−8 and ne ∼ 10−4 cm−3 , Flower et al.
2007) and the energy of the energetic electron is transfered to the gas inelastically,
via excitation of rotational levels in H2, which de-excite collisionally, or dissociation
of H2, with the energy carried by the resulting atoms (Glassgold et al. 2012). Cosmic
ray heating is the main heating mechanism deep in the molecular clouds. X-rays
can heat the gas in a similar manner in the vicinity of massive stars (in the H II
regions),
H+ hν→ H+ + e−. (1.8)
However, as hydrogen is so abundant, X-ray and UV photons above 13.6 eV
are easily absorbed by this process. Away from sources of radiation, heating by
ionization proceeds through other species with lower ionization potentials, carbon
being the most abundant one. The ionization potential of C I is 11.26 eV, and the
interaction
C+ hν→ C+ + e− (1.9)
takes place. The maximum available energy is 2.3eV per ionization, with a typical
value of ∼1eV. Draine (2011) shows that 99.9% of carbon is ionized in this way
in the neutral regions. This limits the efficiency of carbon ionization as a heating
mechanism. A more important mechanism is the photoelectric (PE) heating where
photons eject electrons from the dust grains. For larger grains liberated electrons
originate ∼10 nm inside the grain. The majority of such electrons deposit the
energy within the grain which is reradiated in the IR (Draine 2003). Only a fraction
of electrons reach the grain surface, where they must overcome the work function
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and, in the case of charged grains, Coulomb attraction (Stahler & Palla 2005). The
result is that approximately one in ten 10 eV photons produce one 1 eV electron,
giving an efficiency εPE ∼ 0.01. A higher efficiency is possible in planar PAHs, up
to εPE = 0.15 (half of 10 eV photons overcoming ∼7 eV work function, Tielens
2005), as the liberated electron is already at the surface. The ionization potential
of positively charged PAHs easily exceeds 13.6 eV, but Weingartner & Draine (2001)
show that most grains are neutral in the CNM and a large fraction remains neutral
in the WNM. The main source of free electrons in the neutral medium is dust, while
carbon is the second.
This covers the main sources of gas heating under different conditions. In the
vicinity of a star an H II region is primarily heated through X-rays: Stahler & Palla
(2005) give an approximate expression for the X-ray heating rate:
ΓX−ray = 2× 10−13
 nH
cm−3
1/3 LX
1030 erg s−1

r
0.1pc
−8/3
eV cm−3 s−1, (1.10)
where LX is the star luminosity in the X-ray band, and r is the distance from the
source. The formula is applicable within r < rX, where rX is the charactersitic
distance, within which most of the energy is deposited, and which is defined as:
rX = 2
 nH
103 cm−3
−1
pc, (1.10b)
PE heating dominates in CNM clouds. Its efficiency is sensitive to the grain
charge distribution which in turn is sensitive to the temperature and radiation field.
Weingartner & Draine (2001) provide approximate expressions for typical PE heat-
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ing values in CNM and WNM respectively:
ΓPE,CNM = 3.2× 10−13
 nH
10cm−3

eV cm−3 s−1 (1.11a)
and
ΓPE,WNM = 1.8× 10−15
 nH
0.1cm−3

eV cm−3 s−1. (1.11b)
Uncertainties in the temperature, the ionization fraction, the energy of the ISRF
and the grain properties can lead to variations up to a factor of a few in ΓPE.
The heating rate due to cosmic rays is the product of the ionization rate and the
energy per ionization. Taking into account secondary ionizations and the fraction
of energy that goes into the first excited state of hydrogen as explained in Spitzer &
Tomasko (1968) the remaining energy per ionization that goes into heating the gas
is 6–7eV. Studies of the ionization rate find values in the region of 10−18–10−16 s−1
(Dalgarno 2006). Tielens (2005) suggests an even higher value of 3 × 10−16 s−1.
The resulting heating rate is then:
ΓCR = 7× 10−16n

ζCR
10−16

eV cm−3 s−1. (1.12)
Cosmic ray heating dominates in molecular clouds.
Other sources of heating include chemical heating from formation of H2, heat-
ing (can also cool) via dust-gas collisions due to different dust-gas temperatures,
dissipation of turbulence on the viscous scale, and in the case of dense cores, am-
bipolar diffusion heating and gravitational heating. The gas can also be heated
mechanically by shocks and winds (Sec. 1.3). Mechanical heating keeps the HIM
hot.
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1.2.2 Cooling
While heating occurs over a continuous range of energies (of absorbed radiation or
interacting CRs), cooling occurs mainly via lines. Interstellar gas cools by emitting
radiation. A transition is excited in a collision converting kinetic energy into radi-
ation. In view of this Dyson & Williams (1997) pick out five criteria for efficient
cooling.
• Frequent collisions; require fairly abudant partners, such as H, He, C, N, O,
e−, their forms and molecules.
• Excitation energy comparable to or less than the thermal kinetic energy, kBT ;
as it is collisionally excited, e.g. CO (20K), C+ (92K).
• High probability of excitation during the collision.
• That the photon is normally emitted before a second collision occurs on the
excited partner; this is not satisfied in H2.
• That emmited photons are not re-absorbed; this requires optically thin gas,
which is usually not satisfied for 12C18O, so less abundant isotopologues are
also important.
Although hydrogen is the most abundant element, it generally is not an effec-
tive coolant. H2 is not an efficient coolant for the same reasons that make it near
impossible to observe. Possible quadrupole transitions have low transition rates
and energy gaps of 500K and more. The deuterated molecule, HD, does have a
dipole moment and despite its much lower abundance is the more important of the
hydrogen molecules as a coolant at 100–200K.
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Figure 1.1: The interstellar cooling curve. Top: The Dalgarno &McCray (1972) cool-
ing curve. Different lines correspond to different ionization fractions. Bottom: The
Gnedin & Hollon (2012) cooling curve. Solid and dashed lines show solar metallicity
and zero metallicity curves, blue and red - collisional ionization equilibrium model
and fully ionized gas calculation.
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Atomic hydrogen has a hyperfine structure line at 21 cm but it is not important
because it has a very low energy and is very long lived. The energy of the first ex-
cited state of H I is 10.2eV ≈ 1.2kB×105 K. At 104K a small fraction is collisionally
excited, but due to its high abudance it is significant. However the ionization po-
tential is 13.6eV and above∼2×105K cooling efficiency starts to drop as hydrogen
becomes ionized since H II does not have energy levels.
Fully ionized gas cools via bremsstrahlung radiation (also known as free-free
emission) as free electrons scatter off ions (Osterbrock 1989). The cooling function
is proportional to T 1/2 in this regime. A classic cooling curve by Dalgarno &McCray
(1972) and more recent models by Gnedin & Hollon (2012)1 are shown in Fig. 1.1.
The zero metallicity case in the Gnedin & Hollon cooling curve (dashed blue line)
only includes cooling from hydrogen and helium. The curve is exceptionally steep
around 104K where Lyman α cooling becomes important. Neutral hydrogen gas is
incredibily optically thick to Lyα, but the spontaneous emission of electronic tran-
sitions is so fast that collisional deexcitation has virtually no chance of occuring.
The radiation is trapped until successive scatterings and velocity dispersion in the
gas shift its frequency into the optically thin regime (Hansen & Oh 2006). Helium
contributes at higher temperatures, as its energy levels are spaced further apart.
Cooling is also possible from He II2, but otherwise helium cooling is similar to hy-
drogen cooling. Above 105K cooling begins to decrease as the ionization fraction
rises, until bremsstrahlung cooling becomes the dominant mechanism.
Hydrogen is not an efficient coolant at low temperatures, but it is sufficient to
cool low metalicity gas (Glover & Clark 2014) and to form the first stars (Bromm
1Determined from the plasma emission code Cloudy (Ferland et al. 2013)
2At ∼5× 105 K.
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Table 1.2: A list of some of the lowest energy transitions of the most abundant atoms
and molecules that are potential coolants. Atomic data is from Kramida et al. (2013),
molecular from Goldsmith & Langer (1978). Square brackets denote fine-structure
(forbidden) transitions.
Excitation energy
Species meV K
H I 10.2 eV 1.2×105
He I 19.8 eV 2.3×105
He II 40.8 eV 4.7×105
[O I]
19.6 228
28.1 327
[C I]a
2.03 23.6
5.38 62.5
[Fe I]a
51.6 599
87.3 1010
110 1280
122 1410
[Si I]
9.56 111
27.7 321
[S I]
49.1 570
71.1 826
[C II] 7.86 91.3
[Fe II]
47.7 554
82.3 961
107 1241
121 1406
H2 43.5 509
HD 10.9 128
COb 0.47 5.5
a: The ionization potential of species is below 13.6eV, so
its likely to be ionized in neutral regions.
b: The lowest energy level.
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et al. 2002).
At solar metallicity other atoms can contribute to cooling. In order of abun-
dance these are O, C, Ne, Fe, N, Si, Mg and S (Grevesse & Sauval 1998). Nitrogen,
neon andmagnesium have no suitable levels that could be excited below 104K. The
ground states in the remaining atoms have fine structure1 levels listed in table 1.2.
Considering the relative abundances and the temperature needed for collisional
excitation it can be seen that [O I] dominates the cooling from 200K to a few thou-
sand K, [C I] should take over at low temperatures with some contribution from
[Si I] around 100K and [S I] and [Fe I] at temperatures above 500K. Smith et al.
(2008) compute the cooling contribution from different species at these tempera-
tures, which reveals that CO rotovibrational lines are the dominant coolant below
40K.
Photoionizing radiation changes the list of available species. In completely ion-
ized gas there are no atomic energy levels and only bremsstrahlung cooling takes
place (red line in Fig. 1.1). A realistic radiation field creates partly ionized species,
the most important of which is singly ionized carbon, C II. Away from ionization
sources, the ISRF is extinguished of photons above 13.6eV which are used up in
ionizing hydrogen. The ionization potential of C I is 11.26eV and 99.9% of carbon
is in the C II phase (Sec. 1.2.1). The fine structure line of C II is then the dominant
coolant at 100K. Depletion can also change the available coolants. In particular,
CO freezes out onto grains in dark cores, reducing cooling and leading to a higher
temperature than if all the coolants were in gas phase (Goldsmith 2001).
1Fine structure splitting is due to a torque on the electron spin from the magnetic field of the
nucleus. In states where the total orbital angular momentum is zero, such as ground states of H,
He, N, the electric field does not vary and so there is no magnetic field. The hyperfine structure,
as encountered previously in the case of the 21 cm hydrogen line, is due to the interaction of the
electron spin and the spin of the nucleus.
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The heating and cooling processes in dust are different to those in the gas.
Unless the density is high enough that dust and gas are coupled via collisions their
temperature might be different. In that case collisions between dust and gas would
also heat or cool the gas, depending on which one is hotter.
1.2.3 Pressure equilibrium
The ISM cools via lines which are excited at different temperature ranges for differ-
ent species. The result of this is a complicated dependance of the cooling function
on temperature, which contains steps as new species become excited, decreases
with temperature as ionization depletes the coolants, and stays relatively constant
where a set of efficient coolant species does not change. The balance between
heating and cooling requires:
n2Λ− nΓ = 0 (1.13)
where n2Λ is the cooling rate per unit volume and nΓ is the heating rate per unit
volume. The cooling rate depends on the rate of collisions in the gas so is propor-
tional to n2, while the heating rate is proportional to the interactions between gas
and photons and so is proportional to n, where n is the number density. For gas to
be stable, an increase in temperature must cause a net cooling, while a decrease
must lead to a net heating.
Temperature ranges where Λ is flat are unstable, as heating causes expansion
and reduces n2 faster than n so n2Λ falls faster than nΓ . A simple way to identify the
stable regions is to look for steep1 regions in Λ. The two main regions are from Lyα
1It can be shown that if Γ is independent on temperature, the requirement is dΛ(T )dT >
Λ(T )
T which
is true if Λ(T )∝ Tα, with α > 1.
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cooling at1 ∼104K and from fine structure lines at ∼ 90–500K . The cooling rate
increases by a few orders of magnitude in those ranges and such gas is thermally
stable.
A more rigorous argument, evaluating Eq. 1.13, shows that not only can two
states be stable, but that the stable states can also be in pressure equilibrium with
each other. This is know as the two phase model of the ISM by Field et al. (1969).
The cold phase coresponds to CNM clouds and the warm phase to diffuse gas of
WNM and WIM.
The ideal gas law gives a relationship between number density, temperature
and thermal pressure,
nT =
P
kB
. (1.14)
Consider two temperatures that are thermally stable and in pressure equilibrium.
At higher pressure these states become unstable as for the given temperatures n
increases and so cooling (∝ n2) increases faster than heating (∝ n) and so the
stable temperatures are lower. Above a certain thermal pressure the temperatures
in the Lyα cooling regime would no longer be stable and the warm phase would
not be possible. Similarly below a certain pressure the fine-structure-line-regulated
temperature would not be able to provide the cool phase. Cox (2005) gives the
upper and the lower limits for two-phase equilibrium with heating and cooling
functions applicable to the Solar neighborhood of 4400K cm−3 and 1700K cm−3 .
Redfield & Linsky (2004) measure 2240± 520K cm−3 in the local ISM, but this is
only a small fraction of the total pressure. Cox (2005) gives the weight of the ISM
1First electronic levels of most relevant species become populated at this temperature. In pho-
toionized regions without neutral hydrogen, other species, such as O II, O III or N II, also become
excited at similar temperature.
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at midplane as 22000K cm−3 , with the additional support coming from magnetic,
cosmic ray and dynamic pressure.
The ISM is not static and many more processes occur than just the thermal in-
stability. In the three phase model of McKee & Ostriker (1977) the cold and neutral
phases are embedded in the HIM which is created and constantly replenished by
supernova explosions. In general, the picture of two or three phases in pressure
equilibrium is a simplistic description. The ISM is violent, and constantly stirred up
by feedback from stars (Sec. 1.3), so that at any moment in time ∼50% of gas is in
the thermally unstable range (Gazol et al. 2001; Heiles 2001).
1.3 Feedback processes in the ISM
1.3.1 Feedback from stars
The role of stars on the galactic ISMmanifests inmultiple ways. The ISRF (Sec. 1.2.1)
consists almost entirely of stellar radiation and light from dust and gas as it is heated
by stellar radiation. Of the radiation emitted by stars, UV light above 13.6 eV has
been neglected so far as it is absorbed in the vicinity of the star, but as this section
shows, the resulting H II regions are important, dynamical structures on their own,
driving flows and contributing WIM to the ISM. The stellar winds of massive stars
and the supernovae at the end of their lives impart mechanical energy into the ISM,
provide coronal gas and regulate the large scale structure of galaxies (Efstathiou
2000).
This feedback is likely to modify how new stars form. The most general ef-
fect would be the dispersion of the parental cloud and halting further local star
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formation. However, Elmegreen & Lada (1977) propose that the H II region may
become gravitationally unstable and form new stars. McCray & Kafatos (1987) pro-
pose a similar mechanism for the shells of supernova superbubbles. Dale & Bonnell
(2012), even with the ability of numerical simulations to turn feedback on and off,
find it is not easy to distinguish triggered (or abandoned, in case of negative feed-
back) star formation from spontaneous star formation, although Dale et al. (2012)
find statistical differences in resultant initial mass functions.
This section presents the framework for understanding the stellar feedback pro-
cesses which are usually considered for the highly idealized conditions of a uniform
ISM. The effects of a highly inhomogeneous ISM can be gauged via simulations,
such as Rogers & Pittard (2013).
1.3.1.1 Ionizing radiation
As described above, massive (OB) stars ionize an H II region around them. Ström-
gren (1939) derived the size of the ionized region by assuming an equilibrium state
where the number of recombinations inside the region is equal to the number of
photoionising photons.
Following the derivation from Osterbrock (1989) the ionization equilibrium
condition requires that inside the H II region the rate of ionizations is equal to
the rate of recombinations,
nH0
ˆ ∞
ν0
Jνσνdν= nenpα(Te), (1.15)
where nH0 , ne and np are the number densities of neutral hydrogen, electrons and
protons respectively, ν0 is the threshold frequency of ionization, Jν is the number
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of ionizing photons per unit area per unit time per unit frequency interval, σν is
the ionization cross-section at frequency ν and α is the recombination coefficient.
The left hand side in Eq. 1.15 is the rate of photoionizations per unit volume and
the right hand side is the rate of recombinations per unit volume. As mentioned
in Sec. 1.2.1, dust and C+ are the main sources of free electrons in the neutral
medium, but if the medium is ionized, most of the electrons must come from hy-
drogen. We assume that ne = np = xnH, where x is the ionization fraction and
nH = np + nH0 . The total recombination coefficient is the sum of the recombina-
tion coefficients to all possible levels. Recombinations to the ground state produce
an ionizing photon which should enter the left hand side of the equation, but as-
suming the ionization happens locally these can be excluded1. The recombination
coefficient to each level depends on the electron velocity and the recombination
cross-section (which is related to the ionization cross-section, - see Seaton 1959).
Assuming that the electrons follow a Maxwell-Boltzmann distribution function the
total recombination coefficient depends only on the electron temperature. Tielens
(2005) gives the dependance on temperature as T−4/5e and an expression
α2(Te) = 4× 10−10T−4/5e cm3 s−1 (1.16)
matches the tabulated values for the total recombination coefficient to excited (n≥
2) levels in Osterbrock (1989) quite well.
For Te ≈ 104K (kBT ≈ 1eV) the recombination timescale,
trec =
1
neα2(Te)
≈ 126000
 ne
cm−3
−1
yr, (1.17)
1This is the “on the spot” approximation which allows to only consider primary stellar photons
as contributing to Jν in Eq. 1.15 by replacing α(Te) with α2(Te) from Eq. 1.16.
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which is much greater than te,e from Eq. 1.6 and so the thermalized assumption is
justified.
The total number of recombinations inside an H II region of radius RS (assuming
constant density and electron temperature and x ≈ 1) is 4pi3 R3Sn2Hα2(Te). The total
number of primary ionizations, assuming all the ionizing photons are used up in
the H II region is equal to the total number of ionizing photons emitted by the star,
S∗. The radius of the region (the Strömgren radius) is thus
RS =

3
4pi
S∗
n2Hα2(Te)
1/3
= 69pc

S∗
1049 s−1
1/3 nH
cm−3
−2/3
. (1.18)
S∗ ≈ 1049 s−1 represents an O7 star (Sternberg et al. 2003).
By solving Eq. 1.15 it can be shown that x is indeed ≈1 inside the H II region
and drops of rapidly at the ionization front as increasing neutral fraction rapidly
increases the optical depth. Similar treatment of elements other than hydrogen
calculates the ionization structure of the H II region and determines the emission
spectra.
The equilibrium solution based on ionization balance does not hold initially
while the region is not yet fully ionized. When the ionizing radiation first turns on
the ionization front sweeps up to RS. Following Stahler & Palla (2005), we denote
the number of ionizing photons crossing the ionization front per unit time as F∗.
These photons are all used up in advancing the ionization front. As gas is initially
molecular (nH2 =
1
2nH) one photon is used to dissociate the H2 and two more to
ionize the atoms. If in time dt the front advances distance dR, then
F∗ = 4piR
23nH
2
dR
dt
. (1.19)
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This assumes that the same photons participate in ionizing H I and dissociating H2.
The dissociation threshold for H2 is 14.7eV, so it is close, but not exact. F∗ is equal
to S∗ minus the number of recombinations inside the ionized region,
F∗ = S∗ −
4
3
piR3n2Hα2 =
4
3
pin2Hα2(R
3
S
− R3), (1.20)
and so
dR
dt
=
2
9
nHα2(R
3
S
− R3)R−2. (1.21)
Defining λ = R/RS and τ= t/trec, Eq. 1.21 gives
dλ
dτ
=
trec
RS
dR
dt
=
2
9
(λ−2 −λ), (1.22)
which can be solved given the initial condition λ(0) = 0:
λ =
 
1− e−2τ/31/3 . (1.23)
By t = 2trec, R reaches 0.9RS. If the parent molecular cloud has nH2 = 10
3 cm−3 ,
then trec = 62yr and RS = 0.4pc (for an O7 star). In 124 years the H II region
has expanded to nearly its final size and by Eq. 1.22 the ionization front is still
advancing at over 450kms−1.
As the ionization front approaches RS its velocity drops, and crucially it drops
below the sound speed in the ionized gas. The ionized region is overpressurised
compared to the ambient region by a factor of
Pi
P0
=
niTi
n0T0
(1.24)
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(for Ti = 10
4K and molecular ambient gas with T0 = 20K,
Pi
P0
= 2000, while for
atomic ambient gas of T0 = 100K,
Pi
P0
= 200). The ionized region then expands
(initially at the sound speed in the ionized gas) sweeping up the neutral gas into
a shell and driving a shock into the ambient region. The evolution of the ionized
region’s radius is given by Spitzer (1978),
Ri =

1+
7
4
ci t
Ri0
4/7
Ri0, (1.25)
where ci is the sound speed in the ionized region and Ri0 is the radius of the ionized
region when the shock develops and is approximately equal to RS.
Dyson & Williams (1997) derive the same relation by considering the hydrody-
namic expansion of the ionized region. Three velocities must be recognized: the
expansion velocity (vexp), the velocity of the ionization front (vIF) and the shock
velocity (vs). Generally vexp < vIF < vs but the differences in the isothermal, strong
shock case are very small and
vexp ≈ vIF ≈ vs (1.26)
(Raga et al. (2012) derive vexp ≈ vIF = vs − c20 v−1s ). While vexp ≈ vIF this does not
mean that the total ionized mass is constant. As the region expands its density
decreases and new material is ionized to satisfy Eq. 1.18. The newly ionized gas
comes from the swept up shell which is dense and so a significant mass can be
ionized despite the approximately equal velocities.
Another simplifying assumption is that because the sound speed in the ionized
region is high, the entire ionized region including the newly ionized gas is uniform.
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The pressure in it can be expressed as
Pi = ρic
2
i
γ−1. (1.27)
The pressure in the shocked neutral gas, P1, is given by the shock jump conditions
(see Sec. 1.3.2),
P1 =

2γM2
γ+ 1
− γ− 1
γ+ 1

P0 =

2γM2
γ+ 1
− γ− 1
γ+ 1

v2
s
ρ0
γM2
, (1.28)
where M is the shock Mach number1 and the subscript 0 denotes unshocked ma-
terial. The swept up shell and the ionized region is in pressure equilibrium and so
(using isothermal γ= 1)
Pi = P1 =⇒ ρic2i = ρ0v2s . (1.29)
Using Eq. 1.18 and the condition that ionizations are matched by recombinations
inside the ionized region,
ρi = ρ0

RS
Ri
3/2
, (1.30)
and so
vs =

RS
Ri
3/4
ci. (1.31)
By using the approximation in Eq. 1.26 to define vs = vIF =
dRi
dt and substituting
(ci is constant in the isothermal case):
λ= Ri/RS, η = ci t/RS, (1.32)
1In the isothermal case it is customary to use the isothermal sound speed and the isothermal
Mach number, completely eliminating factors of γ from the equations.
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Eq. 1.31 becomes:
λ3/4
dλ
dη
= 1. (1.33)
This equation is solved by the Spitzer solution from equation 1.25 for the initial
condition λ(0) = 1 and Ri0 = RS.
The expansion continues until the pressure in the H II region equalizes with the
outside pressure. By Eq. 1.24 the number density inside the ionized region has
to drop by a factor of 200–2000 which implies a final radius, using Eq. 1.30, of
34–160RS. The ionized mass within the region is similarly a factor of 200–2000
higher than without the expansion.
Eq. 1.25 gives the time it takes to reach pressure equilibrium. For ci = 15kms
−1,
Ti = 10
4K, S∗ = 10
49 s−1 and n0 = 20cm
−3 for atomic ambient gas or n0 = 10
3 cm−3
for molecular ambient gas, this time is∼150Myr, significantly longer than the main
sequence lifetime of an O star which is ∼<10Myr (Böhm-Vitense 1992).
The assumption of a perfectly uniform ambient region is unlikely to hold over
such temporal and spatial scales. As the star is likely to have formed in the dens-
est part of the cloud, the density is likely to decrease further away from the star
or the region may reach the edge of the cloud. The shock will accelerate in the
lower density medium leading to a “champagne flow” (Tenorio-Tagle 1979). Den-
sity inhomogenieties within the cloud or intercloud medium further complicate the
picture. “Pillars” and “globulettes” are identified in observations (e.g. Gahm et al.
2007), and are studied numerically (e.g. Gritschneder et al. 2010).
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1.3.1.2 Supernovae
Stars more massive than ≃8M⊙ and accreting white dwarfs in binary systems end
their lives in supernova explosions. The power output of a single supernova can
outshine the entire host galaxy making them an important component in galactic
dynamics.
The evolution of a simplified supernova remnant (SNR) can be divided into
three phases. In the initial phase it can be assumed that the entire useful (i.e. not
neutrino) energy of the supernova (of the order of 1051 erg) goes into the kinetic
energy of the ejecta. The ejecta velocity is then
vej =

2ESN
Mej
1/2
= 104 ×

ESN
1051 erg
1/2Mej
M⊙
−1/2
kms−1, (1.34)
where ESN is the supernova energy and Mej is the ejecta mass. The ejecta sweeps
up the ambient gas into a thin shell but does not slow down significantly until the
swept up mass (Msw) is comparable to Mej. This happens at a radius
RI =
 3Mej
4piρ0
1/3
≃ 2.0

Mej
M⊙
1/3 n0
cm−3
−1/3
pc, (1.35)
where ρ0 is the ambient density which is converted to number density n0 by assum-
ing that the mean particle mass in the atomic gas is 1.3mp. A remnant expanding
at a constant velocity, vej, reaches such a radius at a time
t I = 200×

Mej
M⊙
5/6 ESN
1051 erg
−1/2 n0
cm−3
−1/3
yr. (1.36)
Afterwards the swept up gas begins to dominate the dynamics. While the shock
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is strong the temperature of the post-shock gas is high (∼> 106K) and the cooling is
inefficient as most of the gas is ionized. The expansion is adiabatic and it follows
the Sedov-Taylor solution (Taylor 1950; Sedov 1959). By neglecting the mass of
the ejecta and considering the shock jump conditions for strong adiabatic (γ= 5/3)
shocks (i.e. ρ1/ρ0 = 4 , P1/P0 = 5M
2/4 and v1/vs = 3/4, where M is the adiabatic
Mach number) the kinetic and internal energies per unit mass in the swept up gas
are
ek =
1
2
v21 =
9
32
v2
s
(1.37)
and
ei =
3
2
P1
ρ1
=
15
32
v2
s
P0
ρ0c
2
0
=
9
32
v2
s
. (1.38)
Hence the total conserved energy is (assuming negligible ejecta mass)
ESN =
4
3
piρ0R
3
SNR × (ek + ei) =
3
4
piρ0R
3
SNRv
2
s
. (1.39)
The differential equation is then
R
3/2
SNR
dRSNR
dt
=

4ESN
3piρ0
1/2
, (1.40)
the solution to which for the initial condition RSNR(0) = 0 (again following the
assumption of negligible ejecta mass) is
RSNR =

25
3pi
1/5ESN
ρ0
1/5
t2/5
≃ 5.4

ESN
1051 erg
1/5 n0
cm−3
−1/5 t
103 yr
2/5
pc (1.41)
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and the expansion velocity,
R˙SNR =
2
5

25
3pi
1/5ESN
ρ0
1/5
t−3/5
≃ 2100

ESN
1051 erg
1/5 n0
cm−3
−1/5 t
103 yr
−3/5
kms−1. (1.42)
Using Eqs. 1.38, 1.42, the shock jump conditions and the cooling curve from
Sec. 1.2.2 it can be shown that cooling is indeed negligible while the shock is strong,
but when the shock weakens and the temperature on the shocked gas falls in the
region of efficient cooling the shock becomes nearly isothermal and the swept up
material is concentrated into a thin shell behind the shock. Woltjer (1972) cal-
culates that about half the energy is radiated away by the time the shock slows
down to1 ∼ 200kms−1. At this point, the pressure of the hot gas in the interior of
the remnant pushes the shell, in what is termed the “pressure-driven snowplough”
phase and RSNR ∝ t2/7 (McKee & Ostriker 1977). After the interior pressure drops,
the shell continues to drift away in the “momentum-driven snowplough” phase
and RSNR ∝ t1/4 (Oort 1951). A simulation by Cioffi et al. (1988) shows that the
pressure-driven “snowplough” phase is better represented with an “offset” in time,
i.e. RSNR ∝ (t − toffset)3/10.
The evolution of actual SNRs is modified by a number of factors. Firstly, the
density gradient in the disk means that the supernova expands faster vertically than
horizontally. The hot interior gas may escape, supplying the coronal gas with HIM
as in the McKee & Ostriker (1977) model. Multiple supernovae in proximity may
form superbubbles. Ferrière (1999) estimates that ∼ 60% of supernova occur in
1This velocity is very weakly dependent on the parameters used, although other authors use
230kms−1 (Gent et al. 2013) or 250kms−1 (Tielens 2005).
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groups of various sizes. The presence of irregularities, such as high density clouds,
can “mass-load” the remnant interior and enhance radiative losses (White & Long
1991; Dyson et al. 2002; Pittard et al. 2003), converting supernova energy into ISM
turbulence and cloud motions.
1.3.1.3 Stellar winds
During their lifetimes stars lose mass via stellar winds, which input mechanical en-
ergy and recycle enriched material into the ISM. Lamers & Cassinelli (1999) sum-
marize the theory behind different driving mechanisms, such as the Coronal wind
(Parker 1965) which is the mechanism responsible for the Solar wind, of density
∼2–6 protons per cm3 at the Earth radius and a velocity of∼400–800kms−1 (Ebert
et al. 2009, the range is due to the three components identified in the solar wind),
resulting in a mass loss of ∼ 2× 10−14M⊙ yr−1. Much stronger stellar winds from
massive stars are line driven (Castor, Abbott & Klein 1975b), where resonance line
scattering imparts net momentum on the ions. As the ions accelerate the radiation
emitted by the star is redshifted in the ion frame of reference and continuum pho-
tons of shorter wavelength are now able to scatter off the ions. For very luminous
stars with many resonance lines, such as Wolf-Rayet stars, the wind velocity and
mass loss rate can be as high as 2000kms−1 and 2×10−5M⊙ yr−1 (Nugis & Lamers
2000).
As the wind expands into the ISM it creates a wind blown bubble. The struc-
ture of the bubble consists of (from the star outwards) a freely expanding wind, a
reverse shock, shocked wind material, shocked swept up material, a forward shock
and the ambient medium (the same structure can be seen in other supersonic flows
as in Fig. 1.2). The evolution of the bubble is similar to the supernova case in
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that it also has three phases: the freely expanding wind phase, the energy conserv-
ing phase and the momentum conserving (snowplough) phase. The radius in the
energy conserving phase is given by Castor, McCray & Weaver (1975a),
Rw = 28pc

L
1036 erg s−1
1/5 µn0
cm−3
−1/5 t
106 yr
3/5
, (1.43)
where L = 12 M˙ v
2 is the mechanical luminosity (M˙ is the stellar mass loss rate
and v is the wind terminal velocity), µ is the mean atomic weight which is 0.6 in
ionized gas and n0 is the number density in the undisturbed ISM. The momentum
conserving phase is entered as radiative cooling becomes efficient. The radius is
then
Rw = 25pc

M˙
10−5M⊙ yr−1
v
1000kms−1
1/4 µn0
cm−3
−1/4 t
106 yr
1/2
(1.44)
(McCray 1983).
Low density channels in the irregular ISM may allow interior gas to leak out
of the bubble (Harper-Clark & Murray 2009). The reduced interior pressure slows
the expansion of the shell. The hot gas that has leaked out the main bubble may
escape the region (Rogers & Pittard 2013) or, if the ambient density is higher, form a
temporary bubble itself which is later incorporated back into the main one (Pittard
2013).
1.3.2 Shocks
Shocks are ubiquitous in the ISM. Massive stars drive flows which result in shocks,
as shown in Sec. 1.3.1:, expanding H II regions drive shocks, stellar winds create
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wind blown bubbles and supernova explosions create supernova remnants. Shocks
also arise from active galactic nuclei (Fabian 2012) in processeses qualitatively sim-
ilar to stellar ones, but on a much larger scale. Large scale shocks also develop as
interarm gas infalls onto the spiral arms (Roberts 1969).
1.3.2.1 Hydrodynamic shocks
The theory of shocks and discontinuities is presented in Landau & Lifshitz (1987).
A physical discontinuity needs to conserve mass, energy and momentum (all three
components), i.e. the flux of these quantities needs to be equal on both sides of the
discontinuity (the Rankine-Hugoniot, or RH, conditions). This is easily satisfied if
there is no flow across the discontinuity - i.e. the flux is zero. A contact disconti-
nuity is an example of such a case. The pressures must be equal and the velocity
perpendicular to the discontinuity must be zero, otherwise the two states would
exert forces on each other, but other fluid variables, such as density, temperature
or tangental velocity may all vary arbitrarily.
The case with flow across the discontinuity is known as a shock. For an ideal gas
(equation of state P/ρ = kBT/µ and γ= cP/cV ), the RH conditions are satisfied by
ρ2
ρ1
=
v1
v2
=
(γ+ 1)M21
(γ− 1)M21 + 2
, (1.45)
P2
P1
=
2γM21
γ+ 1
− γ− 1
γ+ 1
, (1.46)
T2
T1
=
(2γM41 − (γ− 1))((γ− 1)M21 + 2))
(γ+ 1)2M21
, (1.47)
where subscripts 1 and 2 denote values downstream and upstream of the shock,
v is the velocity perpendicular to the shock in the shock frame of reference and
43
M1 = v1/c1 is the Mach number in region 1. If M1 = 1 there is no discontinuity.
In the adiabatic case, γ= 5/3, and the equations simplify to:
ρ2
ρ1
=
v1
v2
=

1
4
+
3
4M21
−1
, (1.48)
P2
P1
=
5
4
M21 −
1
4
, (1.49)
T2
T1
=
5M41 + 14M
2
1 − 3
16M21
, (1.50)
while in the isothermal case (γ= 1) they become:
ρ2
ρ1
=
v1
v2
= M21 , (1.51)
P2
P1
= M21 , (1.52)
T2
T1
= 1 (1.53)
(where M1 is now the isothermal Mach number). In the high Mach number limit
the maximum compression1 in the adiabatic case is 4, while the temperature and
pressure increase proportionally to M21 . In the isothermal case the compression is
not limited and grows as M21 , while the temperature is fixed.
An arbitrary discontinuity usually requires two shocks to satisfy the RH condi-
tions, or a shock and a rarefaction wave as shown in Fig. 1.2.
1The flow direction across the shock is from the supersonic region to the subsonic region, i.e.
from region 1 to region 2, otherwise the entropy would decrease upon crossing the shock.
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Figure 1.2: Structure of a 1D flowwhere initially the left and right states (black lines)
do not satisfy the RH condition. A flow pattern is set up (red lines) where a forward
shock, a contact discontinuity and either a reflected shock (left) or a rarefaction wave
(right) establishes connecting the regions.
1.3.2.2 MHD shocks
The presence of a magnetic field adds a sense of direction in the fluid. In the
purely hydrodynamical case only longitudinal motions can propagate through the
medium, i.e. the sound waves. In MHD a transverse wave can propagate as well,
analogous to a wave in a string, with magnetic field lines providing the tension.
Such wave is called the Alfvén wave, with the velocity
vi = va cosθ , (1.54)
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where va is the Alfvén velocity,
va =
Bp
µ0ρ
, (1.55)
where B is the field strength, ρ is the mass density and µ0 is the magnetic perme-
ability of free space (Alfvén 1942). The possibility of transverse motions modifies
the conventional sound waves into magnetosonic waves, the velocity of which is
given by
v2
s, f =
v2
a
+ c2
s
2
± 1
2
r 
v2
a
− c2
s
2
+ 4c2
s
v2
a
sin2 θ (1.56)
(e.g. Kulsrud 2005). Eq. 1.56 permits two wave velocities as its solutions, both
of which are physical. The faster of the two is called the fast magnetosonic wave
(with velocity vf ) and the slower the slow magnetosonic wave (with velocity vs).
Similarly, the Alfvén wave is also called the intermediate wave as vf ≥ va and vs ≤ vi
(and also vs ≤ cs ≤ vf ). The different velocities arise because the change in density
and the magnetic pressure caused by transverse and longitudinal motion may be
of the same sign (fast wave) or opposite sign (slow wave) (Kantrovitch & Petschek
1966). In a frame of reference where the wave propagates in the x direction, and
the y and z are chosen such that the field lies in the x–y plane Kantrovitch &
Petschek show that the oscilations of the intermediate wave are in the z direction,
while fast and slow waves oscillate perpendicularly in the x–y plane. The three
waves thus correspond to the three possible, mutually perpendicular, directions of
oscillation.
The intermediate wave does not change the density or the total strength of the
magnetic field. Thus the velocity of the intermediate wave is constant within the
wave and no steepening occurs. An intermediate pulse can rotate the tangential
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component of the magnetic field.
Compressive modes of slow and fast waves increase the wave velocity and a
shock develops. The addition of magnetic fields modifies the RH conditions. Mag-
netic pressure modifies the pressure term, while the Lorentz force modifies the
momentum of plasma crossing the shock front (Kulsrud 2005). In the fast shock
the tangential component of the magnetic field increases across the shock, while in
the slow shock it decreases.
By introducing a shock strength parameter, δ = ρ2
ρ1
, Anderson (1963) rearranged
theMHDRH conditions to derive a relationship between upstream and downstream
regions (the shock-adiabatic),
 
v2
n
−δv2
a
cos2 θ
2 
v2
n
− 2δc
2
s
δ+ 1− γ(δ− 1)

−
−δ sin2 θ v2
n
v2
a

2δ− γ(δ− 1)
δ+ 1− γ(δ− 1) v
2
n
−δv2
a
cos2 θ

= 0 (1.57)
(this form of the equation is taken fromGurnett & Bhattacharjee 2005). All gas vari-
ables refer to values in the upstream (unshocked) region, vn is the normal velocity,
va is the Alfvénic velocity, θ is the angle between the direction of shock propagation
and the magnetic field, and cs is the adiabatic sound speed. Given the properties in
the upstream region δ can be calculated for a given shock velocity (or vice versa)
from Eq. 1.57 and the properties in the post-shock region can be calculated from
the jump conditions.
In the parallel case, θ = 0, and using γ= 5/3 and dimensionless velocities (i.e.
using cs = 1) Eq. 1.57 becomes
 
v2 −δv2
a
2 
v2 − 3δ
4−δ

= 0. (1.58)
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This is satisfied if
M2 = v2 =
3δ
4−δ =⇒ δ =

1
4
+
3
4M2
−1
(1.59)
or
M2
a
= δ, (1.60)
where Ma = v/va is the Alfvénic Mach number. The second solution corresponds
to an intermediate shock, but as remarked earlier (see also Kulsrud for a slightly
different argument reaching the same conclusion) the intermediate shock does not
exist, thus δ = 1, and it is a rotational discontinuity propagating at the intermediate
velocity. The first solution gives the same conditions as in the hydrodynamic case in
Eq. 1.48. If vs < v < vi it corresponds to the slow shock, while if vi < v and vf < v
the resulting shock is fast. In the remaining case, vi < v < vf the hydrodynamic
shock is not admissible. In such cases, a perturbation in Bz would reach the shock
via the intermediate wave, but be unable to cross it. The solution is to split the
shock in two, a fast switch-on shock (which increases By above zero) and a slow
switch-off shock (which reduces By back to zero). The tangential field component
modifies the intermediate velocity between the shocks such that the flow is away
from the fast shock and towards the slow shock at exactly vi. The intermediate wave
can easily cross the slow shock, but cannot catch up with the fast shock, although
the distance between the shocks remains constant.
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1.4 Shock-Cloud interactions
The gas in the ISM exists in separate phases, the denser of which form distinct
clouds (Sec. 1.1.1). These phases are determined by heating and cooling processes
and attempt to reach pressure equilibrium (Sec. 1.2). The stars, particularly the
massive ones, are ultimately the source of the heating and of events that throw the
ISM out of equilibrium, such as supernovae (Sec. 1.3). The stars form out of the
ISM, in the densest parts of molecular clouds.
This circular relationship describes the ecology of galaxies and motivates the
study of clouds with flows and in particular shocks. A clumpy medium modifies
the expansion of supernova remnants (Rogers & Pittard 2013; Obergaulinger et al.
2014). On large scales supernova feedback greatly affects the structure of a galaxy
(e.g. Sales et al. 2010; Barnes et al. 2014). On smaller scales, expanding flows1
may trigger star formation by compressing and inducing gravitational collapse of
pre-existing clumps (Elmegreen 1998), sweeping up a large amount of gas that
becomes gravitationally unstable (the Collect and Collapse model, Elmegreen &
Lada 1977; Dale, Bonnell & Whitworth 2007a), or by driving an ionization front
into the cloud (the Radiation Driven Implosion model, Sandford et al. 1982; Dale,
Clark & Bonnell 2007b).
An interaction between a shock and a cloud is an ingredient in all of the above
processes, but is rarely treated explicitly. To understand the complex dynamics of
the ISM, its constituent processes need to be investigated. This section presents
a selection of studies relevant to our understanding of the problem. A summary
of the parameters used in each of these studies and the main differences from the
1Typically expanding H II regions are considered as possible triggers.
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standard shock-cloud setup is provided in table 1.3.
1.4.1 Early studies
Observations of supernova remnants Cassiopeia A and the Cygnus Loop (Fig. 1.3)
revealed that some optical features in the remnant are moving at a much lower
velocity than the expansion speed of the shell (Baade & Minkowski 1954; van den
Bergh 1971). These quasi-stationary flocculi were identified as pre-existing cir-
cumstellar clouds which had been overrun by a shock and motivated Sgro (1975)
and McKee & Cowie (1975) to investigate the interaction between a shock and
a cloud. Sgro performed a preliminary low resolution simulation while McKee &
Cowie analysed the properties of the flow attempting to derive the quantities such
as the velocity of the transmitted shock,
vcl/vb ≈ F1/2(ρ0/ρcl)1/2, (1.61)
where vcl is the shock velocity inside the cloud, vb is the velocity of the blast wave
outside the cloud, ρ0 and ρcl are the ambient and cloud densities and F
1/2 is ap-
proximately 1 for weaker shocks, up to nearly 2 for strong shocks. The factor F
is the ratio of the pressure just behind the transmited shock to the pressure far
upstream and depends on flow properties in the bow shock; Sgro derive implicit
relations for 1D strong shocks while McKee & Cowie give an empirical expression
for 2D strong shocks. Hα emission is explained by radiative cooling of the shocked
cloud, while McKee & Cowie also consider the thermal conduction.
Motivated by a Wolf-Rayet wind blown bubble RCW58, Hartquist et al. (1986)
consider the evolution of a wind as clouds embedded in it evaporate. This mass-
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Figure 1.3: The Cygnus Loop SNR. Left: A zoom in on the Southeastern Knot, an
isolated shocked clump or perhaps the leading edge of a larger cloud (Graham et al.
1994). Right: The Western Veil, an extended shocked structure. Red is Hα, blue is
[OIII] and green is [SII]. Original image: T.A. Rector (University of Alaska, Anchor-
age) and WIYN/NOAO/AURA/NSF.
loading is relevant to interactions between shocks and clouds as the post-shock
flow is also mass-loaded in this way. Hartquist et al. find that mass-loading pushes
the flow Mach number towards unity, weakening the interior shocks of expanding
blast waves. Elmegreen (1988) considers moving pressure fronts in a magnetized,
cloudy medium. Similar magnetic effects could be relevant in a case where multiple
clouds interact with a flow and between themselves. The kinetic energy of the
clouds can be dissipated via cloud collisions, but even spatially separated clouds
can interact via magnetic field lines.
While these analytical works have provided the basis for understanding shock-
cloud interactions, non-linear effects soon dominate and one is forced to resort to
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numerical simulations in order to study the problem further. The following sections
summarize the existing work in the literature, focussing on adiabatic hydrodynamic
simulations, radiative simulations and MHD simulations.
1.4.2 Adiabatic hydrodynamic simulations
Advances in computing power allowed Klein, McKee & Colella (1994) to perform
simulations which capture non-linear effects present in the hydrodynamic interac-
tion between a strong shock and a cloud. They performed two-dimensional simula-
tions described by two dimesionless numbers, the Mach number, M , and the density
contrast of the cloud to intercloud medium, χ . They show that the dependence on
M scales out and the problem can be entirely described by χ . Furthermore they
define the cloud crushing timescale,
tcc = χ
1/2a0/vb, (1.62)
where a0 is the initial cloud radius and vb is the shock velocity in the ambient
medium, which corresponds to the time it takes the internal shock to cross the
cloud. Kelvin-Helmholtz and Rayleigh-Taylor instabilities (Chandrasekhar 1961)
destroy the cloud within a few cloud crushing timescales. Klein, McKee & Colella
claim that a numerical resolution of 100 zones per cloud radius are required for
hydrodynamical instabilities to be resolved and a converged result to be obtained.
This important requirement has influenced all future studies.
Stone &Norman (1992) presented the first three-dimensional simulations, which
reveal that vortex rings observed in two-dimensional simulations are unstable in
three dimensions. Xu & Stone (1995) have noted that an elongated cloud mixes
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faster due to a larger surface to volume ratio.
Scaling relations allow to describe the problem in dimensionless units. Klein
et al. (2003) conducted an experiment in which a laser was used to generate a
strong shock (Mach ∼ 10) which travelled through a low-density plastic emulating
the ISM with an embedded copper microsphere emulating the interstellar cloud
(χ ∼ 10). They used X-ray radiography to confirm the hydrodynamic simulations.
Poludnenko, Frank & Blackman (2002) consider the presence of multiple (up
to 15) clouds. They distinguish between thin and thick cloud distributions deter-
mined by the thickness of the distribution and the cloud destruction length, LCD.
Another important parameter to determine is the critical cloud separation, dcri t ,
which is determined by the lateral cloud expansion before it is destroyed. Distri-
butions thinner than LCD and with an average lateral separation greater than dcrit
evolve as isolated clouds. When the lateral separation is smaller than dcrit clouds
will interact and merge before destruction, though the initial compressive phase
will proceed as before. For thicker distributions, if the average cloud separation in
the direction of the flow is greater than LCD it can be approximated as a series of
thin distributions, but if the separation is smaller than LCD (and particularly if the
lateral separation is smaller than dcrit as well) cloud-cloud interactions dominate.
Patnaude & Fesen (2005) compare observations of the southwest cloud in the
Cygnus Loop separated by 11 years allowing them to determine the proper motion
of the shocks seen. The velocity of the intercloud shock is1 ≈ 250kms−1 . The ve-
locity in the cloud varies between 65 and 140kms−1 , suggesting a complex density
structure. This allows them to approximate the structure as that of a cloud with
1The actual variation is 140 − 260kms−1 , attributed to projection effects and some density
variation in the intercloud ISM.
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density contrast χ ∼ 4 populated with cloudlets of up to χ ∼ 17. They then perform
simulations of a shock interaction with a low density cloud of similar substructure.
A smoothly varying, low density envelope prevents the formation of instabilities,
which are not seen in these particular observations. The spacing of cloudlets de-
termines the internal morphology. Denser cloudlets with larger separation evolve
as isolated clouds, less dense cloudlets with smaller separation evolve as single
clouds. The interaction between cloudlets is most important when their separation
is ∼4 rcloudlet.
1.4.3 Radiative simulations
The effect of radiative cooling on a shocked cloud has been considered in a number
of papers. Mellema, Kurk & Röttgering (2002) show that with efficient cooling the
cloud fragments into small, long lived fragments. Further 2D models by Fragile
et al. (2004) confirm these findings within a large parameter space. Large fractions
of gas cool below 100K when tcool ∼< 0.05tcc, but gas is not able to cool below
1000K in models where tcool ∼> 0.5tcc. They also considered a simulation with
4 clouds and argue that clouds further downstream are destroyed faster and sub-
sequently cool less. Orlando et al. (2005) include thermal conduction as well as
radiative cooling. While radiative cooling creates cool fragments thermal conduc-
tion leads to heating and evaporation of the clouds. They find that thermal con-
duction efficiently suppresses hydrodynamical instabilities, and in cases where it
dominates radiative cooling the cloud evaporates rather than fragmenting. Melioli
et al. (2005) consider 3D cases with radiative cooling and one to three clouds. They
highlight that mass-loading and mixing of the flow is less efficient due to fragmen-
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tation of the clouds. The presence of multiple clouds can increase it somewhat, but
since fragments condense into compact objects the interaction between the clouds
is much weaker than in the adiabatic case.
The above studies use resolutions of between 32 and 200 cells per cloud ra-
dius, motivated by adiabatic simulations which have shown that these resolutions
are required to meaningfully resolve hydrodynamical instabilities. Yirak, Frank &
Cunningham (2010) show that when cooling is concerned the cooling length, Lcool
needs to be resolved by at least 10 cells. Lcool can be approximated from the velocity
of the post-shock flow and the cooling timescale, although visual inspection may
reveal it to be a few times shorter. Simulations with very efficient cooling would
thus need very high resolutions. Underresolved simulations tend to underestimate
cooling so the previous results are still valid even though in some cases cooling
could have been even more efficient.
1.4.4 MHD simulations
Mac Low et al. (1994) include magnetic fields, which prevent the complete de-
struction of the cloud. The magnetic field is amplified up to equipartition with
the post-shock thermal pressure in certain regions: in the parallel field1 case the
flow converges behind the cloud concentrating the parallel component of the field
creating a “flux-rope” while in the perpendicular field case the field is compressed
upstream of the cloud.
Cloud-wind interactions share dynamical similarities with cloud-shock interac-
tions. Gregori et al. (2000) consider a cloud-wind interaction in 3D including mag-
1The magnetic field orientation is usually given with respect to the shock front normal i.e. the
direction of shock propagation.
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netic fields perpendicular to the wind velocity. They find that “flux-ropes” can also
form in the perpendicular case and magnetic reconnection is possible in the wake
of the cloud.
Magnetic fields together with radiative cooling are considered in the 2D simula-
tions of van Loo et al. (2007). Fast mode and slow mode shocks propagate into the
cloud (Sec. 1.3.2). Behind the fast shock the gas becomes magnetically dominated
and thermally unstable. Such conditions are favourable for MHD waves to produce
high density clumps. A dense shell forms behind the slow mode shock at the lead-
ing edge of the cloud. This shell subsequently fragments into gravitationally bound
clumps which could host sites for massive star formation.
Orlando et al. (2008) add anisotropic thermal conduction which is suppressed
in the direction transverse to the magnetic field lines. Its effects are reduced com-
pared to unmagnetized cases. The effects of thermal conduction are greatest when
the initial magnetic fields are oriented parallel to the direction of shock propagation
and they are completely suppressed when the magnetic field is along the cylindrical
cloud (in the 3rd direction of their 2.5D simulations). With the chosen parameters,
magnetic tension alone is not able to suppress hydrodynamical instabilities, but
when the field is orientated perpendicular to the cylindrical cloud thermal con-
duction can efficiently suppress the instabilities and reduce mass mixing with the
surrounding medium.
Shin, Stone & Snyder (2008) present MHD simulations in 3D. At early times
the mechanical energy of the shock dominates the evolution, but at late times,
even for weak initial fields the density and magnetic field structures depend on
the initial field orientation. Fig. 1.4 shows different structures for different field
orientations. In the parallel field case a clear “flux-rope” is formed behind the cloud
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Figure 1.4: Volumetric renderings of cloud density (left column) andmagnetic energy
density (right column) for weak-field (pre-shock β = 10) simulations with parallel,
oblique and perpendicular magnetic fields. The time is 7.97tcc. Taken from Shin
et al. (2008).
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where the magnetic field is compressed. The upstream side shows the development
of instabilities, but instabilities are suppressed in the strong field case and in cases
with different field orientations. In the perpendicular and oblique cases the field
lines drape around the cloud greatly enhancing the field strength upstream of the
cloud but also creating a cone of enhanced magnetic energy behind the cloud. The
cloud is accelerated to the velocity of the postshock flow faster than without the
magnetic field. The field resists motion that would twist it, but allows motion that
causes field lines to slip. This results in a curled up sheet rather than the ring seen
in the hydrodynamic case, i.e. vortices form only in the plane perpendicular to the
field lines1.
Further analysis of the effect of field orientation was done by van Loo, Falle
& Hartquist (2010), who conducted 3D simulations with radiative cooling. While
parallel and perpendicular field orientations are extreme idealizations they find
that oblique fields could be classed as quasi-parallel and quasi-perpendicular. In
their simulations a pre-shock field angle of 45◦ matches the evolution of the per-
pendicular shock interaction very well, while a pre-shock angle of 15◦ to the shock
normal is more similar to the parallel case. Dense clumps are produced only in the
quasi-parallel cases.
Li, Frank & Blackman (2013) consider a very different field orientation. Instead
of a homogeneous magnetic field pervading both the cloud and the ambient mate-
rial they consider a magnetic field fully contained within the cloud (either toroidal
or poloidal arrangement). Cooling is included so the cloud fragments, the result-
ing fragments depend strongly on the internal field morphology. The mixing and
energy transfer is most efficient when the magnetic field is mostly parallel to the
1Note that no such vortices can form in the case of a 2D cylindrical cloud.
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direction of shock propagation (i.e. poloidal with the axis along the direction of
shock propagation), and least efficient when the magnetic field is perpendicular to
the direction of shock propagation (i.e. toroidal with the axis along the direction
of propagation).
A recent study by Johansson & Ziegler (2013) includes magnetic fields, radiative
heating/cooling and anisotropic heat conduction. They are able to reach very high
density enhancements, but no Jeans unstable regions are formed for the parameters
chosen. The highest cloud compression is achieved in a perpendicular shock case
with the initial β = 103, highlighting that a relatively weak magnetic field can
efficiently insulate a cloud without providing significant magnetic pressure which
would limit the compression.
1.4.5 Turbulence
A high enough resolution to follow turbulence and vorticity generation in shock -
cloud interaction was first used in Klein, McKee & Colella (1994). Nakamura et al.
(2006) studied further how the turbulence is generated in the interactions. The
vortical motions produced by the instabilities is converted into random motion of
the cloud fragments when the cloud is shredded. The typical velocity dispersion
is of the order of 10% of the shock velocity. A sharper boundary leads to slightly
higher dispersions, particularly in the direction of shock propagation. They also
find that the onset of instabilities is significantly delayed if the cloud boundaries are
smooth. The cloud lifetime may be up to 3 times longer due to the time it takes for
a “slip-surface” (a density discontinuity with a velocity shear across it) to form. On
the other hand, a fractal substructure of the cloud in the wind-cloud interactions of
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Cooper et al. (2009) leads to a faster cloud fragmentation as the wind is able to find
paths of lesser resistance within the cloud and split off cloudlets. Some individual
cloudlets do survive longer, however, as they are shielded by upstream cloudlets.
Pittard et al. (2005) considers a case of multiple mass injection regions. When
injected mass dominates the mass flux in the wind a global bow-shock forms and
the region is largely subsonic, whereas if injection regions are further apart the
wind material can flow supersonically between the injection regions. This work
uses a k − ε subgrid turbulence model (see Sec. 2.1.1). In Pittard et al. (2009) a
k− ε treatment of turbulence allows the simulation of a turbulent post-shock flow
which is shown to have a particularly strong effect on high density contrast clouds
which survive the longest in the post-shock flow and are subject to a longer period
of “buffeting”. The clouds are accelerated and destroyed faster than in “inviscid”
simulations1. However, more rapid destruction of clouds generates less total circu-
lation, so that turbulence may be self-limiting. The mass loss rate is found to vary
over time. Material stripped off clouds with χ = 103 forms a tail which is wider
if the environmental turbulence is higher. The k − ε model allows to approximate
a high Reynolds number flow at lower resolution. For 2D axisymmetric adiabatic
hydrodynamic simulations meaningful convergence can be reached at 32 cells per
cloud radius rather than the 100 required in inviscid simulations.
At high Mach numbers Mach scaling holds, and the evolution at different Mach
numbers can be related via a scaling factor. In contrast, Pittard et al. (2010) show
that significant differences in the morphology and evolution occur at low Mach
numbers. In particular, when M < 2.76, the post-shock flow is subsonic relative to
the cloud and a bow-wave instead of a bow-shock develops. The compression of
1i.e. those without a k− ε model.
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a cloud in such cases is more isotropic. Due to a smaller velocity difference at the
slip-surface KH and RT instabilities are limited and the turbulent energy fraction is
lower and the vortex ring is weaker. It all adds up to a substantially longer lifetime,
of 20–30 tcc.
Other related work
The discussion in the previous subsections is not exhaustive but it aims to show the
scope of previous investigations of shock-cloud interactions. Other important in-
sights can be gleaned from related studies of shell-cloud (e.g. Anathpindika & Bhatt
2011; Pittard 2011), wind-cloud (e.g. Vieser & Hensler 2007; Cooper et al. 2009),
cloud-jet (e.g. Raga et al. 2002), cloud-cloud (e.g. Anathpindika 2010; Duarte-
Cabral et al. 2011), shock-turbulent region (e.g. Inoue et al. 2012) interactions
and interstellar turbulence (e.g. Seifried et al. 2011).
Overview of this Thesis
Chapter 2 describes the numerical code used. Chapter 3 of this Thesis presents
hydrodynamic simulations of a large number of clouds in 2D. Chapter 4 presents
MHD interactions between a shock and up to 3 nearby clouds. Chapter 5 expands
this work to a large number of clouds and also considers weak magnetic fields.
Additionally, preliminary 3D simulations are presented. Finally a summary is given
in Chapter 6.
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Table 1.3: A summary of the investigations discussed in Section 1.4.
Authors Geometry Resolution1 χ M Notes2
S75a 2D XY 2 500, 2000, 3000 ∞ square cloud, (c)
MC75b Analytical discussion, (ck)
H86c Analytical discussion of ablation of a cloud embedded in a wind, ()
E88d Analytical discussion of pressure fronts in magnetized clumpy medium, (m)
SN92e 3D XYZ 60 10 10 ()
KMC94 f 2D RZ 120 (240) 3, 10, 30 10, 100, 100 ()
M94g 2D RZ,XY 50 (240) 10 10, 100 (m)
XS95h 3D XYZ 25 (53) 10 10 Includes spheroid clouds, ()
G00i 3D XYZ 16 (26) 10, 30, 100 1.5, 3 Wind-cloud interaction, (m)
MKR02 j 2D RZ,XY 200 1000 10 (c)
PFB02k 2D XY 32 500 10 Multiple clouds (up to 15), ()
K03l n/a n/a ∼10 ∼10 Laser experiment
F04m 2D XY 200 1000 5, 10, 20, 40 Includes several clouds, (c)
M05n 2D XY, 3D XYZ 32 500, 5000 7, 17 Includes several clouds, (c)
O05o 2D RZ, 3D XYZ 32 10 30, 50 (ck)
PF05p 2D XY ∼450 3, 6, 8, 10 10, 20 Substructure, ()
P05q 2D XY 32 ∞ 20 Several mass injection regions, ()
N06r 2D RZ, 3D XYZ 120 (960) 10, 100 1.5, 10, 100, 1000 ()
V07s 2D RZ 640 45 1.5, 2.5, 5 (cm)
O08t 2.5D XYZ 132 (528) 10 50 (ckm)
SSS08u 3D XYZ 68 10 10 (m)
C09v 3D XYZ 384 (512) 630, 910, 1260 4.6 Wind-cloud, incl. fractal cloud, (c)
P09w 2D RZ 128 (256) 10, 100, 1000 10 Includes subgrid turbulence model, ()
P10x 2D RZ 128 10, 100, 1000 1.5–40 Includes subgrid turbulence model, ()
VFH10y 3D XYZ 480 45 2.5 (cm)
YFC10z 2D RZ, 3D XYZ 192 (1536) 100 50 (c)
JZ13α 3D XYZ 100 100 30 (ckm)
LFB13β 3D XYZ 80 100 10 Cloud with internal magnetic fields (cm)
1: Where different resolutions were used a typical resolution is given with the maximum resolution in paren-
theses.
2: Deviations from the standard shock cloud interaction noted, in the parentheses c denotes that radiative
cooling (using a cooling curve) was included, k - thermal conduction and m - magnetic fields.
The references are: aSgro (1975),bMcKee & Cowie (1975), cHartquist et al. (1986), dElmegreen (1988),
eStone & Norman (1992), f Klein, McKee & Colella (1994), gMac Low et al. (1994), hXu & Stone (1995),
iGregori et al. (2000), jMellema, Kurk & Röttgering (2002), kPoludnenko, Frank & Blackman (2002), lKlein
et al. (2003), mFragile et al. (2004), nMelioli et al. (2005), oOrlando et al. (2005), pPatnaude & Fesen (2005),
qPittard et al. (2005), rNakamura et al. (2006), svan Loo et al. (2007), tOrlando et al. (2008), uShin et al.
(2008), vCooper et al. (2009), wPittard et al. (2009), xPittard et al. (2010), yvan Loo, Falle & Hartquist (2010),
zYirak, Frank & Cunningham (2010), αJohansson & Ziegler (2013), βLi, Frank & Blackman (2013).
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Chapter 2
Numerical Methods
The calculations presented in this Thesis were performed using the numerical code
mg. This chapter presents the basic structure of hydrodynamic and ideal MHD
codes with particular emphasis on the implementation in mg.
2.1 Basic equations
A numerical method provides approximate solutions to equations which would be
exceptionally hard to solve otherwise. In the hydrodynamic case the equations
describing the flow are the Euler equations for inviscid flow or the Navier-Stokes
equations for viscous flow.
In mg the Euler equations are supplemented by a k-ε subgrid turbulence model
which models the mean properties of the flow with fully developed, high Reynolds
number turbulence.
The full set of equations (in Cartesian coordinates, see also Pittard et al. 2009,
for a description including cylindrical coordinates) consists of: the continuity equa-
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tion,
∂ ρ
∂ t
+∇ · (ρu) = 0, (2.1)
momentum equations for the three components of momentum,
∂ ρu
∂ t
+∇ · (ρuu) = −∂ P
∂ x
+∇ ·τx , (2.2)
∂ ρv
∂ t
+∇ · (ρvu) = −∂ P
∂ y
+∇ ·τy , (2.3)
∂ ρw
∂ t
+∇ · (ρwu) = −∂ P
∂ z
+∇ ·τz, (2.4)
the energy equation,
∂ e
∂ t
+∇ · [(e+ p)u− u ·τ]− γ
γ− 1∇ · (µT∇T ) = SE, (2.5)
an advection equation for the advected scalar (used to distinguish different re-
gions),
∂ ρκ
∂ t
+∇ · (ρκu)−∇ · (µT∇κ) = 0, (2.6)
and the equations for the turbulent energy,
∂ ρk
∂ t
+∇ · (ρku)−∇ · (µT∇k) = Sk, (2.7)
and the turbulent energy dissipation rate,
∂ ρε
∂ t
+∇ · (ρεu)−∇ · (µε∇ε) = Sε. (2.8)
Here ρ is the mass density, u is the velocity with u, v, w its components in the x , y
and z directions respectively, p is the thermal pressure, e is the total (thermal plus
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kinetic) energy density given by
e =
p
γ− 1 +
1
2
ρu2, (2.9)
T is the temperature, κ is an advected scalar, k is the turbulent energy per unit
mass, ε is the turbulent energy dissipation rate per unit mass and the diffusion
coefficients are
µT = ρCµ
k2
ε
, µε =
µT
σε
, (2.10)
with Cµ = 0.09 and σε = 1.3. The source terms are,
Sk = Pt −ρε, Sε =
ε
k
(C1Pt − C2ρε), (2.11)
where C1 = 1.4, C2 = 1.94 and the turbulent production term is
Pt = µT
3∑
i=1
3∑
j=1
∂ ui
∂ x j

∂ ui
∂ x j
+
∂ u j
∂ x i

− 2
3
∇ · u(ρk+µT∇ · u). (2.12)
The energy source term is,
SE = −Sk − n2Λ+ nΓ , (2.13)
where n2Λ and nΓ are cooling and heating terms if cooling and heating are in-
cluded. τ is the turbulent stress tensor,
τi j = µT

∂ ui
∂ x j
+
∂ u j
∂ x i

− 2
3
δi j(ρk+µT∇ · u) (2.14)
and τl is used to denote (τl i,τl j,τlk)
T.
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2.1.1 Sub-grid turbulence model
The evolution of the velocity field in the presence of turbulence is chaotic in na-
ture and cannot be followed accurately. However, the average quantities, either in
time or in space, show a more consistent behaviour and a statistical model could
potentially predict it. Unfortunately, the resulting equations have more unknowns
than equations and adding additional relationships only adds more unknowns (in
the form of velocity correlations). This is called the closure problem of turbulence
(see e.g. Davidson 2004).
A most widely used model is the k-ε model of Jones & Launder (1972). It is
a one point closure (where the turbulent terms are completely determined by the
properties at that point), two equation, eddy-viscosity model. The energy is concen-
trated on the largest eddies and is dissipated in the smallest, which act to increase
the effective viscosity. Eq. 2.7 specifies that the change in turbulent (kinetic) energy
is governed by the flux of, generation of and dissipation of turbulent energy, with
experimentally determined constants. Eq. 2.8 is completely empirical, but is cali-
brated against a few well know problems. The model uses five free, experimentally
calibrated, parameters, Cµ, σε, C1 and C2 (the fifth one σk = 1 is dropped from
eq. 2.7). It works surprisingly well for shear flows, but can fail spectacularly for
non-anisotropic flows or when strong pressure gradients are present in the bound-
ary layers (Hanjalic´ 1994). The main advantage of k-ε is that it is relatively easy
to implement, and the cases where it fails are well documented.
The implementation of the k-ε model is described in Falle (1994). In the fol-
lowing sections the turbulent terms are neglected and only the implementation of
the underlying Euler’s equations is presented.
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2.2 Finite volume methods
In a finite volume approximation the domain is subdivided into finite volumes and
the differential equations in Sec. 2.1 are integrated over that volume, e.g.
˚
V
∂ ρ
∂ t
dV +
˚
V
∇ · (ρu)dV = 0, (2.15)
which, by the divergence theorem is
∂m
∂ t
+
˛
A
ρ(u · n^)dA= 0. (2.16)
Eq. 2.16 states that the change of mass contained in a volume, V , during a time
interval dt, is equal to the flux of mass through the surface of this volume. The flux
through a boundary between two volumes moves the mass but the total amount
remains constant. Such a form is conservative, which is desirable as the underlying
property is physically conserved as well.
In order to numerically solve the equations they have to be discretised. The
finite volumes divide the domain into cells (we will assume that the cells are cubes
of side length h, although such an assumption is not necessary in general) and the
time is divided into snapshots. The objective of a numerical method is to advance
the solution from the state at the current snapshot to the next snapshot in time.
The change over one time step is given by integrating the flux over the time
step,
ρn+1
i jk
−ρn
i jk
+
ˆ tn+1
tn
Fi jk(ρ)dt = 0, (2.17)
where Fi jk is the sum of fluxes across the six surfaces bounding the cell i jk. For
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simplicity we limit the flow to one direction, so that for a conserved variable, q,
Fi(q) = Fi+1/2(q)− Fi−1/2(q), (2.18)
and
Fi+1/2(q) = h
−2
ˆ
Ai+1/2
qu · n^dAi+1/2, (2.19)
where Ai+1/2 is the boundary between cells i and i + 1.
Eq. 2.17 is an exact version of Eq. 2.1, but in order to solve it F needs to be
approximated by F¯ , so that
ˆ tn+1
tn
Fi+1/2(q) =∆t F¯
n
i+1/2(q). (2.20)
The prescription for the update (with the flow restricted to one direction, and with
turbulent and source terms to be added separately) is then
ρn+1
i
= ρn
i
−∆t F¯ n
i+1/2(ρ) +∆t F¯
n
i−1/2(ρ), (2.21)
(ρu)n+1
i
= (ρu)n
i
−∆t F¯ n
i+1/2(ρu) +∆t F¯
n
i−1/2(ρu)−∆t p¯ni , (2.22)
en+1
i
= en
i
−∆t F¯ n
i+1/2(e+ p) +∆t F¯
n
i−1/2(e+ p). (2.23)
2.3 The Riemann problem
The fluxes, F¯ , are approximated by solving the Riemann problem. In it the bound-
ary between two states keeping them separated is removed and the flow is allowed
to evolve. Such a flow may include two shocks and/or rarefaction waves and a con-
tact discontinuity in the region between them as in Fig. 1.2. These three boundaries
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separate the flow into four regions. The solution is self-similar (e.g. Leveque 1998),
i.e. f (x , t) = f (x/t) which means that the flow through the interface (at x = 0)
is constant in time1.
There are six possible cases for the conditions on the boundary: four cases where
one of the constant regions falls on the boundary and two cases where a rarefac-
tion wave spans the boundary. The two inner regions, which are separated by the
contact discontinuity are at the same pressure, and velocity. This pressure, p∗, is
determined by solving the equation
f (p∗,PL) + f (p∗,PR) + uR− uL = 0 (2.24)
(Toro 2009), where
f (p∗,P) =


(p∗ − p)

2
((γ+ 1)p∗ + (γ− 1)p)ρ
1/2
if p∗ > p (shock),
2a
γ− 1

p∗
p
 γ−1
2γ
− 1

if p∗ ≤ p (rarefaction).
(2.25)
P contains the primitive variables (ρ, u, p) either for the left state (PL) or the right
state (PR). a =
q
γp
ρ
is the adiabatic sound speed. The case with two rarefactions
is linear in p(γ−1)/(2γ)∗ and solvable directly. Otherwise an iterative method is used
p∗,i+1 =
wRpL +wLpR−wRwL(uR− uL)
wR+wL
, (2.26)
1In order for flow to be constant across the interface it must not be affected by waves ema-
nating from other boundaries. This imposes the limit on the timestep (the Courant-Friedrichs-Lewy
condition), ∆tmax = C
h
umax
, where umax is the maximum propagation speed across the grid. If wave
interactions do not modify their propagation speed C ∼ 0.9 is sufficient to ensure that the condi-
tions at the interface do not change. A more conservative C = 0.4 is used in mg which avoids wave
interactions completely and provides stability at higher dimensions.
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where
wK = ρKaKw(p∗,i/pK) (2.27)
and
w(x) =



1+
γ+ 1
2γ
(x − 1)
1/2
if x ≥ 1,
(γ− 1)(1− x)
2γ(1− x γ−12γ )
if x < 1,
(2.28)
The initial guess is provided by a linear solver. The linear solver is similar to the
two shock approximation in Toro:


p0 =max(pfloor, pTS),
pTS =
gL(pˆ)pL + gR(pˆ)pR− (uR− uL)
gL(pˆ) + gR(pˆ)
,
gK(p) =

2
[(γ+ 1)p+ (γ− 1)pK]ρK
1/2
,
(2.29)
where pfloor is a small positive value required to ensure that pressure stays positive
and pˆ is some initial guess. In mg pL is used as a guess in gL and pR in gR which
after some algebraic manipulation reduces to
p0 =
ρRaRpL +ρLaLpR−ρRρLaRaL(uR− uL)
ρRaR+ρLaL
. (2.30)
This method to determine p∗ can give a result that is as accurate as required, but
requires several iterations and can be slow. So unless p∗ given by the linear solver
differs by more than 10% from either pL or pR the exact solver is not called and the
linear result is used.
Once the pressure in the intermediate region is know, the velocity of the waves
(shocks or rarefactions) can be calculated and the conditions at the boundary de-
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termined. The velocity, u∗, is given by, e.g.,
u∗ = uR+ f (p∗,WR), (2.31)
although in mg an equivalent form is used:
u∗ =
ρRaRuRw(p∗/pR) +ρLaLuLw(p∗/pL)− pR+ pL
ρRaRw(p∗/pR) +ρLaLw(p∗/pL)
. (2.32)
The density either side of the contact discontinuity depends on the type of the wave.
If it is a shock the density jump can be calculated from the pressure jump and
ρ∗,K = ρK

 p∗pK + γ−1γ+1
γ−1
γ+1
p∗
pK
+ 1

 , (2.33)
while behind a rarefaction wave we assume an isoentropic expansion and
ρ∗,K = ρK

p∗
pK
1/γ
. (2.34)
In mg a single expression is used,
ρ∗,K = ρK

aKw(p∗/pK)
aKw(p∗/pK)± (u− uK)

(2.35)
(the sign in the denominator is positive for ρ∗,R and negative for ρ∗,L).
If u∗ > 0 then the boundary lies on the left of the contact discontinuity. The left
wave is a shock if p∗ > pL. Its velocity is SL = uL − aLw(p∗/pL). If SL > 0 the left
shock is to the right of the interface and values on the left, PL, are used. If SL < 0
then the interface is between the left shock and the contact discontinuity and values
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P∗,L are used. If p∗ < pL the left wave is a rarefaction wave, its head travels at speed
SLH = uL− aL and its tail speed at SLT = u∗− a∗,L. If SLT < 0 the tail is to the left and
P∗,Lare used. If SLH > 0 the head is to the right and PL are used. Finally, if SLH < 0
and SLT > 0 the interface falls within the rarefaction. The values in the rarefaction
fan are constant along characteristics x/t and are given by


ρK,fan(x , t) = ρK

2
γ+ 1
± γ− 1
(γ+ 1)aK

uK −
x
t
 2
γ−1
,
uK,fan(x , t) =
2
γ+ 1

γ− 1
2
uK ± aK +
x
t

,
pK,fan(x , t) = pK

2
γ+ 1
± γ− 1
(γ+ 1)aK

uK −
x
t
 2γ
γ−1
(2.36)
(Toro 2009)(the sign next to factors involving aL is positive and it is negative next
to aR). The interface value lies on the characteristic x/t = 0 and after some ma-
nipulation: 

uK,fan =
γ− 1
γ+ 1

uK ±
2
γ− 1aK

,
pK,fan = pK
±uK,fan
aK
 2γ
γ−1
,
ρK,fan = γpK,fanu
−2
K,fan
(2.37)
(again, the variable sign is positive for left states and negative for right states).
If u∗ < 0 then the boundary lies on the right of contact discontinuity. In this
case there is a change in signs (e.g. SRT = u∗ + a∗,R, SRH = uR+ aR, SRT = u∗ + a∗,R)
and all the checks are inverted, i.e. if SR < 0 then right values, PR, are used.
The method is generalised to two and three dimensions via operator splitting.
The total flux is the sum of each 1-dimensional flux. Some artificial dissipation is
added to the momentum and energy fluxes to improve the stability, particularly
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near grid aligned shocks (Quirk 1994). Viscous fluxes and source terms are also
operator split and are calculated separately. Cell values are then updated with all
the contributions.
2.3.1 Second order accuracy
The original Godunov method described here is first order accurate in space and
time and turns out to be very diffusive. In mg second order accuracy is used bal-
ancing the accuracy and computational cost.
First order spatial reconstruction assumes that values are constant within the
cells (piecewise constant method). Second order accuracy is achieved by assuming
the values vary linearly within the cell, and the stored value is the average over
the entire cell. There are several ways to determine the slope although in order
to avoid introducing non-physical features certain criteria have to be met. The
reconstruction cannot change the direction of change across the interface and it
cannot introduce spurious maxima (i.e. the edge value cannot be greater than
average values of both cells). To avoid spurious maxima the gradient within the
cell is limited (this is know as a slope limiter).
In mg the gradient in cell i is given by
∂ qi
∂ x
=
1
h
av(qi − qi−1,qi+1 − qi), (2.38)
where the averaging function satisfying the conditions noted is
av(a, b) =


a2b+ ab2
a2 + b2
if ab > 0 and a2 + b2 6= 0,
0 otherwise.
(2.39)
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Figure 2.1: An example of an AMR grid.
To achieve second order accuracy in time a second order Runge-Kutta method
is used. The solution is first advanced half a timestep (using a piecewise constant
spatial reconstruction). The resulting state is then used to compute fluxes (using a
piecewise linear spatial reconstruction) and sources which are used to advance the
initial state by a full timestep.
2.4 Adaptive Mesh Refinement
When the flow is smooth over a large fraction of the domain but fine details emerge
in small regions a great speed up can be achieved if a coarse grid is used in smooth
flow regions and a fine grid only where it is required. This can be done without
sacrificing the accuracy, or alternatively can increase the accuracy at the same com-
putational cost. If locations where the fine mesh is required are known in advance a
static non-uniform grid could be used, but more generally the requirements change
as the solution evolves. In that case an Adaptive Mesh Refinement (AMR) method
dynamically creates finer grid levels where the solution requires it and removes
(derefines) these levels once they are no longer needed.
75
In mg each grid level increases the resolution by a factor of 2 in each direction.
In a refined level n the time step is
∆tn =
∆tn−1
2i
(2.40)
for the smallest integer i ≥ 0 that satisfies the time step limit. Two grids (G0 and
G1) cover the entire domain. Finer grids were added where they were needed and
removed where they were not, based on the refinement criteria controlled by dif-
ferences in the solutions on the coarser grids. If the difference between a conserved
variable in the finest grid, and its projection from a grid one level down is greater
than 1% the cell is marked for refinement. If the difference in the two preceding
levels drops below 1% the cell is marked for derefinement. The refinement criteria
is then somewhat diffused to ensure a smooth transition between multiple levels as
shown in Fig. 2.1.
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2.5 MHD
The MHD problem solves the equations of ideal MHD.
∂ ρ
∂ t
+∇ · (ρu) = 0, (2.41)
∂ ρu
∂ t
+∇ · (ρuu) + ∂ P
∂ x
=∇ · (BxB), (2.42)
∂ ρv
∂ t
+∇ · (ρvu) + ∂ P
∂ y
=∇ · (ByB), (2.43)
∂ ρw
∂ t
+∇ · (ρwu) + ∂ P
∂ z
=∇ · (BzB), (2.44)
∂ E
∂ t
+∇ · [(E + P)u] =∇ · ([B · u]B), (2.45)
∂ B
∂ t
=∇× (u × B), (2.46)
where P is the total pressure (gas pressure, pg, plus magnetic pressure, pm =
1
2B
2)
and E =
pg
γ−1 + pm+
1
2ρu
2 is the total energy per unit volume. The units are chosen
such that factors of 4pi and the speed of light do not appear. Note that the k-ε
subgrid model is not used.
The problem is significantly more complicated as the MHD equations give rise
to three waves (see Sec. 1.3.2.2) which result in seven regions that need to be
computed (instead of four in the hydrodynamic case). The problem is expressed in
primitive variables,
∂ P
∂ t
+ A¯
∂ P
∂ x
= 0, (2.47)
where
P =

ρ, vx , vy , vz, pg,By ,Bz
T
(2.48)
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is the vector of primitive variables, and
A(P) =


vx ρ 0 0 0 0 0
0 vx 0 0
1
ρ
By
ρ
Bz
ρ
0 0 vx 0 0 − Bxρ 0
0 0 0 vx 0 0 − Bxρ
0 ρa2 0 0 vx 0 0
0 By −Bx 0 0 vx 0
0 Bz 0 −Bx 0 0 vx


(2.49)
is the Jacobian matrix of fluxes with respect to primitive variables. The problem is
linearized by using a mean matrix,
A¯(PL,PR) = A(
1
2
[PL + PR]), (2.50)
determined from the left and right states. The fluxes are then computed using a
linear Riemann solver from the eigenvectors of A¯ as described in Falle, Komissarov
& Joarder (1998) and Ager (2009).
An additional complication in the MHD problem is the condition
∇ · B = 0, (2.51)
which, unless it is enforced explicitly, can be violated by numerical errors introduc-
ing magnetic monopoles. This can break the solution, in particular near disconti-
nuities (Brackbill & Barnes 1980).
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Inmg the divergence cleaning algorithm of Dedner et al. (2002) is used to trans-
port the errors towards the boundaries and dampen them.
Chapter 3
Hydrodynamic Simulations
3.1 Introduction
The energy input from massive stars (discussed in Section 1.3) is responsible for
many dynamic features of the ISM. For example, the energy input in regions of
vigorous star formation creates bubbles of hot plasma which may overlap to create
superbubbles. Such structures are large enough that they can burst out of their host
galaxies, and vent mass and energy into the intergalactic medium. The evolution
of such flows depends on the properties of the surrounding ISM. As a large mass
fraction may reside in dense clouds of small volume fraction (Section 1.1.1), these
clouds can dominate the evolution as they ‘mass-load’ the flow. An understanding
of gas dynamics in such regions, therefore, requires knowledge of how hot plasma
interacts with the cold, dense material present in the interstellar medium.
The response of a cloud to a given set of conditions remains to be fully elu-
cidated. Although a large literature on interactions involving single clouds exists
(see Section 1.4), there are only a handful of studies on the interaction of a flow
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overrunning multiple clouds (Jun et al. 1996; Steffen et al. 1997; Poludnenko et al.
2002; Pittard et al. 2005). For instance, turbulence is generated by the instabilities
in the ‘slip-surface’ of an isolated cloud (Nakamura et al. 2006), but turbulence
from upstream clouds and from the flow deflected around the clouds could result
in ever more violent interactions. On the other hand, ‘mass-loaded’ flows tend to-
wards Mach number of 1 (Hartquist et al. 1986), which as shown by Pittard et al.
(2010) can result in a gentler interaction, where a cloud is compressed more uni-
formly. There remains a clear need for further studies to examine the collective
effects of clouds on a flow, and to determine whether there are differences between
the behaviours of upstream and downstream clouds.
This is a first step in a long term study of the global effects of clouds on an over-
running flow. To simplify the problem and reduce the number of free parameters
we have assumed adiabatic behaviour, with a ratio of specific heats γ = 5/3. It al-
lows us to follow the generic behaviour of a flow interacting with clouds. In future
we will perform calculations which include heating and radiative losses. We inves-
tigate how cloud destruction affects the density, speed and Mach number of the
flow. We also determine whether the position of a cloud within the clumpy region
significantly affects its evolution. In Section 3.2 we describe the initial conditions
and a convergence study which informs the subsequent work in this chapter. Our
results are presented in Section 3.3, and conclusions and motivation for further
work are addressed in Section 3.5.
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3.2 Method
3.2.1 Numerical setup
The computations were performedwith themg hydrodynamic code (see Chapter 2).
The initial conditions prescribe clouds and an ambient medium at uniform pres-
sure. The clouds have a density profile
ρ(r) = ρamb [ψ+ (1−ψ)η] (3.1)
(see Pittard et al. 2009), where
η =
1
2

1+
α− 1
α+ 1

, (3.2)
α= exp{min[20.0, p1((r/rcl)2 − 1)]}. (3.3)
r is the distance from the centre of the cloud, rcl is the cloud radius, p1 is the
parameter controlling the steepness of the edge (throughout this work a value of
p1 = 10 is used giving a fairly sharp edge) and ψ ≃ χ = ρmax/ρamb.
Behind the shock front the flow properties are determined by the Rankine-
Hugoniot jump conditions (Section 1.3.2.1). Zero derivative boundary conditions
(allowing free inflow/outflow, but care must be taken if disturbances reach the
boundary) were imposed in the x direction. In single cloud simulations the same
boundary conditions were used in the y direction, while multiple cloud simulations
used periodic boundary conditions in y .
In the single cloud simulations the cloud was centred on the grid origin, and
a planar shock front was imposed at x = −3. Time zero is defined to be the time
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when the shock first encounters the upstream edge of the cloud. Each simulation
is described by the Mach number of the shock, M , and the cloud density contrast,
χ . The adiabatic non-conducting simulations are scale free and can be expressed in
dimensionless units. The time is measured in units of the cloud crushing time-scale,
tcc = χ
1/2rcl/vb, where rcl is the initial cloud radius and vb is the shock velocity
in the ambient medium (Klein et al. 1994), the cloud radius is taken to be the
unit of length, so that rcl = 1 and the unit of density is taken to be the density
of the ambient, unshocked gas. Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT)
instabilities destroy the cloud in ≈10 tcc for strong-shock interactions, with weaker
shocks taking longer (see Pittard et al. 2010).
In the multiple cloud simulations the clouds are initially randomly distributed
within a rectangular region which we refer to as the ‘clumpy region’. Each cloud
has an identical radius and density contrast, and because of the 2D geometry each
cloud represents an infinite cylinder. The size of this region is 400 rcl × 400 rcl,
unless otherwise noted. A key parameter in the multi-cloud simulations is the ratio
of total cloud mass to inter-cloud mass in the clumpy region,MR. In this work, mass
ratios of MR = 0.25–4 are investigated. Time zero occurs when the shock is just
outside the clumpy region, but is often shifted in the subsequent analysis to coincide
with the shock entering the region of interest. The clumpy region is divided into 4
equally sized blocks (shown in Fig. 3.7) with block 1 being furthest upstream and
the first to be hit by the shock. Various properties of the total cloudmaterial within a
given block and select individual clouds within each block were monitored through
the use of advected scalars which ‘colour’ the flow. In particular, the velocity and
mass of cloud material in individual blocks and clouds are studied. An algorithm
which searches for the cells which are furthest downstream and contain a pressure
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Figure 3.1: Convergence tests for 2D simulations of a Mach 5 shock hitting a cylin-
drical cloud with density contrast χ = 10 (left column), χ = 102 (centre column),
and χ = 103 (right column). The time evolution of the core mass (mcore, top row)
and the mean cloud velocity (vx, bottom row) are shown.
higher than the ambient pressure is used to track the position of the shock as a
function of time.
3.2.2 Convergence studies
Previous resolution tests of numerical shock-cloud interactions (e.g., Nakamura
et al. 2006)) have revealed that adiabatic, hydrodynamic simulations need ∼100
cells per cloud radius (R100) for a converged result. Simulations including more
complex physics, especially ones with strong cooling, have been found to need
higher resolutions (Yirak et al. 2010). In contrast, Pittard et al. (2009) found
that adiabatic simulations with a k-ε subgrid turbulence model show better con-
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vergence, and (most importantly for this work) converge at lower resolutions.
Currently, multiple cloud simulations cannot be performed at a resolution as
high as R100 and 3D simulations are also much more expensive computationally.
The first (and to our knowledge, only) resolution tests of a multiple cloud inter-
action were performed by Poludnenko et al. (2004), who showed how resolutions
of R16, R32 and R64 affect the shock position at a given time. They concluded that
the differences between their results were smaller than the sensitivity of their pro-
posed experimental design so no further analysis was done. All the more extensive
resolution tests in the current astrophysical literature concern 2D simulations of an
individual cloud.
We have therefore performed various resolution tests including 2D single cloud
simulations for different values of χ and M . Compared convergence in 2D with
different Riemann solvers and with and without k-ε model. A 3D single cloud
simulation with M = 5 and χ = 102 was investigated with different resolutions up
to R64. Multiple (13 and 48) cloud simulations with M = 3, χ = 10
2 and MR = 1
and 4 were also performed at resolutions R4, R8, R16 and R32.
We focus on two measures which are affected by the mixing of cloud material
into the flow. These are the mean cloud velocity (〈vx〉) and the core1 mass of the
cloud (mcore). The latter is defined as the sum total of cloud mass in grid cells where
more than half the cell’s mass is cloud material.
1In this Chapter, core refers to a collection of cells where the advected scalar indicates that more
than half of the material in cell originates from the initial cloud. These cells need not be contiguous.
A conserved quantity in the core is calculated by adding up cloud contributions in all of the cells
classed as core.
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Figure 3.2: Convergence tests for 3D simulations of a Mach 5 shock hitting a spheri-
cal cloud with density contrast χ = 102. The time evolution of the core mass (mcore,
left) and the mean cloud velocity (vx, right) are shown.
Figure 3.3: Comparison of the core mass (mcore) evolution when using the lin-
ear/exact Riemann solver in mg and other Riemann solvers. The k-ε subgrid model is
enabled in the left panel and disabled in the right panel. We experienced difficulties
with one of the Tadmor calculations which stops at t = 3 tcc.
3.2.2.1 Single cloud resolution tests
Fig. 3.1 shows the evolution of mcore and 〈vx〉 for 2D simulations of cylindrical
clouds hit by an M = 5 shock for a range of values of χ .
In all cases the interaction leads to most of the core mass being mixed with
ambient material by t ≈ 10 tcc. The simulations at lower density contrasts are most
resolution dependent. When χ = 10 the cloud mixes faster at lower resolutions.
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The opposite is true when χ = 102. For χ ∼< 102, simulations with at least 32 cells
per cloud radius are much better converged than simulations at lower resolution.
For the highest density contrast studied (χ = 103) convergence is obtained at lower
resolution.
We now examine the resolution dependence of a spherical cloud in a 3D sim-
ulation. Fig. 3.2 shows the evolution of the core mass and mean cloud velocity as
a function of resolution for a cloud with χ = 102 hit by a Mach 5 shock. While
the velocity diverges a bit after 5 tcc, the core mass evolution at R16 exhibits the
same features as at R32 and R64, whereas in 2D a resolution of R32 is required for a
similar level of convergence. Thus, it appears that the extra degrees of freedom for
instabilities in 3D versus 2D has the effect that convergence is achieved at lower
resolutions.
The geometry makes a significant difference to the cloud evolution. Panel b
of Fig. 3.1 shows that a cylindrical cloud has lost about half of its core mass by
t ≈ 8 tcc, whereas Fig. 3.2 shows that for a spherical cloud this occurs by t ≈ 6 tcc.
The Riemann solver in mg is such that if the time-averaged pressure returned
by the linear solver differs by less than 10% from the pressures in the left and right
states, the solution from the linear solver is used. Otherwise an exact solver with
the standard Secant method is used. We have compared the effects of different
Riemann solvers on single cloud simulations. In particular we have used HLLE
(Einfeldt 1988) and Tadmor (Nessyahu & Tadmor 1990) solvers. With a first order
(spatial and temporal) update the scheme is very diffusive irrespective of which
Riemann solver is used (although the mg solver is the least diffusive). Fig. 3.3
shows results with the standard second order scheme. It reveals that the different
solvers produce similar results at high resolutions, while the k-εmodel reduces the
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Figure 3.4: The initial (t = 0) cloud distribution for a simulation of a shock overrun-
ning multiple cylindrical clouds. The shock Mach number M = 3, the cloud density
contrast χ = 102, and the ratio of cloud mass to intercloud mass in the clumpy re-
gion is MR= 4. The arrow marks an individual cloud for which the properties were
monitored in time - see Fig. 3.6.
resolution dependence, especially at late times (cf. Pittard et al. 2009).
3.2.2.2 Multiple clouds resolution test
We have also performed a convergence study for 2D multi-cloud simulations. In
this study a Mach 3 shock overruns 48 identical cylindrical clouds, each with a
density contrast to the intercloud medium of χ = 102. The ratio of cloud mass
to intercloud mass within the clumpy region is MR = 4. Fig. 3.4 shows the initial
setup and distribution of clouds. The clouds fill a region which is 100 rcl deep and
40 rcl wide, with periodic boundaries in y . Resolutions of R4, R8, R16 and R32 were
used. The latter required a grid with an effective size of 12800× 1280.
The shock exits the clumpy region at around t = 12.5 tcc in all of the simu-
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Figure 3.5: Resolution test for a Mach 3 shock overrunning multiple cylindrical
clouds with the initial setup shown in Fig. 3.4. A logarithmic density plot is shown
at t = 14.2 tcc for resolutions of R8 (top) and R32 (bottom).
lations. Density plots for times just after this moment are shown in Fig. 3.5 for
the R8 and R32 simulations. Higher compressions and greater fragmentation are
seen in the higher resolution simulation. However, while significant differences in
the behaviour of any individual cloud in the simulation can be identified, Fig. 3.6
shows that important global parameters in the multiple cloud simulation, such as
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Figure 3.6: Resolution test for a Mach 3 shock overrunning multiple cylindrical
clouds with χ = 102 and MR = 4 (see Fig. 3.5). The time evolution of a) the to-
tal mass of all of the cloud cores (mblk), b) the mean shock velocity (normalized
to the ambient intercloud sound speed) and c) the average core velocity of a single
cloud (vx), are shown.
the rate at which cloud mass is mixed into the flow (shown as the time evolution of
the total mass of all of the cloud cores in Fig. 3.6a), the rate at which momentum
is transferred from the flow to the clouds (shown as the velocity of a single cloud,
Fig. 3.6c), and shock velocity (Fig. 3.6b) are not very sensitive to the resolution
used.
Indeed, it is clear from Fig. 3.6 that a resolution of R8 is sufficient in order to
obtain an accurate representation of the global effect of multiple clouds on a flow.
In previous multi-cloud simulations resolutions of R32 and R16 have been adopted
(Poludnenko et al. (2002) and Poludnenko et al. (2004), respectively), but we show
here that a somewhat lower resolution can be safely used, at least when a sub-grid
turbulence model is employed. Therefore, we perform all other simulations in this
work at a resolution of R8.
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Table 3.1: Summary of the multi-cloud simulations performed.
Simulation χ MR ncca Shock Mach number
chi2MR0.25 102 0.25 128 3
chi2MR1 102 1 505 1.5, 3, 10
chi2MR1_doubleb 102 1 1110 3
chi2MR4 102 4 1959 1.5, 2, 3, 10
chi3MR0.25 103 0.25 13 3
chi3MR1 103 1 51 3
chi3MR4 103 4 203 3
a: Number of clouds in the clumpy region
b: Simulation chi2MR1_double has the same cloud distribu-
tion as chi2MR1 but it is repeated in the x-direction to ob-
tain a distribution with twice the depth along the direction
of shock propagation.
3.3 Results
In this section we show the results of a number of simulations with different values
of M , χ , and MR. Table 3.1 summarizes the simulations that were performed. We
adopt a naming convention such thatm3chi2MR1 refers to a simulation withM = 3,
χ = 102 and MR= 1.
3.3.1 Mach 3 shock interactions
We first focus on simulations for a Mach 3 shock. Figs. 3.7 and 3.8 show the time
evolution of the density distribution in simulationm3chi2MR4, which contains 1959
clouds. The shock sweeps through the clumpy region, propagating fastest through
the channels between clouds. Behind the shock, the overrun clouds are in various
stages of destruction, with the clouds closest to the shock being those which are in
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the earliest stage of interaction and which, therefore, are the most intact. Further
behind the shock the clouds gradually lose their identities as they are mixed into
the
flow. Fig. 3.7 shows that a global bowshock moves upstream into the post-shock
flow. Although the bowshock disappears out of view in Fig. 3.8, it remains on the
grid which extends to x = −450. Low density (and pressure) regions in the post-
shock flow are visible behind clouds as the flow rushes pass. The global shock front
is momentarily deformed by each cloud that it encounters as it sweeps through the
clumpy region. These local deformities in the shock front gradually accumulate into
a distortion of the shock front on larger length scales. The shock is most deformed
as it reaches the end of the clumpy region (see the middle panel of Fig. 3.8). The
other striking feature of the interaction is the formation of a dense shell in the post-
shock flow due to the addition of mass from the destruction of the clouds. This is
clearly seen in the panels in Fig. 3.8 and is the most important large-scale structure
formed in the global flow as a result of the interaction.
The shock slows as it sweeps through the clumpy region and transfers momen-
tum to cloud material. When the clumpy region is highly porous, the deceleration
of the shock front is minimal and the clouds gradually reach the velocity of the post-
shock flow. This occurs if the global cloud cross section is small (for instance, when
the mass ratio is low (e.g., MR= 0.25) and/or when the cloud density contrast, χ ,
is high (e.g., χ = 103, MR= 1 as in simulation m3chi3MR1).
Fig. 3.9 shows snapshots of the density distribution at the time that the shock
exits the clumpy region in models m3chi2MR1 (top), m3chi2MR1_double (middle),
and m3chi3MR4 (bottom). All of these models have lower number densities of
clouds than model m3chi2MR4: in the first two models it is because the value of
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Figure 3.7: The time evolution of the logarithmic density for model m3chi2MR4,
shown at t = 0 (top), t = 8.1 tcc (middle) and t = 16.2 tcc (bottom). The top panel
also shows how the different cloud regions are defined.
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Figure 3.8: As Fig. 3.7 but at t = 36.6 tcc (top), t = 61.0 tcc (middle) and t =
85.5 tcc (bottom).
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Figure 3.9: Snapshots of logarithmic density for models m3chi2MR1 (top),
m3chi2MR1_double (middle), and m3chi3MR4 (bottom). The snapshots are taken
as the shock front is exiting the cloudy region which occurs at t = 46 tcc, t = 95 tcc
and t = 13.5 tcc respectively.
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Figure 3.10: The time evolution of the mean x-velocity (vx) for cloud material for
each different block in simulation m3chi2MR4. Also shown are the average velocity
of the shock front and the velocity immediately behind the shock front. The vertical
line indicates the time when the shock leaves the clumpy region, while the horizontal
line indicates the initial speed of the post-shock flow.
MR is reduced, while in model m3chi3MR4 it is because the density contrast of the
clouds has increased while the value of MR is unchanged. As such, the clumpy
region in each of these models is more porous than in model m3chi2MR4, and the
shock is able to sweep through without such a significant reduction in its velocity.
Comparison of Figs. 3.7, 3.8 and 3.9 also reveals significant differences between
these models in the structures of the flow through the clumpy region.
3.3.1.1 Velocity behaviour
As the shock sweeps through a clumpy region, it causes clouds in block 1 to accel-
erate first; then clouds in blocks 2, 3 and 4 accelerate. This transfer of momentum
to the clouds inevitably causes the shock and the post-shock flow to slow. Figs. 3.10
and 3.11 show the time evolution of the average velocity of cloud material within
particular blocks of clouds (e.g., as delineated in the top panel of Fig. 3.7) nor-
malized to the intercloud sound speed. Fig. 3.10 shows that the shock front slows
down to about 50% of its initial velocity (though it remains supersonic). In this
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simulation we find that the first 3 blocks of clouds accelerate up to 1.25 c1 (where
c1 is the sound speed in the intercloud ambient medium). However, by this point
the post-shock flow immediately after the shock has decelerated to marginally be-
low 1 c1. Hence, material stripped from the upstream clouds pushes against the
downstream clouds, compressing the clumpy region.
The shock front advances at roughly constant velocity after having reached a
minimum while in the clumpy region. However, as the shock front leaves the
clumpy region it reaccelerates at a roughly constant rate until it reaches a veloc-
ity somewhat smaller than the initial shock velocity. After that it accelerates very
slowly, and asymptotically reaches its initial velocity (corresponding to Mach 3).
The final block of clouds is not held back by further clouds downstream and
therefore does not stop accelerating at the same velocity as the other blocks. Instead
it accelerates until it reaches the velocity of the post-shock flow after the shock stops
reaccelerating. Blocks 3, 2 and 1 repeat this behaviour in that order.
Figs. 3.11a) and b) show the velocities obtained in simulationsm3chi2MR1 and
m3chi2MR1_double, for which the mass ratio of cloud to intercloud material in the
clumpy region is unity (the number density of clouds is therefore 4× lower than
in model m3chi2MR4). Model m3chi2MR1_double has a cloud distribution that
is identical to that of model m3chi2MR1, but the distribution is repeated once to
create a clumpy region that is twice as deep. In both cases the clumpy region is
more porous and therefore, the reductions in the shock and post-shock velocities
are not as severe as those seen in modelm3chi2MR4. For this reason, the clouds are
also accelerated initially to a higher velocity (≈1.7c1) than in model m3chi2MR4.
As previously stated, the clumpy region can also be made more porous by in-
creasing χ for a fixed MR. Fig. 3.11c) shows the velocity profiles obtained from
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Figure 3.11: As Fig. 3.10 but for simulations a) m3chi2MR1, b) m3chi2MR1_double
and c) m3chi3MR4.
modelm3chi3MR4. As expected, the shock does not decelerate as much as in model
m3chi2MR4. However, model m3chi3MR4 behaves differently in another way: be-
cause each cloud is more resistant to the flow, the clouds are not completely de-
stroyed by the time the shock leaves the clumpy region (at t ≈ 13 tcc) when the
collective cloud material from each block is still accelerating. In turn, due to con-
tinuing mass-loading of the flow, the shock continues to decelerate after it has left
the clumpy region. In fact, the shock front decelerates until t ≈ 36 tcc, remains at
constant velocity until t ≈ 44 tcc and reaccelerates thereafter.
3.3.1.2 Stages of interaction
The behaviour of the simulations noted in the previous section allows the identi-
fication of 4 distinct phases in the evolution of the shock front. Firstly, there is a
shock deceleration phase as the shock enters the clumpy region. This may be fol-
lowed by a steady phase, when the shock front moves at constant velocity. The third
stage is a reacceleration phase during which the shock front accelerates (at a fairly
steady rate) into the homogeneous ambient medium. This stage always starts after
the shock has traversed through the whole of the cloudy region, but not necessarily
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immediately after. The final stage begins once the shock’s acceleration slows. At
this point the shock propagates with a velocity slightly slower than its initial veloc-
ity, but is continuing to accelerate very slowly, due to the constant velocity inflow
trying to return the shock to its initial velocity.
The number and timings of the stages is model specific. In models for which the
lifetime of the clouds is less than the crossing time of the shock through the clumpy
region, the steady phase ends when the shock leaves the clumpy region (see, e.g.,
simulation m3chi2MR4 in Fig. 3.10). In models for which significant mass loading
of the flow continues after the shock leaves the clumpy region the end of the steady
phase is delayed (see, e.g., m3chi3MR4 in Fig. 3.11c).
The steady stage is best seen in models m3chi2MR4 and m3chi2MR1_double,
and to some extent it is also visible in modelm3chi3MR4. These are the simulations
with the most mass in the clouds. Models chi2MR4 and chi3MR4 have the highest
cloud to intercloud mass ratios of 4. In fact, the onset of a steady stage seems to
intimately depend on the formation of a dense shell (see Sec. 3.3.1.3).
In contrast, model m3chi2MR1 (Fig. 3.11a) does not achieve a steady state.
Instead the shock velocity evolves from the deceleration phase immediately into
the reacceleration phase. One might expect that there is a better chance for a
steady stage to occur if the clumpy region is deep. Fig. 3.11b indeed shows that a
steady state occurs in model m3chi2MR1_double where the clumpy region is twice
as deep as in model m3chi2MR1. The onset of the steady stage occurs when the
shock is approximately halfway through the clumpy region, and all 4 stages can
now be distinguished as in model m3chi2MR4.
For all of the χ = 102 models, the reacceleration stage begins the moment the
shock leaves the clumpy region, but for the χ = 103 runs the onset of this stage
99
shows more complicated behaviour. Because clouds with a higher density con-
trast evolve more slowly, significant evolution of the global flow can occur after the
shock front leaves the clumpy region. Fig. 3.11c shows that this occurs in model
m3chi3MR4, as the continued deceleration of the shock is evident. At some later
time, presumably when the clouds are finally fully entrained into the flow, the shock
starts to accelerate. There is also a hint of a steady stage in model m3chi3MR4, but
examination of the velocity graphs reveals that it occurs at a much later evolution-
ary stage than in model m3chi2MR4 (as seen, e.g., when compared to the velocity
evolution of material mixed in from the various blocks). Given that there are about
10× fewer clouds in model m3chi3MR4 than in m3chi2MR4 this can be explained
by the relative time-scales involved in the shell formation which is discussed next.
3.3.1.3 Shell formation and evolution
Figs. 3.7 and 3.8 show that in model m3chi2MR4, a shell forms in the post-shock
flow at t = 16.2 tcc. It is fully developed by 36.6 tcc. At t = 36.6 tcc 7 distinct
regions can be distinguished. A uniform ambient medium (without any clouds) lies
at the right edge of the figure, while at the far left of the grid (off the figure in this
case) lies the original post-shock flow specified by inflow boundary conditions at the
upstream edge. A further 5 regions (from right to left) exist in between these other
two. A region of unshocked clouds lies in the range 50∼< x < 200. Shocked clouds
embedded in a relatively low density postshock flow lie in the region 30∼< x ∼< 50.
Shocked clouds are being overrun by a denser shell in the region −20 ∼< x ∼< 30,
though individual cores are still visible. This shell becomes gradually more uniform
towards x ≈ −70. The upstream edge of this dense shell is fairly distinct from the
less dense gas that it abuts (at x ≈ −70). The latter is gas in the original supersonic
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post-shock flow which has shocked against the clumpy region. This final region is
bounded by a bow shock which lies off the left edge of the figure.
Fig. 3.12 shows the evolution of the density in the shell. Initially the average
postshock density in the clumpy region is only about twice that of the shocked in-
tercloud gas. However, as the clouds are destroyed and their mass mixes into the
global flow, the density in this region increases. In model m3chi2MR4, a dense re-
gion, downstream of the region where distinct clouds are still visible, has formed
by about the time that the shock reaches its minimum velocity. This is the ‘shell’.
The compression of the shell progresses a little further, until a state in which the
maximum density is steady in time is reached. This is reinforced by the simula-
tion (model m3chi2MR1_double) for a wide clumpy region, which shows that the
shell only becomes wider with time after this point. Once there are no more clouds
blocking the path of the shell, it starts to expand from its leading edge, and the max-
imum density within it drops. This is seen clearly from Fig. 3.12, and is preceded
by the shock reaching the edge of the clumpy region. Simulations with χ = 103
behave slightly differently - in these the density of the shell continues to increase
after the shock has left the clumpy region due to the continued ablation of material
from the longer-lived clouds.
3.3.1.4 Mach number profile
Fig. 3.13 shows the y-averaged Mach number profile of the flow in simulation
M3chi2MR4 at t = 44.8 tcc. The undisturbed post-shock flow is mildly supersonic
1
1In this section the velocity relative to the undisturbed ambient medium is compared to the local
sound speed. A notion of ‘supersonic’ flow refers to the potential of the flow to impact against an
immovable obstacle, or a very high density cloud in the ambient medium, rather than any actual
structure of the present flow.
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Figure 3.12: The density (ρ), volume averaged over y , as a function of x in simula-
tion M3chi2MR4, at different times. The shock exits the clumpy region at t ≈ 60 tcc.
(M ≈ 1.04), as seen at the far left of the panel. The shock at this time is just
downstream of x = 100.
In the region between 70 ∼< x ∼< 108 clouds are overrun by the flow and accel-
erated by the gas streaming past, so that the Mach number of the flow increases as
x decreases. While the clouds remain identifiable as distinct entities, their interiors
remain colder than the shocked intercloud flow, as initially the dense clouds are
in pressure equilibrium with their less dense surroundings, so that their tempera-
tures are lower than that of the intercloud medium by a factor of χ . Together these
effects ensure that the Mach number of the flow eventually exceeds the Mach num-
ber in the undisturbed post-shock flow. The local Mach number reaches a peak of
about 1.4, at a location corresponding to the downstream edge of the shell (which
occupies a region between −50∼< x ∼< 70).
As the clouds begin to lose their individual identities their material is heated as it
is mixed into the surrounding flow. This increases the sound speed of this material,
and reduces the overall Mach number of the flow. The Mach number continues to
decline with decreasing x until the cloud material is fully mixed (which occurs at
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Figure 3.13: The local Mach number (x-velocity, vx, in the units of the local sound
speed, clocal), volume averaged for all values of y , as a function of x in simulation
M3chi2MR4, at t = 44.8 tcc. The shock is at x ≈ 108 and the bow shock is at x ≈
−265.
the upstream edge of the shell in this simulation). The region of constant Mach
number (M ≈ 0.6) between the upstream edge of the shell (at x ≈ −50) and the
bow shock at the head of the clumpy region (at x ≈ −265) is the gas in the original
post-shock flow which has shocked against the clumpy region.
3.3.2 Dependence on shock Mach number
Fig. 3.14 shows density snapshots when the shock front is exiting the clumpy region
for models m1.5chi2MR4, m2chi2MR4 and m10chi2MR4. It is clear that a slower
shock produces less compression, and that the shell which then forms is wider.
In addition, weak shocks take longer to destroy clouds, so the shell forms further
from the shock front. Perhaps most significantly, as the shock decelerates during its
passage through the clumpy region it can slow so much that it decays into a wave
which advances at the intercloud sound speed. This is seen in both the M = 1.5
and M = 2 simulations for which Fig. 3.14 reveals very weak density jumps at the
edges of the clumpy regions.
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Figure 3.14: Snapshot of logarithmic density for models m1.5chi2MR4 (top),
m2chi2MR4 (middle) and m10chi2MR4 (bottom). The snapshots are taken as the
shock front is exiting the cloudy region which occurs at t = 52.9 tcc, t = 61.1 tcc and
t = 58.3 tcc respectively. Relative to its initial speed, the M = 2 shock is slowed the
most.
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Figure 3.15: The time evolution of the x component of the velocity (vx) averaged
over all values of y , for different regions in simulations m1.5chi2MR4 (left) and
m2chi2MR4 (right). Also shown are the average shock front velocities. The shock
velocity varies when parts of the shock front become subsonic. Vertical lines indicate
the time when the shock leaves the clumpy region.
Fig. 3.15 displays the x component of the velocity averaged over all y for the
m1.5chi2MR4 and m2chi2MR4 simulations normalized to the ambient intercloud
sound speed. The points show the velocity of the shock calculated by an algorithm
which searches for a pressure jump. However, when the shock decays into a wave
the pressure jump largely disappears and this calculation fails. The points with
error bars then show the velocity of the disturbance determined by measuring, by
eye, the position of the leading edge of the disturbance. In the M = 2 simulation
the average velocity of the shock/wave disturbance is close to transonic. Close
examination reveals that the shock appears fragmented and local regions of sonic
waves can be seen. The shock completely decays into a sonic wave in the M = 1.5
simulation. These results are in harmony with theoretical predictions based on a
uniform density region suggesting that a supersonic to subsonic transition occurs at
this mass ratio if the initial shock Mach number is M ∼ 2 (see Sec. 3.3.3 for further
details).
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3.3.3 The reduction in the shock speed
Fig. 3.16 shows the minimum shock speed (normalized to the initial shock speed)
as a function of shock Mach number obtained in simulations with MR = 4 and
χ = 102 (plotted as red crosses). The minimum shock speed in each case occurs
during a ‘steady’ stage when the shock is moving through the clumpy region. The
error bars correspond to the 1σ spread in measured speeds. We have already noted
that in the M = 1.5 simulation the shock slows to the point that the disturbance
becomes a wave. In this case the minimum speed is limited by the sound speed in
the intercloud medium, as seen in Fig. 3.16. The situation in the M = 2 simulation
is not so straightforward - a global shock front is visible but there are local regions
where a wave is seen instead.
We can compare the measured shock speed to the expected speed of a shock
transmitted into a region of enhanced density. For this we make use of eq. 5.4 in
Klein et al. (1994), for a shock interacting with a single cloud:
vs = (FstFc1)
1/2χ−1/2v0. (3.4)
Here Fst ≡ P3/P1, where P1 is the pressure far upstream and P3 is the stagnation
pressure (just upstream of the cloud), and Fc1 ≡ P4/P3 is the ratio of the pressure
just behind the transmitted shock and the stagnation pressure. In the limit of high
Mach number and high density contrast,
Fst ≃ 1+
2.16
1+ 6.55χ−1/2
. (3.5)
To apply this expression to our multi-clump simulations we need an ‘effective’ value
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Figure 3.16: The reduction in shock speed (red crosses, as measured during the
‘steady’ phase as the shock propagates through the clumpy region) normalized to the
initial shock speed. The reduction is plotted as a function of the initial shock Mach
number, M , for simulations with χ = 102 and MR = 4. Also shown is the equivalent
reduction in speed of a shock propagating through a uniform density enhancement
(blue crosses - see Sec. 3.3.4).
for χ which accounts for the inhomogeneity of the clumpy region. We choose this
value to be χeff = MR+1, which is the average density contrast of the region (total
mass of the region divided by the mass a same size region of ambient density would
have). Furthermore, in simulations where the clumpy region is replaced with a
region of uniform density (see Sec. 3.3.4), it is clear that P4 = P3 = P2, where P2
is the pressure just after the bow shock. We shall assume that this is also the case
for our multiple cloud simulations, and therefore adopt Fc1 = 1. For our clumpy
simulations with MR = 4 and χ = 102 we therefore obtain χeff = 5 and Fst = 1.55,
so that eq. 3.4 gives vs = 0.56v0. As can be seen, this is comparable to the values
shown in Fig. 3.16, in which the vs = 0.56v0 line is plotted.
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Figure 3.17: Snapshots of the x-dependence of the density (ρ) averaged over all
values of y (thick lines) from simulations a) m2chi2MR4, b) m3chi2MR4 and c)
m10chi2MR4. Also shown are density profiles from simulations with uniform but
corresponding density. In all cases the shock exits the region of enhanced density
(smooth or clumpy) at t ≈ 60 tcc.
3.3.4 Comparisons to a shock encountering a region of uniform
density
In the limit of an infinitely deep/thick cloud distribution we expect the global be-
haviour of the shock to approach that of a shock encountering a uniform medium
of the same average density. This could be similar to the steady state reached in
some of our simulations. Therefore, we have performed a number of additional
calculations of a shock encountering a uniform region of enhanced density equal
to the average density of a clumpy region withMR= 4. The minimum shock speed
through this region is shown in Fig. 3.16 with blue crosses. As can be seen, the
agreement with the multi-cloud simulations is very good, with significant deviation
only at M = 1.5. Clearly the minimum shock speed obtained in our multi-cloud
simulations is close to the shock speed occurring in a comparable region of uni-
form density.
Fig. 3.17 compares the x-dependence of the density, averaged over all values of
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y , given by simulations of a shock interacting with a uniform region of enhanced
density to analogous profiles obtained from our multiple cloud simulations. One
notices the similarity between the profiles: the maximum density of the shell and
the reduction in density after the shock exits the higher density/clumpy region are
similar. Obviously, the uniform region simulations yield distinct edges and slopes
corresponding to the shocks and rarefaction waves, whereas the multiple cloud
simulations give smoother profiles. The smoothing length is of the order of LCD,
which is the distance that a cloud is displaced by the flow prior to its destruction
(Poludnenko et al. 2002). For the same reason the width of the densest part of the
shell is narrower in the multiple cloud simulations.
Consider a shock transmitted into a uniform density region. The velocity jumps
according to the Rankine-Hugoniot conditions. As the shock front is moving faster
than the postshock flow, the width, w of the compressed region increases at a rate
given by:
dw
d t
= vs − vps =

3
4Mu
+
Mu
4

cu. (3.6)
where Mu is the Mach number of a shock transmitted into a uniform medium and
cu is the sound speed in that medium. Eqs. 3.4 and 3.5 can be used to determine
Mu, but the approximation in eq. 3.5 is only valid at high Mach numbers and
high density contrasts. However, we can obtain an estimate based on eq. 3.4. As
Fst ≥ 1 and, because the shock is steady, Fc = 1 (Klein et al. 1994), Mu ≥ M0 and
so dwd t ≥ M0c14 . Furthermore, two limiting cases can be found. In the limit of a weak
shock dwd t ≈ cu; this is the minimum value, and it would be higher in all other cases.
In the limit of a strong shock and high χ , dwd t ≈ 0.44M0cu.
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Fig. 3.17 shows that the widths of shells in clumpy regions correspond well to
those in regions of equivalent uniform density. As such eq. 3.6 can be used, with
Mu either determined from a corresponding uniform density case, or by replacing
it with vs/cu, with cu determined for the medium of corresponding uniform density.
The limiting cases would be different though. In the weak shock limit, the shock
may decay into a sound wave. In such a case dwd t ≈ c1, but it could be significantly
less depending on how this affects individual cloud lifetimes. In the limit of very
high χ the upstream edge of the shell takes a long time to reach vps and is effectively
stationary, so dwd t = vs.
3.3.5 Individual cloud evolution
We expect individual clouds to evolve differently when overrun by a mass-loaded
evolved shock which has been altered by the presence of clouds further upstream
than when they are overrun by a steady planar shock. Section 3.3.1.1 shows that
the shock Mach number and in turn the velocity of the post shock flow decreases
as the shock sweeps up cloud material. The lower velocity of the shock should
prolong the lifetime of a cloud, but this may be offset by the increased density of
the flow. Furthermore, the postshock flow is much more turbulent. This aids the
development of cloud-destroying instabilities (see Pittard et al. 2009). Finally, a
region of higher density follows some distance behind the shock. In the extreme
case it is a dense shell, but even if a shell does not fully form, remnants of upstream
cloudsmaywell interact with clouds further downstream. Therefore, it is difficult to
predict whether downstream clouds are destroyedmore readily than their upstream
counterparts. However, we can use our simulation results to investigate this.
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Figure 3.18: Normalized mass loss rates (m˙) for select individual clouds in simula-
tions chi2MR4 for different Mach numbers: a) M = 1.5, b) M = 2, c) M = 3 and d)
M = 10.
Mass loss rates from different clouds in the simulations are shown in Fig. 3.18.
Each cloud is from a particular block (see, e.g., Fig. 3.7), and the time in each
plot has been shifted so that t = 0 corresponds to the time when the shock first
encounters the cloud under consideration. The greatest differences between the
evolution of different clouds in a given simulation occur in model m1.5chi2MR4,
as shown in Fig. 3.18a. Here the cloud in the block which is the first to be hit by
the shock (labelled ‘cloud 1’) encounters a flow which is relatively unmodified by
the small number of clouds which lie further upstream. Although the interaction
is relatively weak because of the modest shock Mach number, significant mass-
loss from the cloud occurs after t = 5 tcc, and the core of the cloud is completely
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destroyed by t ≈ 27 tcc (a similar lifetime occurs for spherical clouds - see Pittard
et al. 2010). In contrast, significant mass-loss does not occur until t ≈ 10 tcc for
the cloud in the second block (labelled ‘cloud 2’), and until t ≈ 12 tcc and 13 tcc for
clouds in the third and fourth blocks (labelled ‘cloud 3’ and ‘cloud 4’, respectively).
The low initial mass-loss rates from clouds further downstream is due to the decay
of the shock into a wave as it moves through the clumpy medium. While the flow
past the cloud is subsonic the mass-loss rate remains very low.
The same initial behaviour is also seen in simulation m2chi2MR4, as shown in
Fig. 3.18b. In contrast, at higher shock Mach numbers (models m3chi2MR4 and
m10chi2MR4 in Fig. 3.18) the shock remains supersonic as it transits through the
clumpy region, and differences between the clouds in the evolution of their mass-
loss rates are not so readily apparent (see Fig. 3.18c and d).
It is clear that the cloud lifetimes must be compared in a statistical way. Fig. 3.19
shows the ratio of the lifetimes of individual clouds to the lifetime of the equiva-
lent cloud hit by a ‘clean’ shock (i.e. initially with no post-shock structure due to
interactions with upstream clouds), Rlife. Table 3.2 give lifetimes of clouds from a
single cloud resolution test and from a multiple cloud distribution at two different
resolutions. Note that the resolution test shows longer lifetimes in low resolution
simulations, and the lifetime also depends on the threshold criteria chosen1. Dif-
ferent conclusions could then be erroneously drawn depending on which lifetimes
are compared. The panel on the left in Fig. 3.19 uses the same resolution single
cloud simulation as reference (one simulation uses R16 the rest use R8). It seems
to suggest that clouds in the clumpy region are destroyed quicker than an isolated
1A cloud is considered destroyed once the mass in the cells dominated by cloud material drops
below a threshold fraction of the initial cloud mass. Three such thresholds were used, 1/e, 0.25 and
0.1.
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cloud, and to show a trend that in higher mass ratio distributions the destruction
is even quicker. However, note that the single higher resolution simulation (MR4,
R16) bucks this trend. We know from Sec. 3.2.2.2 that multiple cloud simulations
are less dependent on resolution than simulations of isolated clouds. By compar-
ing a multiple cloud simulation to a single cloud simulation at the same resolution,
differences arise at resolution where the single cloud case is under-resolved (e.g.
compare Figs. 3.1b and 3.6a). In the case of cloud lifetimes the difference arises
because in simulations of isolated clouds KH and RT instabilities need to develop
for the cloud to be destroyed, and these instabilities are suppressed if the resolution
is too low. In contrast, in the multiple cloud case the flow is already turbulent and
mass-loaded due to the presence of upstream clouds. Cloud destruction in such
an environment is less sensitive to resolution, and thus it appears the clouds are
destroyed faster. However, when comparing cloud lifetimes to a high resolution
isolated case at R128 (right panel of Fig. 3.19) we find that the trend is reversed
and the lifetimes appear enhanced (again, R16 remains almost unchanged). It is
clear, therefore, that our current simulations do not provide a definite answer and
that to obtain one, the lifetimes must be compared from simulations at as high a
resolution as possible - ideally both the isolated single cloud simulations and the
multiple cloud simulations would be at a resolution of R128. This is beyond our
current computational resources.
Two further simulations were performed with clouds of identical radii, but dif-
ferent density contrasts. As before M = 3 and MR = 4. The size of the clumpy
region is reduced to 300 rcl × 120 rcl and the resolution increased to R16.
The first distribution, calledM3MR4_uniform, consists of 420 clouds, 6 of which
have χ = 103 and the rest have χ = 102. The random distribution is repeated along
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Table 3.2: Cloud lifetimes (with respect to different thresholds, see text) for an
isolated cloud at different resolutions and clouds in the m3chi2MR4 distribution at
R8 and R16. The four clouds which are monitored in the multiple cloud simulations
are identified by their initial x-coordinate.
Lifetime (tcc)
Cloud 1/e 0.25 0.1
SC, R128 11.0 12.1 14.7
R64 12.0 13.4 15.2
R32 12.5 14.0 15.6
R16 11.3 12.4 16.9
R8 14.2 18.0 20.3
R4 17.7 19.4 26.4
m3chi2MR4, x = −151 12.5 13.6 15.9
x = −52 12.5 13.4 15.5
x = 51 10.4 10.9 11.6
x = 151 10.4 11.6 15.1
m3chi2MR4_R16, x = −151 12.3 12.9 15.2
x = −52 12.2 12.8 15.5
x = 51 12.6 13.6 14.4
x = 151 11.3 12.4 13.7
x three times, with an offset in y to remove alignment effects while keeping the
local distribution around the respective clouds identical. Fig. 3.20 shows the initial
distribution around one of the higher density clouds and snapshots focusing on the
later evolution of some of the χ = 103 clouds, one towards the upstream edge
of the distribution, and another towards the downstream edge. The shell is not
yet formed when the high density upstream cloud is shocked. The surrounding
lower density clouds are advected downstream relative to the higher density cloud,
which ends up protruding into relatively smooth flow behind the global bow shock.
In contrast, the shell is fully formed at the time the high density downstream cloud
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Figure 3.19: Ratio of the lifetime of a downstream cloud (tCD) to the equivalent
lifetime obtained when the cloud is hit by a ‘clean’ shock with a uniform post-shock
flow. The left panel shows the ratio to a simulation at the same resolution (R8 or
R16) and the right panel shows the ratio to a high resolution (R128) single cloud
simulation.
is shocked and this cloud is engulfed in a high density flow. The forward shock is
visibly much weaker at this point.
The second distribution, called M3MR4_variable, consists of 207 clouds. The
density contrast varies from 11 to 947, uniformly distributed in log space. This
distribution is much more dominated by high density clouds. The median χ is 112,
the average is 218, themass weighted average is 532 and half the total cloudmass is
contained in just 28 clouds with χ > 630. As such, no shell is formed in Fig. 3.21.
The evolution of six clouds is followed, three upstream and three downstream.
Clouds with χ = 83 and χ = 320 are marked by arrows in Fig. 3.21 (lower and
upper arrows respectively), additionally a cloud with χ = 32 is also followed.
The lifetimes normalized to the lifetime of the same isolated cloud versus po-
sition within the clumpy region are plotted in Fig 3.22. As previously noted the
definition of the cloud destruction time and the resolution of the reference isolated
cloud simulation can have a significant effect. Here the cloud destruction time is
defined as the time when 1/e of the initial cloud mass remains in cells dominated
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Figure 3.20: Snapshots of regions in theM3MR4_uniform distribution. The top panel
shows the initial distribution around one of the higher density clouds (which have
χ = 103 instead of χ = 102). The other two panels show snapshots ∼10 tcc (here tcc
refers to the cloud crushing time-scale of a χ = 102 cloud) after the shock hits the
higher density clouds towards the upstream end of the distribution (middle) and the
downstream end (bottom).
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Figure 3.21: Snapshots of regions in the M3MR4_variable distribution. The top
panel shows the initial distribution around two traced clouds of χ = 320 and χ =
83 (clouds and the location of their remnants are identified by arrows). The other
two panels show snapshots ∼10 tcc (of χ = 102 cloud) after the shock hits the two
clouds towards the upstream end of the distribution (middle) and the downstream
end (bottom). The χ = 320 cloud remains visible at the same relative position at
these later times, but the χ = 83 cloud is already well mixed.
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Figure 3.22: Cloud lifetime normalized to reference single cloud simulation as a
function of position within the region. The cloud destruction threshold of mcl/e and
a reference simulation at R32 are taken as representative and the values are shown as
symbols. The range possible by choosing a different threshold (0.25mcl or 0.1mcl)
and/or a different resolution of the reference simulation (R16 or R128) is shown by
error bars.
by cloud material and a resolution R32 for the reference simulations is adopted.
The results are plotted as symbols. Alternatively, cloud lifetimes were sampled at
a cloud destruction threshold of 0.25 and 0.1 of the initial cloud mass, and single
cloud reference simulations at resolutions of R16 and R128 were also used. In total
this gives 9 possible combinations, and the range spanned by them is shown by the
error bars.
The χ = 103 clouds from the M3MR4_uniform simulation show a very weak
trend towards reduced lifetimes as shown by the red circles in Fig. 3.22. The two
most downstream clouds are destroyed 5–15% faster than an isolated cloud (al-
though some criteria show unchanged lifetimes). In contrast, the two most up-
stream clouds are longer lived and it remains unclear why this is the case. Perhaps
unlike the clouds further downstream these two upstream clouds are still affected
by the rather low resolution used for the multiple cloud simulations (R8). The
longest lived χ = 103 cloud from the M3MR4_uniform simulation is initially lo-
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cated at x = −40 rcl. It is the only cloud that is overrun by the shell, but the shell is
thin enough at this point that it breaks through. It is again unclear why it remains
intact the longest.
The variation of lifetime due to position within the distribution is quite small:
the difference between the two most upstream clouds and the two most down-
stream clouds is 18%. This is comparable to the effect of local conditions. As the
distribution is repeated three times, the local distributions are the same between
the three regions, but the two clouds within a region have slightly different loca-
tions of neighbours. For the two most upstream and the two most downstream
clouds this effect is 13%.
For theM3MR4_variable simulation the lifetimes are roughly unchanged as well.
In fact, lower density clouds are destroyed faster upstream than downstream. In
the case of the χ = 32 cloud the reason is that upstream the shock is stronger
and the cloud is accelerated faster. As higher density clouds accelerate slowly, the
χ = 32 cloud collides into a downstream cloud and is destroyed faster than in the
isolated case. In the downstream region, the shock is slower and it takes longer for
the same collision to occur.
3.4 Discussion
Our work is relevant to objects where hot, diffuse gas interacts with a colder dense
phase. In many of these objects the cold phase, despite its low volume filling frac-
tion, may dominate the dynamics of the hot phase, and thus significantly change
the morphology and evolution of the object, and its emission. On the smallest scales
these objects include wind-blown bubbles and supernova remnants. Cowie et al.
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(1981) were the first to study the behaviour of supernova remnants expanding into
a clumpy medium. They found that the destruction of the clouds leads to the high-
est densities in the remnant occurring over the outer half radius (in contrast, when
there is no mass loading, a thin dense shell forms at the forward shock). These
findings have since been supported by Dyson & Hartquist (1987), who reported a
similar ‘thick shell’ morphology in their similarity solutions, and by the additional
numerical simulations presented by Dyson et al. (2002) and Pittard et al. (2003).
The X-ray emission in these cases becomes softer and more extended. In other
work, Arthur & Henney (1996) studied the effects of mass loading by hydrody-
namic ablation on supernova remnants evolving inside cavities evacuated by the
stellar winds of the progenitor stars. They showed that the extra mass injected by
embedded clumps was capable of producing the excess soft X-ray emission seen in
some bubbles in the Large Magellanic Cloud. We conclude, therefore, that cloud
destruction by ablation, as in the simulations presented in our paper, can be looked
for by searching for its affect on the X-ray emission of supernova remnants.
The interaction between a wind and individual clouds is also seen in observa-
tions of planetary nebula. For instance, in NGC 7293 (the Helix nebula) long molec-
ular tails and bright crescent-rimmed clouds are spectacularly resolved (O’Dell et al.
2005; Hora et al. 2006; Matsuura et al. 2007). The tails in the outer part of the neb-
ula are less clear due to projection effects, but appear to be a separate population
displaying wider opening angles. This may reflect changes in the diffuse flow past
the clouds, possibly due to the material stripped off the clouds further upstream.
Observations indicate that the flow past the clouds is mildly supersonic. Although
numerical simulations are able to match the basic morphology of the tails (Dyson
et al. 2006), dedicated 3D simulations of clouds with very high density contrasts to
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the ambient flow are required in order for further insight to be gained.
On larger scales, we note that there is substantial support for mass-loading in
starburst regions. Broad emission-line wings are seen in many young star form-
ing regions including 30 Doradus (Chu & Kennicutt 1994; Melnick et al. 1999),
NGC604 (Yang et al. 1996), and NGC2363 (Roy et al. 1992; Gonzalez-Delgado
et al. 1994), and more distant dwarf galaxies (e.g. Marlowe et al. 1995; Izotov
et al. 1996; Homeier & Gallagher 1999; Sidoli et al. 2006). More recently, West-
moquette et al. (2007a,b) reported on the broad emission-line component in the
dwarf irregular starburst galaxy NGC1569. Although the nature of the broad lines
has yet to be fully determined, evidence is mounting that it is associated with the
impact of cluster winds on cool gas knots. It therefore traces both mass-loading
of wind material and mass entrainment. Further support for mass-loading comes
from the analysis of hard X-ray line emission within starburst regions. Strickland &
Heckman (2009) determine that as much material is mass-loaded into the central
starburst region of M82 as is expelled by the winds and supernovae which pressur-
ize the region. A key future goal is the development of numerical simulations of the
multi-phase gas within starburst regions, and predictions for broad emission-line
wings and X-ray emission.
Starbursts are often associated with galactic outflows. These flows are observed
to be filamentary. The consensus view is that the clumps at the heads of the fila-
ments are material which is ripped out of the galactic disk as the galactic wind
develops (i.e. representing additional, distributed, mass-loading). In some cases
the filaments appear to be confined to the edges of the outflow (Shopbell & Bland-
Hawthorn 1998), while in other objects they appear to fill the interior of the wind
(Veilleux & Bland-Hawthorn 1997). It is clear that material stripped from the Hα
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emitting clouds is entrained into the outflow (see, e.g. Cooper et al. 2008), but
the exact amount is notoriously difficult to measure (Veilleux et al. 2005). Again,
future dedicated simulations are needed to help address this issue.
A key question concerns the ultimate fate of gas within galactic outflows. Ob-
servations and simulations indicate that the majority of the energy in galactic winds
is in the kinetic energy of the hot gas, while the mass in the outflow is dominated
by the warm photoionized gas. The former has a good chance of escaping the grav-
itational potential of the host galaxy, while the latter in many cases is unlikely to do
so. Even when simple energetic arguments suggest that the ISM can be completely
expelled from a starbursting galaxy, whether it will actually occur depends strongly
on the geometry and multiphase nature of the ISM (see, e.g., Heckman et al. 1995).
For instance, if a centrally concentrated starburst occurs in a galaxy with a disk-like
ISM, blowout of the superbubble along the minor axis can allow the bulk of the
ISM in the disk to be retained by the galaxy. With a multiphase ISM the diffuse
intercloud medium may be ejected while large dense clouds remain in the disk.
Recent work by Oppenheimer & Davé (2008) indicates that the range of galactic
winds is primarily determined by the interaction of the wind with the ambient envi-
ronment, with the gravity of the parent galaxy playing a less significant role. Their
simulations also show that across cosmic time the average wind particle has partic-
ipated in a wind several times. However, further investigations are needed, since
their simulations currently lack the resolution required to make accurate quanti-
tative predictions of the slowing of the winds and wind recycling. Furthermore,
the wind’s multiphase nature must be addressed. Studies like ours are relevant
to this work since the destruction and acceleration time-scales which we find for
our clumpy region have some bearing on the mixing and stalling time-scales of a
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galactic wind. Such simulations could be tested against observations of the extent
of galactic winds (e.g. Tumlinson et al. 2011; Tripp et al. 2011).
3.5 Conclusions
Wehave performed a detailed hydrodynamic investigation of a shock running through
a clumpy region. We find the following key behaviour:
• The stripping of material from the clouds ‘mass-loads’ the post-shock flow and
leads to the formation of a dense shell. Fully-mixed material within the shell
reaches a maximum density, after which the shell grows in width. The shell
expands and its density drops once there are no more clouds to mix in.
• The evolution of the shock can be split into several distinct stages. During
the first stage, the shock decelerates. Then in some cases its velocity becomes
nearly constant. After deceleration and the constant speed phase, if it occurs,
the shock accelerates and finally approaches the speed it had in the uniform
medium before it encountered the clumpy region. A steady stage does not
always occur (e.g., if the clumpy region is not very deep).
• When the mass-loading is sufficient, the flow can be slowed to the point that
the shock degenerates into a wave.
• The clumpy region becomes more porous as the number density of clouds is
reduced, which occurs for lower values of MR, and/or increased values of χ .
• Downstream clouds experience a modified shock. The slower shock leads to
a gentler initial interaction, but this is offset by the high level of turbulence
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in the post-shock flow and the dense shell if it is formed.
• Clouds of higher density than the typical cloud are engulfed by the shell. The
morphology of clouds that are engulfed by the shell and ones that escape it
is very different.
• Downstream clouds can be destroyed up to 50% faster than a similar cloud
in an ‘isolated’ environment, though 15% is more typical. However, great
care must be taken when comparing cloud lifetimes from single cloud and
multiple cloud simulations. When taking account of the effects of resolution
we find that cloud lifetimes are largely comparable across a wide range of
cloud densities and the properties of the clumpy region (e.g. the mass ratio,
MR). Thus turbulence effects appear to be self-limiting.
We have determined the necessary conditions (in terms of the cloud density
contrast and the ratio of cloud mass to intercloud mass) for a clumpy region to
have a significant effect on a diffuse flow. The lifetime of clouds is a key factor in
this respect. Pittard et al. (2009) first showed that clouds can be destroyed more
quickly when overrun by a highly turbulent environment, although the strength
of this turbulence was treated as a free parameter. In contrast, in this Chapter
we have presented the first self-consistent simulations of a highly turbulent flow
overrunning clouds, where the enhanced turbulence is a natural consequence of
the flow overrunning clouds further upstream. We note that one must be mindful of
resolution effects when interpreting the results. A resolution of R8 is good enough
for convergence of global statistics. Resolutions of at least R16 are necessary to
study individual clouds, but care must still be taken. Future simulations should be
conducted at a resolution of R32 (though R128 would be preferable), which would
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remove most of the remaining resolution effects. 3D simulations are also required
for a physically realistic description of the turbulent energy cascade (Boffetta et al.
2000).
The results of this investigation reveal that in some cases the detail of the in-
teraction need not be modelled. If the shock crossing time of the clumpy region
is significantly greater than the lifetime of an individual cloud a steady state is
reached. Ignoring the edge effects this steady state can be modelled by a 1D calcu-
lation of a uniform region with appropriately chosen density. This allows to quickly
estimate the minimum velocity that the shock will slow down to. However, as the
in the clumpy region the sound speed is higher in the intercloud medium than in
the equivalent uniform density region, the minimum velocity is cannot decrease be-
low the sound speed in the intercloud medium. A shock decays into a sound wave
if the minimum velocity in 1D calculation is below the sound speed of intercloud
medium.
The simulations presented in this Chapter are purely hydrodynamic. The next
chapter will investigate the effects of magnetic fields on the flow dynamics. In the
future we will also investigate the ability of a flow to force its way through a finite-
sized clumpy medium, and determine how this depends on the ratio of the mass
injection rate from the clouds to the mass flux in the wind.
Chapter 4
MHD Simulations with two and three
clouds
4.1 Introduction
An important process relevant to the structure of the interstellar medium (ISM), is
the interaction between a shock and clouds. This interaction is predominantly stud-
ied numerically and is usually focussed on an isolated idealized cloud for simplicity
(see Sec. 1.4).
Simulations in which the interaction of a flow over numerous obstacles is stud-
ied in detail are only just becoming feasible. However, it is clear that the flow
responds differently to the presence of a group of clouds, with a global bow shock
forming when the clouds are relatively close (see Chapter 3 and also Poludnenko
et al. 2002, Pittard et al. 2005). The degree to which the nature of the flow changes
depends on the relative amount of mass added to the flow by the destruction of the
clouds, i.e. the mass-loading factor. Simulations extending Poludnenko et al. work
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to higher mass-loading factors were presented in Chapter 3. This work found that
while the global flow is strongly affected by the presence of clouds with density con-
trasts of χ = 102, it nevertheless evolves similarly to a region of equivalent, uniform
density (see Fig. 3.17. However, further significant changes arise when the cloud
density contrast increases to χ = 103. In this case the total mass in the clouds
becomes dominant at a much lower volume fraction (equivalently a lower total
cross-section of the clouds). The resulting interaction does not affect the structure
of the shock much, but significantly mass-loads the post-shock flow. This ongo-
ing mass-loading of the flow as the clouds are destroyed can cause the shock to
decelerate even after it has left the clumpy region (see Fig 3.11c).
The evolution of a cloud also changes when additional clouds are nearby. In iso-
lation, clouds lose most of their mass through KH instabilities, with the largest scale
instabilities taking some time to grow. Turbulence in mass-loaded flows accelerates
the development of large scale instabilities, while high density of the mass-loaded
post-shock flow leads to larger mass fraction lost via ablation. .
The presence of magnetic fields can strongly affect the interaction. In 2D ax-
isymmetry, magnetic fields parallel to the shock normal suppress Richtmyer-Meshkov
(RM) and KH instabilities, and reduce mixing. The magnetic field is amplified be-
hind the cloud due to shock focusing and forms a ‘flux rope’ (Mac Low et al. 1994).
In contrast, in 3D simulations with strong fields perpendicular or oblique to the
shock normal the shocked cloud becomes sheet-like at late times, and oriented par-
allel to the postshock field. The cloud then fragments into vertical or near-vertical
columns (Shin et al. 2008). More recent work includingmagnetic fields, anisotropic
thermal conduction and radiative cooling of 3D shock-cloud interactions finds that
intermediate strength fields are most effective at producing long-lasting density
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fragments - stronger fields prevent compression while weak fields do not sufficiently
insulate the cloud to allow efficient cooling (e.g., Johansson & Ziegler 2013).
Relatively few investigations of the interaction of a flow with multiple magne-
tized clouds exist. The response of a clumpy and magnetized medium to a source
of high pressure was considered by Elmegreen (1988), who derived jump condi-
tions for cloud collision fronts under a continuum approximation. This work was
extended using a multi fluid formalism by Williams & Dyson (2002), who showed
that shocks can rapidly broaden and thus create a more benign environment which
aids the survival of multiphase structure passing through the shock.
MHD studies of the interaction of a shock with a single-cloud show that the field
is amplified not so much in the shear layers and vortices but rather in regions of
compression: ahead of the cloud for perpendicular shocks where field lines bunch
up, and in a ‘flux rope’ behind the cloud where the flow converges for the parallel-
shock case (Mac Low et al. 1994). These simulations show that magnetic fields
limit mixing and fragmentation, but do not stop it completely, and provide sup-
port to the cloud perpendicular to the field lines. Our goal in this Chapter is to
determine the degree to which neighbouring clouds change this picture. In partic-
ular, we are interested in the amplification of the magnetic field and the presence
of magnetically dominated regions with β < 1. Can clouds present in regions of
enhanced magnetic field enhance the field further or does it saturate? Because of
the complex nature of the interaction and the many free parameters which now
also include the positions and separations of clouds, we limit this current study to
interactions involving two or three clouds. For computational reasons we also limit
our study to 2D (i.e. our clouds are infinite cylinders). This work will serve as a
basis for future work exploring the interaction of a shock with many 10s and 100s
128
of clouds in 2D and 3D.
4.2 Method
The computations were performed using the ideal MHD code mg (see Sec. 2.5).
We assume that the ionization fraction is high enough that ions and neutrals are
fully coupled and can be treated as a single fluid. Explicitly, we choose the average
particle mass, µ= 0.61mH, corresponding to a fully ionized ISM.
The simulations utilized 2D XY -Cartesian grids, so that the clouds are actually
infinite cylinders. A typical grid extended X ∈ [−50 : 190] rcl and Y ∈ [−50 : 50] rcl,
where rcl is the cloud radius (identical clouds are assumed). Inflow boundary condi-
tions were used at the negative X boundary, being set by the shock jump conditions.
Free inflow/outflow conditions were used at the other three boundaries. Simula-
tions were performed with two sets of resolutions: 32 cells per cloud radius (R32),
and 128 cells per cloud radius (R128). The lower resolution runs used seven grid
levels, with ∆x = 2 rcl on the G
0 grid, while the higher resolution simulations used
eight grid levels, with ∆x = 1 rcl on the G
0 grid.
The simulations set up two or three clouds with a cloud density contrast of
χ = 100 and with soft edges following the same density profile as in Chapter 3
with p1 = 10 (again). In all simulations the sonic Mach number of the shock was
3. The strength of the magnetic field and its orientation to the shock was varied.
Values for the Alfvénic Mach number, the pre-shock field angle and the plasma
β in different regions are given in Table 4.1. A different advected scalar is used
for each cloud to track the cloud material. The time is measured in units of the
cloud crushing time-scale, tcc = χ
1/2rcl/vb, where vb is the shock velocity in the
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Table 4.1: Summary of the magnetic field strength and orientation in the single- and
multi-cloud simulations performed. The value of the plasma β in the pre-shock (i.e.
β0) and post-shock regions is also provided, as well as its approximate value in the
bow-shock region.
Value of β in each region
Case name B angle Ma Pre-shock Post-shock Bow-shock
b15b1 15◦ 2.91 1.13 6.06 7.1
byb1 89.◦9 2.91 1.13 1.25 1.2
byb5 89.◦9 6.16 5.06 6.05 5.5
bxb1 0◦ 2.91 1.13 12.4 21
bxb0.5 0◦ 2.03 0.55 6.05 10.5
ambient medium. The bow-shock reaches the Y boundaries at around 7.5 tcc and
the simulations are terminated shortly afterwards. Adiabatic behaviour is assumed
with γ= 5/3.
4.3 Results
The collective interactions between a large number of clouds can be incredibly com-
plex. To better understand them we begin by reviewing the basic behaviour of a
shock striking an isolated, magnetized, cylindrical cloud. We then investigate the
simplest of multiple cloud cases, that of two clouds, before applying the insight
from the two-cloud simulations to simulations with three clouds. Single-cloud sim-
ulations are named using the format sc bAbB, where the ‘sc’ indicates that it is of
a single-cloud, the ‘A’ indicates the orientation of the field (‘x’, ‘15’ and ‘y’ indicate
parallel, oblique and perpendicular shocks) and ‘B’ indicates the value of the pre-
shock plasma β . Two-cloud simulations are named using the format s2wYoX bAbB
(or often using the shortened forms wYoX or wYoX bAbB). Similarly, three-cloud
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Figure 4.1: The morphology of interactions of a shock with a single cylindrical cloud.
The calculations are in 2D, the sonic Mach number is 3 and the Alfvénic Mach number
is 2.91 (β0 = 1.13). The shock is a) parallel, b) oblique, and c) perpendicular . The
cloud is initially positioned at the origin. The colour-scale shows the logarithmic
density in units of ambient density and magnetic field lines are also shown. The
contour indicates regions with low plasma β and low momentum (β < 1 and ρ|u|<
0.5×ρps|ups|). The time of the interaction is t = 4 tcc.
simulations are named using the format s3wRaθ bAbB (again also with shortened
versions). wYoX and wRaθ identify the relative positions of clouds, see Secs 4.3.2
and 4.3.3 respectively for further details.
131
4.3.1 Single-cloud interactions
4.3.1.1 Parallel shocks
We begin by reviewing the morphology of the 2D interaction of a shock with a
single magnetized, cylindrical cloud. In the parallel field case a ‘flux rope’ forms
directly behind the cloud: the flow converging behind the cloud compresses the
field lines, thus increasing the magnetic pressure which prevents the post-shock
flow from entering it (see Fig. 4.1a). As a result the ‘flux rope’ not only has a low
plasma β , but it also has very low momentum. These two conditions (β < 1 and
ρ|u|< 0.5×ρps|ups|) specify the ‘flux rope’ region in the parallel field case, but can
also be met in other field arrangements.
Another important feature in the flow are the ‘wings’. This is a region or regions
alongside the flux rope which delineates where the flow is stripping material away
from the cloud. This region shows up in the magnetic field structure of simulations
with parallel shocks as the reversal of the magnetic field. In general the ‘wings’ are
shielded from the momentum of the flow, although occasionally they may contain
higher density fragments stripped off the upstream cloud.
4.3.1.2 Oblique shocks
In our oblique shock simulations a preshock field orientation of θ0 = 15
◦ was chosen
to be a representative oblique field case. This gives θps = 45
◦ in the post-shock
medium. When an oblique shock interacts with an isolated cylindrical cloud we find
that the field lines wrap around the cloud keeping its cross-section roughly circular
in shape (see Fig. 4.1b). Field lines above the cloud become nearly parallel to the
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direction of shock propagation1 and some material is stripped off along them. Field
lines below the cloud span a range of angles, with the region immediately upstream
of the cloud having field lines nearly parallel to the shock front. Field amplification
and ‘shielding’ (i.e. where gas has minimal exposure to the ambient flow - e.g. gas
in the lee of a cloud) now occur in distinct, but overlapping regions. The cloud is
accelerated downstream and also laterally (in Fig. 4.1b the cloud is seen to move to
lower Y ). The asymmetry of the cloud’s motion reflects the asymmetric bunching
and tensioning of the field lines and the direction of the postshock flow. Note that
because the cloud in this simulation is actually an infinite cylinder field lines cannot
easily slip past it. If the cloud were spherical we would expect some splitting and
rearranging of the field, which could significantly change the forces acting on the
cloud.
4.3.1.3 Perpendicular shocks
In the perpendicular field case, the magnetic field is initially amplified directly up-
stream of the cloud where the flow stagnates against it (see Fig. 4.1c). Because
field lines cannot slip around the surface of the cloud (again due to its nature as an
infinite cylinder), magnetic pressure and field tension continue to build with the
result that the cloud accelerates rapidly downstream (compare the positions of the
clouds in Fig. 4.1). This rapid acceleration acts to reduce the magnetic pressure and
tension. Again we expect the evolution of a spherical cloud to be quite different.
1The postshock flow is about −7◦ to the shock normal.
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4.3.2 Two-cloud interactions
We now investigate the interaction of magnetized shocks with two closely posi-
tioned clouds. We first examine the morphology of the interaction, and then discuss
the acceleration of the clouds and the evolution of the plasma β . The two-cloud
arrangements are specified by their ‘width’, which is the lateral distance between
the cloud centres in units of the cloud radius (i.e. the separation of the clouds in
the ‘y ’ direction), and by their ‘offset’, which is the longitudinal distance between
the clouds (i.e. their separation in the ‘x ’ direction). t = 0 is defined as the time
that the shock reaches the leading edge of the more upstream of the two clouds.
4.3.2.1 Parallel shocks
In interactions with a parallel shock, the presence of a second cloud alongside the
first cloud has the effect of suppressing the lateral re-expansion of the cloud. This
is easily seen when comparing the single-cloud simulation sc and the two-cloud
simulation w4o0 (in panels a) and b) of Fig. 4.2, respectively). The flow between
the clouds is slowed and squeezed, but accelerates once past the clouds. The initial
high pressure between the clouds drops due to the Bernoulli effect, causing the ini-
tial outwardly directed orientation of the flux ropes to change towards an inwardly
directed orientation1.
As the initial position of one of the clouds is moved downstream the lateral
suppression of the upstream cloud is reduced and it evolves more like the single
cloud case. However, the downstream cloud is still much more affected by lateral
confinement (see the results for w4o8 shown in Fig. 4.2c).
1This behaviour is also seen in purely hydrodynamic simulations (Pittard et al. 2005).
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Figure 4.2: Snapshots of the morphology of (a) an individual cloud and (b)–(f) two-
clouds with varying separation and offset at t = 4 tcc. In all cases the magnetic field
is parallel to the shock normal and β0 = 1.13. The contour again shows the ‘flux
rope’ (β < 1 and ρ|u|< 0.5×ρps|ups|), while the colour-scale shows the logarithmic
density. The two-cloud simulations are identified by the initial ‘width’ and ‘offset’
of the clouds - the relative positions of the cloud at t = 0 are shown in the inset of
each panel (shown at reduced scale). The resolution is R32. At higher resolution the
fine scale structure changes somewhat, but the general features of the flow and their
dependence on the initial arrangement of the clouds remain unchanged.
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Figure 4.3: The time evolution of the two-cloud simulation s2w2o8 (the clouds are
positioned with an initial ‘width’ = 2 rcl and ‘offset’ = 8 rcl). The magnetic field is
parallel to the shock normal and β0 = 1.13. The logarithmic density and magnetic
field evolution are shown at times t = 2.2, 3.1, 4.7, 6.3, 7.9 and 9.8 tcc. The contour
shows the ‘flux rope’ (β < 1 and ρ|u| < 0.5× ρ|u|ps). In this simulation the down-
stream cloud is confined by the presence of the upstream cloud. Note the changes in
the x- and y-coordinates in each panel.
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The morphology of the downstream cloud is dependent on the ‘width’ as well as
the ‘offset’, though the ‘width’ is the dominant parameter. The simulations w4o8,
w2o8 andw0o8 shown in panels c)-e) of Fig. 4.2 illustrate the diversity of the down-
stream cloud morphology, which we find can be categorized into three main types.
When there is a sufficient gap between the clouds for the flow to weave through
(e.g., as in simulation w4o8 - see Fig. 4.2d), the downstream cloud is confined in
a similar manner as if there was a cloud alongside it. In contrast, when a cloud
is directly behind an upstream cloud (e.g., as in simulation w0o8 - see Fig. 4.2f),
it falls in its ‘flux rope’. The cloud is shielded from the flow and does not acceler-
ate. The flow that tries to converge behind the upstream cloud (which forms the
‘flux rope’) instead now converges on the downstream cloud, compressing it into
an elongated shape. The upstream cloud is also affected by the presence of the
downstream cloud. As it accelerates towards the downstream cloud the tenuous
gas between them is compressed, modifying the morphology of the upstream cloud
in advance of their collision.
The third type of behaviour occurs when the downstream cloud is positioned
such that it lies in the ‘wings’ of the flow around the upstream cloud (e.g., see
simulation w2o8 - shown in panel e of Fig. 4.2). To better understand the nature of
this interaction we also show the time evolution of this simulation in Fig. 4.3. We
find that the ‘flux ropes’ of the two clouds merge downstream, while the magnetic
field near the clouds becomes highly irregular. The latter is affected by the fact that
the background flow becomes quite turbulent as it tries to force its way between
the clouds at the same time as the clouds are distorted and influenced by the flow.
The turbulent nature of the flow appears to be quite efficient at stripping material
away from the downstream cloud. In spite of this, the cloud is mostly confined
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Figure 4.4: Snapshots at t = 4 tcc of the morphology and field structure of shock-
cloud simulations with an oblique magnetic field (θ0 = 15
◦ and β0 = 1.13). Panel a
shows the interaction with a single cylindrical cloud (sc b15b1), while the remaining
panels show the interaction with two cylindrical clouds. The colour-scale shows the
logarithmic density while the contour shows the ‘flux rope’.
into an rcl-sized clump and does not spread very far along its field lines. Similar
behaviour for the downstream cloud is also seen in simulation w4o8 at late times as
the upstream cloud expands and the downstream cloud is pushed into the shielded
region.
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Figure 4.5: Two-cloud oblique-field snapshots like those in Fig. 4.4 but for a fixed
cloud ‘offset’ of 8 rcl and varied ‘width’.
4.3.2.2 Oblique shocks
We now study the interaction of an oblique shock with two cylindrical clouds. As
the oblique magnetic field is not symmetric about the x-axis it provides another di-
rection to supplement the ‘upstream’ and the ‘downstream’ designations. We define
the ‘upfield’ cloud as the one whose field lines encounter the shock front first. In
the cases considered the upfield cloud is almost always the ‘top’ cloud (i.e. has an
initial positive ‘y ’ position). The exceptions are simulations w2o-8 where the two
clouds lie on roughly the same field lines, andw2o-12which was chosen specifically
to have the ‘bottom’ cloud as the ‘upfield’ one.
Figs 4.4 and 4.5 compare snapshots of the density and magnetic field structure
of a single cloud case and a range of two cloud arrangements at t = 4 tcc. Note
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Figure 4.6: The evolution of the two-cloud simulation s2w2o-8 (the clouds are po-
sitioned with an initial ‘width’ = 2 rcl and ‘offset’ = −8 rcl). The magnetic field is
oblique to the shock normal (θ = 15◦ and β0 = 1.13). The logarithmic density and
magnetic field evolution are shown at times t = 2.2, 3.1, 4.7, 6.3, 7.9 and 9.8 tcc.
The contour shows the ‘flux rope’ (β < 1 and ρ|u|< 0.5×ρ|u|ps). In this simulation
the cloud which is initially upstream (i.e. the bottom cloud) is accelerated past the
top cloud such that it becomes the most downstream cloud for t ∼> 4.7 tcc.
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that a negative ‘offset’ signifies that the ‘top’ cloud is the downstream one. In all cases
the field geometry causes the clouds to accelerate downwards (to more negative y
positions) at the same time that they are accelerated downstream (to more positive
x-positions). We see that the nature of the interaction is significantly modified by
the presence of the second cloud, and that it depends on the relative initial positions
of the clouds. In some cases the downstream cloud is protected from the oncoming
flow by its position in the lee of the upstream cloud (e.g. as seen in simulation
w4o4 in Fig. 4.4b, and in simulations w4o8 and w2o8 in Fig. 4.5a and b). In other
cases the downstream cloud feels the full fury of the oncoming flow (e.g., as seen
for the top clouds in simulations w4o-4 and w4o-8 in panels d and e in Fig. 4.4).
Whether the top or bottom cloud accelerates fastest downstream depends on their
relative orientation to the shock and the field (e.g., in simulation w4o4 in Fig. 4.4
and in simulations w4o8 and w2o8 in Fig. 4.5 the top cloud accelerates fastest
downstream, while in simulations w4o-4, w4o-8 and w2o-12 in Fig. 4.4 and w2o-8
Fig. 4.5 the bottom cloud does so). Note that the bottom cloud in simulation w0o8
shown in Fig. 4.5 is initially the upstream cloud.
Because the field lines are now forced to bend around two clouds, in many
cases the region where the magnetic field is parallel to the direction of the shock
propagation becomes larger and another region where the field is perpendicular
extends between the two clouds (see e.g., simulations w4o4, w4o0 and w4o-4 in
Fig. 4.4). The clouds are also a lot less circular than compared to the case of a
single cloud with an oblique field (compare any panel in Figs 4.4 and 4.5 with
panel a in Fig. 4.4). Stripping now frequently occurs along multiple directions.
In many cases the wrapping of the field lines causes the top cloud to be accel-
erated downwards (i.e. to more negative y positions) faster than the bottom cloud
141
is accelerated in this direction. This can cause the clouds to either collide or come
as close together as allowed by the magnetic pressure which builds between them
(see simulations w4o8 and w2o8 in Fig. 4.5). In other cases we find that the up-
stream cloud can become the most downstream cloud as the interaction evolves.
Fig. 4.6 shows a time sequence from simulation w2o-8b15b1 which shows how the
upstream cloud (in this case the bottom cloud) overtakes the downstream (top)
cloud. Once the bottom cloud moves into the ‘lee’ of the top cloud it experiences
reduced confinement forces and begins to diffuse. Simultaneously the top cloud
becomes more exposed to the oncoming flow and experiences another episode of
compression. This type of behaviour is seen in a large range of oblique simulations.
4.3.2.3 Perpendicular shocks
Finally, we study the interaction of a perpendicular shock with two cylindrical
clouds. Figs. 4.7 and 4.8 compare snapshots of the density and magnetic field struc-
ture of interactions of a single cloud and two clouds with a perpendicular shock at
t = 4 tcc. In Fig. 4.7 the plasma β of the pre-shock medium is β0 = 5.06, whereas
the field is significantly stronger in Fig. 4.8 (β0 = 1.13). As the field strength in-
creases the magnetic field increasingly controls the dynamics of the interaction.
This is evident from the suppressed instabilities and cloud mixing, enhanced dif-
fusion of the cloud along the field lines, greater acceleration of the clouds down-
stream, and straighter field lines in Fig. 4.8 versus Fig. 4.7.
We again find that the presence of a second cloud has a major influence on the
nature of the interaction. As the field lines wrap around the two clouds they are
driven towards each other very rapidly. If clouds lie on the same field line they
merge into a single clump (see the time evolution of simulations w4o0 in Figs. 4.9
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Figure 4.7: As Fig. 4.4 but with perpendicular magnetic fields and β0 = 5.06. The
time of each snapshot is again t = 4 tcc.
and 4.10). During this process a large continuous region of high magnetic pressure
forms upstream of the clouds. Comparison of Figs. 4.9 and 4.10 reveals that there is
some numerical diffusion present in the R32 simulations but that the same general
behaviour occurs1. If the clouds do not lie on the same field line then a build up
1Because of this difference in numerical diffusion we find that the degree to which clouds merge
when they do not lie on the same field lines is dependent on the resolution, with higher resolution
simulations better able to prevent mixing and maintain distinct clouds in such cases (stronger fields
also tend to keep clouds separate). R128 resolution is also necessary for accurate calculation of the
plasma β in some circumstances - see Sec. 4.3.2.5.
143
Figure 4.8: As Fig. 4.7 but with β0 = 1.13. The time of each snapshot is again
t = 4 tcc. The stronger magnetic field now controls the dynamics more compared to
the simulations shown in Fig. 4.7.
in the magnetic pressure between the clouds prevents their merger (see simulation
w4o8 in Fig. 4.7 where the contour between the clouds highlights the region of high
magnetic pressure). Lazarian (2013) argues that the actual reconnection diffusion
in turbulent plasmas might be quite fast and there might be a resemblance between
numerical diffusion and magnetic reconnection in turbulent flows.
If the clouds are aligned or nearly-aligned with the direction of shock propa-
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Figure 4.9: The time evolution of the two-cloud simulation w4o0_byb5 (the clouds
are positioned with an initial ‘width’ = 4 rcl and ‘offset’ = 0 rcl). The magnetic field
is perpendicular to the shock normal (β0 = 5.06). The logarithmic density and mag-
netic field evolution are shown at times 2.2, 3.1, 4.7, 6.3 and 7.9 tcc (top to bottom).
The contour shows the ‘flux rope’ (β < 1 and ρ|u| < 0.5 × ρ|u|ps). See also the
second panel in Fig. 4.7.
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Figure 4.10: As Fig. 4.9 but with a resolution of 128 cells per cloud radius (instead
of 32).
gation the downstream cloud is shielded from the oncoming flow by the upstream
cloudwhichmoves very close towards it (see simulationsw2o8 andw0o8 in Fig. 4.7).
In such cases, the magnetic field lines between the clouds prevent the clouds from
merging. The downstream cloud is compressed laterally by the upstream cloud
which wraps around it.
In some cases, clouds which are initially separated quite widely can be driven
towards each other to end up in a very compact arrangement. This behaviour is
shown in Fig. 4.11, which shows the evolution of the interaction in simulationw4o4.
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Figure 4.11: The time evolution of the two-cloud simulation w4o4_byb5 (the clouds
are positioned with an initial ‘width’ = 4 rcl and ‘offset’ = 4 rcl). The magnetic field
is perpendicular to the shock normal (β0 = 5.06). The logarithmic density and mag-
netic field evolution are shown at times t = 2.2, 3.1, 4.7, 6.3 and 7.9 tcc (top to
bottom). The contour shows the ‘flux rope’ (β < 1 and ρ|u| < 0.5 × ρ|u|ps). In
this simulation the clouds accelerate towards each other with the upstream cloud
eventually wrapping around the downstream cloud.
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Figure 4.12: Evolution of the x ((vx , left panel) and y (vy , right panel) cloud velocity
components in simulations with two clouds and oblique magnetic fields. The velocity
is normalized by the sound speed of the intercloud ambient medium. The initial
‘width’ of the cloud distribution is identical in each simulation (being 4 rcl), while
the ‘offset’ is varied. In each panel the ‘top’ cloud in the distribution is shown using
solid lines while dashed lines correspond to the ‘bottom’ cloud. The dotted black
line shows the intercloud velocity of the post-shock flow. Also shown is the velocity
evolution of a single cloud simulation (indicated by the black crosses).
In such cases, shock compression of the field lines naturally reduces the ‘offset’
between the clouds, while their ‘width’ is easily reduced by their motion along the
field lines. In this example the downstream cloud moves towards the low pressure
region behind the upstream cloud and away from the high (magnetic) pressure
region around the outside edge of the combined clouds. The field lines between
the clouds prevent complete merging in this instance.
4.3.2.4 Cloud velocities
In simulations with a parallel or perpendicular magnetic field the clouds generally
develop a small y component to their velocity which often draws the clouds towards
each other (see, e.g., simulation w2o8 in Fig. 4.3 and simulation w4o4_byb5 in
Fig. 4.11).
However, the velocity evolution of a cloud is generally far more significant when
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Figure 4.13: The evolution of the x and y separations of the clouds in two-cloud
simulations with oblique magnetic fields. A sign change (i.e. movement across the
horizontal black line) represents a switch in relative position.
the magnetic field is oblique. A clear and systematic distinction between the x
velocity component of the ‘top’ and ‘bottom’ clouds can be seen in Fig. 4.12. The
‘upstream’ cloud accelerates first which is the ‘top’ cloud for positive ‘offset’ and
the ‘bottom’ cloud if the ‘offset’ is negative. Initially, the x velocity in the ‘bottom’
cloud grows at a rate similar to the isolated cloud case (compare the dashed lines
for simulations w4o-8, w4o-4 and w4o0 with the black crosses). The vx velocity
of each of these clouds overshoots slightly the post-shock flow value, as does the
isolated cloud. In contrast, the acceleration of the ‘top’ cloud is notably slower after
about 2.5 tcc and in all simulations it reaches the post-shock flow value without any
overshoot.
The right panel of Fig. 4.12 shows the evolution of the y velocity component of
the clouds. In the single cloud case the cloud significantly overshoots the velocity of
the postshock flow which has a normalized value vy ≈ −0.25 cs,0. The single cloud
reaches its peak y velocity of ≈ −0.8 cs,0 at t ≈ 7.5 tcc, before decelerating. At late
times we would expect the cloud vy to asymptote towards that of the postshock
flow but this clearly takes place on time-scales in excess of 12 tcc. The y velocity
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component of the clouds in the two-cloud simulations follows the same broad be-
haviour of initial acceleration, overshoot of the equilibrium value, and deceleration
towards the postshock speed, but there are significant differences in the details. The
‘top’ cloud accelerates downward slowly initially, but significantly overshoots the
isolated cloud case later on (unless the ‘top’ cloud is also the ‘upstream’ one (e.g.,
w4o4), in which case its behaviour is closer to the isolated cloud). In contrast the
‘bottom’ cloud initially accelerates faster than the isolated cloud, but starts slowing
down much sooner (reaching a peak velocity of ≈ −0.65 cs,0 at t ≈ 3 tcc for w4o-4).
Simulation w4o4 is again the exception - as the ‘bottom’ cloud is initially ‘down-
stream’ it is shielded from the flow and accelerates very slowly initially. Finally
we note that some clouds (e.g., the ‘bottom’ cloud in simulation w4o0) undergo a
second period of acceleration.
Overall, we find that the ‘bottom’ cloud moves faster in the ‘x ’ direction and the
‘top’ cloud moves faster in the ‘y ’ direction. Thus if initially the ‘upstream’ cloud
is the ‘bottom’ one then the upstream cloud will overtake the downstream cloud.
This is highlighted in the left panel of Fig. 4.13 where we see that the clouds swap
relative positions (i.e. cross the horizontal black line) in simulations w4o-8, w4o-4,
w4o-2 and w4o-1. It is also observed in simulation w2o-8 as shown in Fig. 4.6.
However, we also find that the ‘top’ and ‘bottom’ clouds swap their relative y
positions in all of the simulations with ‘width’= 4 rcl that we have investigated. This
is shown in the right panel of Fig. 4.13 where all the simulations cross the horizontal
black line, irrespective of the initial ‘offset’. We observe that a swap-over even
occurs in simulations like w4o-8, where the ‘bottom’ cloud is the first to accelerate
and the separation between the clouds actually grows until 6 tcc (in this case the
swap-over occurs at t > 10 tcc). Fig. 4.6 shows the swap-over process occurring in
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Figure 4.14: The time evolution of the β distributions for upstream (left panel)
and downstream (right panel) clouds in R128 two-cloud simulations with parallel
magnetic fields and preshock β0 = 1.13. The initial cloud ‘offset’ is 8 while the initial
cloud ‘width’ is varied. The solid line shows the median β value and the area between
the 25th and 75th percentiles is shaded.
Figure 4.15: Evolution of the harmonic average of β in material from the ‘top’ cloud
(left panel) and the ‘bottom’ cloud (right panel) in two-cloud simulations with an
oblique magnetic field (where β0 = 1.13 and θ0 = 15
◦). The initial cloud positions
have a ‘width’ of 4 rcl and varying ‘offset’. The evolution of β in isolated clouds is
also shown (for simulations with 32 (R32) and 128 (R128) cells per cloud radius).
simulation w2o-8 at t ≈ 8 tcc (here the ‘bottom’ cloud moves underneath and then
behind the ‘top’ cloud).
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Figure 4.16: As Fig. 4.15 but for clouds in simulations with an initial ‘offset’ of 8 rcl
and varying ‘width’. The upstream cloud is identified as the ‘top’ cloud in simulation
w0o8.
Figure 4.17: Evolution of the harmonic average of β in material from the upstream
(left panel) and downstream (right panel) cloud in two-cloud simulations with a
perpendicular magnetic field (β0 = 5.06). The evolution of β in isolated clouds is
also shown (for simulations with 32 (R32) and 128 (R128) cells per cloud radius).
4.3.2.5 The plasma β
Of the simulations performed, the parallel shock simulations with β0 = 1.13 (i.e.
models bxb1) have the highest post-shock β (∼ 12, see Table 4.1). It is in these sim-
ulations that instabilities are least suppressed by the magnetic field. Simulations
with single clouds reveal that the results are sensitive to resolution, with a con-
vergence study indicating that of order 100 cells per cloud radius are needed for
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accurate results (in keeping with previous work of adiabatic hydrodynamical shock-
cloud interactions - see, e.g., Klein et al. 1994; Pittard et al. 2009). In contrast, the
presence of additional clouds disturbs the flow such that longer wavelength insta-
bilities play a more important role. This reduces the resolution requirements in
multi-cloud simulations. However, in order to compare like-with-like, we perform
the following analysis of β in the parallel shock simulations using resolution R128
for the multi-cloud simulations too.
We first study how the distribution of β in the simulations with a parallel shock
changes as the initial positions of the clouds are varied. In each of the following
figures we show the time evolution of the distribution of the plasma β of the cloud
material (the distribution is calculated over all cells in the simulation behind the
shock front but is weighted by the amount of cloudmaterial in each cell). β changes
with time as the cloud is first compressed, and then re-expands. At late times β
should approach the value in the post-shock flow. This behaviour can be seen in
Fig. 4.14.
We find that varying the initial cloud ‘offset’ has no real effect on the β distri-
butions when the initial cloud ‘width’ is greater than the diameter of the clouds. In
Fig. 4.14 we show how the evolution of β depends instead on the initial ‘width’ of
the cloud distribution for simulations with β0 = 1.13. We find that the upstream
cloud is not affected in the w2o8 simulation, but the growth of β is delayed by
1 tcc in the downstream cloud (compare the red lines in the left and right panels of
Fig. 4.14 between 3 ∼< t/tcc ∼< 5). Note, though that this delay is not seen in the
bxb0.5 case where the magnetic field is more dominant.
In the w0o8 case (see Fig. 4.2f), the downstream cloud falls inside the flux
rope and β drops to ∼ 0.5 in the downstream cloud until the clouds collide. The β
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distribution of the upstream cloud is also affected in this case - β is generally slightly
higher due to the increased pressure downstream. The same behaviour is seen if the
magnetic field is made slightly stronger. For example, in simulations with β0 = 0.55
(models bxb0.5) the minimum β is still around 0.5 in the downstream cloud, while
the increase of the plasma β in the upstream cloud is even more prominent.
We find that simulations with an oblique magnetic field are much less sensitive
to resolution, and we are able to use simulations with a resolution of 32 cells per
cloud radius. We adopt the harmonic mean as the average for the β statistics in
these simulations: it demonstrates good convergence because it is not influenced
by a small number of cells with high β where the flow is poorly resolved. The
harmonic mean is thus a good estimator for the ‘typical’ β value of cloud material,
and it generally falls in between the 30th and 50th percentile values.
Figs. 4.15 and 4.16 show the evolution of the harmonic mean of β in material
from the ‘top’ and ‘bottom’ clouds of various simulations. The ‘top’ cloud is the
upstream one if the ‘offset’ is positive, and is the ‘upfield’ cloud in all simulations
except w2o-12 and w2o-8. These figures also show the variation of β in simulations
with a single individual cloud. In Fig. 4.15 we see the effect of varying the ‘offset’
value of the initial cloud distribution while keeping the initial distribution ‘width’
fixed at a value of 4 rcl. In contrast, in Fig. 4.16 the initial distribution ‘width’ is
varied while the ‘offset’ is kept at 8 or 12rcl.
These figures reveal that β is significantly reduced in the ‘top’ cloud when it
is the upstream one (see models w4o2 and w4o4 in Fig. 4.15, and models w4o-
8, w2o-8 and w0o8 in Fig. 4.16). In model w2o-8 we see that β < 1 during the
period 4∼< t/tcc ∼< 7; Fig. 4.5 shows that the clouds collide at this time. In fact, the
collision of the clouds is responsible for the low β values in the material of the top
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cloud in all of these simulations, and also in simulation w0o8 (where low β values
occur in the upstream cloud). In contrast, we find that β in material in the ‘bottom’
cloud is similar to that in the isolated cloud or slightly higher.
When the ‘top’ cloud is the ‘downstream’ one, the harmonic mean of β in both of
the clouds evolves similarly to the evolution of β in an isolated cloud. Exceptions to
this behaviour occur only for the bottom cloud in simulations w4o-2 and w4o0 (see
the right panel of Fig. 4.15) and simulation w2o-8 (see the right panel of Fig. 4.16);
in these cases the ‘bottom’ cloud reaches much higher β values. The reason for
this difference is evident from Fig. 4.6, which reveals that in simulation w2o-8 the
‘bottom’ cloud overtakes the ‘top’ cloud and becomes the ‘downstream’ cloud at the
time when β starts growing. The same behaviour also occurs in the other two cases.
For example, in simulation w4o0 the bottom cloud crosses a line perpendicular to
the upstream field lines passing through the ‘top’ cloud at this time. Finally, we
note that although the clouds also pass each other in w4o-4, this happens at a later
time and greater separation with the result that β does not grow as much in the
bottom cloud.
Finally we study the evolution of β in simulations with a perpendicular magnetic
field. The β in the post-shock flow of models byb5 is 6.05. Since this is the same as
in models b15b1, β in the shocked clouds varies in the range of 4–7 for the majority
of cloud arrangements in simulations with these field values.
The ‘upstream’ clouds in simulations byb5 correspond to ‘upstream’-’top’ clouds
in the oblique simulations b15b1 and thus all such clouds have reduced β values
(see models w4o4, w4o8, w2o8 and w0o8 in the left panel of Fig. 4.17). We also
find again that β in the downstream clouds evolves similarly to that in isolated
clouds, and that only clouds that are shielded from the flow (such as the down-
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Figure 4.18: Illustrations of the cloud positions in three-cloud simulations. Two
particular arrangements are shown: s3w4a0 (with the clouds indicated by the filled
circles) and s3w4a45 (with the clouds indicated by the open circles).
stream clouds in simulations w2o8 and w0o8) go through a phase of significantly
reduced β (occurring at t ≈ 3–4 tcc in these cases). Because the clouds in simu-
lation w4o0 are on the same field line, β increases as they mix. An increase in β
is also seen in the downstream cloud of w0o8 but further examination indicates
that it is principally due to mixing from numerical diffusion as this behaviour is not
seen at higher resolution. Other higher resolution results track the lower resolution
results almost exactly.
4.3.3 Three-cloud interactions
We now investigate the MHD interaction of a shock with three closely spaced clouds
which are arranged to form the vertices of an equilateral triangle (see Fig. 4.18).
The centroid of the triangle is located at the origin of the computational grid and
the exact arrangement is defined by the angle between the vector to the most up-
stream cloud and the (negative) x-axis and the length of this vector (so distribution
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Figure 4.19: Snapshots at t = 4 tcc of various three-cloud simulations with parallel
magnetic fields (β0 = 1.13, except in panel f where β0 = 0.55). Individual clouds
are labelled and the insert shows the initial cloud arrangement in each case. Only
the orientation of the cloud arrangement is changed in these cases.
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Figure 4.20: The time evolution of the three-cloud simulation s3w4a15with a paral-
lel magnetic field (β0 = 1.13). The logarithmic density and magnetic field evolution
are shown at times t = 2.2, 3.1, 4.7, 6.3, 7.9 and 9.8 tcc. The contour shows the ‘flux
rope’ (β < 1 and ρ|u|< 0.5×ρ|u|ps).
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Figure 4.21: Evolution of the core mass (m, see text) for (a) single cloud simulations
at two different resolutions, and for (b) cld1, (c) cld2 and (d) cld3 in high resolution
three-cloud simulations. In each case the solid line represents the main fragment and
the dashed line shows the sum of all fragments. The t = 0 time for each cloud starts
when the shock first reaches the cloud.
Figure 4.22: Evolution of the density (ρ) in cld2 in some of the three-cloud simu-
lations. The average density within cld2 is shown by the solid line and the region
between the 25th and 75th percentiles is shaded.
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Figure 4.23: The time evolution of the β distributions for different clouds in high
resolution (R128) three-cloud simulations with parallel magnetic fields and a preshock
β = 1.13. The solid line shows the median value and the area between the 25th and
75th percentiles is shaded.
w4a30 has the most upstream cloud located at (x , y) = (−4cos30◦, 4 sin30◦) =
(−3.46,2)). The most upstream cloud is referred to as ‘cld1’. The next cloud clock-
wise, referred to as ‘cld2’, will be the one that is behind (directly or with some
lateral offset) ‘cld1’. The final cloud, ‘cld3’, is then located off to the side.
A compact, w4 arrangement gives a side length of l =
p
3× 4 = 6.93 rcl for the
equilateral triangle. If considered as part of a hexagonal lattice this distribution
would give a mass ratio (the ratio of mass in the clouds to the intercloud mass)
MR = 9.07. A slightly wider w8 arrangement (not considered in this work) gives
l =
p
3×8= 13.86 rcl and MR= 2.12. The mass ratio can be increased by reducing
w and by increasing the cloud density contrast, χ .
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We now investigate the nature of the interaction with parallel, oblique and per-
pendicular shocks in turn.
4.3.3.1 Parallel shocks
The interaction of a shock with three-clouds can be thought of as being similar to
a two-cloud scenario, but with the addition of a ‘modifier’ cloud. Fig. 4.19 shows
the nature of the interaction for a relatively compact arrangement of clouds. When
clouds are placed further apart the morphology of the interaction increasingly re-
sembles either w4a0 or w4a60, except when the orientation is such that the clouds
line up.
As with the previous two-cloud simulations, the nature of the three-cloud inter-
action depends on the relative positioning of the clouds. In Fig. 4.19a), we see that
the ‘flux rope’ from cld1 passes in between the two downstream clouds and com-
pletely detaches. In addition, an interesting low-β , low-momentum region forms
near the inside ‘wing’ of the downstream clouds. Rotating the cloud distribution to
break the lateral symmetry we observe that the ‘flux ropes’ of two of the clouds may
merge (as seen in simulations w4a15 and w4a45 in Fig. 4.19b) and d). The merg-
ing of flux ropes was previously seen in the two-cloud simulation w2o8 shown in
Fig. 4.2e). The location of the third cloud influences the sections of ‘flux rope’ asso-
ciatedwith individual clouds but themerged part looks the same. Finally, when cld2
falls directly into the ‘flux rope’ of cld1 (as seen in simulation w4a30 in Fig. 4.19c),
the resulting ‘flux rope’ appears very similar to that in the two-cloud simulation
w0o8 shown in Fig. 4.2f), but the morphology of cld2 is significantly changed by
the presence of the third cloud.
The time evolution of simulation w4a15 is shown in Fig. 4.20. In this simulation
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the strongest interaction occurs between those clouds with the smallest difference
in their lateral positions (cld1 and cld2 in this case). Compared to cld2, cld3 is
able to retain a broadly symmetric structure for longer, with the only significant
deviations by t = 3 tcc being to its tail. After this time, cld3 becomes increas-
ingly asymmetric in appearance. At t = 6 tcc, cld2 has a circular core and a tail
of stripped material extending from its outside edge. Such a tail only occurs when
a downstream cloud is in the ‘wings’ of an upstream cloud.
To better understand the nature of the interactions between clouds in the three-
cloud simulations we now look at the evolution of the mass of the core region of
each cloud and each cloud’s density. We define cloud cores as circular regions with
an average density 〈ρ〉 > ρcrit = 120ρamb (i.e. a 20% increase on the initial cloud
density). Note that this definition differs from the one used in Chapter 3. A different
definition is required here as the diffusion is suppressed and in cells where the
cloud material is present, it is always concentrated enough to dominate those cells.
Fig. 4.21 shows the evolution of the core mass in single-cloud simulations and in
the three-cloud simulations shown in Fig. 4.19. The core mass rises rapidly as
each cloud is compressed and abruptly plateaus once 100% of the cloud material is
above the density threshold. This takes roughly one cloud-crushing time-scale by
definition. Subsequent re-expansion of each cloud causes the core mass to decrease
(in the single cloud case the core mass decreases to ≈ 0.5mcl by t ≈ 2 tcc). In many
cases the subsequent behaviour is oscillatory as the cloud cycles through phases of
expansion and contraction, though a steady decline in the coremass is the dominant
trend as material from the cloud mixes in with the ambient flow (ultimately the
cloud density becomes equal to the post-shock density).
In many simulations the cloud fragments into multiple cores. When this hap-
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pens the mass of the largest fragment is shown by the solid lines in Fig. 4.21 while
the sum of the mass of all fragments is shown by the dashed lines. Any overlapping
cores are merged into a single fragment. We find that this analysis is dependent on
the resolution adopted in the simulations. As shown in Fig. 4.21a, a lower resolu-
tion simulation diverges from a higher resolution simulation at t ≈ 3 tcc. Therefore
we only consider high resolution runs in this analysis (differences due to the res-
olution can be delayed by choosing a lower density threshold, ρcrit). In the high
resolution single cloud case, the core splits into two fragments at t ≈ 5 tcc.
Since cld1 is not downstream of any other cloud, it evolves similarly to an iso-
lated cloud and fragments at t ≈ 4.5 tcc (see Fig. 4.21b). Fragmentation of cld1
is slightly suppressed in simulation w4a60 because of the presence of the other
clouds alongside. However, subsequent oscillations in the core mass of cld1 due to
expansion and contraction of the cloud appear to be much weaker compared to the
single cloud case, indicating that the presence of the other clouds is again being
felt. At t = 9 tcc, ∼0.4mcl remains in the combined fragments of cld1. The excep-
tion to this is simulation w4a30, where the interaction of cld1 with cld2 pushes the
average density of cld1 down to 70ρamb (i.e. below the density threshold for iden-
tification of material as ‘core’). The average density of cld1 in the other simulations
is ≈90ρamb at this time, and for simulations with an isolated cloud it is ≈100ρamb.
Various types of interaction show up in the behaviour of the core mass of ‘cld2’.
Simulations w4a0 and w4a15 are noticeable for the large mass fraction which re-
mains in the core and the lack of significant fragmentation. In both these simula-
tions cld2 is on the ‘outside’ edge of the distribution, and the average density of
cld2 is similar to that of the single-cloud case. In contrast, the average density of
cld2 is lower (and thus there is less mass above threshold) in simulations w4a45
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and w4a60. The cores also fragment in these cases. In these simulations cld2 is
notable for being in the ‘middle’ of the cloud distributions. Fig. 4.19 shows that
when cld2 is ‘outside’ it is longer and narrower, whereas when it is in the ‘middle’,
it is wider and shorter.
Fig. 4.21 shows that the average core mass of cld3 at late times is similar to or
slightly higher than that of an isolated cloud (note that the symmetry of simulation
w4a60 means that cld3 behaves identically to cld1, while the symmetry of simu-
lation w4a0 means that cld3 is identical to cld2). Very little fragmentation is seen
in cld3 in any of the simulations, and in particular in simulation w4a0 where cld2
is directly alongside it. In general the further downstream cld3 is, the more mass
is contained in the core, though this variation is quite small and is somewhat time
dependent.
Fig. 4.22 shows the evolution of the density in cld2 in three of the three-cloud
simulations. We see that as various shocks pass through cld2 (the transmitted shock
is the main one, but shocks also propagate inwards from the sides and back of
the cloud), the average density increases by a factor of ∼3–4. Re-expansion starts
after t ≈ 1 tcc and the density drops reaching a local minimum at t ≈ 2 tcc. The
density then increases slightly due to compression from the ram pressure of the
flow as the cloud is accelerated downstream. The density steadily decreases from
t ≈ 3 tcc as the acceleration subsides and as material is stripped away. In simulation
s3w4a30, cld2 lies in the ‘flux rope’ of cld1 and is largely shielded from the flow. As
a consequence it does not experience a period of re-compression at t ≈ 3 tcc, but
neither does it experience strong stripping by the flow. At t ≈ 4 tcc, cld1 collides
with cld2 and the density of cld2 steadily increases up to t = 9 tcc.
Fig. 4.23 shows that the evolution of β in the material of cld1 and cld3 is largely
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independent of the cloud arrangement. However, this is not the case for cld2, where
clear differences can be seen between simulations in panels b and c of Fig. 4.23.
However, this is hardly surprising, since cld2 is variously located in the ‘flux rope’ of
cld1 in simulationw4a30, in the ‘wings’ of cld1 in simulationsw4a15 andw4a45, in
the ‘outside’ flow in simulation w4a0, and in the ‘inside’ flow in simulation w4a60.
The presence of a third cloud appears to modify the behaviour seen in Fig. 4.14
- specifically β is higher when cld2 is between cld1 and cld3 (as in simulations
w4a45 and w4a60).
4.3.3.2 Oblique shocks
We now study the interaction of three-cloud distributions with an oblique shock
(θ0 = 15
◦). Fig. 4.24 shows the resulting morphology at t = 4 tcc. An additional
simulation with a negative orientation angle is also included (simulation w4a-30).
In the w4a-30 and w4a0 simulations, the modifier cloud is cld21, but otherwise it
is cld3. A two-stage process occurs: first, cld1 interacts (as in the two-cloud case)
with the nearest cloud along the flow, then these clouds jointly interact with the
third cloud. For instance, simulation w4a-30 in Fig. 4.24a can be deconstructed as
cld1 and cld3 interacting as in simulation w0o8 in Fig. 4.5, and then the resulting
combined ‘clump’ interacting with cld2 as in simulation w4o-4 in Fig. 4.4. Simi-
larly, simulation w4a60 in Fig. 4.24f shows cld1 and cld2 interacting as in simula-
tion w4o4, and then together interacting with cld3 as in simulation w4o0 (compare
Fig. 4.24f with Fig. 4.4b and c). The secondary interaction can also be categorized
in terms of a ‘width’ and an ‘offset’. In the three-cloud simulations studied, it ap-
pears that the appropriate width is the average ‘width’ between the combined clump
1From geometrical arguments we expect the switch to happen at an angle a ≈ 5◦.
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Figure 4.24: As Fig. 4.19 but for an oblique shock (θ0 = 15
◦, β0 = 1.13). All
snapshots are at t = 4 tcc.
and the third cloud, while the appropriate offset is between the more upstream of
the two clouds interacting in the first stage and the third cloud with which they
interact in the second stage1. Note that the secondary interaction has a greater
effective ‘width’ than the two-cloud cases considered in Sec. 4.3.2. This means that
the separation at closest approach is greater and that a secondary collision between
1So it is possible to make a priori estimates of these values.
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Figure 4.25: The time evolution of an oblique shock (θ0 = 15
◦, β0 = 1.13) interact-
ing with three-clouds (simulation s3w4a-30, a = −30◦).
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Figure 4.26: As Fig. 4.25 but for simulation s3w4a45 (θ0 = 15
◦, β0 = 1.13, a = 45◦).
the combined clump and the third cloud does not occur. However, otherwise the
morphologies are roughly equivalent.
Fig. 4.25 shows the time evolution of simulation s3w4a-30while Fig. 4.26 shows
the time evolution of simulation s3w4a45. In simulation s3w4a-30, cld1 is initially
at the bottom-left of the distribution, cld2 is at the top-right, and cld3 is at the
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Figure 4.27: The evolution of the harmonic mean of β for three-cloud simulations
with an oblique magnetic field. The left, middle and right panels show β for cld1,
cld2 and cld3, respectively. The time axis is shifted appropriately for each cloud. The
evolution of β in isolated clouds is also shown [for simulations with 32 (R32) and
128 (R128) cells per cloud radius].
bottom right (see also Fig. 4.24a). As the shock sweeps over, cld1 moves towards
cld3 which is in the lee of cld1. cld1 engulfs cld3 by t ∼ 4 tcc, and cld3 is then
confined by the magnetic field threaded through cld1. In contrast, cld2 evolves
in a relatively isolated way. The flow tries to force its way between cld1/3 and
cld2, but the field lines between these two regions prevent this. In contrast, in
simulation s3w4a45 cld1 is initially at the top left of the distribution, cld2 is themost
downstream cloud, and cld3 is at the bottom left (see also Fig. 4.24e). Fig. 4.26
shows that cld1 and cld2 interact first, and that cld1 engulfs cld2. Although cld3 is
initially upstream of cld2, cld3 lies downfield. Thus as the interaction proceeds, the
tension in the field lines created by the flow causes cld3 to accelerate downstream
faster than the other clouds.
In the oblique field case cld1 often has very low β at late times (see Fig. 4.27).
Low β ’s at late times were previously seen in the top cloud of the two-cloud sim-
ulations in Sec. 4.3.2 (see simulations w4o-8, w2o-8 and w0o8 in Fig. 4.16). In
each case this is caused by the collision of the cloud with a cloud further down-
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stream. Fig. 4.24 reveals that in the two cases where β stays higher (simulations
w4a15 and w4a60), cld1 has not collided with another cloud by t = 4 tcc. In simu-
lation w4a15, Fig. 4.24 shows cld1 about to squeeze between the two other clouds.
cld1 proceeds to move into the ‘shadow’ of cld2, and β in cld1 rapidly grows af-
ter t = 6.5 tcc. In simulation w4a60, cld1 and cld2 accelerate at a similar rate
and do not collide (Fig. 4.24 shows these clouds still with significant separation at
t = 4 tcc). However, after t = 4.5 tcc, as these clouds get close, β decreases in cld1.
The evolution of β in the other two clouds does not deviate much from the
single-cloud case (see the middle and right panels of Fig. 4.27). The only notewor-
thy behaviour is that cld2 generally has a slightly lower β , while cld3 has a slightly
higher β , at late times. β in cld2 is most different from the single-cloud case for
simulationw4a0 (β becomes very low by t ∼> 7 tcc), while β in cld3 is most different
in simulation w4a30 (β becomes very large at t ∼> 5 tcc).
4.3.3.3 Perpendicular shocks
In this section we study the interaction of a perpendicular shock with 3 closely
spaced cylindrical clouds. Fig. 4.28 illustrates the range of morphologies which
exist at t = 4 tcc from a variety of simulations. It reveals that collisions are common.
The collisions increase the density of the downstream cloud of the pair and in some
cases can last up to t ∼ 10 tcc (cf. Fig. 4.29). In all cases the magnetic field in
the oncoming flow is unable to pass between the clouds. It instead piles up at
the upstream side and the field lines then bend around the clumpy region. Clouds
either side of the centre of the region then behave like the ‘top’ cloud in the two-
cloud oblique simulations (cf. Sec. 4.3.2.2).
Fig. 4.29 shows the time evolution of simulation s3w4a15. cld1 is initially accel-
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Figure 4.28: As Fig. 4.19 but for a perpendicular shock (β0 = 5.06 except in panel f
where β0 = 1.13). All snapshots are at t = 4 tcc.
erated towards cld2 and cld3, and at t = 4.6 tcc it appears to be poised to squeeze
between them. However, the snapshot at t = 6.3 tcc reveals that this does not hap-
pen. Instead, the field line that cld1 sits on is not able to force its way between cld2
and cld3, and cld1 ends up spreading along it while the field line instead wraps
around cld2 and cld3. At the same time, cld2 and cld3 are forced together and
mostly merge (they are on similar field lines). The level of mixing depends on the
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Figure 4.29: The time evolution of a perpendicular shock interacting with three
clouds with β0 = 5.06 (simulation s3w4a15).
field strength and the degree of diffusion of material across the field lines. The field
lines straighten out at later times as the clouds are accelerated up to the flow speed
of the post-shock gas. It is clear that the overall ‘x ’-size of the clumpy region is
reduced by the field compression in this direction, while the ‘y ’-size is reduced by
the diffusion of clouds along the field lines.
Fig. 4.30 shows the evolution of β in the material of cld1, cld2, and cld3 in
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Figure 4.30: The evolution of the harmonic mean of β for three-cloud simulations
with a perpendicular magnetic field. Panels (a), (b) and (c) show β for cld1, cld2
and cld3, respectively. The time axis is shifted appropriately for each cloud. The
evolution of β in isolated clouds is also shown [for simulations with 32 (R32) and
128 (R128) cells per cloud radius].
simulations with a perpendicular field (β0 = 5.06). In general, we see that β in cld1
is much lower than the isolated single cloud case, except for simulation s3w4a60.
This simulation is notable because it is the only one in which cld1 is sufficiently on
the ‘outside’ of the distribution that it does not collide with any of the other clouds
(see Fig. 4.28). Fig. 4.30 also shows that the β in cld2 is similar to but generally
lower than the isolated cloud case. β is most variable in simulation s3w4a30 (in
cld2 it is low at t = 3.5− 4 tcc when cld1 is compressing cld2, becomes noticeably
higher at t = 6 tcc, and then drops again afterwards as it interacts strongly with
cld3). The value of β in cld3 shows the most difference between simulations. For
s3w4a0 it stays low for most of the simulation time, but for simulations s3w4a15
and s3w4a30 β becomes very high at t ≈ 6.5 tcc. Fig. 4.29 shows that in simulation
s3w4a15, cld3 moves into the lee of cld1 at about this time (so is sheltered), but by
t = 7.9 tcc cld1 has collided with it, decreasing β once more.
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4.4 Summary and conclusions
The results presented in Sec. 4.3 illustrate that the presence of nearby clouds mod-
ifies the evolution of a shocked cloud. In general, clouds on the same field lines
are able to merge, even if they are quite widely separated. Conversely, clouds on
different field lines tend to ‘rebound’ from each other if they are squeezed closely
together. However, the details of the simulations are complicated. We now summa-
rize the main results and attempt to draw generalities where possible, commenting
on parallel, oblique and perpendicular shock interactions in turn.
In the case of a parallel shock, the shocked cloud needs to push aside field lines
in order to expand laterally and this is made more difficult by a cloud alongside.
Hence the expansion and fragmentation of the cloud is reduced. The downstream
cloud is not very sensitive to the distance along the direction of the shock normal
to the upstream cloud, at least for the range studied (‘offsets’ ∼1–8 rcl). Rather,
for parallel shocks, the separation of clouds perpendicular to the shock normal (i.e.
their ‘width’) largely determines their evolution. As the field lines disturbed by the
upstream cloud advect downstream, they curl round and confine any downstream
cloud separated by ‘widths’ 1− 4 rcl. At ‘widths’ of 4 rcl the evolution of clouds is
analogous to the evolution of clouds alongside one another (i.e. with an ‘offset’≈
0). At a ‘width’ of 2 rcl, the downstream cloud is confined and roughly circular,
with mass stripping occurring along a tail from its outside edge. Such clouds are
pushed towards the lower pressure region behind the upstream cloud and start
expanding once in the lee. At negligible ‘widths’ a downstream cloud can fall in
the ‘flux rope’ of the upstream cloud. While the initial shock compression of the
downstream cloud is comparable to that of an isolated cloud, it is subsequently
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shielded from the flow and is neither compressed nor accelerated significantly. After
shock compression and re-expansion the properties of the downstream cloud are
relatively constant until the upstream cloud ploughs into it (i.e. the evolution of a
cloud in a flux rope is delayed until the upstream cloud reaches it).
In general, the presence of clouds downstream increases β in the upstream
cloud via mechanical interaction, while clouds alongside decrease β by suppressing
lateral expansion. By far the biggest effect is when a cloud is directly behind and
in the ‘flux rope’ of an upstream cloud: in this case β in the downstream cloud can
be significantly reduced for an extended period of time.
This basic behaviour also holds when a parallel shock interacts with three clouds,
though the additional cloud modifies the morphology slightly. The additional cloud
now allows a distinction to be made concerning whether the downstream cloud
lies ‘inside’ or ‘outside’ with respect to the rest of the distribution (e.g., simulation
w4a15 versus simulation w4a45). An outside cloud is confined much as in the two-
cloud simulations, but the field lines cannot curl as much around an inside cloud.
The plasma β is generally higher in inside clouds, yet they are less confined than
outside clouds.
The interaction of an oblique shock with clouds is a more general case than
the specific cases of interactions of parallel or perpendicular shocks. With oblique
shocks, as well as considering whether a cloud is upstream or downstream, one
must also consider whether it is upfield or downfield. In two-cloud interactions
we see some interesting dynamics where the upstream cloud accelerates past the
downstream cloud, and then swings into its lee. The ‘shielded’ cloud then expe-
riences reduced confinement forces and begins to diffuse, while the cloud more
exposed to the oncoming flow experiences another period of compression. Clouds
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are given much faster transverse motions than those interacting with parallel or
perpendicular shocks. The plasma β in the upstream cloud can drop below unity
for a duration of a few tcc when it collides with the downstream cloud. The inter-
action of an oblique shock with three clouds shows the same type of behaviour, and
can be understood in terms of the interaction of the most upstream cloud with its
nearest neighbour, and then their joint interaction with the remaining cloud.
The interaction of a perpendicular shock with clouds is again a more specific
case. If the clouds are side-by-side they have a chance of merging. We clearly see
this in simulations where the clouds are separated with an initial ‘width’ of 4 rcl, but
as the width is increased the clouds should eventually evolve as isolated clouds. We
have not explored the transition between these regimes, but it will certainly depend
on parameters such as M , χ and β0. When the clouds have a non-zero ‘offset’
the fact that they exist on separate field lines prevents them from fully mixing.
Nevertheless, the clouds tend to be driven towards each other much more strongly
than when the shock is parallel or oblique. If the clouds have a small ‘width’ and
larger ‘offset’ the upstream cloud tends to get driven into and then wraps around
the downstream cloud. Like the oblique case, the plasma β in the upstream cloud
can become less than unity when it collides with a downstream cloud. When three
clouds are present, the most upstream or most downstream cloudmay be prevented
from moving between the other two clouds due to the tension in the field. Because
the field lines also prevent the flow from passing between the clouds the magnetic
field builds up on the upstream side and then bends around the clumpy region.
Previous work examining the MHD interaction of a shock with a single cloud
found that the plasma β is low where the flow is compressed, rather than the mag-
netic field being turbulently amplified. The two-cloud and three-cloud interactions
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presented in this work are more turbulent than single-cloud interactions due to the
presence of neighbouring clouds, but low values of β are still not seen very often.
When they are, it is again mostly due to the compression of the field by the flow, and
is ultimately transient in nature. This highlights the difficulty of obtaining regions
of low β (e.g., β < 1) in adiabatic simulations. To obtain such regions it is probably
necessary to invoke cooling to reduce the thermal pressure (e.g., Vieser & Hensler
2007; van Loo et al. 2010). Johansson & Ziegler (2013) find that a weak perpen-
dicular field (β ∼ 103) is able to suppress conduction without limiting compression
resulting in the highest density compressions of an individual cloud. Without con-
sidering the cooling, we find that moderate fields (β = 5) are effective at bringing
several clouds together.
We note that the interaction of magnetized clouds has also been studied in solar
physics, where Shen et al. (2012) modelled the propagation and collision of two
coronal mass ejections (CMEs) in interplanetary space. The resulting structures
and their evolution resemble some of the work shown in the present paper, though
it is clear that additional complexities, such as magnetic reconnection in the neigh-
bourhood of boundary layers (cf. Chian & Muñoz 2012), occur. Reconnection in
turbulent flows is discussed in Lazarian (2014).
We now offer some thoughts on some important questions concerning the ISM.
At this stage it is difficult to say anything about diffuse cloud lifetimes because the
clouds in the simulation are 2D instead of 3D and some important physical pro-
cesses, such as cooling and conduction, were not included. However, it is clear that
the lifetimes are affected by the environment around the cloud, and specifically the
presence of nearby clouds which can affect the flow and field lines. We have not
considered specific observables in this work (such as emissionmaps), so it is unclear
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what types of structures would actually be visible. We note that some other works
which have focused on observables have considered high-velocity clouds (Henley,
Kwak & Shelton 2012; Shelton, Kwak & Henley 2012), supernova remnants (e.g.,
Patnaude & Fesen 2005; Obergaulinger et al. 2014), and galactic winds (e.g., Mar-
colini et al. 2005). These works indicate that it is possible to gain some insights
into some of the key parameters, such as the interstellar magnetic field, the Mach
number of the shock, the properties of the clumpy medium, and the nature of the
pressure sources. Insight into such parameters is most forthcoming, of course, when
specific sources are modelled.
The present study has illustrated some of the complexity inherent in MHD inter-
actions of a shock with multiple clouds, and attempts to lay some of the necessary
foundations for understanding this problem. The role of the relative position is
identified. The “offset” is not important in the parallel field case - the interaction
can be determined from the “width” between the clouds. In the oblique field case
the evolution of the cloud depends on the upfield/downfield distinction. Upstream,
downfield clouds accelerate past downstream, upfield clouds, while vertical posi-
tions swap in most cases. The interaction between three clouds can be understood
as two two-cloud interactions. Simulations with oblique and perpendicular fields
lead to relatively compact cloud arrangements.
In future work we will build on the present study to examine the MHD interac-
tion of a shock with many 10s and 100s of clouds. We will also extend this work
to spherical as opposed to cylindrical clouds. The interaction could be quite differ-
ent between these two cases because field lines will be able to slip past spherical
clouds, which could significantly change the forces acting on the clouds. In addi-
tion, there could be interesting interactions between clouds whose field lines lie in
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different planes. For instance, consider the interaction of a cloud in one plane with
a second cloud in an adjacent parallel plane where there are different field lines
in each plane. If the planes are far enough apart then the clouds should evolve
independently (one plane might slip sideways relative to the other). However, the
evolution may be markedly different when the planes are close enough together
that pressure interactions occur between them.
Chapter 5
Additional MHD Simulations
5.1 Introduction
MHD simulations of shocks interacting with one, two and three clouds were pre-
sented in Chapter 4. That work laid the foundations to understand the variety of
interactions between the clouds that would be present in a clumpy distribution.
This Chapter builds upon it and presents the 2D interaction between a shock and
magnetized clumpy regions in Sec. 5.3. Finite sized clumpy regions are investigated
in Sec. 5.4. While a strong magnetic field, with magnetic pressure comparable to
thermal pressure, significantly modifies the evolution of the system, even a weak
field produces a noticeable effect as the interaction progresses (see also Johansson
& Ziegler 2013) . Such simulations are presented in Sec. 5.5. 2D simulations are by
necessity limited in their field geometries. Fully 3D simulations will therefore need
to be considered in future work, but some initial comparisons are made in Sec. 5.6.
Conclusions are presented in Sec. 5.7.
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5.2 An MHD resolution test
We begin by presenting the resolution study that was the basis for choosing the
numerical resolution and reliable statistical measures in other investigations of this
Chapter and Chapter 4.
Unlike in the hydrodynamic case, a sub-grid turbulence model is not used in
the MHD version of the code (see Sec. 2.5), potentially increasing the resolution
requirements. However, the presence of a magnetic field can severely limit the
development of instabilities. As seen in Shin, Stone & Snyder (2008), the flow is
smoother and should be less sensitive to resolution.
Mac Low et al. (1994) found that in the parallel field casemagnetic reconnection
behind the cloud due to numeric diffusion leads to less magnetic energy at lower
resolutions. Even between R50 and R100 the difference is significant. Other authors
typically used of order 100 cells per cloud radius as in the hydrodynamic case (e.g.
Shin, Stone & Snyder used R68 in their 3D simulations), although some authors
compared their results to a single simulation at higher resolution to determine their
reliability (e.g. Chapter 4 and Orlando et al. 2008).
5.2.1 Initial conditions
Two studies were performed, one with a single isolated cloud and another with a
random distribution of clouds. The shock had a sonic Mach number, M = 3 and
the clouds had a density contrast, χ = 100. Three field orientations were used: i) a
field parallel to the direction of shock propagation with a pre-shock β = 1.13, ii) an
oblique field (initially at 15◦ to the shock normal) with a pre-shock β = 1.13, and
iii) a perpendicular field with an initial β = 5.06. These simulations are referred
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to as bxb1, b15b1 and byb5, and their properties are summarized in Table 3.1.
The clumpy distribution consisted of 64 clouds in a region of 200 rcl × 100 rcl
giving a mass ratio, MR= 1, with periodic boundary conditions in y .
5.2.2 A single cloud resolution study
Other (hydrodynamic) resolution studies, such as Nakamura et al. (2006) and Pit-
tard et al. (2009) compare the relative error measured at one or two points in the
evolution to test for convergence. However, such a method is very sensitive to the
selection of the time of the snapshot and can misrepresent the actual convergence
in cases where different evolutionary tracks cross (e.g. Fig. 3.1). For this reason,
where data over the entire evolution is available we choose to use a measure that
compares evolutionary tracks rather than points. We define the Coefficient of Vari-
ation:
CV(r) =
√√
1
n
n∑
i=1
(x r,i − xR,i)2
x¯R
, (5.1)
where x r denotes values at some resolution r, and xR is the value at the reference
resolution (usually the highest available). As the evolution is sampled at discrete
points in time whichmay be slightly different between different simulations a spline
interpolation is used to produce n uniformly spaced points between times ts and
tf. The CV is insensitive to n (n = 100 is used), but it can be very sensitive to the
choice of ts and tf. For the single cloud case, ts was chosen to be the time the shock
enters the cloud and tf = ts + 9 tcc.
The coefficient of variation for various measures in shown in Fig. 5.1. The left
column shows convergence in the cloud size perpendicular to the shock propagation
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Figure 5.1: The coefficient of variation plotted against spatial resolution in single
cloud simulations with parallel (top), oblique (middle) and perpendicular (bottom)
magnetic fields. The left column shows convergence in various properties of the
cloud structure while the right column shows the convergence in the total, kinetic,
thermal and magnetic energies. The highest resolution (reference) simulation had a
resolution of R256.
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(the y direction), a, the cloud size in the direction of shock propagation (the x
direction), c, the cloud aspect ratio a/c, the cloud maximum density, ρmax, the
average cloud velocity in the x direction, vx, the cloud velocity dispersion in the
x direction, dvx, and velocity dispersion in the y direction, dvy. The right column
shows the convergence in the total energy, Etot, and its components: the kinetic
(KE), the thermal (IE) and the magnetic (ME) energies, and the component energy
fractions.
Even at a resolution of R128, some differences compared to the R256 simulation
arise at late times and the CV is generally quite high across all simulations and
variables. A CV∼< 0.1 would indicate high accuracy, but only vx and the related KE
is truly well converged at lower resolutions. In the parallel field case all measures
(except the ME) reach this threshold at R128, showing that since the parallel field
case is similar to the hydrodynamic case (Sec. 1.3.2.2) the hydrodynamic conver-
gence criteria is also applicable to MHD simulations with parallel magnetic fields.
A similar requirement also holds for other field orientations. However, different
measures converge differently. The maximum density is naturally one of the worst
converging measures and so is c, but the velocity dispersion converges somewhat
better/earlier and the total energy of the cloud also converges well despite the large
error in the ME.
Fig. 5.2 shows the evolution of the magnetic energy of the cloud material. The
oblique and perpendicular cases show much higher magnetic energy at 2 tcc for
low resolution runs. This is caused by the diffusion of the cloud material, so that
the magnetic energy of the cloud is summed up over a larger volume. However,
the structure of the field is not affected and the same features in the evolution can
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Figure 5.2: Evolution of the magnetic energy of the cloud normalized to the initial
cloud magnetic energy in simulations with (a) parallel, (b) oblique and (c) perpen-
dicular magnetic fields.
Figure 5.3: Evolution of excess magnetic energy on the grid normalized to initial
cloud magnetic energy in simulations with (a) parallel, (b) oblique and (c) perpen-
dicular magnetic fields. The coefficient of variation of the excess magnetic energy is
shown in panel (d).
185
be clearly identified in all simulations above R32. Furthermore, when the excess
1
magnetic energy of the entire grid is considered (see Fig. 5.3), we see that a lower
resolution leads to a lower magnetic energy but the difference is small and insignif-
icant above R32 (also confirmed by the CV as shown in Fig. 5.3d) for the oblique
and perpendicular cases.
However, the parallel case is more complicated. The magnetic energy of the
cloud diverges after 5.5 tcc for R128 and a bit earlier for R64 although the numeri-
cal value remains close to the higher resolution results until 7 tcc even at R32 (see
Fig. 5.2a). However, the flux rope is not included in these results as it does not
contain cloud material. In contrast, the excess magnetic energy shown in Fig. 5.3a
includes the flux rope and can be compared to fig. 9 in Mac Low et al. (1994). In the
two lowest resolution runs, R4 and R8, the magnetic energy increases much slower
- presumably the maximum amount of magnetic reconnection is occurring in these
simulations. A transitional behaviour is seen at R16 and a qualitative agreement
is reached at higher resolutions although, as in Mac Low et al. lower resolutions
underestimate the magnetic energy.
An important parameter, the plasma β , is plotted in Fig. 5.4. Values at two
snapshots in time are compared between different resolutions and different types
of average are considered. The arithmetic mean is not the most appropriate as,
particularly at low resolution, β can grow without bound. This is partly negated by
truncating the β distribution above 1000, but the arithmetic mean is still several
times the median β . In contrast, the harmonic mean is biased towards the low
values and is generally below the median.
1The excess magnetic energy is defined as the total magnetic energy in the grid minus the total
if the cloud was not present, which accounts for the inflow of magnetic energy from the boundary
conditions and for the change in the magnetic energy due to shock compression.
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Figure 5.4: Average plasma β at different resolutions at t = 4 tcc (sold lines) and
t = 6 tcc (dashed lines) for (a) parallel, (b) oblique and (c) perpendicular fields. The
arithmetic mean, the median and the harmonic mean were used as three different
types of average.
Finally, β distributions weighted by cloud mass at t = 4 tcc at different resolu-
tions are compared in Fig. 5.5. The effect of resolution in the parallel field case is
to truncate the distribution at low β and to increase the amount of gas in high β
bins. The R256 and R128 simulations are well matched, while lower resolutions start
to show excess mass above β = 20. At the low β end R32 is truncated at β = 0.7,
but this only affects a small fraction of the mass. More significantly, the R16 simu-
lation is effectively truncated at β = 5. The oblique and perpendicular cases shows
excess at high β but also in the vicinity of β = 1, presumably due to cloud material
diffusing into β ≈ 1 shocked gas.
5.2.3 A multiple cloud resolution study
In our multiple cloud resolution test we use the same field orientations and follow
the evolution of two regions of clouds: the upstream region, blk1, located within
the first 50 rcl and the downstream region, blk3 located between 100 rcl and 150 rcl
inside the clumpy region (the clumpy region is 200 rcl deep). Additionally, we also
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Figure 5.5: Histograms of cloud mass weighted β distributions at t = 4 tcc for (a)
parallel, (b) oblique and (c) perpendicular fields.
follow two individual clouds, single1 and single3, in the upstream and downstream
blocks respectively.
To calculate the Coefficient of Variation we identify the time when the shock
enters the cloud as ts and set tf = ts + 9 tcc for individual clouds (i.e. the same
as in the isolated cloud case in the previous section). For blocks of clouds, we set
ts = texit−3 tcc and tf = texit+9 tcc where texit is the time when the shock leaves the
relevant block of clouds. Figs. 5.6 and 5.7 show, as before, that the spatial diffusion
of the cloud at lower resolutions leads to the largest errors in the average density,
and in the internal and magnetic energies. In general, the difference between R32
and R64 in the multiple cloud simulations is comparable to the difference between
R128 and R256 in the single cloud simulations, although CV = 0.1 still implies an
error of the order of 10%. The bottom line, however, is that generally better con-
vergence is obtained at lower resolutions in simulations with multiple clouds than
in single cloud simulations.
Fig. 5.8 shows that the excess magnetic energy in the multiple-cloud simulations
is well converged. Even at the lowest resolutions the accuracy is fairly high and
unlike in the single cloud case, there is no split in the qualitative behaviour of the
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Figure 5.6: The coefficient of variation plotted against spatial resolution for indi-
vidual clouds (left column) and blocks of clouds (right column) in multiple cloud
simulations with parallel (top), oblique (middle) and perpendicular (bottom) mag-
netic fields. Solid lines refer to the cloud or block in the upstream region, while
dashed lines refer to the cloud or block in the downstream region.
189
Figure 5.7: The coefficient of variation plotted against spatial resolution for indi-
vidual clouds (left column) and blocks of clouds (right column) in multiple cloud
simulations with parallel (top), oblique (middle) and perpendicular (bottom) mag-
netic fields. Solid lines refer to the cloud or block in the upstream region, while
dashed lines refer to the cloud or block in the downstream region.
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Figure 5.8: Evolution of the excess magnetic energy on the grid normalized to ini-
tial magnetic energy of a cloud in simulations with (a) parallel, (b) oblique and (c)
perpendicular magnetic fields. The coefficient of variation is shown in panel (d).
The maximum magnetic energy corresponds to the time when the shock leaves the
clumpy region.
excess magnetic energy in the parallel field simulations.
A snapshot of the β distributions is given in Fig. 5.9. The R32 and R64 results are
in close agreement when considered over a block of clouds. For individual clouds
there is naturally more noise, but note how peaks on the distributions are slightly
offset. The relative error in the average values of β (the harmonic mean and the
median) are shown in Fig. 5.10. The parallel field case converges quickly but the
relative error remains high. In contrast, the error in the oblique and perpendicular
field cases is smaller, but the convergence is not so clear.
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Figure 5.9: The distribution of the plasma β for an individual cloud in the down-
stream block (single3, left column), and for the downstream block as a whole (blk3,
right column). For the individual cloud the distributions are shown at a time of 4 tcc
after the shock hits the cloud. For the block the distributions are at the time when
the shock leaves the block. The magnetic field orientation is parallel (top), oblique
(middle) and perpendicular (bottom).
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Figure 5.10: Relative error of the harmonic mean (solid lines) and the median
(dashed lines) β in multi-cloud simulations with (a) parallel, (b) oblique and (c)
perpendicular magnetic fields.
5.2.4 Conclusion
The previous two sections show that there are several differences in the numerical
convergence, compared to the hydrodynamic case, when a strong magnetic field
is present. In the hydrodynamic case the evolution is driven by the development
of KH and RT instabilities, shorter wavelengths of which are suppressed due to
numerical resolution, but longer wavelengths are more dynamically important. If
the important wavelengths are unresolved the evolution is very different, but∼100
cells per cloud radius is sufficient to resolve the important wavelengths and the
solution is converged (Klein, McKee & Colella 1994). Convergence can be reached
at lower resolution with a subgrid turbulence model (Pittard et al. 2009).
As shown by Mac Low et al. (1994) and Shin, Stone & Snyder (2008) the insta-
bilities are suppressed by the magnetic field. The resolution effects manifest them-
selves as differences in the cloud diffusion (particularly across the field lines) and
magnetic reconnection. Magnetic reconnection can be very strong at resolutions
below R16 severely affecting the simulations, but at R32 and above the evolution
is qualitatively similar. However, quantitative differences remain even at high res-
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olutions. Although the error continues to decrease with increasing resolution we
consider the simulations to be converged in a sense that the result is qualitatively
the same across a large range of resolutions, there is no evidence to suggest that
resolving a smaller lengthscale would introduce new, important processes.
In general it appears that a particular level of convergence can be reached at
lower resolution (especially in simulations with a perpendicular field component
- simulations with a parallel magnetic field instead share many similarities with
purely hydrodynamic simulations and the requirement of 100 cells per cloud ra-
dius remains applicable). However, the rate of convergence is slower in MHD sim-
ulations and numerical differences remain even above R128. This resolution testing
also reveals that better convergence (at lower resolution) is obtained in simulations
with multiple clouds than in single cloud simulations.
5.3 MHD shock interaction with a large number of
clouds
This section combines the results of Chapters 3 and 4 by presenting simulations of
a shock interacting with a distribution of a large number of magnetized clouds.
5.3.1 Initial conditions
The clumpy region occupied a region of 400 rcl × 100 rcl and contained either 128,
χ = 102 clouds in the MR = 1 case (chi2MR1) or 492, χ = 102 clouds in the
MR = 4 case (chi2MR4). The same magnetic field arrangements were used as in
Chapter 4, i.e. a parallel field orientation with β0 = 0.55 (bxb0.5), an oblique
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Figure 5.11: The ’regional’ Mass Ratio (averaged across all x in the clumpy region)
in 5 rcl slices of the chi2MR4 and chi2MR1 cloud distributions.
field orientation with θ0 = 15
◦ and β0 = 1.13 (b15b1) and a perpendicular field
orientation with β0 = 5.06 (byb5). The sonic Mach number in these simulations is
M = 3, while the Alfvénic Mach number, Ma = 2.03, 2.91 and 6.16 respectively.
An additional oblique field arrangement, with θ0 = 12
◦ and β0 = 1.1 was chosen
to be used with an M = 10, Ma = 9.57 shock, so that in the postshock medium
θ1 ≈ 45◦ (simulation m10chi2MR4 b12b1). Inflow/outflow boundary conditions
were applied in the x direction, while periodic boundary conditions were used
in the y direction in the majority of simulations. However, in some simulations
(labelled chi2MR4_finite) the y boundary was moved 200 rcl away from the clumpy
medium and free inflow/outflow conditions were applied instead. The resolution
of the most refined grid level was 32 cells per cloud radius (R32).
5.3.2 Results
The distributions chi2MR4 and chi2MR1 consist of a random cloud distribution
100 rcl deep repeated four times without an offset. This exaggerates inhomogeneities
in the distribution so that there are 5 rcl wide regions (slices) with ‘regional’ mass
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ratios up to 5.8 in chi2MR4 and up to 3 in chi2MR1. This variation is shown in
Fig. 5.11.
Such inhomogeneities affect the evolution of the flow in the parallel field case.
Fig. 5.12 shows that large-scale ‘flux-ropes’ form behind groups of clouds in simu-
lation m3chi2MR4 bxb0.5. At t = 28.5 tcc one such rope can be seen at y = −25
which corresponds to a region of higher initial density, but the highest density re-
gion (y ≃ −40) is only beginning to form its ‘flux-rope’, so the relative positions of
the clouds on local scales determine how quickly these ‘flux-ropes’ form.
At t = 57.0 tcc 4 ropes can be identified (marked with arrows on the right side).
At y = −40, −25, 20 and 30 corresponding to four highest peaks in the MR distri-
bution (the rope at y = 20 is probably the result of peak at y = 15 shifted due to
expansion of the region at y = 0). The next highest peak at y = 5 does not form
a large-scale ‘flux-rope’, although similar smaller scale features are visible in the
close-up in Fig. 5.14.
The region at y ∼ 0 has the lowest number of clouds, it protrudes the furthest
downstream and also expands laterally, squeezing the ‘flux-ropes’. Such structure
remains even after the shock leaves the clumpy region.
As explained in Chapter 4 clouds inside the ‘flux-rope’ evolve very differently,
even when compared to nearby clouds that fall just outside it. Such clouds are
squeezed slightly from the sides, but otherwise are well shielded from the effects of
the flow. Their evolution is driven by collisions with upstream clouds which create
thin (∼2 rcl) and long (∼100 rcl) strings along which cloud remnants are distributed
(seen particularly clearly in the middle panel of Fig. 5.12).
When the initial magnetic field is weaker, as in the β0 = 1.13 case, such large-
scale ‘flux-ropes’ do not form. The top panel of Fig. 5.13 shows that the cloud
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Figure 5.12: The evolution of the M3chi2MR4 simulation with a parallel magnetic
field and β0 = 0.55. The snapshots shown are at times of 28.5 tcc, 57.0 tcc and 85.5 tcc
(top to bottom). The arrows on the right side point to the locations of the ’flux-ropes’,
the arrow on the left side points towards the expanded central region.
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Figure 5.13: Morphology snapshots at a time when the shock leaves the clumpy
region for M3chi2MR4 simulations with an initial magnetic field which is parallel
with β0 = 1.13 (top), oblique with β0 = 1.13 (middle) and perpendicular with β0 =
5.06 (bottom). The times of the snapshots are 57.0 tcc, 65.1 tcc and 69.2 tcc (top to
bottom).
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Figure 5.14: A close up of morphology snapshots at a time when the shock is halfway
through the clumpy region for M3chi2MR4 simulations with initial magnetic fields:
parallel with β0 = 0.55 (top), oblique with β0 = 1.13 (middle) and perpendicular
with β0 = 5.06 (bottom) the times of snapshots are 29.3 tcc, 35.8 tcc and 37.9 tcc (top
to bottom).
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evolution, particularly in the early stages, is more uniform across y . Only the y = 0
large-scale feature caused by lower local density remains.
Two large-scale ‘flux-ropes’ can be identified in the MR = 1 simulation shown
in Fig. 5.15. They correspond to the two slices with MR> 2.5.
With perpendicular magnetic field the clouds can affect the flow further away
via magnetic tension. The clouds accelerate faster and even overshoot the velocity
of the post-shock flow causing oscillations in the ‘shell’. Similarly, the shock reaches
its ‘steady state’ (Chapter 3) velocity much earlier.
As seen in Chapter 4, oblique magnetic fields curve round an obstacle. Periodic
boundary conditions limit this and a secondary restoring curve occurs. Individual
clouds are focused where the field kinks, e.g. the x = 150, y = 10 region in the
middle panel of Fig. 5.13 and the x = 0, y = 10 region in the middle panel of
Fig. 5.14. When M = 10, the flow forces its way deep into the lower density y = 0
region (see Fig. 5.16).
Distributions of the plasma β are shown in Fig. 5.17 at two snapshots. The time
of the snapshots corresponds to when the shock is at roughly x = 100 and x = 300.
In simulation bxb0.5 the values are very different in the ‘flux-rope’ and outside it,
resulting in a flat distribution between β = 0.5 up to β = 25 for cloud material at
the earlier time.
The excess magnetic energy (Fig. 5.18) increases very quickly in the first few tcc
after which it steadily increases while the shock is propagating through the clumpy
region. An increase of the number of clouds by a factor of 4 leads to an increase in
the maximum excess magnetic energy by a factor of 2.
The shapes of the excess magnetic energy curves are almost identical for the
different initial magnetic field orientations and seem to only depend on the mass
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Figure 5.15: Morphology snapshots at a time when the shock leaves the clumpy
region for M3chi2MR1 simulations with an initial magnetic field which is parallel
with β0 = 0.55 (top), oblique with β0 = 1.13 (middle) and perpendicular with β0 =
5.06 (bottom). The times of the snapshots are 44.8 tcc, 48.8 tcc and 50.5 tcc (top to
bottom).
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Figure 5.16: The evolution of theM10chi2MR4 (Alfvénic Mach number, Ma = 9.57)
simulation with an oblique magnetic field (θ0 = 12
◦) and β0 = 1.1. Snapshots are
shown at times 23.9 tcc, 61.1 tcc and 81.2 tcc (top to bottom).
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Figure 5.17: Distributions of the plasma β for cloud material and flow material in
the region bounded by the forward and reverse global shocks in the chi2MR4 distri-
butions.
ratio of the cloud distribution and the Mach number (see Fig. 5.19). The maximum
is reached at the same time for all three field orientations. The reasons for this are
unclear at this stage. It is particularly perplexing as this means that the maximum
is reached some 12 tcc after the shock leaves the clumpy medium in M3chi2MR4
bxb0.5, but ∼20 tcc before such a time in M3chi2MR1 byb5.
5.4 Finite clumpy regions
Edge effects come into play if the clumpy region is finite in extent (i.e. without
a periodic boundary condition). To investigate this we perform simulations with a
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Figure 5.18: Evolution of the excess magnetic energy on the grid normalized to the
initial magnetic energy of a single cloud for M = 3 simulations with (a) parallel, (b)
oblique and (c) perpendicular magnetic fields and (d) for an M = 10 simulation with
an oblique magnetic field.
Figure 5.19: Evolution of excess magnetic energy on the grid normalized to the
maximum excess magnetic energy that is achieved. The cloud distributions are (a)
chi2MR4 and (b) chi2MR1.
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clumpy region extending from x = ±200rcl and y = ±50rcl . Morphology snapshots
of chi2MR4 are shown in Fig. 5.20.
As the forward shock slows down as it propagates through the clumpy medium,
the edge regions are overrun by the shock from the sides first. As this distribution
has a depth to width ratio of 4 a rather large fraction of clouds experience the
shock from the side. The direction of the shock relative to the field lines is different
to that of the forward shock. In the parallel field case the side shock propagates
perpendicular to the field lines and the early evolution of the edge clouds appears
similar to the perpendicular field case in infinite clumpy regions. The side shock
compresses the region, but it then rebounds downstream. This is seen spectacularly
between x = 25 and x = 0 in the top panel of Fig. 5.20. The large scale ‘flux-ropes’
seen in the periodic case do not persist, but a similar distribution of cloud remnants
along the field lines is seen, though the field lines are curved. The clouds in the
very central region evolve slightly differently. The regular structure associated with
the magnetic field is not as pronounced there, but it is unclear if this is because the
local density there is lower (Fig. 5.11) or because it experiences a forward parallel
shock rather than a perpendicular side shock.
The field wraps around the clumpy region in the oblique field case (see the
middle panel of Fig. 5.20). The field is more parallel to the forward shock at the
top (but perpendicular to the side shock) and more perpendicular at the bottom
(but more parallel, yet still oblique, to the side shock). The field, shock and flow
directions evolve in a complicated manner. For instance, most of the clouds at the
top of the distribution initially experience a perpendicular shock but, soon after,
the postshock flow changes to a nearly parallel direction, the field lines then curve
and the morphology becomes that of the oblique field case.
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In the perpendicular field case (see the bottom panel of Fig. 5.20), the side
shock is oblique. The region is squeezed by a factor of nearly 3 (compare the width
of the distrbution at x = 50 to its initial width), but afterwards expands along the
field similarly to an individual cloud.
5.5 Weak magnetic fields
A weak magnetic field may prevent cloud destruction without inhibiting compres-
sion. While turbulence is strongly suppressed when β ∼ 1 and field amplifica-
tion occurs primarily in large scale compressive flows, in the weak field case, with
β ∼ 1000, turbulence can play a major role in modifying the field.
A three cloud arrangement s3w4a15 (see Sec. 4.3.3) was used and three sim-
ulations were performed: bxb565 (parallel field, β0 = 565), b15b1130 (oblique
field, β0 = 1130) and byb5060 (perpendicular field, β0 = 5060). Fig. 5.21 shows
the density snapshots of these simulations at t = 6.5 tcc and of corresponding low β
simulations. Without suppression of turbulence and instabilities these simulations
are much more sensitive to resolution. In this case R128 was used.
When the field is strong, the plasma β reaches its minimum values relatively
early and increases as the cloud re-expands. However, the full distributions do not
change much (see Fig. 5.22). In the weak field case the plasma β continues to de-
crease as turbulence develops and the magnetic field is amplified. The distribution
of β becomes much wider, and eventually spans over four magnitudes in β . Very
small cloud regions can achieve values of β as low as those in the strong field case
although only ∼1% of the mass drops below β = 1 (Fig. 5.22).
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Figure 5.20: Morphology snapshots at t = 40 tcc in M3chi2MR4 finite region simu-
lations with initial magnetic field orientation parallel with β0 = 0.55 (top), oblique
with β0 = 1.13 (middle) and perpendicular with β0 = 5.06 (bottom).
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Figure 5.21: Morphology snapshots at t = 6.5 tcc of strong field (left) and weak field
(right) with parallel (top), oblique (middle) and perpendicular (bottom) magnetic
fields. The initial cloud arrangement is s3w4a15. Weaker fields on the right side are
represented by 10 times as many field lines as a same strength field would show on
the left side.
5.6 3D simulations
Additional field morphologies are possible in 3D simulations. Oblique and perpen-
dicular field lines are no longer forced to lie in the plane of the clouds. Further-
more, the field lines can slip around the clouds instead of being forced to wrap
round them. For multiple cloud simulations this means that clouds are less likely
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Figure 5.22: Distributions of the plasma β in region bounded by the forward and
reverse shocks in strong field and weak field cases with (a) parallel, (b) oblique and
(c) perpendicular magnetic fields.
to fall on the same field line (which is when the most dramatic effects were seen),
there is less acceleration from the build up of magnetic pressure and the clouds
are less likely to form tight groups blanketed by field lines. These effects are still
possible, but perhaps not as inevitable as in 2D simulations.
The morphologies of 3D variants of s3w4a15 b15b1 (M = 3, Ma = 2.91 and
χ = 102) are shown in Fig. 5.23. The resolution is R16 and the field is in the x–y
plane. In the top panel the clouds and the field lie in the same plane and this can be
directly compared to the 2D oblique field case (cf. Fig. 4.24c). The most upstream
cloud appears to be engulfing ‘cld2’ more akin to s3w4a45 in 2D (Fig. 4.24e). In the
other two panels the clouds and the field are inclined by φ = 30◦ (middle panel)
and φ = 90◦ (bottom panel). The interaction is less direct but the clouds still affect
one another, for instance see how the ‘tail’ of ‘cld1’ snakes between the other two.
In the parallel field case the difference between 3D and 2D should be less al-
though the probability that randomly distributed clouds lie on the same field line
is smaller. Fig. 5.24 shows a volume rendering at t = 4 tcc of the s2w2o8 cloud
arrangement (the clouds are located in the x–y plane). The general features can
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Figure 5.23: Volume rendering of the density in 3D oblique field simulations at
t = 4 tcc. The field is in the x–y plane with β0 = 1.13 and θ0 = 15
◦ (in the post-
shock flow θ1 ≈ 45◦). The cloud arrangement is s3w4a15, the clouds are located
in the z = 0 plane (top), y = 0 plane (bottom) and sin30◦ y − cos30◦z = 0 plane
(middle). For illustration purposes the cloud plane is inclined at roughly −60◦ to the
observer.
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Figure 5.24: Volume rendering of density in 3D s2w2o8 simulation at t = 4 tcc. The
field is parallel to the direction of shock propagation (along the x-axis) and β0 = 1.13
(bxb1).
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be compared to the 2D simulation in Fig.4.2e. In this particular case it seems that
unlike in the 2D case there is no mass stripping channel at y ≈ −2. The down-
stream cloud is stripped more from the inside edge, somewhat similarly to the 2D
simulation s2w4o8 shown in Fig. 4.2d, suggesting that in 3D the field lines find it
easier to move between the clouds.
Future work should examine the differences between the evolution of the indi-
vidual clouds in the multi-cloud simulations compared to that in the single-cloud
simulations, and to look for differences and similarities between 2D and 3D studies.
5.7 Conclusions
This Chapter has shown that the resolution requirements in MHD shock cloud inter-
actions are slightly different than for the hydrodynamic case. Because instabilities
and turbulence are suppressed by strong magnetic fields the condition that they
are resolved at their dominant scales is not sufficient. Instead, we find that mag-
netic reconnection and diffusion across the field lines sets the minimum resolution
requirements. We find that good qualitative agreement is reached at R32 but quan-
titative differences, although decreasing, remain even at R128. In general we find
somewhat lower resolution requirements in MHD simulations compared to purely
hydrodynamic simulations, and lower requirements in multiple cloud simulations
compared to single cloud simulations.
Insights gained from Chapter 4 on the evolution of several clouds can be applied
to large clumpy regions containing tens or hundreds of clouds. In the parallel field
case, the dominant criteria determining the cloud evolution is whether there is a
cloud directly upstream. In a large clumpy region this is related to the total mass
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in the slice of the region upstream of the cloud. The differences in this total mass
as a function of position along the shock are amplified as the shock sweeps through
the clumpy region and even nearby clouds can evolve very distinctly.
In the oblique case the field lines wrap around the clouds reducing their sep-
aration and often causing them to exchange relative positions. It is limited in the
infinite regions but still, particularly in the stronger shock and higher post-shock β
case multiple clumps of several clouds in close proximity are formed (Fig. 5.16).
When a region is not infinite, the shock enters it from the sides as well. The
field orientation is relevant in the morphology of the region as a whole (it evolves
a bit like a large individual cloud). However, individual clouds, particularly those
towards the sides of the clumpy region, experience a range of different field–flow
orientations.
In 3D simulations the field lines can slip around the clouds, and arrangements
where two clouds are on the same field line are also less likely. This may limit the
most extreme effects seen in the 2D cases and future studies will need to investigate
these differences.
Finally, a weak magnetic field is interesting as it does not suppress the turbu-
lence as much. Turbulent amplification can increase even a weak magnetic field
to equipartition (β ∼ 1) or even a little below (cf. Fig. 5.22). The studies of the
turbulent magnetized ISM (e.g. Lemaster & Stone 2008) could benefit from studies
of shock-cloud interactions with weak magnetic fields where the presence of clouds
provides the driving mechanism for the turbulence (e.g. Inoue et al. 2009).
Chapter 6
Conclusions
6.1 Summary
This work has contributed to our understanding of the interaction between shocks
and clouds by investigating how this interaction is modified by the presence of mul-
tiple clouds. A large parameter space was explored and a lot of complex interactions
were observed, but some general features can be distilled out of it.
In Chapter 3 we have investigated the purely hydrodynamic interaction where
the clumpy region is infinitely wide. Material stripped from the clouds ‘mass-loads’
the flow and leads to the formation of a dense shell. The average properties of the
shell can be approximated by the interaction of a shock and a uniform (1D) density
region where the density contrast of the uniform region is equal to the average
density contrast in the clumpy region (χuniform = MR + 1). It takes about a cloud
destruction length, LCD, for individual clouds to be incorporated into the shell, and
the differences between a uniform and a clumpy distribution are of that length-
scale. For χ = 102 clouds LCD is much smaller than the assumed size of the clumpy
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region, but for χ = 103 clouds LCD is comparable to the depth of the clumpy region
and a shell does not form.
A 1D uniform region can also predict the maximum deceleration of the shock.
A shock traversing the clumpy region decelerates, but when (if) a shell is formed
a ‘steady-state’ begins. The shock velocity in the steady state matches that of the
transmitted shock in the 1D simulation, but there is a caveat. From eq. 5.4 in
Klein et al. (1994) we see that a shock transmitted into a higher density region
slows down, but its Mach number remains the same or even increases because of
the lower sound speed in the higher density medium. When there are discrete
individual clouds the sound speed in the ambient medium remains high, so that a
slowed down mass-loaded shock decreases in Mach number and can decay into a
wave. This was seen in the simulation where the initial shock was weak, with a
Mach number M = 1.5.
An interesting issue is the effect a turbulent mass-loaded flow has on the life-
times of the clouds it encounters. In this work we have highlighted some pitfalls in
trying to determine this. The resolution requirements are lower in multiple-cloud
simulations as instabilities do not have to develop from small fluctuations when
the flow is already turbulent. Additionally, clouds lose more mass to ablation in a
‘mass-loaded’ flow, which is less sensitive to resolution. This makes multiple-cloud
simulations feasible as they can be performed at somewhat lower resolution, but
an interaction with a ‘clean’ shock at the same resolution will be under-resolved,
and thus a direct comparison at the same resolution will produce misleading con-
clusions.
After accounting for resolution effects, it appears that the predominant effect of
the shell, when it is formed, is to homogenize the lifetimes. As the shell follows the
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shock ∼1 LCD behind, the clouds encounter it ∼1 tCD after the shock passes. Even
if the shock is slowed down, ablation in the shell ensures that clouds are destroyed
in ∼1 tCD. Thus, clouds in the clumpy region are destroyed on a comparable time
scale to single clouds.
However, a change in lifetime can be seen in clouds which are denser than the
majority of their brethren. For example, when a few χ = 103 clouds are seeded in
a distribution of clouds where the dominant density ratio χ = 102, it can be seen
that those clouds which encounter a fully formed shell are destroyed faster than
those which do not. However, the effect is not very strong, being perhaps of order
of 10–20% in the cloud lifetimes. Some outliers in the destruction time are also
seen and a more rigorous definition of the cloud lifetime will help to evaluate the
difference in future work.
The addition of magnetic fields expands the parameter space further. Compared
to the individual cloud case, the geometry of the problem is significantly modified
by the relative arrangement of field and clouds. This is the first work to explore a
variety of such interactions. In Chapter 4 the interactions were limited to two and
three clouds and the effect of varying their relative positions was investigated.
In the parallel field case the presence of a neighbouring cloud alongside limits
the expansion and fragmentation of the cloud. In order for the cloud to expand it
has to push the field lines aside which is limited by any nearby cloud. The sepa-
ration of the clouds along the direction of the flow is not so important, with the
evolution primarily determined by the ‘width’ separating the clouds. For clouds
separated along the flow direction, if the ‘width’ is large enough for the flow to
pass between the clouds (∼4 rcl), the evolution is similar to that occuring if the
clouds were alongside one another. For a ‘width’ of ∼2 rcl the flow deflected from
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the upstream cloud passes the downstream cloud on the outside and the field lines
curve around and confine it in a roughly circular shape. In such cases the down-
stream cloud is pushed towards the ‘flux-rope’ (i.e. the shielded region behind the
upstream cloud). When two clouds are on the same field lines, the downstream
cloud falls in the ‘flux-rope’. It experiences an initial shock compression stage, but
is neither compressed nor is accelerated as there is very little flow in the ‘flux-rope’.
The cloud re-expands along the field lines into an elongated shape, but further
evolution is delayed until the upstream cloud collides into it. The evolution is sig-
nificantly different for the perpendicular field case. Perpendicular field lines tend
to drive clouds together as the field lines bend around them, although clouds can
only merge if they lie on the same field lines to begin with.
The oblique field case is a more general one sharing some features with both
the parallel and the perpendicular field cases. The evolution of a cloud not only
depends on its relative position in the upstream–downstream direction, but also
in the upfield–downfield direction. As the field lines bend around the two clouds,
a downfield cloud is accelerated downstream more, while an upfield cloud expe-
riences a greater transverse acceleration. In many cases the clouds swap relative
positions (but of course, not the field lines they lie on). As one cloud moves into the
lee of the other it is ‘shielded’ from the flow, the confining forces on it are reduced
and it expands. Alternatively, when the cloud is suddenly exposed to the flow it
experiences a second period of compression.
Adding a third cloud does not complicate things too much. In many cases two
of the three clouds interact as before, while a more distant third cloud acts as a
‘modifier’. In cases with an oblique field, as in cases with a perpendicular field,
the clouds are driven towards each other. The three cloud interaction can thus
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be often deconstructed as a two-step two-cloud interaction i.e., to start with two
nearby clouds interact independently of the third, and then the resulting structure
interacts with the third cloud.
In Sec. 5.3 we expanded this work to clumpy regions of infinite width. In one
sense such a scenario is simpler than when there are only a few clouds as a strong
field sets the global structure, but the field cannot wrap around the clumpy region
as the region is infinite in extent. However, in an M = 10 oblique field simulation
the field wraps around groups of 2 to 5 clouds creating clumps of several clouds
(the relatively weaker field in this case is pushed around by the flow).
In the parallel field case large scale ‘flux-ropes’ form in regions where the aver-
age density directly upstream is relatively higher. The evolution of nearby clouds
can then be very different depending on their location relative to the ‘flux-rope’.
Finally, the interaction of a shock with large but finite clumpy regions is studied.
The shock sweeps around the whole region driving shocks in from the sides, the
orientations of which are different to the forward shock. The evolution of a cloud
may then evolve through a whole set of field-flow orientations.
6.2 Future work
One important omission in this work was to ignore cooling effects. It can be shown
that cooling behind shocks is very efficient for the typical conditions in the ISM, so
much so that the isothermal equation of state is a common assumption. However,
different regions cool at different rates and it is the balance between processes that
confine and compress the clouds and ones that disperse them that determine their
evolution. The work in this Thesis is focused on the dispersive effects and how the
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presence of nearby clouds affect their evolution. Future work will have to include
the cooling effects and study the balance between confinement and dispersive pro-
cesses. For example, we see a large scale shell forming out of cloud material in
hydrodynamic simulations. With strong cooling a shell may form through conden-
sation of the swept up material, but the clouds would likely fragment and not be
incorporated in it. With moderate cooling something similar to the shell may still
form and then fragment, recycling the old clouds into new clouds. Fig. 6.1 indicates
how cooling can affect the interaction of a shock with a group of clouds.
To improve the correspondence to the physical conditions the simulations should
also be performed in 3D. Cylindrical clouds may not be that unphysical, consider-
ing the filamentary nature of the ISM, but the nature of instabilities and turbulence
needs to be checked in 3D. Some preliminary MHD results were shown in Sec. 5.6.
Hydrodynamic results also need to be checked in 3D, of which an example is shown
in Fig. 6.2. However, because of computational cost the resolution is only R16, which
we have shown to be insufficient.
Including cooling/heating (and possibly thermal conduction) and performing
3D simulations allows specific objects to be modelled. Some recent work modelling
the evolution of a supernova evolution and how it is affected by the morphology
of the surrounding medium has been recently presented by Obergaulinger et al.
(2014) and Zhou et al. (2011).
More abstract studies remain useful as well. Chapter 5 has shown how com-
plicated the evolution of large finite regions can be, and the difficulties one faces
in defining cloud lifetimes. It also shows how initially weak magnetic fields can be
turbulently amplified. Simulations will need to remain simplified to isolate these
effects and to better understand the processes at play.
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Figure 6.1: Morphology snapshots of a three cloud simulation without cooling (top)
and with cooling (bottom). By using the cooling curve from Smith et al. (2008), rcl =
5800AU, namb = 0.154cm
−3 , ncl = 10cm−3 (χ = 65) and M = 3 the cooling time
for the shocked cloud is tcool = 0.07 tcc. A heating rate, Γ = 6.5× 10−27 erg s−1 , was
used to maintain the unshocked medium stable at stable temperatures of T = 104K
for the ambient medium and T = 155K for clouds.
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Figure 6.2: A 3D rendering of a simulation of a spherical clumpy region of radius
16 rcl with 39 clouds. The time is t = 8.1 tcc. M = 3, χ = 10
2 and MR= 1.
6.3 Concluding remarks
In order to isolate the effects of a particular process some simplifications need to
be made. This Thesis presented the first simulations with a large number of clouds
which are able to significantly mass load the flow. It was not intended to be di-
rectly compared to observations but the generalizations that were drawn will aid
the interpretation of future studies and in particular of future simulations.
In the last few years a number of very sophisticated simulations have been pre-
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sented in the literature which are able to match observations very well. The wealth
of physics included in these models makes untangling them almost as difficult as
the real thing. Studies like the ones presented in this Thesis, that build from the
bottom up exploring the parameter space at each step, will remain a valuable tool.
I have a truly marvellous proof of this proposition which this
margin is too narrow to contain.
Pierre de Fermat, 1637
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