Researchers have long been studying synchronous electroencephalographic (EEG) activities as neural correlates of conscious states. Their studies have yielded some findings, which have psychological implications. Pagel (2012), for instance, provided a comprehensive review of synchronous EEG manifestations of various conscious states associated with the sleep-wake cycle, ranging from nonattentive waking states, through to hypnosis, psychedelic experience, and dreaming. He pointed out that lucid dreaming, as suggested by its enhanced alpha and gamma rhythms associated respectively with rapid-eye-movement (REM) sleep and focused meditation, is a state characteristic of both dreaming and wakefulness. Likewise, Dimitriadis, Laskaris, Del Rio-Portilla, and Koudounis (2009) noted an EEG segregation between the fronto-central and parietotemporal cortical regions during REM sleep, which probably reflects the functional disconnection between the waking cognition and perceptual systems.
INTRODUCTION
and two interhemispherically placed electrodes. A dEEG system today can gauge up to 256 channels covering almost the entire head surface, thus thoroughly visualizing the distribution of electrical potentials generated by different regions of the brain. This allows not only more proper plotting of synchronous networks during sleep but also more diverse methodologies in handling sleep EEG data. Thus far, only a few studies (e.g., Langheim, Murphy, Riedner, &Tononi, 2011; Yu, 2015a) have attempted to construct dense sleep EEG networks using time-series statistics. By plotting significant partial correlations of all 32640 possible pairs of the 256 electrodes, Langheim et al. found a cluster of positive interactions in the right parieto-occipital region during REM sleep. Yu (2015a) , on the other hand, used non-partial correlations, which resulted in positive connections over the anterio-frontocentral and occipito-temporo-cerebellar regions.
dEEG synchronous connectivity can be a new parameter or direction for investigating the variations in dreaming sleep. However, there are some methodological issues that should be resolved before more extensive dEEG connectivity sleep research can be conducted. This is peculiarly true when it is considered that dEEG sleep research is labor-intensive and computationally expensive in comparison with conventional polysomnography. In establishing dense EEG networks, researchers have been employing different protocols for data referencing, preprocessing, and analysis. This, at least in part, explains the differences in connectivity networks reported by different researchers. Langheim et al. (2011) referenced all data to the default electrode Cz placed at the vertex. Yu's (2014 , 2015a , Yu & Li, 2018 research group instead recommended applying a common average reference (the average of all 256 or 257 electrodes) in sleep research for more accurate localization of waveforms and reducing spurious correlations. It is worth noting that both the Cz and common average referencing approaches deviate from the American Academy of Sleep and Medicine's (AASM; Iber, Ancoli-Israel, Chesson, & Quan, 2007) standard mastoid referencing.
Referencing to the mastoid electrode on either side as recommended by the AASM is inapt for network analysis in that it would create a systematic crescendo of electrical amplitude toward the opposite side of the head. Although this bias can be corrected by averaging the two mastoid electrodes of the sensor net (average mastoid reference), Yu and Li (2018) showed that the use of the average mastoid reference would cause the methodological artifact of the two mastoid electrodes being inversely and perfectly correlated. Additionally, the average mastoid reference tends to lower the strength of correlations for the electrodes over the mastoid process and temporal bone, wherein the inferior temporal cortex is located. Utilizing the mastoid electrodes as a reference would therefore lessen the sensitivity for detecting activities over the inferior temporal region, which is believed to play an important part in the neural network of dreaming sleep (Yu, 2001a (Yu, , 2006 . Langheim et al. (2011) introduced the use of BoxJenkins autoregressive integrative moving average (ARIMA) modeling to remove the trend in each EEG time series before correlation analyses. The ARIMA modeling method can achieve stationary variance by suppressing autocorrelation structures and curtail spurious correlations resulting from the common trends or predictability of temporal structures. Langheim et al. proposed an optimal ARIMA model, which was composed of 40 AR orders (AR = 40), one differencing order (I = 1), and one MA order (MA = 1). Yu (2015a) observed, however, that a sizable number of time series could not be fitted by the ARIMA (40, 1, 1) model. Since the residuals for some channels could not be generated by the ARIMA (40, 1, 1) modeling, the correlations for these unfitted channels could not be computed. As Yu and Li (2018) demonstrated, this rendered subsequent connectivity analyses unreliable in that some connections between certain critical regions for sleep, such as those between the parastriate region and the occipitotemporal junction (Yu, 2001a (Yu, , 2006 , could not be detected. They suggested, furthermore, that the ARIMA (20, 1, 1) model might constitute an alternative for sleep EEG data preprocessing because it effectively removed time structures to the extent very much like the ARIMA (40, 1, 1) model with virtually no unfittable channels for both early and late REM periods and different sample lengths.
Pearson correlation is the most classic measure of connectivity. Yu (2015a) applied non-partial Pearson correlations (zero-order correlation) in his study, whereas Langheim et al. (2011) computed a partial correlation coefficient for each pair of sensors with consideration of all the remaining 254 sensors (254 th -order/(N-2)-order partial correlation). In their methodological studies, Knyazeva (2011a, 2011b ) introduced yet another approach and limited their computations to first-order partial correlations. Specifically, for each pair of sensors, they calculated (N-2) correlations, with the remaining sensors being partialled out one at a time; the minimum among these (N-2) values was then chosen for further analyses.
As Knyazeva (2011a, 2011b) averred, a correlation value may derive from direct interactions between two sensors and/or indirect connections via sequential pathways or common sources. In other words, it is assumed that non-partial correlation gives an aggregate estimate of both direct and indirect connections between two sensors, partial correlation measuring direct functional connectivity. This is, however, a theoretical supposition and the direct link or true value of the correlation between two sensors is a relative rather than absolute concept. At one end of the continuum is the correlation value with all possible indirect links being controlled, at the other end being the statistical procedure which partials out the single sensor that gives the minimum correlation value among all (N-2) first-order partial correlation values. Jalili and Knyazeva (2011a, b) argued that synchronous networks built upon partial correlations fundamentally differ from those detected by non-partial correlations. This argument suggests that using different correlation methods to construct synchronous networks would give rise to distinct patterns of connections.
The study presented here aimed to examine the extent to which the first-order and (N-2)-order partial correlation methods would alter the rank-ordered pattern of sleep EEG connections computed based on non-partial correlations. If they could only suppress the overall strength of connectivity rather than alter the pattern of correlations, they might merely serve a similar function as do the preprocessing tactics for reducing spurious correlations. In addition, it should be noted that performing partial correlations for dEEG data with the standard sampling rate of 500Hz can be very expensive in terms of computation time -approximately eight hours for 60-second data, for example. Reducing the length of each time series can substantially lower the cost of computation. Therefore, the effects of the partial and non-partial correlation methods were considered together with varied ARIMA models and lengths of time series. Specifically, it was hypothesized that correlation matrices generated using different partial/non-partial methods, ARIMA transformation models, and time lengths would share a similar pattern of relative connectivity magnitudes among sensors.
METHOD
Two volunteers' (Subject 1: male, 23 years old; Subject 2: female, 21 years old) sleep was monitored by a highdensity electroencephalographic system. The sensor net is composed of 256 index electrodes, covering almost the entire head, including areas on both cheeks and around both eyes. Data were sampled at 500 Hz and were referenced to the Cz electrode. Raw EEG data that were collected during the last 60 seconds of the second (REM2) and fourth (REM4) REM episodes of the second laboratory night and were relatively devoid of ocular and other artifacts were analyzed using the MATLAB and R statistical packages. The Cz-referenced data were preprocessed by either ARIMA (40, 1, 1) or ARIMA (20, 1, 1) transformation before connectivity analyses. Pearson correlation coefficients of the 32640 pairs of electrodes (256 x 255/2) were computed using the non-partial, firstorder partial, and 254 th -order partial methods. After that, Spearman correlations were performed to assess the extent to which the rank orders of the Pearson correlation coefficients generated by the three methods resembled each other. Thorough comparisons of more ARIMA models in terms of their effects on subsequent connectivity analyses are available in Yu and Li's (2018) previous report. A detailed description of the current dEEG protocol can be found elsewhere (Yu, 2014 (Yu, , 2015a (Yu, , 2015b (Yu, , 2016a . The study was approved by the University Human Research Ethics Committee. Table 1 lists the standard AASM derivations (see Column 1, F3 to O2) and nine other electrodes placed on the neuroanatomical regions especially relevant to sleep research (see Column 1, FT7 to TP10). For example, BA37 and BA40 are neural substrates for converting dream thoughts into dream images (see Yu, 2001a Yu, , 2001b Yu, , 2003 Yu, , 2006 Yu, , 2007 Yu, , 2016b , for the neuroanatomical correlates of dreaming sleep). Tables 2-7 presents the Pearson correlation matrices of 60-s, REM4 data obtained with these selected channels and preprocessed by ARIMA (20, 1, 1) modeling. In both Subject 1 (Tables 2 & 3) and Subject 2 (Tables 5 & 6 ), the first-order partial method significantly suppressed the correlations coefficients, z values ranging between 9.02 and 37.06, all p values < .001. The effect of the 254 th -order partial process (Tables  4 & 7) , as compared with the first-order partial process (Tables 3 & 6) , was even more robust, z values ranging between 6.5 and 39.18, all p values < .001. The magnitudes of all 254 th -order partial correlations were minuscule. Nonetheless, the three correlation methods resulted in a similar pattern of relative magnitudes among the coefficients, the strongest connections being mostly clustered around P7, TP9, O1, P8, TP10, and O2.
Analyses
The results for Spearman correlations are shown in Tables 8-11 . The large rank-order correlation coefficients (> 0.5) indicated that varying the ARIMA parameters, the sampling rate, or even both did not substantially alter the rank-order sequence of coefficients between any two correlation matrices in both subjects and both REM stages, Note. Np = non-partial correlation matrix, 1 st order = first-order partial correlation matrix, 254 th order = N-2 partial correlation matrix, (40, 1, 1) = ARIMA (40, 1, 1) preprocessed correlation matrix, (20, 1, 1) = ARIMA (20, 1, 1) preprocessed correlation matrix, 15s = calculated based on 15-second data, 30s = calculated based on 30-second data, 60s = calculated based on 60-second data. especially those comparing non-partial and first-order partial correlation matrices. The rank-order correlation coefficient comparing any non-partial and first-order partial correlation matrices was very large, with the overall average value of 0.938. For example, the rank-order correlation coefficient between the non-partial correlation matrix for the 15-s, ARIMA (20, 1, 1) processed data and the firstorder partial correlation matrix for the 60-s, ARIMA (40, 1, 1) processed data was 0.941 in Subject 1's REM2 (see Table   8 ) and 0.926 in Subject2's REM4 (see Table 11 ). By contrast, 254 th -order partial correlation matrices considerably differed from their non-partial and first-order partial counterparts. Nevertheless, most of the rank-order correlation coefficients exhibited a moderate effect size (> 0.3). The overall average rank-order correlation coefficient comparing non-partial and 254 th -order partial correlation matrices was 0.316, that comparing first-order and 254 th -order partial correlation matrices being 0.391. Note. Np = non-partial correlation matrix, 1 st order = first-order partial correlation matrix, 254 th order = N-2 partial correlation matrix, (40, 1, 1) = ARIMA (40, 1, 1) preprocessed correlation matrix, (20, 1, 1) = ARIMA (20, 1, 1) preprocessed correlation matrix, 15s = calculated based on 15-second data, 30s = calculated based on 30-second data, 60s = calculated based on 60-second data. 
DISCUSSION
The study presented here compared the dEEG connectivity matrices generated by the non-partial, firstorder partial, and (N-2)-order partial correlation methods, taking two ARIMA preprocessing models and three sample lengths into consideration. The results indicate that a partial correlation process for dEEG analysis, even at the first-order level, can substantially suppress the degree of connectivity. The effect of the (N-2)-order partial process in the dEEG context is even more dramatic in that the correlation coefficients can be infinitesimal after partialling out the remaining 254 sensors. Notwithstanding the significant suppression effect, the first-order partial process does not greatly alter the pattern of the relative magnitudes among the 32640 possible connections. The first-order partial method, which involves identifying the minimum value from 254 correlation values for each of the 32640 possible connections in each dataset, necessitates computer programing. Indeed, as shown by the present analyses, the rank orderings of the non-partial and firstorder partial correlation matrices are so similar that researchers may need to consider whether writing such an algorithm is cost-effective.
By contrast, the (N-2)-order partial process would yield a correlation matrix that is only moderately similar to its corresponding first-order partial and non-partial correlation matrices. This suggests that it might detect a network akin to, but not the same as, those discerned by the first-order partial and non-partial methods. Partialling out N-2 sensors in dEEG could result in improbably small coefficients; that is, a close-to-zero coefficient is unreasonable for a pair of neighboring or functionally related sensors. Accordingly, certain adjustments are necessary in further analyses, such as lowering the threshold when plotting dEEG networks. Future studies may explore the optimal number of sensors being partialled out that could produce more realistic coefficients for dEEG connectivity research.
Changing the ARIMA parameters, the sampling rate, or even both do not appear to significantly alter a dEEG network. On the one hand, researchers may, during the initial stage, search for a dEEG network using shorter time series to reduce computation time. On the other hand, however, choosing appropriate ARIMA parameters that can fit all 256 time-series data is still essential for examining synchronous dEEG activities. It should be noted that in the study presented here, the correlation coefficients were computed with the unfitted channels being excluded. As mentioned previously, ARIMA (40, 1, 1) preprocessing may create a considerable number of unfitted channels, which may in turn lead to an underestimation of connectiv it y in cer tain neuroanatomical regions (Yu, 2015a; Yu & Li, 2018) . Non-partial correlations, theoretically, account for aggregate connectivity contributed by both direct and indirect links, partial correlations being assumed to signify direct coupling. The study presented here demonstrates, nevertheless, that even the partial correlation procedure that controls the effects of all remaining 254 electrodes would produce a connectivity pattern that can be, to a moderate extent, matched with a network without eliminating ancillary links. Accordingly, whether a network built upon partial correlations is fundamentally different from that constructed via non-partial correlations is debatable. For large-scale dEEG studies, perhaps, non-partial correlation is probably a more feasible and effective approach.
