Let X0 = 0, X1, X2, . . . be an aperiodic random walk generated by a sequence ξ1, ξ2, . . . of i.i.d. integer-valued random variables with common distribution p (·) having zero mean and finite variance. For an N -step trajectory X = (X0, X1, . . . , XN ) and a monotone convex function
Our main result reads that as λ → 0, the typical height of X [αN] scales as H(λ) and the correlations along X decay exponentially on the scale H(λ) 2 . Using a suitable blocking argument, we show that the distribution tails of the rescaled height decay exponentially with critical exponent 3/2. In the particular case of linear potential V ( · ), the characteristic length H(λ) is proportional to λ −1/3 as λ → 0.
Introduction
In this work, we are interested in the path-wise behaviour of a general class of random walks on the integers, whose path measure is submitted to a special form of exponential perturbation, the physical motivation of which is discussed at the end of this section. More precisely, to each i ∈ Z, we associate an integer 1 non-negative value X i and for any integer interval ∆ l,r = (l, r) ≡ l + 1, l + 2, . . . , r − 1 ⊂ Z (1.1)
we denote by I ∆ l,r ,+ the set of all such trajectories in ∆ l,r :
I ∆ l,r ,+ = I (l,r),+ = X = (X i ) l<i<r : X i ≥ 0 .
Let V : R + → R + be a convex increasing continuous function with V (0) = 0 and a bounded growth at infinity:
There exists f : R + → R + such that for any α > 0 we have
This property holds clearly for any (convex) polynomial function. The probability of a trajectory X ∈ I (l,r),+ is defined then via where the boundary conditions are given by X l = a and X r = b, the parameter λ is some strictly positive real number and p( · ) are the transition probabilities of a 1D integer-valued random walk with zero mean and finite second moment. We suppose that the random walk is strictly aperiodic in the sense that its n-step transition probabilities p n ( · ) possess the following property:
there is A > 0 such that min p n (−1), p n (0), p n (1) > 0 for all n ≥ A.
(1.4)
When the boundary conditions are chosen such that a = b = 0, we omit them from the notation. We will denote by P a,b ∆ l,r ,λ the analogous probability measure without the positivity constraint, and by Z respectively.
When λ = 0 it is expected that, after a suitable rescaling, the law of the random walk converges to that of a Brownian excursion; at least, it is a direct corollary ot the results in [4] and [7] that, in the diffusive scaling, the large-N limit of the distribution P N,+,0 ( · ) is non-trivial. In particular, the path delocalizes. When λ > 0, the behaviour changes drastically: We'll prove below that the path remains localized, and that the correlations between positions X i and X j of the random walk decay exponentially with their separation |i − j|. Our main goal is to investigate how delocalization occurs as λ decreases to 0. The corresponding critical behaviour can be analyzed in quite some details and, most interestingly, under very weak assumptions on the original random walk. In this way, it is possible to probe its degree of universality.
The physical motivation for the path measure considered in this work is the phenomenon of critical prewetting. Consider a vessel containing the thermodynamically stable gaseous phase of some substance. When the boundary of the vessel displays a sufficiently strong preference towards the thermodynamically unstable liquid phase, there may be creation of a microscopic film of liquid phase coating the walls. As the system is brought closer and closer to liquid/gas phase coexistence, the layer of unstable phase starts to grow. For systems with short-range interactions, two kind of behaviours are possible: either there is an infinite sequence of first-order (so-called layering) phase transitions, at which the thickness increases by one mono-layer, or the growth occurs continuously; this is the case of critical prewetting, and it is typical in two-dimensional systems, as those modelled in the present work. We are thus interested in quantifying the growth as a function of the distance to phase coexistence. A natural parameter is the difference between the free energy densities of the stable and unstable phases. Choosing V (x) = |x|, we see that the perturbation λ i V (X i ) can be interpreted as the total excess free energy associated to the unstable layer, the parameter λ playing the role of the excess free energy density.
The problem of critical prewetting in continuous effective interface models in higher dimensions, as well as in the 2D Ising model, has been considered in [11] . The latter results are however restricted to a much smaller class of interactions, and take also a weaker form than those we obtain here. Notice however that the thickness of the layer of the unstable phase in the 2D Ising model also grows with exponent 1/3, showing (not surprisingly) that this model is in the same universality class as those considered in the present work; one can hope therefore that the finer estimates we obtain here have similar counterparts in the 2D Ising model. Results about critical prewetting for one-dimensional effective interface models have already been obtained in [1] ; they are limited to the particular case of real-valued random walks with V (x) = |x| and p(x) ∝ e −β|x| , which turn out to be exactly solvable. They are thus able to extract more precise information than those we present here, including prefactors. It is not clear however to what extent these finer properties also have universal significance.
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Main results
We recall that the potential function V ( · ) in (1.6) is assumed to be continuous and increasing from 0 to ∞ as x varies from 0 to ∞. Therefore, for any γ > 0 there is a unique solution H γ > 0 to the equation
The scale H γ = H γ (λ) will play an important role in our future considerations.
As a simple corollary of the definition (1.7), note that γ 1/3 H γ is a non-increasing function of γ; indeed, thanks to convexity and monotonicity of V ( · ), for any 0 < γ 1 < γ 2 and any 0 < a < 1 we get:
now take a satisfying a 3 γ 2 = γ 1 and recall monotonicity of the function x → V (2γ 1 x)x 2 to infer aH γ1 ≥ H γ2 . Our first result says that the "average height" of the interface in the limit of small λ is of order H 1 (λ). Theorem 1.1 Let H = H 1 (λ) be as defined in (1.7). There exist positive constants δ 0 , λ 0 , and C 1 , C 2 such that the inequalities
hold uniformly in 0 < λ < λ 0 , 0 < δ ≤ δ 0 , and N ≥ H 2 .
Our next result describes the tails of the point-wise height distribution. Although it is formulated for the height in the middle of a typical interface, the result holds for all points from [AH 2 , N − AH 2 ], with any fixed A > 0, ie., lying sufficiently deep in [0, N ]; then, clearly, c i = c i (A) → 0, i = 1, 2, as A → 0. Theorem 1.2 Let H = H 1 (λ) be as defined in (1.7). There exist positive constants T 0 , K, c 1 and c 2 such that for any T ≥ T 0 and all N ≥ KH 2 the inequalities Further, we describe the decay of correlations along the interface. Here again the horizontal scale H 2 plays an important role.
. There exist positive constants C, c, and λ 0 such that for every λ ∈ (0, λ 0 ] and all i, j ∈ (0, N ) we have
Thinking of N as of time parameter, our system can be described as a Markov chain on the positive half-line with certain attraction to the origin. Being positive recurrent, its distribution µ λ N at time N approaches its stationary distribution π λ exponentially fast on the horizontal time scale H 2 :
. There exist positive constants C, c, and λ 0 such that for every λ ∈ (0, λ 0 ] we have
where · TV denotes the total variational distance between the probability measures. 
and thus the lemma states that for any λ > 0 the exponential moment of the functional
decays no faster than exponentially in N indicating that the typical value of V X j (equivalently, the height X j of the interface) is "bounded on average". It is instructive to compare this property to the asymptotics
following from [4, 9] .
As a straightforward application of the lemma above we get the following simple but quite useful fact. 
Similarly, for any ε > 0, we get
and for any constants A, B > 0,
Proof. Indeed, (2.5) follows immediately from convexity of V ( · ), as then
Other inequalities are obvious.
Proof of Lemma 2.1. As the upper bound is obvious, one only needs to check the left inequality. We use a renormalisation argument. With H defined as in (2.1), take positive ε small enough to satisfy ε ∈ (0, 1/4] and cut each trajectory of our RW into blocks of length 2 ∆ = εH 2 ; this generates n ε = N/εH 2 ≥ 4 such blocks (if there is a shorter piece left, we attach it to the last block). Further, denote n 1 = ∆, n 2 = (n ε − 1)∆ and consider the events
Using (2.3), we immediately get
2 both H and ∆ are assumed to be integer and it remains to bound below the probability of A ∩ B ∩ C 1 ∩ C 2 . First, observe that in view of the Donsker invariance principle we have
By the Markov property we thus estimate
with some c, C > 0. On the other hand, by (conditional) independence of C 1 and C 2 it is sufficient to bound below the probabilities P N,+,0 C 2 . We shall estimate the former, the latter will follow in a similar way.
Combining the argument above with the conditional invariance principle due to Bolthausen [4] we get
with some constant C 3 = C 3 (ε), uniformly in λ > 0 small enough. Observe that the last bound holds also for any ∆, ∆/2 ≤ ∆ ≤ ∆, and perhaps smaller C 3 > 0. Consequently, it is enough to show that for some constant C 4 = C 4 (ε) > 0 we have, uniformly in sufficiently small λ > 0,
as then immediately
To check (2.9), we fix an arbitrary integer a, 0 < a < H/4, and consider two independent trajectories X a and X 0 distributed according to P a ∆,+ ( · ) and P 0 ∆,+ ( · ) respectively. Let D = D(k) denote the "crossing event" at k,
Our aim is to show that there exists a positive constant C 5 = C 5 (ε) such that, uniformly in small enough λ > 0, one has (here and below, D 
Then the target inequality
The key observation towards (2.11) is the following. For an integer x ≥ 0, the jump distribution p x ( · ) of our random walk from x is given by
where ξ is a random variable with the unconstrained jump distribution p( · ). Clearly, the mean e x and the variance σ 2 x of p x ( · ) satisfy
with σ 2 denoting the variance of p( · ). Now, suppose that the crossing event D(k), k ∈ {1, 2, . . . , n 3 }, takes place. In view of (2.12), with positive probability we have X (with the same lower bound (1.4) for all x, y ≥ 0), two independent trajectories started at x and y meet with positive probability within AM steps. Thus, the first inequality in (2.11) follows immediately from the standard independent coupling and the properties of P satisfies τ ≤ n 3 . Then the finite variance argument used above implies that, with positive probability, we have H/4 ≤ X a τ ≤ H and the second inequality in (2.11) follows from a straightforward generalization of (2.8).
A literal repetition of the argument above implies also the following result: Corollary 2.4 For positive ρ and λ, put H = 2ρH 1 (λ) and define the event
Then, for any ρ, η > 0, there exist positive constants λ 0 , c, and
Moreover, for any other event A with P 
The upper bound
The first half of Theorem 1.1, namely
(with H = H 1 (λ), see (1.7)) follows directly from (2.5) and the inequality
valid for any H ≥ 0 and 0 < 2δ ≤ 1:
here C δ = 1/(4δ) and δ is chosen small enough to satisfy
.
The lower bound
Our proof of the lower bound (with H = H 1 (λ), see (1.7)),
is based upon a certain renormalisation procedure. Namely, take λ > 0 small enough and ε > 0 to be chosen later (assuming, without loss of generality, that ε 2 ∈ (0, 1/12) and ε 2 H 2 is an integer number larger than 1) and split every trajectory of the random walk under consideration into pieces of length 4 ε 2 H 2 to be called blocks; clearly, there are exactly n ε = N/(4 ε 2 H 2 ) such blocks (and, perhaps, an additional piece of shorter length). Next, we split each block into four equal parts and use I m , m = 1, . . . , 4n ε to denote all obtained subblocks. Further, we fix a small enough ρ > 0 and say that the trajectory under consideration is ρ-high in the k-th block, if
The main idea behind the argument below is as follows: for ρ > 0 small enough, the number of ρ-high blocks in a typical trajectory is of order n ε ; however, a typical contribution of a ρ-high block to the total area is of order at least ρ ε 3 H 3 ; as a result, the typical area is bounded below by a quantity of order at least ρ ε 3 H 3 n ε ≍ ρ εHN and thus, for δ > 0 small enough, the event
falls into the large deviation region for the distribution under consideration. The target inequality (2.16) gives a quantitative estimate for this to happen. To start, we use (2.4) to remove the external field λ,
Now, conditionally on the configuration X in the blocks I 2m+1 , m = 0, . . . , n ε −1, the events max j∈I2m X j > ρ εH are mutually independent. Moreover, a straightforward generalization of the argument used to estimate below the probability of C 1 in Lemma 2.1 shows that
with some η > 0, uniformly in 0 < ρ ≤ ρ 0 and all εH = εH 1 (λ) large enough, implying that the events k-th block is ρ-high , which are also conditionally independent for fixed configuration in I 4k+1 , k = 0, . . . , n ε − 1, occur with probability at least (1 − a ρ ) 2 ≥ η 2 . As a result, the number n ρ of ρ-high blocks for a typical trajectory is not less than η 2 n ε /2. More precisely, since the events under consideration are independent for individual blocks (conditionally on every fixed configuration in between), the standard large deviation bound implies
with some c ′ = c ′ (ρ) > 0 not depending on ε. Thus, taking ε > 0 small enough, we obtain From now on, we shall restrict ourselves to the trajectories containing at least η 2 n ε /2 blocks that are ρ-high. We shall say that a ρ-high block oscillates if min
and observe that each ρ-high block without oscillation contributes an amount at least ρ ε 3 H 3 /2 to the total area. Our final step of the proof consists in evaluating the typical amount of oscillating blocks.
Define
Then using essentially the same arguments as in the proof of Lemma 2.1, we deduce that
where the boundā ρ < 1 holds for any fixed ρ small enough. Arguing as before, we deduce that the numbern osc of blocks without oscillation satisfies the estimate
with some c ′′′ = c ′′′ (ρ) > 0 not depending on ε. Again, taking ε > 0 small enough, we obtain
However, on the complementary event we get
for all ρ > 0 small enough and thus the inequality
renders the event A δ impossible for δ = ρ(1 −ā ρ )η 2 ε/64. As a result, for such δ > 0 we get
with some c 3 = c 3 (ρ) > 0.
Remark 2.6 Obviously, the obtained lower L 1 -bound on the total area implies immediately a simple lower bound for the height of the maximum of interfaces:
We shall obtain a complementary bound after a more detailed analysis of the interfaces.
Proof of Theorem 1.2
We treat the lower and the upper bounds in (1.10) separately, the latter being based upon the following apriori estimates.
Two refinements of the basic comparison lemma
The following version of Lemma 2.1 gives a better bound than (2.2) for large values of ρ, ρ ≥ ρ 0 (η) > 0. With H defined as in (2.1) and η ∈ (0, 1/2), we put
Lemma 3.1 Let ρ, H, c and C be as in Lemma 2.1. There exists λ 0 > 0 such that for any η ∈ (0, 1/2) and ζ ∈ (0, 1/2) there is a constantc > 0 such that for any 0 < λ ≤ λ 0 , every N ≥ H 2 /(2ζ), and all boundary conditions 0 ≤ a, b ≤ H, one has
Proof. Let H = ρH 1 (λ), ε ∈ (0, 1/4] and ∆ = εH 2 be as in the proof of Lemma 2.1. Similarly, for η ∈ (0, 1/2) we definẽ
Further, let
and introduce the events (see Fig. 3 ):
Figure 3: Renormalization scheme in Lemma 3.1.
For trajectories belonging to A ∩ B we have
Moreover, using the scaling assumption (3.3) and arguing as in the proof of Lemma 2.1 we get
with perhaps slightly smaller constant λ 0 > 0.
Next, we present a short-droplet analogue of the previous lemma. Our argument is based upon the following small droplet bound to be verified in Appendix A below. 
Proof of Lemma 3.2. As in Lemma 2.1, our argument is based on the bound (recall (2.7)) because of (1.7), (1.2) and the condition N ≤ KH 2 1 (λ), it remains to verify that the last probability is uniformly positive. Let X be an arbitrary trajectory from I N,+ (recall (1.5)). Then, either it belongs to the set
We shall write
Fix any L ∈ (0, H) and denote
According to the bounded variance estimate (2.12) and the Chebyshev inequality, one immediately gets
Taking L sufficiently large to have P a,b N,+,0 X ∈ A 1 ∪ A 2 ≥ 1/2, we shall restrict ourselves to trajectories X belonging to A 1 ∪ A 2 only (see Fig. 4 ). 
(3.9)
However,
where P |∆ ′ | refers to the distribution of |∆ ′ |-step unconstrained random walk with the step distribution p( · ), recall (1.3). Finally, using the small droplet bound (3.4) and taking |∆ ′ |/H 2 ≤ N/H 2 sufficiently small, we can make the RHS above smaller than 1 − c. This finishes the proof.
The upper bound
We turn now to the proof of the upper bound in Theorem 1.2. Recall that due to the assumption (1.2) the function V ( · ) does not grow too fast at infinity. For ρ > 0 and H 1 = H 1 (λ), our canonical scale from (1.7), define (cf. (1.1))
and, for any integer interval ∆,
Then, with ∆ and T being (large) natural numbers to be chosen later, we get (for
To estimate the length of the droplet, rewrite
14)
where the first summation goes over all l, r satisfying
Next, by convexity of V ( · ) and the bounded growth assumption (1.2),
where H is as in (3.1) and the constants ζ, η are chosen via
Further, applying Lemma 3.1, we obtain (cf. Corollary 2.3)
With ∆, α ∈ (0, 1) and T > 0 satisfying
where C denotes the same constant as in Lemma 3.1, the last bound reads
Inserting it into (3.14) we immediately get
It remains to estimate the first term in (3.13). Conditioning on the endpoints of the droplet of interest, we decompose
where the first summation goes over all l, r satisfying (cf. (3.15))
To finish the proof of the lemma it remains to establish the following inequality
Notice that taking T 0 large enough, we can achieve the bound
≤ ζ for all T ≥ T 0 , where ζ is the same constant as in Lemma 3.2, and thus can remove the field λ from our further considerations. To prove (3.20), we shall proceed as in the proof of Lemma 3.2. Namely, defining ∆ ′ ⊂ (l, r) and A 2 similarly to (3.5) and (3.6), (see Fig. 5 ), we bound above 
We shall estimate the probability P a ′ ,b ′ (l ′ ,r ′ ),+,0 X N2 > T H 1 depending on the length of the interval ∆ ′ . First, we observe that for any L > 0 the Donsker invariance principle gives (recall (3.10))
On the other hand, for
1 , the conditional Chebyshev inequality for the maximum (see Lemma A.1 in the appendix below) gives
. Now, combining the last two estimates with the bound (3.7), we obtain:
To finish the proof, we first take L = exp
and then λ sufficiently small to make the last term smaller than the second. With this choice (3.21) reduces to (3.20 ).
An obvious generalization of the argument above gives also the following bound. 
holds for all λ ∈ (0, λ 0 ], where λ 0 = λ 0 (T ) > 0.
As a straightforward modification of the proofs above one can show existence of moments of X N2 to be used below.
Corollary 3.5 There exist positive constants K and λ 0 such that for all p, 1 < p < 21/8, we have
Proof. Using the decomposition (3.14) with ρ = T /4 and ∆ = H in (3.17), we get the following analogue of (3.18):
Next, we use the decomposition (3.9 ′ ) and bound above the height of the inner droplet P 
Combining (A.6) and (A.3), we get
On the other hand, for (l
with a numeric constant C ≤ 18. As a result, for any T > 0 we get
and therefore, for 1 < p < 21/8,
The lower bound
Fix a (big) positive T and an integer ∆ = √ T H 2 1 and denote (recall the notation
It follows from the argument in Sect. 3.2 that for some constant T 0 > 0 not depending of λ > 0 we have
(recall the running assumption that we omit the boundary conditions a = b = 0 from the notation). We thus rewrite
Now, define
By the Donsker invariance principle and the estimates for the maximum of the Brownian bridge, the last factor is bounded below by
uniformly in a ′ and b ′ under consideration, provided only λ > 0 is small enough. Next, a literal repetition of the proof of (2.8) and (2.10) combined with the estimate (3.24) gives 4 Refined asymptotics
Quasirenewal structure
The importance of the scale H 1 (λ) demonstrated in the proofs of the previous sections is even more pronounced in the study of the refined behaviour of the interfaces under consideration. The aim of this section is to describe certain intrinsic renewal-type structure of the random walks distributed via (1.5)-(1.4) that manifests itself in the diffusing scaling (i.e., H 1 (λ) 2 in the horizontal direction and H 1 (λ) in the vertical one).
For any ρ > 0 and λ > 0, let S ρ denote the horizontal strip of width 4ρH 1 ,
In this section we shall establish certain quasirenewal property stating roughly that for all λ > 0 small enough the "density" of visits of the RW under consideration to the strip S ρ is "positive on the scale H 1 (λ) 2 ". More precisely, for positive real ε, ρ, λ and integer K > 0 we split our trajectories into K-blocks I m of length
to be integer) and introduce the random variables
2 ) be the total number of such blocks and let n Y be the total number of K-blocks labelled by ones:
Our first observation is that with high probability the total length n Y KεH 1 (λ) 2 of such K-blocks can not be large: .2), ε be a positive constant, and α satisfy α ∈ (0, 1). For any ρ > 0 there exist positive constants λ 0 , and K 0 , depending on α, ε, and ρ only, such that for any λ ∈ (0, λ 0 ), any K ≥ K 0 and any N ≥ 3K 0 εH 1 (λ) 2 we have
uniformly in a, b ∈ (0, ρH 1 ).
Proof of Lemma 4.1. We use the blocking procedure described at the beginning of this section where, given ρ > 0 and ε > 0, the constant K 0 ≥ 8 is chosen large enough, see (4.8) below.
The Y -labels defined in (4.1) with any K ≥ K 0 introduce a 0 − 1 encoding of each trajectory; using this encoding, we split the K-blocks labelled by ones into maximal "connected components" to be called K-clusters. Two neighbouring K-clusters are called connected if they are separated by exactly one K-block labelled by a zero. A K-cluster that is not connected to its neighbours is called isolated. Our next goal is to show that for any collection of K-clusters consisting of n Y K-blocks there is a sub-collection of isolated K-clusters of total length at least n Y /4 . As soon as this is done, a simple reduction argument will imply the target estimate (4.2). Figure 6 : Two-step selection procedure: from 7 clusters of total length 12 choose 2 clusters of total length 5; selected K-clusters are shadowed Our selection procedure consists of two steps. First, we split all K-clusters into subsequent pairs of neighbouring clusters and from each such pair we choose the longest cluster (or the left one if they are of equal length). Observe that each chosen cluster is either isolated or belongs to a pair of connected K-clusters. Next, we split all isolated K-clusters into subsequent pairs 4 and from each pair (connected or isolated) we choose the longest cluster (or the left one if they are of equal length). The obtained collection (together with the temporarily neglected K-cluster, if there was one) consists of isolated clusters which altogether contain at least n Y /4 of K-blocks, see Fig. 6 . Our second step relies upon a finer renormalisation, this time on the integer scale εH 1 (λ) 2 . We split our trajectory into n ε = N/εH 1 (λ) 2 blocks J l of length εH 1 (λ) 2 each and similarly to (4.1) introduce the labels
Of course, the natural (inclusion) correspondence between ε-blocks J l and K-
has the following property: if Y m = 1 and J l corresponds to I m , then Z l = 1. As before, we split all ε-blocks labelled by ones into maximal connected components to be called ε-clusters. Clearly, as subsets of 1, . . . , N , every K-cluster is included in the corresponding ε-cluster. Let E be the collection of ε-clusters that correspond to the isolated K-clusters selected by applying a procedure as in Fig. 6 . The following two properties of the collection E will be important for our future application: 1) every ε-cluster from E is bounded by two boundary ε-blocks labelled by zeroes; moreover, for different ε-clusters the boundary blocks are different; 2) the total length of ε-clusters from E is at least Kn Y εH 1 (λ) 2 /4. Our next aim is to establish certain one-droplet estimate from which the target bound (4.2) will follow immediately. Consider any ε-cluster from E and denote its extremal ε-blocks (the first and the last one) by J m1 and J m2 respectively. Clearly, the length of this ε-cluster is n 0 ε εH
Similarly, let
Using the notation A 2 = A 2ρ (l 0 , r 0 ) (recall (3.12)), one can bound above the partition function corresponding to this droplet by
Clearly, the target inequality (4.2) follows immediately from the one-droplet bound
the lower bound on the total length of ε-clusters from E, provided only
to suppress the total number of 0 − 1 encodings (that is bounded above by 2 nK ). Our proof of (4.5) will be based upon the decomposition (4.4) and the following two facts:
F2) for ε, ρ, T and λ 0 as above there is a finite constant
with supremum taken over εH The inequality (4.5) follows easily from (4.6) and (4.7). Indeed, combining (4.4) and (4.6) we get
with the sum running over 2ρH
, taking η = 1/2, and using the estimate (4.7), the convexity of the function V ( · ) and the reduction of the central part of the droplet as in Fig. 7 , we bound the last expression by Figure 7 : Reduction of an ε-cluster
with sum running over
we immediately get
and thus (4.5). It remains to verify (4.6) and (4.7). The proof of (4.6) follows the argument of Sect. 3.2. Clearly, it is enough to show that for some constant c 1 > 0 one has
Using the definitions (3.11) and (3.12), the partition function in the LHS of the previous display is bounded above by
where the sum runs over 0 ≤ a
and
Using Corollary 3.4 the sum above can be further majorated by
As a result,
and it remains to choose T large enough. The estimate (4.6) follows. Finally, we check (4.7). First, applying an obvious extension of Lemma 2.1, we remove the field λ (as above, we put b
uniformly in a, b, ∆ under consideration and all λ > 0 small enough. Here and below, P a ∆,+,0 (·) denotes the probability distribution of the ∆-step random walk starting from a with transition probabilities p(·) restricted to the set I ∆,+ of non-negative trajectories (recall (1.5)). Now, denoting by ≥ 0 the wall constraint X ∈ I ∆,+ , we rewrite the last ratio as P
and observe that uniformly in a, ∆ under consideration the P a ∆ -probability of the event ≥ 0 is uniformly positive. Thus, applying the standard argument (see, eg., [2, §11] , [3, §9] ) one deduces that, uniformly in a, b, ∆, and λ under consideration, the ratio in (4.10) is bounded above by a positive constant M 2 = M 2 (ε, ρ, ∆, T ). The estimate(4.7) follows from (4.9) and (4.10).
The proof of the lemma is finished.
Next, we fix ρ, K, and ε as in the proof above, use the K-blocks decomposition and introduce the labels (cf. (4.1) )
Denote n U = m : U m = 1 . 
Proof. Our argument is similar to that of Sect 2.3. First, taking K = 3K 0 in Lemma 4.1, we split all K-blocks into triples of consecutive blocks (neglecting the non-complete last triple if there is one) and call an index m regular if
Using the previous Lemma with α = 1/9, we deduce that with probability not smaller than 1 − exp −N/(72f (2/ρ)H 1 (λ)
2 ) there are at least 2n K /9 regular indices m.
For each such m we define
2 and thus, using Corollary 2.4 we get
Therefore, on average there are at least 2p ρ,Kε n K /9 indices m whose labels satisfy U 3m+2 = 1. By a standard large deviation bound we get
and the lemma is proved.
Coupling
With ρ > 0 fixed as above and λ > 0 denote (recall (1.7))
Let X, Y be two independent trajectories of our process and let P 
be the event "trajectories X and Y do not intersect within the set A". Our main observation is that, with probability going to one, any two independent trajectories of our RW meet within a time interval of order at most
Lemma 4.3 There exist positive constants λ 0 , C, c, and ρ 0 such that the inequality
Proof. Consider the decomposition into K-blocks I m of length KεH 1 (λ) 2 described in the previous section and denote
with labels U m ( · ) defined as in (4.11) . Following the proof of Lemma 4.2 with α = 1/9 we deduce that with probability not smaller than
there are on average at least 1/3 − 2α n K = n K /9 regular indices m that are common for both X and Y . As a result (recall (4.13)),
that is, with high probability there is a positive fraction of blocks I m for which the event
is realized. By taking each second such K-block we construct a disjoint collection K of K-blocks possessing property (4.17). The collection K has the following important properties to be used in the sequel: Another important ingredient of our argument is the following observation: 
We postpone the proof of Lemma 4.4 till the end of this section and deduce our main estimate (4.15) first. Combining Corollary 2.4 with the inequality (4.19) and using the estimate
we obtain the uniform bound (similarly as in ( 
"freezing" the joint configuration (X, Y ) K c in all blocks that do not belong to the collection K and using the estimate (4.20) for all blocks from K, we bound the last term by
(4.21)
Averaging this inequality over (X, Y ) K c and combining the result with (4.16), we obtain the target estimate (4.15).
Proof of Lemma 4.4.
We use again a blocking argument. Fix two positive constants ε and ∆ such that ε ≤ 1, ∆ ≤ 1/8 and assume w.l.o.g. that εH 2 is integer. Split the interval [0, N ] into blocks I m of length 4εH 2 , m = 1, 2, . . . , ⌊N/(4εH 2 )⌋ =: n ε , and for each such block introduce the "crossing event"
A
, where (see Fig. 8 ) 
and, finally, 
Indeed, let A be the collection of indices m for which the event A m (X, Y ) occurs. Denoting by n cross the cardinality of |A|, we use the Markov property and the standard large deviation bound to get max ax,bx,ay,by P ax,bx,ay,by N,+,0
(4.25) with some c 5 > 0; thus, it remains to consider the case n cross = |A| ≥ p 1 n ε /2. Now, the bound (4.24) and the conditional independence of blocks I m imply that We shall verify the first of these inequalities, the second follows from analogous considerations. Next, using the Markov property and the usual invariance principle (for unconditioned RWs), we get
where, D 
since X and Y are independent processes whose jumps have the same distribution of finite variance σ 2 > 0, the bound
holds with positive probability provided only the absolute constant R > 0 is chosen large enough; finally, thanks to the aperiodicity property (1.4), conditioned on the event (4.28), the trajectories X and Y meet with positive probability within A⌈Rσ⌉ steps. We sketch the main steps of the argument. In view of the Markov property, it is sufficient to show that The proof of the lemma is complete.
Relaxation to equilibrium
It is an immediate corollary of (4.15): just consider the initial RW and another one started at equilibrium. By the coupling inequality [8, pg. 12 ] the total variance distance between the distribution of our RW after N steps and the equilibrium measure is bounded above by the LHS of (4.15).
Inverse correlation length
Let X be our RW and Y its independent copy; we have:
where E +,λ is the expectation w.r.t. the limiting measure and Cov is the corresponding covariance; denote by A the event that both RW's X and Y intersect between i and j. According to the above, the probability of the complementĀ of A is bounded above by the RHS of (4.15):
Moreover, by symmetry of the RHS of (4.29) on the event A, we have
Finally, take p = 2.
A Small droplet bound
Our aim here is to prove the small droplet bound-Lemma 3.3. The key step of our argument will be based upon the following, having an independent interest, conditional Chebyshev inequality for maximum. Proof. Since D > 0 is a finite constant, the local limit theorem [6] implies that for some c 1 = c 1 (D) > 0 Let now m satisfy M 7/6 ≤ m ≤ ζM 2 (and thus m → ∞). Since D > 0 is finite, it follows from the main result in [7] that
if only M is large enough, M ≥ M 0 . The small droplet bound (3.4) follows, provided ζ > 0 is chosen small enough.
Next, we present a simple one-point analogue of Lemma A.1. for all m ≥ 2.
Proof. Using the independence of jumps and the Chebyshev inequality, we get
Combining this estimate with the lower bound (A.2), we deduce the result.
Finally, we present a stronger version of the previous claim. we immediately get, via Chebyshev,
The proof is finished.
