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We study the uniform convergence of the eigenfunction expansion associated 
with a multiparameter system of differential equations. A coercive inequality, 
together with known results on the L2 convergence of the expansions, is used 
to obtain uniform convergence. We deal specifically with the case of systems 
of second-order ordinary differential equations satisfying “right definiteness” or 
“left definiteness”; however, the methods used can be applied to more general 
situations. ‘c 1990 Academic Press. Inc 
1. INTRODUCTION 
Consider the multiparameter system of linear ordinary differential 
equations 
r=l k, , .-.1 (1.1) 
on the finite intervals I,= [a,, h,] c 02, together with the boundary 
conditions 
$,(Q,) ~0s @, -~,(a,) z (4) sin ~1, = 0, O<Cr,<71 
i- 
(1.2) 
0 < p, < n, r = 1, . . . . k. 
We assume that the functions pr, qr, urs, are real valued and continuous on 
the intervals Z,. In addition, we suppose that p, is continuously differen- 
tiable and strictly positive on I,. The parameters %, are complex numbers. 
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Writing A= (A,, . . . . &) E Ck, we say that I is an eigenvalue of the multi- 
parameter system ( 1.1 ), ( 1.2), if, for each Y, Eq. (1.1) has a non-trivial 
solution $r satisfying the boundary conditions (1.2). The function 
rl/(x)=Ic/i(~~)...$~(xJ (where x=(x,, . . . . x,)EZ=X~=, I,) is said to be 
an eigenfunction corresponding to the eigenvalue 1. An eigenvalue E, is said 
to be real if 1 E [Wk. 
Systems of the above form have been investigated extensively recently, 
both in an abstract formulation and in the differential equations setting. In 
particular, the spectral theory of such systems has been studied and, under 
various hypotheses, eigenfunction expansions have been derived in 
appropriate Hilbert spaces. In most of this work the convergence of the 
expansions has been with respect to some form of L, norm. In this paper 
we use known results on L, convergence together with a certain type of 
coercive inequality (see Lemma 2.2 below) to prove the uniform con- 
vergence of the expansions. To ensure that an L, eigenfunction expansion 
exists further hypotheses must be imposed on the system. The two most 
commonly considered sets of assumptions which lead to L, expansions are 
known as “right definiteness” and “left definiteness.” We will consider both 
these definiteness conditions and show that the corresponding expansions 
are uniformly convergent. However, the method used does not rely on the 
right or left definiteness conditions and can be applied to more general 
systems. In particular, the method can be applied to systems of higher 
order ordinary differential equations satisfying right or left definiteness and 
also to systems satisfying weaker definiteness conditions such as those in 
[ll]. For simplicity we will not consider these cases further. 
The uniform convergence of multiparameter eigenfunction expansions 
has been discussed before. For instance, Hilbert studied a particular two- 
parameter, left definite system of the above form using integral equation 
methods, see [7]. More recently, Faierman has investigated the problem in 
a series of papers, see [4-61. He considers systems of the above form under 
both right and left definiteness conditions; however, many of his results are 
also restricted to the two-parameter case. 
Finally, we remark that if the coefficient functions in (1.1) and the func- 
tion .f being expanded are sufficiently differentiable then we show that the 
series of derivatives of the eigenfunctions is uniformly convergent to the 
derivative of J Results of this type have not been obtained in the papers 
cited above. 
2. PRELIMINARIES 
We begin by introducing some function spaces and operators which will 
be required below. We refer to Sections 0 and 1 of [ 1 ] for further details 
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of the notation and spaces used. Let 52 be a bounded open subset of Rk 
with closure Sz and boundary &2 and let Cm(Q) denote the set of m times 
continuously differentiable complex valued functions on SL. For any 
u E C”‘(Q) and any multi-index 3’ = (rl, . . . . yk) with 1~1 =y, + . + yk d m 
we let D’u denote the function 
The space C*(D) consists of the set of functions UE Cm(Q) such that for 
each y with IyI 6 m, the function Dyu has a continuous extension to the set 
6. The norm on C”(a) is defined to be 
Iul,,,=,m~~sup {(D’u(x)~:xd’~, u E cm(!i=2). 
For any set Q c Rk we let L*(Q) denote the Hilbert space of square 
integrable functions on Q, with the usual inner product (., .) and norm 11.11. 
If Q’ c Q and u E L*(Q) then ~1~~ will denote the restriction of the function 
u to the set Q’. Let Z-Z,(Q) denote the Sobolev space of functions u E L2(Q) 
which have strong L, derivatives of all orders up to m. The norm on 
H,(Q) will be denoted by II .Il,,,. If UE H,(Q) and IyI dm, then DYu~ L,(Q) 
will denote the corresponding strong L2 derivative of U. 
Let lR* denote the extended set of real numbers, i.e., R* = R u { f cc }, 
see [9], and suppose that g: Q -+ R* is a measurable function. For any 
u E L,(Q) let gu denote the function x -g(x) u(x), ~~52, where we put 
0. (+ co) = 0, and define the multiplication operator G: L?(Q) + L,(Q) by 
D(G) = {u E L&2): gu E L,(Q)}, Gu = gu, u E D(G). 
Clearly the operator G is symmetric. Also, if the set g, = {x~ Q: 
[g(x)1 = co} has positive measure and UE D(G) then ulg, =O. If g is 
bounded then G is bounded and D(G) = L,(Q). In particular, the coeffi- 
cient functions p,, qr, u,,, in Eq. ( 1.1) can be regarded as functions of X’E Z, 
in which case they generate bounded multiplication operators on L,(I) 
which we denote by P,, Q,, V,,, respectively. 
For any x E Z let 6,(x) denote the k x k determinant whose (r, s) entry is 
u,,(x,), and let 6,,,(x) denote the cofactor of u,,Jx,) in do(x). It is clear that 
for each x E I. We also define a function 8, : Z -+ R* by 
J,(x) = d,(x)-‘, x E z, 
(2.1) 
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where we put 0-l = co. We let d,, do,, and d, denote the multiplication 
operators on L,(Z) corresponding to the functions &,, &,,,, and 8,, respec- 
tively. The operator a, need not be bounded and is not, in general, the 
inverse of the operator d,. However, if u~D(a,) then ulz=O, where 
Z= (x E I: 6,(x) = 0); thus it can be seen that 
Ao&U=U, u ED(&). (2.2) 
Also, if 6,(x) L c > 0, for all x E Z, then 2, is bounded and is the inverse of 
d,. This situation will be discussed in Section 3. 
For each r = 1, . . . . k, let c?Z: = (x E 8Z: x, = h,}, 8Z, = {x E al: x, = a,}. It 
follows from Theorem 3.10 of [ 1 ] that if u E H*(Z) then u and D,u have 
well-defined traces on the sets al,* in the L, sense, with respect to the 
induced surface measure on aZ,Y . These traces will be denoted by z41d,+ and 
D,ul,,;, respectively. Let 9r denote the set of functions u E H,(Z) satisfying 
the boundary conditions 
uJa,- cos ct, -~,(a,) DAaIr- sin x, = 0, 
ulaI,+ ~0s Br-~,(br) DA,,,+ sin fir=& r = 1, . . . . k, 
on aZ,*, and let 9 = fir= i gr. A function u E 9 will be said to satisfy the 
boundary conditions (1.2) on al. We now define various operators in L*(Z): 
D(T,)=% T,u = -D,P,D,u + Q,u, u~D(Trl, 
S=l 
D(T,)= {ud: A,uED(&)}, Z-J = a, A+, u E D(T’,). 
It is clear that the operators T, are symmetric. To see that the operators 
A, are also symmetric we first observe that since 6,,,(x) is the cofactor of 
u,,(x,) in the determinant 6,(x), 6,,(x) depends only on u&xi), i # r, j # s. 
Thus the function dOrs does not depend on the variable x,, whence 
AorsTru = Tr Aorsu, UE~~,, r, s= 1, . . . . k. 
It follows that 
(A,u, u) = i (A,,,, T,u, u) = i (u, Aors 7’s~) = (u, A,u), u, u E $3, (2.3) 
S=l s=l 
and so the operators A, are symmetric. The operators Z, are not sym- 
metric, however, if we let [u, u] = (A,u, u), U, u E L,(Z), then using (2.2) we 
have 
Cr,u, VI = (A+, u) = (u, AJ) = [u, Z-,u], u, u E D(T,). (2.4) 
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We remark that the operators T, with the domains as defined above arc 
not self-adjoint, although they do have self-adjoint extensions. Since self- 
adjointness is not required below we use the above domains for simplicity. 
However, it should be noted that in most discussions of multiparameter 
spectral theory, the self-adjoint extensions are used. Similar remarks apply 
to the operators f,., although obtaining self-adjoint extensions of these 
operators (in appropriate spaces) is more difficult and is not possible, in 
general, without imposing further hypotheses on the system. For example, 
see [lo] for a discussion of the right definite case. 
Now let D(T) = nF=, D(f,) c 9, and suppose that u E D(T) satisfies 
T,ulz=O, r= 1, . . . . k. Then 
T?u= i VrrZ-,u, r = 1, . . . . k, (2.5) 
,--I 
since the functions on both sides of (2.5) are zero at each x E Z, while on 
I- Z the equality is a consequence of a similar equation to (2.1). 
Next, let 1, be an eigenvalue of the system (1.1) (1.2), and let $ be a 
corresponding eigenfunction. Then by definition $ = II/, ... tik, where each 
function It/r satisfies (1.1) and (1.2), and it follows from the differentiability 
assumptions on the coefficients in (1.1) that tir E C2(Z,). Thus $ E C’(Z) and 
$ satisfies the boundary conditions (1.2) on al, whence $ E 9%. It follows 
that $ is a solution of the system 
TA= i kV,,II/, r=l , . . . . k. (2.6) 
J = 1 
Now, by multiplying the rth equation of this system by dorr and summing 
the resulting equations over r, we find, using (2.1), that 
d,rl/ = 4 doti, t = 1, . . . . k. (2.7) 
This shows that II/ ED(~), and 
r,* =1-d, r=l k. 1 “‘3 (2.8) 
LEMMA 2.1. Let $‘, i = 1, . . . . N, be eigenfunctions of ( 1.1) and ( 1.2), and 
suppose that the corresponding eigenvalues 1’ are real. Zf u E D(T) satisfies 
T,ul,=O, r= 1, . . . . k, then 
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Proof: By (2.6) we have 
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and by (2.4) and (2.8) 
[u, I)‘] Al, = [u, %:I)‘] = [u, f,lp] = [f,u, ly]. 
The result now follows from (2.5) and (2.10). 
We also require the following coercive inequality. 
LEMMA 2.2. Let m 3 0 be an integer and suppose that pie F+‘(Z,), 
qlE Cm(Zl), r = 1, . . . . k. Let u E 9 and suppose that T,UE H,,,(Z), for each 
r = 1, . . . . k. Then u E H,+,(Z) and 
Ilull ,+26C i IITr4l,+ ll40 3 
r=l 1 (2.11) 
where C > 0 is independent of u. 
Proof: Let A,= 0: T,, r = 1, . . . . k. It is clear from the differentiability 
conditions on the functions pr, ql, that A, is a well defined differential 
operator of order m + 2 with continuous coefficients. The assumption on u 
implies that A,u exists in L,(Z) in the strong L, sense for each r, and it can 
be shown, using Theorem 11.11 together with the method of proof of 
Theorem 11.10 of [ 11, that this implies u E H, + z(Z). It now follows from 
Theorem 11.11 of [l] that 
II4 ,+26C 5 IIAAlo+ I140 3 
r=l 1 
and hence, since IIArullo< I/T,ull,, r = 1, ..,, k, (2.11) follows immediately. 
3. THE RIGHT DEFINITE CASE 
In this section we will suppose, in addition to the hypotheses of Section 
I, that 
&Ax) 2 Cl 9 x E z, (3.1) 
for some c, > 0. When this condition is satisfied the multiparameter system 
is said to be “right definite.” It follows from (3.1) that the set 2 defined in 
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Section 2 is empty and the operator d^, is a bounded operator defined on 
the whole of L,(Z). This implies that D(Z) = 9. In addition, it is clear that 
c*IIuII 3 ru, u1’;* 3 (.3!Iull, 24 EL,(Z). 
Thus, if we let [uj = [u, u]’ 2, u E L,(Z), then the norms l.3 and II ‘11 are 
equivalent. The results of [3] together with [lo] prove the following 
theorem. 
THEOREM 3.1. There exists a sequence of real eigenvalues i’, and corre- 
sponding eigenfunctions $‘, i= 1, 2, . . . . of (1.1) and (1.2) such that the eigen- 
functions $’ are orthonormal with respect to [ ., .], and for any u E L2(Z), 
(3.2) 
where the series converges with respect to the norm [I.], and hence with 
respect to 11 ‘11. 
In order to state our results we define the sets 
D:(r)= (ueL9: ~,zAED~~~(ZJ, r= 1, . . . . k), n>l 
THEOREM 3.2. Let n be a positive integer and suppose that pr E C2”- ‘(Zr), 
q+c+*(zJ, v,,EC2n-*(zJ, r, s = 1, . . . . k. Then $‘E C2”(Z), for each 
i=l,2 > .... Also, Di(r)c H,,(Z) and for all UED~(ZJ the series (3.2) 
converges in the space H,,(Z). 
Proof For each i we have $‘= $‘r...$;, where $f satisfies the ordinary 
differential equation (1.1). It is easy to see that the assumed differentiability 
properties of the coefficients in (1.1) implies that $i = C2”(Zr), r = 1, . . . . k, 
and hence @ E CZn(Z). 
We will prove the second assertion by induction on n. First let n = 1 and 
suppose that u E D;(Z) = 9 c H,(Z). Then Z,u E L*(Z), r = 1, . . . . k, and so 
by Theorem 3.1, 
lim 
N-cc > 
=O, r = 1, . . . . k. (3.3) 
in the space L,(Z) = H,(Z). Since the operators V,, are bounded on L,(Z) it 
follows from (3.3) and Lemma 2.1 that 
u- 2 [u, 11/‘] $i 
> 
= 0, r = 1, . . . . k, (3.4) 
r=, 
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in H,(Z). It now follows from Lemma 2.2, (3.2), and (3.4) that 
(3.5) 
in H*(Z). This proves the result for the case n = 1. 
We now assume that the result is true for n = m > 1, and suppose that 
the hypotheses of the theorem hold with IZ = m + 1. If u E D:+‘(T) then for 
each r = 1, . . . . k, f ,u E D:(T), so by the inductive hypothesis Z,u E H2JZ) 
and (3.3) holds in H,,(Z). The differentiability assumptions on the func- 
tions u,, ensure that the operators V, are bounded operators on Hzm(Z) so 
by Eq. (2.5), T,UE H,,(Z), for each r, and hence by Lemma 2.2, 
UEH 2m+2(Z). Also, by Lemma 2.1, (3.4) holds in H,,(Z). Lemma 2.2 now 
implies that (3.5) holds in H,,, 2 (I), which proves the result for n = m + 1, 
and so completes the proof of the theorem. 
Theorem 3.2 and Sobolev’s inequality (Theorem 3.9 of [l]) now yields 
the following uniform convergence result. 
THEOREM 3.3. Suppose that the hypotheses of Theorem 3.2 hold with 
2n - [k/2] - 1 = t 3 0. Then the series (3.2) converges in the space C’(Z). 
We remark that under the hypotheses of Theorem 3.3 the series 
u(x)= f cu, $‘I e(x), (3.6) 
i=l 
is absolutely convergent for each x~l, and similarly for the differentiated 
series up to order t. This follows from the fact that the series (3.2) is 
unconditionally convergent, and hence (3.6) is unconditionally convergent, 
which implies absolute convergence. 
4. THE LEFT DEFINITE CASE 
In this section we suppose that the multiparameter system (1.1) and (1.2) 
satisfies the following conditions: (i) for each r = 1, . . . . k, the self adjoint 
operator in &(I,.) generated by the differential expression on the left-hand 
side of (1.1) together with the boundary conditions (1.2) is strictly positive 
definite; (ii) there exists a set of real numbers ol, . . . . wk, such that 
k 
c ~shlrs(X) 3 c4 > 09 x E Z, r = 1, . . . . k. (4.1) 
s=l 
These conditions are used in [2] in an abstract formulation and in [S] in 
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a differential equations setting similar to the above. When the above condi- 
tions are satisfied the system is said to be left definite. 
Theorem 3.1 of [Z] now shows that, after performing a suitable non- 
singular linear transformation of the eigenvalue parameters j., . ,,.. i., , if 
necessary, we may assume that 
6,,,(x) 3 c5 > 0, x E I, r, s = I) . ..) k, (4.2 1 
(d,u, u)“’ 3 c,j I1uII, Z/EL?‘, Y= 1, . . . . k. (4.3) 
Using (4.2) and (4.3) it can be shown that 
c7 ll~ll,3~~,~,~~‘~3~,ll~ll,, UE~‘, r= 1, . . . . k (4.4) 
(see the discussion preceding Assumption 2.1 of [S] for details in the case 
k = 2. The general case is similar). We now define inner products [ ., .I,, 
r=l , . . . . k, on 9 by 
c4 ul,= Cd,.4 [J), U,UEC~,Y= l,..., k, 
and let [uJ, = [u, u]:“, u E 8. The inequalities (4.4) show that each of the 
norms [I.],, Y = 1, . . . . k, is equivalent to the norm /I. /I, on the set 9. 
Regarding 9 as a subset of the space H,(I) we let g denote the closure 
of 9 in H,(Z). It follows from (4.4) that the domain of definition of the 
inner products [ ., .], can be extended to the set 4, and the norms 1.4, 
and II.II, are equivalent on G. We let C& denote the Hilbert space consisting 
of the set &% together with the inner product [ -, .I,. Letting K = ker d, c 
L,(Z), we define the subspaces 
<>r,= (KnG&)’ c CJV, r = I, . . . . k, 
where 1 denotes the orthogonal complement in the space .gr. Now, 
choosing some integer I, 1 d 1 <k, the following theorem is a consequence 
of Theorem 6.2 of [2]. 
THEOREM 4.1. There exists a sequence qf real eigenualues A’, and corre- 
sponding eigenfunctions @‘, i= 1, 2, ,.., of (1.1) and ( 1.2) such that the eigen- 
functions I++’ are orthonormal with respect to [ ., .I,, and for any u E &, 
where the series converges with respect to the norm [.I,, and hence with 
respect to 11 .II,. 
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To obtain analogues of Theorems 3.2 and 3.3 we will reformulate this 
result slightly. It follows from (2.7) that 
Thus, since the vectors $’ are normalised with respect o [ ., .I,, we have 
1 = [Ic/‘, $‘],= ql+V, $‘], i= 1, 2, . . . . 
We can now rewrite (4.5) in the form 
Apart from the presence of the factor l/[$i, $‘I, the expansion (4.6) is of 
the same form as the expansion (3.2) in the right definite case. However, 
the expansion is only valid for functions u E & rather than all u E L,(Z). 
Now suppose that u E D(T) and Z,u E g, for some r. Then, by the defini- 
tions in Section 2, we have Z,ul z = 0. In addition, it can be seen that the 
set Kn 9, consists of the set of functions f~ g such that fl IPz = 0. It 
follows that [f,u,f],=O for all f~ Kng,,, i.e., Z,UE~. In view of this 
result we define the sets 
D:(r)= {u~D(r): T,ulz=O, Z-,UE~, r= 1, . . . . k}, 
D:(r)= {u~D(r): T,ul,=O,r,u~D;,~‘(r),r=l,...,k}, n> 1. 
The following theorems can now be proved in a similar manner to 
Theorems 3.2 and 3.3. 
THEOREM 4.2. Let n be a positive integer and suppose that p, E C2”(Z,), 
qrECZnP1(Z1), v,,~C~‘-‘(l~), r, s= 1, . . . . k. Then $i~C2n+1(Z), for each 
i = 1, 2, . . . . Also, D:(O=Hz,+l (I) and for all UE D;(T) the series (4.6) 
converges in the space H,, + 1(Z). 
THEOREM 4.3. Suppose that the hypotheses of Theorem 4.2 hold with 
2n - [k/2] = t > 0. Then the series (4.6) converges in the space C’(Z). 
As in Section 3, if Theorem 4.3 holds then the series (4.6) and its 
derivatives up to order t are absolutely convergent at each point x E I. 
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