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We investigate the meaning of the wave function by analyzing the mass and charge density distributions of a 
quantum system. According to protective measurement, a charged quantum system has effective mass and charge 
density distributing in space, proportional to the square of the absolute value of its wave function. In a realistic 
interpretation, the wave function of a quantum system can be taken as a description of either a physical field or the 
ergodic motion of a particle. If the wave function is a physical field, then the mass and charge density will be 
distributed throughout space at a given time for a charged quantum system, and thus there will exist gravitational 
and electrostatic self-interactions of its wave function. This not only violates the superposition principle of 
quantum mechanics but also contradicts experimental observations. Thus the wave function cannot be a 
description of a physical field but a description of the ergodic motion of a particle. For the later there is only a 
localized particle with mass and charge at every instant, and thus there will not exist any self-interaction for the 
wave function. It is further argued that the classical ergodic models, which assume continuous motion of particles, 
cannot be consistent with quantum mechanics. Based on the negative result, we suggest that the wave function is a 
description of the quantum motion of particles, which is random and discontinuous in nature. On this interpretation, 
the square of the absolute value of the wave function not only gives the density of probability of the particle being 
found in certain locations, but also gives the density of objective probability of the particle being there. We show 
that this new interpretation of the wave function provides a natural realistic alternative to the orthodox 
interpretation, and its implications for other realistic interpretations of quantum mechanics are also briefly 
discussed.  
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1. Introduction 
The wave function is the most fundamental concept of quantum mechanics. It was first 
introduced into the theory by analogy (Schrödinger 1926); the behavior of microscopic particles 
likes wave, and thus a wave function is used to describe them. Schrödinger originally regarded the 
wave function as a description of real physical wave. But this view met serious objections and was 
soon replaced by Born’s probability interpretation (Born 1926), which becomes the standard 
interpretation of the wave function today. According to this interpretation, the wave function is a 
probability amplitude, and the square of its absolute value represents the probability density for a 
particle to be measured in certain locations. However, the standard interpretation is still 
unsatisfying when applying to a fundamental theory because of resorting to measurement (see, e.g. 
Bell 1990). In view of this problem, some alternative realistic interpretations of the wave function 
have been proposed and widely studied (Bohm 1952; Everett 1957; Nelson 1966; Ghirardi, Grassi 
and Benatti 1995).  
There are in general two possible ways to interpret the wave function of a single quantum 
system in a realistic interpretation1. One view is to take the wave function as a physical entity 
simultaneously distributing in space such as a field, and it is assumed by de Broglie-Bohm theory, 
many-worlds interpretation and dynamical collapse theories etc (de Broglie 1928; Bohm 1952; 
Everett 1957; Ghirardi, Grassi and Benatti 1995)2. For example, in de Broglie-Bohm theory the 
wave function is generally taken as an objective physical field, called Ψ-field, though there are 
various views on exactly what field the wave function is. The other view is to take the wave 
function as a description of some kind of ergodic motion of a particle (or corpuscle), and it is 
assumed by stochastic interpretation etc. The essential difference between a field and the ergodic 
motion of a particle lies in the property of simultaneity. The field exists throughout space 
simultaneously, whereas the ergodic motion of a particle exists throughout space in an essentially 
local way; the particle is still in one position at each instant, and it is only during a time interval 
that the ergodic motion of the particle spreads throughout space.  
It is widely expected that the correct realistic interpretation of the wave function can only be 
determined by future precise experiments. In this paper, we will argue that the above two 
interpretations of the wave function can in fact be tested by analyzing the mass and charge density 
distributions of a quantum system, and the former has already been excluded by experimental 
observations. Moreover, a further analysis can also determine which kind of ergodic motion of 
particles the wave function describes. The plan of this paper is as follows. In Section 2, we first 
argue that a quantum system with mass m and charge Q, which is described by the wave function 
),( txψ , has effective mass and charge density distributions 2),( txmψ and 2),( txQψ  in 
space respectively. This argument is strengthened in Section 3 by showing that the result is also a 
consequence of protective measurement. In Section 4, we argue that the field explanation of the 
wave function entails the existence of an electrostatic self-interaction for the wave function of a 
charged quantum system, as the charge density will be distributed in space simultaneously for a 
physical field. This contradicts the predictions of quantum mechanics as well as experimental 
observations. Thus we conclude that the wave function cannot be a description of a physical field. 
This leads us to the second view that interprets the wave function as a description of the ergodic 
motion of particles. In Section 5, it is argued that the classical ergodic models, which assume 
continuous motion of particles, cannot be consistent with quantum mechanics, and thus they have 
been excluded. Section 6 further investigates the possibility that the wave function is a description 
of the quantum motion of particles, which is random and discontinuous in nature. It is shown that 
this new interpretation of the wave function provides a natural realistic alternative to the orthodox 
interpretation, and its implications for other realistic interpretations of quantum mechanics are also 
briefly discussed. 
                                                        
1 For the sake of simplicity, we will mainly discuss the wave function of a single quantum system in this paper. 
The conclusion can be readily extended to many-body system, which wave function is defined in configuration 
space.  
2 Note that the wave function in de Broglie-Bohm theory is also regarded as nomological, e.g. a component of 
physical law rather than of the reality described by the law (Dürr, Goldstein and Zanghì 1997; Goldstein and 
Teufel 2001). We will not discuss this view in this paper. But it might be worth noting that this non-field view may 
have serious drawbacks when considering the contingency of the wave function (see, e.g. Valentini 2009), and the 
results obtained in this paper seemingly disfavor this view too. Besides, we note that the field interpretation may 
be debatable for many-worlds interpretation. But according to Everett (1957), “the wave function is taken as the 
basic physical entity with no a priori interpretation”, and “observers and object systems…They all are represented 
in a single structure, the field”.  
2. How do mass and charge distribute for a single quantum system? 
The mass and charge of a charged classical system always localize in a definite position in 
space at each moment. For a charged quantum system described by the wave function ),( txψ , 
how do its mass and charge distribute in space then? We can measure the total mass and charge of 
the quantum system by gravitational and electromagnetic interactions and find them in some 
region of space. Thus the mass and charge of a quantum system must also exist in space with a 
certain distributions if assuming a realistic view. Although the mass and charge distributions of a 
single quantum system seem meaningless according to the probability interpretation of the wave 
function, it should have a physical meaning in a realistic interpretation of the wave function such 
as de Broglie-Bohm theory3.  
As we think, the Schrödinger equation of a charged quantum system under an external 
electromagnetic potential already provides an important clue. The equation is 
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where m  and Q is respectively the mass and charge of the system, ϕ  and A  are the 
electromagnetic potential, h  is Planck’s constant divided by π2 , c is the speed of light. The 
electrostatic interaction term ),( txQϕψ  in the equation seems to indicate that the charge of the 
quantum system distributes throughout the whole region where its wave function ),( txψ  is not 
zero. If the charge does not distribute in some regions where the wave function is nonzero, then 
there will not exist any electrostatic interaction there. But the term ),( txQϕψ  implies that there 
exists an electrostatic interaction in all regions where the wave function is nonzero. Thus it seems 
that the charge of the quantum system should distribute throughout the whole region where its 
wave function is not zero. Furthermore, since the integral ∫+∞
∞−
dxtxQ 2),(ψ  is the total charge of 
the system, the charge density distribution in space will be 
2),( txQψ . Similarly, the mass 
density can be obtained from the Schrödinger equation of a quantum system with mass m under an 
external gravitational potential GV : 
                                                        
3 Unfortunately it seems that the orthodox probability interpretation of the wave function still influences people’s 
mind even if they already accept a realistic interpretation of the wave function. One obvious example is that few 
people admit that the realistic wave function has energy density (Holland (1993) is a notable exception). If the 
wave function has no energy, then it seems very difficult to regard it as physically real. Even if Bohm and Hiley 
(1993) interpreted the Ψ-field as “active information”, they also admitted that the field has energy, though very 
little. Once one admits that the wave function has energy density, then it seems natural to endow it with mass and 
charge density, which are two common sources of energy density.  
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The gravitational interaction term ),( txmVGψ  in the equation also indicates that the (passive 
gravitational) mass of the quantum system distributes throughout the whole region where its wave 
function ),( txψ  is not zero, and the mass density distribution in space is 2),( txmψ . 
The above result can be more readily understood when the wave function is a complete 
realistic description of a single quantum system as in many-worlds interpretation and dynamical 
collapse theories. If the mass and charge of a quantum system does not distribute as above in 
terms of its wave function ),( txψ , then other supplement quantities will be needed to describe 
the mass and charge distributions of the system in space, while this obviously contradicts the 
premise that the wave function is a complete description. In fact, the dynamical collapse theories 
such as GRW theory already admit the existence of mass density (Ghirardi, Grassi and Benatti 
1995).  
In addition, even in de Broglie-Bohm theory, which takes the wave function as an incomplete 
description and admits supplement hidden variables (i.e. the trajectories of Bohmian particles 
accompanying the wave function), there are also some arguments for the above mass and charge 
density explanation (Holland 1993; Brown, Dewdney and Horton 1995). It was argued that since 
the Ψ-field depends on the parameters such as mass and charge, it may be said to be massive and 
charged (Holland 1993). Brown, Dewdney and Horton (1995), by examining a series of effects in 
neutron interferometry, argued that properties sometimes attributed to the “particle” aspect of a 
neutron, e.g., mass and magnetic moment, cannot straightforwardly be regarded as localized at the 
hypothetical position of the particle in Bohm’s theory. They also argued that it is hard to 
understand how the Aharonov-Bohm effect is possible if that the charge of the electron which 
couples with the electromagnetic vector-potential is not co-present in the regions on all sides of 
the confined magnetic field accessible to the electron (Brown, Dewdney and Horton 1995).  
One may object that de Broglie-Bohm theory and many-worlds interpretation seemingly 
never admit the above mass density explanation, and no existing interpretation of quantum 
mechanics including dynamical collapse theories endows charge density to the wave function 
either. As we think, however, protective measurement provides a more convincing argument for 
the existence of mass and charge density distributions4. The wave function of a single quantum 
system, especially its mass and charge density, can be directly measured by protective 
measurement. Therefore, a realistic interpretation of quantum mechanics should admit the mass 
and charge density explanation in some way; if it cannot, then it will be at least problematic 
concerning its explanation of the wave function.  
                                                        
4 It is very strange for the author that most supporters of a realistic interpretation of quantum mechanics ignore 
protective measurement and its implications. Admittedly there have been some controversies about the meaning of 
protective measurement (see, e.g. see e.g. Rovelli 1994; Uffink 1999; Dass and Qureshi 1999), but the debate 
mainly centers on the reality of the wave function. If one insists on a realistic interpretation of quantum mechanics 
such as de Broglie-Bohm theory, then the debate will be mostly irrelevant and protective measurement will have 
strict restrictions on the realistic interpretation. 
3. Protective measurement and its answer 
In this section, we will give a brief introduction of protective measurement and its 
implication for the existence of mass and charge density distributions. Different from the 
conventional measurement, protective measurement aims at measuring the wave function of a 
single quantum system by repeated measurements that do not destroy its state. The general method 
is to let the measured system be in a non-degenerate eigenstate of the whole Hamiltonian using a 
suitable interaction, and then make the measurement adiabatically so that the wave function of the 
system neither changes nor becomes entangled with the measuring device appreciably. The 
suitable interaction is called the protection.  
As a typical example of protective measurement (Aharonov, Anandan and Vaidman 1993; 
Aharonov, Anandan and Vaidman 1996), we consider a quantum system in a discrete 
nondegenerate energy eigenstate )(xψ . The protection is natural for this situation, and no 
additional protective interaction is needed. The interaction Hamiltonian for measuring the value of 
an observable A  in the state is: 
PAtgH I )(=                              (3) 
where P denotes the momentum of the pointer of the measuring device, which initial state is taken 
to be a Gaussian wave packet centered around zero. The time-dependent coupling )(tg  is 
normalized to ∫ =T dttg
0
1)( , where T  is the total measuring time. In conventional von 
Neumann measurements, the interaction IH  is of short duration and so strong that it dominates 
the rest of the Hamiltonian (i.e. the effect of the free Hamiltonians of the measuring device and the 
system can be neglected). As a result, the time evolution )/exp( hiPA−  will lead to an 
entangled state: eigenstates of A  with eigenvalues ia  are entangled with measuring device 
states in which the pointer is shifted by these values ia . Due to the collapse of the wave function, 
the measurement result can only be one of the eigenvalues of observable A , say ia , with a 
certain probability ip . The expectation value of A  is then obtained as the statistical average of 
eigenvalues for an ensemble of identical systems, namely ∑>=<
i
iiapA . By contrast, 
protective measurements are extremely slow measurements. We let Ttg /1)( =  for most of the 
time T and assume that )(tg  goes to zero gradually before and after the period T.  In the limit 
∞→T , we can obtain an adiabatic process in which the system cannot make a transition from 
one energy eigenstate to another, and the interaction Hamiltonian does not change the energy 
eigenstate. As a result, the corresponding time evolution )/exp( h><− AiP  shifts the pointer 
by the expectation value >< A . This result strongly contrasts with the conventional 
measurement in which the pointer shifts by one of the eigenvalues of A.  
It should be stressed that ∞→T  is only an ideal situation5, and a protective measurement 
can never be performed on a single quantum system with absolute certainty because of the tiny 
unavoidable entanglement (see also Dass and Qureshi 1999)6. For example, for any given values 
of P and T, the energy shift of the above eigenstate, given by first-order perturbation theory, is 
T
PAHE I
><>==<δ                          (4) 
Correspondingly, we can only obtain the exact expectation value >< A  with a probability very 
close to one, and the measurement result can also be the expectation value ⊥>< A , with a 
probability proportional to 2/1 T , where ⊥  refers to the normalized state in the subspace 
normal to the initial state )(xψ  as picked out by first-order perturbation theory (Dass and 
Qureshi 1999). Therefore, an ensemble, which may be considerably small, is still needed for 
protective measurements.  
Although a protective measurement can never be performed on a single quantum system with 
absolute certainty, the measurement is distinct from the standard one: in no stage of the 
measurement we obtain the eigenvalues of the measured variable. Each system in the small 
ensemble contributes the shift of the pointer proportional not to one of the eigenvalues, but to the 
expectation value. This essential novel point has been repeatedly stressed by the inventors of 
protective measurement (see, e.g. Aharonov, Anandan and Vaidman 1996). As we know, in the 
orthodox interpretation of quantum mechanics, the expectation values of variables are not 
considered as physical properties of a single system, as only one of the eigenvalues is observed in 
the outcome of the standard measuring procedure and the expectation value can only be defined as 
a statistical average of the eigenvalues. However, for protective measurements, we obtain the 
expectation value directly for a single system and not as a statistical average of eigenvalues for an 
ensemble. Since the expectation value of a variable can be directly measured for a single system, it 
must be a physical characteristic of a single system, not of an ensemble (e.g. as a statistical 
average of eigenvalues). This is a definite conclusion we can reach by the analysis of protective 
measurement. 
In the following we will show that the mass and charge density can be measured by 
protective measurement as expectation values of certain variable for a single quantum system, and 
thus it is the physical property of the system (Aharonov and Vaidman 1993). Consider again a 
quantum system in a discrete nondegenerate energy eigenstate )(xψ . The interaction 
Hamiltonian for measuring the value of an observable nA  in the state assumes the same form as 
                                                        
5 Note that the spreading of the wave packet of the pointer also puts a limit on the time of the interaction (Dass 
and Qureshi 1999).  
6 It can be argued that only observables that commute with the system’s Hamiltonian can be protectively measured 
with absolute certainty for a single system (Rovelli 1994; Uffink 1999).  
Eq. (3): 
nI PAtgH )(=                             (5) 
where nA  is a normalized projection operator on small regions nV  having volume nv , which 
can be written as follows: 
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Then a protective measurement of nA  will yield the following result: 
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It is the average of the density 2|)(| xψ  over the small region nV . When nv →0 and after 
performing measurements in sufficiently many regions nV  we can find the whole density 
distribution 2|)(| xψ . For a charged system with charge Q the density 2|)(| xψ  times the 
charge yields the effective charge density 
2)(xQψ . In particular, an appropriate adiabatic 
measurement of the Gauss flux out of a certain region will yield the value of the total charge 
inside this region, namely the integral of the effective charge density 2|)(| xQ ψ  over this region 
(Aharonov and Vaidman 1993; Aharonov, Anandan and Vaidman 1996). Similarly, we can 
measure the effective mass density of the system in principle by an appropriate adiabatic 
measurement of the flux of its gravitational field. Therefore, protective measurement shows that 
the mass and charge of a single quantum system described by the wave function )(xψ  is indeed 
distributed throughout space with effective mass density 2|)(| xm ψ  and effective charge density 
2|)(| xQ ψ  respectively. For instance, in the double-slit experiment of an electron, a protective 
measurement of the charge density will show that there is a charge of e/2 in each of the slits when 
the electron is passing the slits.  
Although protective measurement strongly suggests a realistic interpretation of the wave 
function, it does not directly tell us what the wave function is. It may describe a physical wave or 
field, as suggested by the inventors of protective measurement (Aharonov and Vaidman 1993)7. It 
                                                        
7 Note that protective measurement itself does not entail the field explanation, and it just shows that there is some 
sort of density distributing in space. The mass and charge density may result from a physical field or the ergodic 
motion of a particle. As we think, it seems that the existence of some observables such as position in quantum 
mechanics already suggests the particle explanation. A field has no position property. Thus the expectation value of 
a variable must be a physical characteristic of the motion of a particle, not that of a field. 
is also possible that the wave function describes some kind of ergodic motion of particles, though 
this view was rejected by Aharonov and Vaidman (1993). Correspondingly, the mass and charge 
density may result from a physical field or the ergodic motion of a particle. These two 
explanations are essentially different in that a field exists throughout space simultaneously, 
whereas the ergodic motion of a particle exists throughout space in an essentially local way. As we 
will see in the next section, they can be tested by further analyzing the mass and charge density 
distributions of a quantum system, and the former has already been refuted by experimental 
observations. 
4. Why the wave function is not a physical field 
Now we will investigate the implication of the existence of mass and charge density for the 
field explanation of the wave function. For the sake of simplicity, we will restrict our discussions 
to the wave function of a single quantum system. The conclusion can be readily extended to 
many-body systems8. 
If the wave function is a physical field, then its mass and charge density will simultaneously 
distribute in space. This has two disaster consequences at least. One is that charge will not be 
quantized; the total charge inside a very small region can be much smaller than an elementary 
charge for a single quantum system. This obviously contradicts the common expectation that 
charge should be quantized. But maybe our expectation needs to be revised. So this consequence 
is not fatal for the field explanation of the wave function. The other is that the wave function will 
not satisfy the superposition principle. For example, for the wave function of a single electron, 
different spatial parts of the wave function will have gravitational and electrostatic interactions, as 
these parts have mass and charge simultaneously.  
Let’s analyze the second consequence in more detail. Interestingly, the so-called 
Schrödinger-Newton equation, which was proposed for other purposes (Diosi 1984; Penrose 1998), 
just describes the gravitational self-interaction of the wave function. The equation for a single 
quantum system can be written as 
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where m  is the mass of the quantum system, V is an external potential, and G  is Newton’s 
gravitational constant. Much work has been done to study the mathematical properties of this 
interesting equation (see, e.g. Harrison, Moroz and Tod 2003; Moroz, Penrose and Tod 1998; 
Moroz and Tod 1999; Salzman 2005). Some experimental schemes have been also proposed to test 
its physical validity (Salzman and Carlip 2006). As we will see, although such gravitational 
self-interactions cannot yet be excluded by experiments 9 , the existence of electrostatic 
                                                        
8 It has been argued that for many-body systems the wave functions living on configuration space can hardly be 
considered as real physical fields (see, e.g. Monton 2002, 2006). However, this objection is not conclusive, and 
one can still insist on the reality of the wave function living on configuration space by some metaphysical 
arguments (see, e.g. Albert 1996; Lewis 2004; Wallace and Timpson 2009). Different from this objection, I will in 
this section propose a more serious objection to the field interpretation, according to which even for a single 
quantum system the wave function living in real space cannot be taken as a physical field either. Moreover, the 
reason is not metaphysical but physical, i.e. that the field interpretation contradicts both quantum mechanics and 
experimental observations.  
9 It has been argued that the existence of a self-interaction term in the Schrödinger-Newton equation does not have 
a consistent Born rule interpretation (Adler 2007). The reason is that the probability of simultaneously finding a 
self-interaction already contradicts experimental observations.  
If there is also an electrostatic self-interaction, then the equation for a free quantum system 
with mass m and charge Q will be 
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where k is the Coulomb constant. Note that the gravitational self-interaction is an attractive force, 
while the electrostatic self-interaction is a repulsive force. It has been shown that the measure of 
the potential strength of a gravitational self-interaction is 
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with mass m (Salzman 2005). This quantity represents the strength of the influence of 
self-interaction on the normal evolution of the wave function; when 12 ≈ε  the influence will be 
significant. Similarly, for a free charged particle with charge Q, the measure of the potential 
strength of the electrostatic self-interaction is 
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hε . As a typical example, for a free 
electron with charge e, the potential strength of the electrostatic self-interaction will be 
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hε . This indicates that the electrostatic self-interaction will have 
significant influence on the evolution of the wave function of a free electron. If such an interaction 
indeed exists, it should have been detected by precise experiments on charged microscopic 
particles. As another example, consider the electron in the hydrogen atom. Since the potential of 
its electrostatic self-interaction is of the same order as the Coulomb potential produced by the 
nucleus, the energy levels of hydrogen atoms will be significantly different from those predicted 
by quantum mechanics and confirmed by experimental observations. Therefore, the electrostatic 
self-interaction cannot exist for the wave function of a charged quantum system. Since the field 
explanation of the wave function entails the existence of such electrostatic self-interactions, it 
cannot be right, i.e. the wave function cannot be a description of a physical field.  
One may object to the above argument with the example of classical electromagnetic field. 
Electromagnetic field is a field, but it has no self-interaction. Thus a field does not require the 
existence of self-interaction. However, this is a common misunderstanding. The crux of the matter 
is that the non-existence of electromagnetic self-interaction results from the fact that 
electromagnetic field itself has no charge. If the electromagnetic field had charge, then there 
would also exist electromagnetic self-interaction due to the nature of field, namely the 
simultaneous existence of its properties in space. In fact, although electromagnetic field has no 
                                                                                                                                                               
particle in different positions is zero. However, in a realistic interpretation of quantum mechanics where the wave 
function is regarded as a real physical entity rather than merely as a probability amplitude, the existence of 
gravitational self-interaction term seems quite natural. For example, the field interpretation can be consistent with 
conventional quantum measurement via a dynamical collapse process. As we think, one convincing objection is 
that if there is a self-gravitational interaction for the wave function of a charged particle, then there will also exist 
an electrostatic self-interaction because the charge density always accompanies the mass density, while the 
existence of electrostatic self-interaction is already inconsistent with experimental observations (see below). If this 
objection is valid, then the Schrödinger-Newton equation will be wrong, and moreover, the approach of 
semiclassical gravity will also be excluded (cf. Salzman and Carlip 2006). 
electromagnetic self-interaction, it does have gravitational self-interaction; the simultaneous 
existence of energy densities in different spatial locations for an electromagnetic field must 
generate a gravitational interaction, though the interaction is too weak to be detected by current 
technology. 
One may further object that the superposition principle in quantum mechanics already 
prohibits the existence of the above self-interactions. But this is just the key point we use to argue 
against the field explanation of the wave function. Let’s state the argument more explicitly. If the 
wave function of a charged quantum system is a physical field, then the different spatial parts of 
this field will have gravitational and electrostatic interactions. But the superposition principle in 
quantum mechanics, which has been verified within astonishing precision, does not permit the 
existence of the remarkable electrostatic self-interaction10. Therefore, the field explanation of the 
wave function is already refuted by the superposition principle of quantum mechanics.  
5. Why classical ergodic models fail 
If the wave function is not a description of a physical field, then exactly what does the wave 
function describe? This naturally leads us to the second view that takes the wave function as a 
description of some sort of ergodic motion of particles. On this view, the effective mass and 
charge density are formed by time average of the motion of a charged particle, and they distribute 
in different locations at different moments. At every instant, there is only a localized particle with 
mass and charge. Thus there will not exist any self-interaction for the wave function, and this view 
can be consistent with quantum mechanics and experimental observations. In fact, if the mass and 
charge density does not exist in different regions simultaneously as the field explanation holds, 
they can only be formed by the ergodic motion of a particle. As a result, the wave function must 
be a description of some sort of ergodic motion of particles.  
There are indeed some realistic interpretations of quantum mechanics that attempt to explain 
the wave function in terms of the ergodic motion of particles. A well-known example is the 
stochastic interpretation of quantum mechanics (e.g. Nelson 1966). Nelson (1966) derived the 
Schrödinger equation from Newtonian mechanics via the hypothesis that every particle of mass m 
is subject to a Brownian motion with diffusion coefficient m2/h  and no friction. In more 
technical terms, the quantum mechanical process is claimed to be equivalent to a classical 
Markovian diffusion process. On this interpretation, particles have continuous trajectories but no 
velocities, and the wave function is a statistical average description of their ergodic motion.  
However, it has been pointed out that the classical stochastic interpretations are inconsistent 
with quantum mechanics (Glabert, Hänggi and Talkner 1979; Wallstrom 1994)11. Glabert, Hänggi 
and Talkner (1979) argued that the Schrödinger equation is not equivalent to a Markovian process, 
and the various correlation functions used in quantum mechanics do not have the properties of the 
                                                        
10 Note that the superposition principle may be violated when considering gravity (see, e.g. Penrose 1996). But 
even if there is such a violation, its cause is probably not the self-gravitational interaction. The reason is that if 
there is a self-gravitational interaction for the wave function of a charged quantum system, then there will also 
exist an electrostatic self-interaction because the charge always accompanies the mass, while the existence of 
electrostatic self-interaction is already inconsistent with experimental observations. 
11 Note that some variants of stochastic interpretation assume that the motion of particles is discrete random jump 
(Bell 1986; Vink 1993; Barrett 2005). But since each random jump is generally limited in a local region, and in 
particular, it reduces to the Bohmian trajectory in the continuum limit (Vink 1993), these models cannot be 
consistent with quantum mechanics either. For example, they cannot explain the existence of effective mass and 
charge density measureable by protective measurement, which is proportional to the square of the absolute value 
of the wave function. For a more detailed discussion see the last section.  
correlations of a classical stochastic process. Wallstrom (1994) further showed that one must add 
by hand a quantization condition, as in the old quantum theory, in order to recover the Schrödinger 
equation, and thus the Schrödinger equation and the Madelung hydrodynamic equations are not 
equivalent. In fact, Nelson (2005) also showed that there is an empirical difference between the 
predictions of quantum mechanics and his stochastic mechanics when considering quantum 
entanglement and nonlocality. For example, for two widely-separated but entangled harmonic 
oscillators, the two theories predict totally different statistics; stochastic mechanics predicts that 
measurements of the position of the first one at time T (oscillation period) and the position of the 
second one at time 0 do not interfere with each other, while quantum mechanics predicts that there 
exists a strong correlation between them. 
In addition, it can be generally argued that the classical ergodic models that assume 
continuous motion of particles cannot be consistent with quantum mechanics (Aharonov and 
Vaidman 1993; Gao 2010). In order to see this let’s examine whether the continuous motion of 
particles can generate the charge density 
2),( txQψ  at the level of time average. Consider an 
electron in a one-dimensional box in an energy eigenstate such as the first excited state (Aharonov 
and Vaidman 1993). Its wave function has a node at the center of the box, where its charge density 
is zero. The electron performs a very fast motion in the box. At a particular time the charge 
density is either zero (if the electron is not there) or singular (if the electron is inside the 
infinitesimally small region including the space point in question). But during a time interval, the 
motion of the electron will generate a charge density cloud with an effective charge density. The 
question is whether this density can assume the same form as 2|)(| xe ψ . Since the effective 
charge density is proportional to the amount of time the electron spends in a given position, the 
electron must be in the left half of the box half of the time and in the right half of the box half of 
the time. But it can spend no time at the center of the box where the effective charge density is 
zero; in other words, it must move at infinite velocity at the center. Certainly, the appearance of 
infinite velocity or velocity faster than light may be not a fatal problem, as our discussion is 
entirely in the context of non-relativistic quantum mechanics and especially the infinite potential 
assumed in the example is also an ideal situation. However, it is hard to understand why the 
electron speeds up at the node and where the infinite energy required for the acceleration comes 
from. Moreover, the sudden acceleration of the electron near the node will result in large radiation 
(Aharonov, Anandan and Vaidman 1993), which is inconsistent with both the predictions of 
quantum mechanics and experimental observations. Maybe one can also assume in an ad hoc way 
that the accelerating electron does not radiate here in order to make the model be consistent with 
quantum mechanics and experimental observations.  
Let’s further consider a superposition of two energy eigenstate respectively limited in two 
widely-separated boxes. In this example, even if one assumes that the electron can move with an 
infinite velocity (e.g. at the nodes), it cannot move from one box to another due to the limitation of 
box walls. Therefore, any sort of continuous motion cannot generate the charge density 
2|)(| xe ψ  at the level of time average. One may still object that this is merely an artificial result 
of the idealization of infinite potential. But even in this ideal example, the model should also be 
able to generate the charge density by means of some sort of ergodic motion of the electron. In 
fact, there is a very similar situation in double-slit experiment. The wave function of a single 
electron passes through two channels that are well separated in space. The wave function 
disappears outside the channels for all practical purposes, and the electron can only move inside 
the channels (otherwise the electron will be detected outside the channels, which contradicts 
experimental observations). Again, a classical ergodic model cannot explain this experiment. 
As we think, there is a general objection to all classical ergodic models. Any classical ergodic 
model will inevitably introduce a finite ergodic time parameter, which is needed to generate the 
effective mass and charge density, because it must take a finite time for the particle to 
continuously move throughout all regions where the wave function is not zero. However, it can be 
argued that no finite time scale is permitted to exist for the ergodic motion. First of all, the 
existence of a finite time scale, denoted by cT , is inconsistent with the standard quantum theory, 
as there is no such a time constant in the theory. Next, if there exists a time scale cT , then when 
the measuring time T of protective measurement is shorter than cT  (i.e. cTT < ), the 
measurement result will be not the expectation value of a variable such as charge density, as no 
whole time average can be obtained. This also contradicts the prediction of protective 
measurement. As an extreme example, consider a spatial superposition state Lψ + Rψ , where Lψ  
and Rψ  are Gaussian wave packets and their centers are well separated in space. When cTT < , 
the particle has no enough time to move throughout the whole regions including both L and R. 
Then the result of a protective position measurement will be not the expectation value of 
Lψ + Rψ , but the eigenvalue corresponding to Lψ  or Rψ . Moreover, the results distribution is 
also different from that predicted by protective measurement. When cTT < , the distribution of 
position measurement results will concentrate near L and R, while according to protective 
measurement, the distribution should concentrate near the midpoint between L and R. In fact, for 
protective measurement, during any period of time the pointer of the measuring device always 
shifts by an amount proportional to the expectation value of the measured variable, rather than to 
one of its eigenvalues. Thus the expectation value can be associated with any short period of time. 
Certainly, pointer shifts during short time intervals are practically unobservable since they are 
much smaller than the uncertainty, and only when the total shift accumulated during the whole 
period of measurement is much larger than the width of the initial distribution it becomes 
observable (Aharonov and Vaidman 1993). 
Therefore, we conclude that the continuous ergodic motion of particles cannot generate the 
effective mass and charge density measurable by protective measurement, and the classical 
ergodic models cannot be consistent with quantum mechanics. As a result, the wave function 
cannot be a description of the continuous ergodic motion of particles. 
6. The wave function as a description of quantum motion of particles 
The failure of classical ergodic models does not exclude all possible ergodic motion of 
particles. In this section, we will argue that another different kind of motion – random 
discontinuous motion can naturally generate the effective mass and charge density measurable by 
protective measurement, and what the wave function describes is probably such quantum motion 
of particles, which is essentially discontinuous and random (Gao 1993, 1999, 2000, 2003, 2006a, 
2006b, 2010).  
If the motion of a particle is not continuous but discontinuous and random, and the 
probability density of the particle being in certain positions is proportional to the square of the 
absolute value of its wave function at every instant, then the particle can readily move throughout 
all possible regions where the wave function is nonzero during an arbitrarily short time interval 
near a given instant. This will solve the problems plagued by the classical ergodic models. The 
discontinuous ergodic motion requires no existence of a finite time scale. A particle undergoing 
discontinuous motion can also move from one region to another spatially separated region, no 
matter whether there is an infinite potential wall between them. Besides, discontinuous motion can 
also solve the problems of infinite velocity and accelerating radiation. The reason is that no 
classical velocity and acceleration can be defined for discontinuous motion, and energy and 
momentum will require new definition and new understanding as in quantum mechanics. Thus it 
seems that the discontinuous ergodic motion of particles can in principle generate the effective 
mass and charge density measurable by protective measurement, and thus the wave function is 
probably a description of such random discontinuous motion of particles.  
In some sense, the above interpretation of the wave function seems to be an inevitable 
consequence of protective measurement. According to protective measurement, a charged 
quantum system has effective mass and charge density distributing in space, proportional to the 
square of the absolute value of its wave function. There are two possible ways to explain the 
existence of the mass and charge density; one is to take the wave function as a description of some 
kind of physical field, and the mass and charge density of this field exists throughout space 
simultaneously, the other is to take the wave function as a description of some sort of ergodic 
motion of particles, and the effective mass and charge density formed by such motion exists 
throughout space in an essentially local way. The first view has been rejected because it entails the 
existence of a remarkable electrostatic self-interaction that contradicts experimental observations. 
Thus the wave function can only be a description of some sort of ergodic motion of particles. 
Since the classical ergodic models have also been excluded, the ergodic motion of particles cannot 
be continuous and must be essentially discontinuous. Besides, when considering the randomness 
of the results of conventional quantum measurement, such motion must be also random. Therefore, 
what the wave function describes can only be random discontinuous motion of particles.  
In fact, by assuming the wave function is a (complete) description for the motion of particles, 
we can reach the random discontinuous motion in a more direct way, independent of the analysis 
of protective measurement. If the wave function ),( txψ  is a description of the state of motion 
for a single particle, then the quantity dxtx 2|),(|ψ  not only gives the probability of the particle 
being found in an infinitesimal space interval dx  near position x  at instant t  (as in standard 
quantum mechanics), but also gives the objective probability of the particle being there12. This 
                                                        
12 It has been argued that the probability related to the wave function should be the objective character of a 
quantum system, and not merely the display of measurement results (see, e.g. Popper 1959; Bunge 1973; Shimony 
accords with the well-accepted assumption that the probability distribution of the measurement 
outcomes of a property is the same as the actual distribution of the property in the measured state. 
Then at instant t  the particle may appear in any location where the probability density 
2|),(| txψ  is nonzero, and during an infinitesimal time interval near instant t , the particle will 
move throughout the whole space where the wave function ),( txψ  spreads13, though it is still in 
one position at each instant. Moreover, the density distribution of its positions is equal to the 
probability density 2|),(| txψ . Obviously, this kind of motion is essentially random and 
discontinuous.  
 
 
Fig. 1 The description of RDM of a single particle 
 
The strict mathematical description of random discontinuous motion (RDM henceforth) can 
be obtained by using the measure theory (see, e.g. Nielsen 1994). Consider the motion state of a 
single particle in finite intervals tΔ  and xΔ  near a space-time point ( it , jx ) as shown in Fig. 1. 
For RDM, the position of the particle forms a random discontinuous point set in the whole space 
for the time interval tΔ  near the instant it 14. Accordingly, there is a local discontinuous point 
                                                                                                                                                               
1993). According to Bunge (1973), the probability of an event is an objective property inherent in things; likewise 
a probability distribution is also an objective property of a physical system. For example, the probability of a 
transition from one state of a system to another state is just as objective as the speed of the transition.  
13 Since an infinitesimal time interval near a given instant contains infinitely many instants, all possible positions 
can be distributed in this time interval. 
14 A random discontinuous point set can be defined as a set of points ),( xt  in continuous space and time, for 
which the function )(tx  is discontinuous and random at all instants. The definition of a discontinuous function 
is as follows. Suppose A  is an open set in ℜ  (say an interval ),( baA = , or ℜ=A ), and 
ℜ→Af :  is a function. Then f  is discontinuous at Ax∈ , if f  is not continuous at x . Note that a 
function ℜ→Af :  is continuous if and only if for every Ax∈  and every real number 0>ε , there 
set in the space interval xΔ  near the position jx . The local discontinuous point set represents 
the motion state of the particle in the finite intervals tΔ  and xΔ  near the space-time point 
( it , jx ). We study its projection in the t-axis, namely the corresponding dense instant set in the 
time interval tΔ . Let W be the discontinuous trajectory or world-set of the particle and Q be the 
square region [ jx , jx + xΔ ] × [ it , it + tΔ ]. The dense instant set can be denoted by 
ℜ⊂)( QWt Iπ , where tπ  is the projection on the t-axis. According to the measure theory, we 
can define the Lebesgue measure: 
),(, ijtx txM ΔΔ = dtQWt∫ ℜ⊂)( Iπ                        (10) 
Since the sum of the measures of all such dense instant sets in the time interval tΔ  is equal to 
the length of the continuous time interval tΔ , we have:  
∑ ΔΔ
j
ijtx txM ),(, = tΔ                           (11) 
Then we can define the measure density: 
),( txρ =
0
0
lim
→Δ →Δtx
),(, txM tx ΔΔ /( xΔ ⋅ tΔ )                    (12) 
The limit exists for a random discontinuous point set. This provides a strict mathematical 
description of the point distribution situation for the above local discontinuous point set. We call 
this measure density position measure density.  
Since the local discontinuous point set represents the motion state of the particle, the position 
measure density ),( txρ  will be a descriptive quantity for the RDM of a single particle. It 
represents the relative frequency of the particle appearing in an infinitesimal space interval dx  
near position x  during an infinitesimal interval dt  near instant t . From Eq. (12) we can see 
that ),( txρ  satisfies the normalization relation, namely ∫+∞∞− dxtx ),(ρ =1. Furthermore, we can 
define the position measure flux density ),( txj  through the relation ),(),(),( txvtxtxj ρ= , 
where ),( txv  is the velocity of the local discontinuous point set. It describes the change of the 
position measure density with time. Due to the conservation of measure, ),( txρ  and ),( txj  
satisfy the following equation: 
0),(),( =∂
∂+∂
∂
x
txj
t
txρ
                         (13) 
                                                                                                                                                               
exists a real number 0>δ  such that whenever a point Az∈  has distance less than δ  to x , the point 
ℜ∈)(zf  has distance less than ε  to )(xf . 
The position measure density ),( txρ  and the position measure flux density ),( txj  provide a 
complete description for the RDM of a single particle.  
It is very natural to extend the description of the motion of a single particle to the motion of 
many particles. For the RDM state of N particles, we can define a joint position measure density 
),,...,( 21 txxx Nρ . This represents the relative probability of the situation in which particle 1 is in 
position 1x , particle 2 is in position 2x , … , and particle N is in position Nx . In a similar way, 
we can define the joint position measure flux density ),,...,( 21 txxxj N . It satisfies the joint 
measure conservation equation: 
0
),,...,(),,...,( 21
1
21 =∂
∂+∂
∂ ∑
= i
N
N
i
N
x
txxxj
t
txxxρ
               (14) 
When these N particles are independent, the joint position measure density ),,...,( 21 txxx Nρ  
can be reduced to the direct product of the position measure density of each particle, namely 
),,...,( 21 txxx Nρ =∏
=
N
i
i tx
1
),(ρ . It is worth noting that the joint position measure density 
),,...,( 21 txxx Nρ  and the joint position measure flux density ),,...,( 21 txxxj N  are not 
defined in the three-dimensional real space, but defined in the 3N-dimensional configuration space. 
As we will see later, these two quantities can further constitute the wave function, and the 
many-body wave functions thus defined also live on the 3N-dimensional configuration space.  
With respect to the RDM of a particle, the motion of the particle is completely discontinuous 
and random. The probability density for the particle to appear at position x  at instant t  is 
),( txρ . There is no evolution law for the position state of a particle, and the trajectory function 
)(tx  is random and discontinuous at every instant. However, the discontinuity of RDM is 
absorbed into the motion state of a particle, which is defined during an infinitesimal time interval, 
by the descriptive quantities of position measure density ),( txρ  and position measure flux 
density ),( txj . Therefore, the evolution law for the motion state of a particle will contain no 
discontinuities and can be a continuous equation.  
By assuming that the nonrelativistic evolution equation of RDM is the Schrödinger 
equation15, the wave function ),( txψ  can be uniquely expressed by the position measure density 
),( txρ  and the position measure flux density ),( txj :  
                                                        
15 Note that Gao (2006b) also gave a heuristic derivation of the Schrödinger equation in terms of RDM.  
h/),(),(),( txiSetxtx ρψ =                          (15) 
where ),( txS = ''
'
),(
),( dx
tx
txjm
x∫ ∞− ρ . Since ),( txρ  and ),( txj  provide a complete description 
of the RDM of a single particle, the wave function ),( txψ  also provides a complete description 
of the RDM of a single particle16. 
The new interpretation of the wave function in terms of RDM of particles can be taken as a 
natural realistic alternative to the orthodox view. According to the standard probability 
interpretation of the wave function, the square of the absolute value of a N-particle wave function, 
which can be denoted by NN dxdxdxtxxx ...),,...,( 21
2
21ψ , gives the probability of particle 1 
being found in the infinitesimal interval 1dx  near position 1x  and particle 2 being found in the 
infinitesimal interval 2dx  near position 2x , … , and particle N being found in the infinitesimal 
interval Ndx  near position Nx . By contrast, according to the new interpretation, the square of 
the absolute value of the wave function not only gives the probability of a particle being found in 
certain locations, but also gives the objective probability of the particle being there. For example, 
NN dxdxdxtxxx ...),,...,( 21
2
21ψ  also represents the objective probability of particle 1 being in 
the infinitesimal interval 1dx  near position 1x  and particle 2 being in the infinitesimal interval 
2dx  near position 2x , … , and particle N being in the infinitesimal interval Ndx  near position 
Nx . Certainly, the transition process from “being” to “being found”, which is closely related to 
the notorious quantum measurement problem, also needs to be explained. We will discuss this 
issue in the next section.  
7. Further discussions 
If the wave function is really a description of the ergodic motion of particles, which is 
random and discontinuous in nature, then the main realistic interpretations of quantum mechanics 
will be either rejected or revised. In this last section, we will further discuss the implications of the 
suggested picture of RDM for the interpretation of quantum mechanics.  
To begin with, the de Broglie-Bohm theory will be problematic17. The theory takes the wave 
                                                        
16 In some sense, the wave function can also be regarded as a guiding agent of the RDM of particles when 
considering the instantaneous change of position. For example, 
2),(),( txtx ψρ =  can be regarded as an 
instantaneous intrinsic property of an particle, which determines the probabilities of the particle appearing in an 
infinitesimal spatial interval dx  near position x  at instant t . 
17 It is worth noting that some objections have already been raised concerning the reality of Bohmian particles in 
terms of weak measurement and protective measurement (Englert, Scully, Süssmann and Walther 1992; Aharonov 
function as a physical field (i.e. Ψ-field) and further adds the non-ergodic motion of Bohmian 
particles to interpret quantum mechanics. This is obviously inconsistent with the suggested new 
interpretation of the wave function. Concretely speaking, taking the wave function as a Ψ-field 
will lead to the existence of electrostatic self-interaction that contradicts both quantum mechanics 
and experimental observations. Moreover, inasmuch as the wave function has charge density 
distribution in space for a charged quantum system, there will also exist an electromagnetic 
interaction between it and the Bohmian particles. This is inconsistent with the predictions of 
quantum mechanics and experimental observations either. 
Certainly, one can eliminate the electromagnetic interaction between the Ψ-field and 
Bohmian particles by depriving the Bohmian particles of mass and charge. But they will be not 
real particles any more. Then in what sense the de Broglie-Bohm theory provides a realistic 
interpretation of quantum mechanics? One may also want to deprive the Ψ-field of mass and 
charge density to eliminate the electrostatic self-interaction. But, on the one hand, the theory will 
break its physical connection with quantum mechanics, as the wave function in quantum 
mechanics has mass and charge density according to our analysis, and on the other hand, since 
protective measurement can measure the mass and charge density for a single quantum system, the 
theory will be unable to explain the measurement results either. Although de Broglie-Bohm theory 
can still exist in this way as a mathematical tool for experimental predictions (somewhat like the 
orthodox interpretation it tries to replace), it obviously departs from the initial expectations of de 
Broglie and Bohm, and as we think, it already fails as a physical theory because of losing its 
explanation ability.  
Next, the ontology of the many-worlds interpretation and dynamical collapse theories needs 
to be revised from field to particle. The wave function is not a field but a description of the 
ergodic motion of particles. However, we may still have ontology-revised many-worlds 
interpretation and dynamical collapse theories18. The left problem is to determine which is 
basically right: the former denies the existence of wavefunction collapse while the latter admit its 
existence.  
As we think, it can be further argued that there is only one world and quantum mechanics is 
also a one-world theory in terms of RDM. The key point is that quantum superposition exists in a 
form of time division by means of the RDM of particles, and there is only one observer (as well as 
one quantum system and one measuring device) all along in a continuous time flow during 
quantum evolution. For an observer in a quantum superposition the brain state of the observer 
changes discontinuously, while for a classical observer in classical mechanics his brain state 
evolves continuously. There is no essential difference between these two situations. For both 
situations the brain state of the observer is always definite at each instant, and the states at 
different instants can be different. If there is only one world in classical mechanics, so does in 
quantum mechanics.  
In addition, if the above quantum superposition indeed corresponds to many observers in 
                                                                                                                                                               
and Vaidman 1996; Aharonov, Englert and Scully 1999; Aharonov, Erez and Scully 2004). But it seems that these 
objections can be answered by noticing that protective measurement is in fact a way of measuring the effect of the 
Ψ-field rather than that of the Bohmian particle (see, e.g. Drezet 2006). Anyway these analyses indicates that the 
motion of Bohmian particle is not ergodic, and the time averages of Bohmian particle’s positions typically differ 
markedly from the ensemble averages (Aharonov, Erez and Scully 2004).  
18 Note that the ontology-revised many-worlds interpretation in terms of RDM seems very similar to Bell (1981)’s 
Everett (?) theory. However, as we will argue, this theory is in fact improper because RDM implies that there is 
only one world and quantum mechanics is also a one-world theory (cf. Barrett, Leifer and Tumulka 2005).  
many worlds, then each observer can only exist in a discontinuous dense instant set, a time 
sub-flow of the continuous time flow. As a result, at every instant only one of these observers 
exists, and all other observers do not exist at all. This poses another serious objection to the many 
worlds theory. Anyway, RDM universally exist for all systems including microscopic particles, 
measuring devices and observers. For a microscopic particle in a quantum superposition, there is 
only one particle being in an indefinite state, and there are no many particles each of which is in a 
definite state in one of the many worlds. Then for a measuring device or an observer in a quantum 
superposition, the conclusion should be the same, no matter what conscious experience the 
observer in a quantum superposition has19. 
Therefore, we conclude that there is only one world all along during quantum evolution in 
the framework of RDM. As a result, the many-worlds interpretation will be also problematic. 
Moreover, our definite conscious experience and the definite measurement outcomes (e.g. 
positions of pointer) in the unique world will further demand that there exists an objective process 
of wavefunction collapse, which is responsible for the transition from microscopic uncertainty to 
macroscopic (approximate) certainty (e.g. in Schrödinger’s cat thought experiment). Thus the 
dynamical collapse theories will be in the right direction by admitting wavefunction collapse. 
However, their ontology should be revised from field to particle, and certainly, the physical origin 
of the wavefunction collapse also needs to be found. It has been argued that the discreteness of 
spacetime may inevitably result in the collapse of the wave function20, and the compete evolution 
law of RDM in discrete spacetime will naturally include the dynamical collapse of the wave 
function. In particular, the inherent random motion of particles just provides the random source to 
collapse the wave function (Gao 2006a, 2006b). But more study is still needed before we can 
finally solve the quantum measurement problem (e.g. preferred basis problem) and completely 
understand the meaning of quantum theory.  
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