Abstract. Self-knowledge seems to be radically different from the knowledge of other people. However, rather than focusing on the gap between self and others, we should emphasize their commonality. Indeed, different "mirror matching mechanisms" have been found in monkeys as well as in humans showing that one uses the same representations for oneself and for the others. But do these shared representations allow one to report the mental states of others as if they were one's own? I intend in this essay to address the epistemic problem of other minds by developing Ayer's notion of co-consciousness.
Introduction
In the Meditations, Descartes (1641) raised the problem of other minds by wondering whether the people he was seeing in the street were only bodies or whether they had also minds. This problem may be articulated in two different ways. The skeptical version challenges the very possibility of knowing the minds of others and arises from the Cartesian conception of mentality: a mental state can be understood only from a first-person perspective. The epistemic version investigates the nature of the knowledge of other minds and its relation with self-knowledge. While I have a privileged direct knowledge of my own mental states, I do not have any immediate access to other minds, but only to public behaviors and I can only infer what the other people think from what I can observe. Thus, it seems that the access I have for my own mental states is radically different from the access I have to the states of others. However, as Davidson (1987) points out, if the same mental concept is applied sometimes on the basis of observational evidence, and sometimes on the basis of none, then the concept is ambiguous. In other words, what is common between my pain, which I immediately know, and your pain, which I infer from the fact that you are crying? On what basis could I compare them? In order to avoid such problems, some philosophers have tried to reduce the gap between selfknowledge and the knowledge of other minds. Ryle (1966) for instance denies the existence of a privileged access to one's own mental states and suggests that self-knowledge is based on observational and inferential support in much the same way as knowledge of others: "No metaphysical Iron Curtain exists compelling us to be forever absolute strangers to one another" (Ryle 1966, p. 31) .
Similarly, I will argue for a common epistemic basis of self-knowledge and the knowledge of other minds, but unlike Ryle I will not reduce the former to the latter.
The co-consciousness hypothesis
I do not intend here to address the whole issue of the problem of other minds. Rather, I would like to question the radical difference usually assumed between self-knowledge and knowledge of other minds by appealing to the notion of "co-consciousness" as described by Ayer (1963) . More particularly, I will answer to the following question: Can I be aware of mental states of others as if they were my own?
Theory of mind from a first-person and a third-person perspectives
Nowadays, philosophy of mind and developmental psychology investigate the underlying mechanisms of the so-called "theory of mind". By theory of mind, I mean the general ability to recognize mental states and to predict behaviors. More precisely, theory of mind can be from a first-person perspective (how do I know my mental states?) and from a third-person perspective (how do I know someone else's mental states?). I will briefly characterize two main views of theory of mind, which more or less emphasize the difference between the two perspectives. The Simulation Theory (ST) holds that we represent the mental activities of others by mentally simulating them, that is, by generating similar activities and processes in ourselves (Goldman 1993a; Gordon 1996) . In other words, I know the other by putting myself into her shoes. ST thus focuses on the theory of mind from a third-person perspective and does not provide any particular reply to the problem of the first-person perspective. We may yet mention Goldman (1993a Goldman ( , 1993b , who claims that I know the other by simulation and that I know myself by a kind of inner sense. Consequently, there is a primacy of the self (which is directly known) over the other (known by simulation on the basis of one's own states). The challenger to ST is the so-called "theory" theory (TT), which assumes that one has a body of general knowledge about the mind, rather like a scientific theory (Gopnik 1993) . I know what I think as well as what someone else thinks by appealing to a tacit functional theory of the mind. There would be only a difference of degree between the knowledge of the self and the other, because I apply the same theory in both cases.
Some experimental results tend to argue in this latter direction. Nisbett and Wilson (1977) show that we are not aware of our problem-solving processes and that we compensate this lack of insight by rationalizing a posteriori the reasons of our behavior using cultural or personal implicit theories. Gopnik (1993) also demonstrates the symmetry of the development of theory of mind for the first-person and for the third-person perspectives. Children acquire at the same time knowledge of their own mental states and knowledge of the mental states of others and they show the same difficulties in both cases. For instance, 3-year-old children have difficulty understanding the fact that beliefs could be false. In one experiment, when they open a closed candy box, it turns out that there are pencils inside it, rather than the candy they have been expecting. They predict after that that the other person will think that there are pencils there even if she did not see the content of the box (Wimmer and Perner 1983) . They make the same error when they are asked about their own immediately past false beliefs: they report that they already thought that there were pencils in the box (Gopnik and Astington 1988) . Therefore, according to Gopnik, we do not have any privileged access to our own states that we do not have for the states of others. Like the chess master who feels as if he directly perceived the strength of his game, we feel as if we had an immediate knowledge of ourselves, but we are the victims of a phenomenological illusion, which results from our level of expertise in the grip of the tacit theory of the mind.
One may comment on the experimental validity of Gopnik's results. However, I will rather focus on her philosophical view and distinguish three independent claims. The first one is that self-knowledge is not infallible, as it is confirmed by phenomena such as self-deception or blindsight, and nobody will deny that except perhaps Descartes. The second assumption is more controversial: in every case, for determining my mental states, I apply functional laws that I master perfectly well. However, even if I sometimes theorize and confabulate about myself, it does not seem plausible that I know that I am in pain because I infer my pain from my behavior. The third claim is the most relevant one for us: self-knowledge and the knowledge of other minds may have something in common, or in other words, self and others are not so far from each other at the epistemic level. I will develop this latter hypothesis independently from the other claims. I will argue that we do not need to assume a radical distinction between knowledge from a firstperson and from a third-person perspectives. Yet, it does not imply that we have to postulate the existence of a shared tacit scientific theory of the mind. There may be another possibility, which I will describe by using Ayer's notion of co-consciousness.
Co-consciousness
Privacy is often assumed as the mark of the mental. Ayer (1963) explains this idea as follow:
Many philosophers would conclude that this was so, for the following reason: they would argue that being directly aware of someone's, say Mr. X's, thoughts or feelings entailed having them, and having Mr. X's thoughts or feelings entailed being Mr. X, and that it was logically impossible that anyone should be Mr. X, but Mr. X (Ayer 1963, p. 65) .
One possible interpretation of the privacy hypothesis is that we cannot share our thoughts and feelings: I can be conscious only of my own states from a first-person perspective. However, Ayer argues against the privacy hypothesis by showing the logical possibility of what he calls "co-consciousness 2 ." One person is said to be co-conscious by being able to make reports about the mental states of others in the same 'immediate' way as one makes reports about one's own, to report on them, in short, as if they were one's own (Ayer 1963, p. 65) .
In other words, a person is co-conscious with someone else if she is conscious of the same experience with the other person. We may notice an ambiguity in this definition. Indeed, we can provide two different interpretations of the idea of "same experience" depending on whether we consider numerical or qualitative identity.
Narrow interpretation a is numerically identical to b if a and b are one and the same entity. Therefore, one person is co-conscious with someone else if she is conscious with the other person of the very same mental token. Co-consciousness thus requires having access from a first-person point of view to someone else's states, that is, to be directly aware of them independently of any inference from her behavior. If so, I am able to report the mental states of others as if they were my own because I have the same kind of knowledge as for my own states. The best example of coconsciousness in the narrow sense would then be the phenomenon of telepathy: one directly "reads" in the mind of another person, in the same way as one reads in one's own mind. Similarly, we could imagine being connected by a neural cable to someone else's brain. For instance, Ramachandran and Hirstein (1997) suppose that Mary, Jackson's scientist who has never seen any color, 3 would be able to know what it is like to see colors by being properly (directly and neurologically) connected to the brain of someone who sees a red patch and by sharing his red visual experience. We could also imagine connecting the cable not to the visual cortical area, but to the somatosensory area in such way that Mary could internally feel the bodily sensations of the other. 4 In all these cases, self-knowledge is no longer privileged by comparison to the knowledge of others. Then how could they be distinguished? In other words, how can the subject determine which are her own states and which are the states of others? Ramachandran and Hirstein conclude that Mary would know the quale of red. Thus, she would have the experience of red and would report this experience as if it was her own despite the fact that she does not actually see the red patch. In traditional telepathy stories, there is no confusion between people's thoughts. However, if we have strictly the same access to the thoughts of others and to our own thoughts, then we would have no epistemic cue for attributing them to their actual thinker. Co-consciousness interpreted in a very narrow sense might lead to a mental chaos without any frontier between oneself and the others. This problem could be avoided if we interpret the co-consciousness hypothesis in a wider sense by appealing to the notion of qualitative identity.
Wide interpretation a is qualitatively identical to b if a and b share the same properties, but are instantiated by two different items. Therefore, one person is co-conscious with someone else if each of the two persons is conscious of a token mental state that is qualitatively identical to a mental state of which the other is conscious.
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If so, I am able to report the mental states of others as if they were my own because I have an immediate access to my own states, which are properly similar to their mental states. However, not just any sharing phenomenon can be considered as co-consciousness and we need to specify in more details its necessary conditions. It does not suffice to share the same state because it can be a mere coincidence. For instance, we would not interpret the fact that two persons entertain similar thoughts without any relation between them as an illustration of co-consciousness.
Suppose that both Peter and Jack see that Peter's legs are crossed. They have the same kind of access to Peter's bodily state, but there is no direct causal link between Peter's and Jack's visual state. Jack is not necessarily able to report Peter's visual state as he does not necessarily know what Peter is actually looking at and thus does not know what is in his mind.
6 Therefore, Jack is not co-conscious with Peter. Co-consciousness has first to be understood as a kind of knowledge of the mind of the other. It implies not only the sharing of a certain mental state, but also the knowledge of this sharing: Jack is co-conscious with Peter if he knows that he has the same perceptual experience as Peter, and thus knows Peter's perceptual experience. Furthermore, co-consciousness requires more than mere simultaneity, it requires causality: Jack has the perceptual experience because Peter has it. The phenomenon of joint attention (Baron-Cohen 1997) could fit this description because Jack would then look at Peter's legs because he would have oriented his attention toward where Peter is actually looking. However, the two visual states would not be strictly similar, in either their content or in their functional role. Peter and Jack do not have the same spatial perspective and only Peter's visual state of his legs is functionally related to the actions that he could perform. A strict qualitative identity would involve a similarity at the intentional level (the same attitude with the same content), at the functional level (the same causal role) and at the phenomenological level (the same associated qualia). However, co-consciousness does not imply a perfect "copy" of mental states of other people, but only the sameness of the state on the relevant aspects, which allows one to report the state correctly. For instance, even if my experience of sadness for your father's death is less intense than yours and will not lead me to cry the whole day, I can still know how you feel by this partial sharing.
To sum up, co-consciousness in the wide sense requires (1) two distinct persons; 7 (2) a causal relation between the two states such that one has the state because of the other having it; (3) a certain isomorphism (intentional, functional and phenomenological) of the two mental tokens that leads to an accurate knowledge of the states of the other.
In order to challenge the privacy hypothesis, we may maintain either like Gopnik that self-knowledge is nothing more than a specific type of knowledge of the others or conversely like Ayer that there is a way of knowing the other that is similar to the way of knowing oneself. I have tried here to develop this latter hypothesis by describing two interpretations of coconsciousness. I have shown that the narrow interpretation may lead to a total lack of discrimination between self and other. The wide interpretation seems more promising, but also raises some problems. We may indeed wonder if it does not leave the epistemic gap too wide. The three conditions described do not suffice for accounting for the knowledge of others: I may indeed be in a certain state that is caused by someone else's state, which is qualitatively similar, without yet knowing that the other has the same state. Consequently, I also need to be able to recognize that the other has a certain state from the fact that I have it. However, as we will see, this last condition is problematic.
From empathy to mirror neurons
Till now, I have developed one possible reply to the epistemic problem of other minds by specifying the necessary conditions of co-consciousness. Ayer discusses the question of the privacy of the mental at the level of logical possibility, without entering into the problem of what is empirically possible. However, it would be interesting to see whether there is any actual phenomenon that could argue for the empirical plausibility of co-consciousness. Furthermore, it would shed a new light on the relation between self-knowledge and the knowledge of other minds. I will start with the most salient example of co-consciousness, that is, empathy.
We have all at some time cried with the hero of a movie and laughed just because our neighbors were laughing. The empathic knowledge of other people is ambiguous, as it is not strictly identical to self-knowledge nor to the usual inferential knowledge of the others. Indeed, in empathy I do "feel with" the other her emotion, and in this sense it can be interpreted as a case of co-consciousness.
The literature tends to confuse empathy and sympathy. However, it is important to clearly distinguish them. For instance, I learn that my friend's husband is betraying her. I feel sad for her even if she does not know her husband's betrayal. Thus, my emotion does not match with her emotion. I do sympathize for her. By contrast, I see my friend crying because her husband is betraying her. I may cry with her, feeling as if I was in her situation. I do empathize with her. In brief, sympathy and empathy play different roles: the former constitutes a social link while the latter constitutes a way of knowing the others (Wispé 1986 ). I will thus focus on empathy, and more precisely on emotional empathy. Empathy is indeed a continuum that includes the following:
• Emotional contagion, which relies on a direct link between the perception of the emotions felt by the other and one's own experience of the emotion. For instance, the vision of my friend's smile makes me automatically smile and triggers a feeling of happiness.
• Emotional empathy, which involves the feeling of someone else's emotion and the understanding that the other feels the same emotion, like in the previous example: I feel sad with my friend because of her husband.
• Cognitive empathy, which also involves the knowledge of the emotion of other people, but which stays more detached from the emotion. Wispé (1986) reports for instance that during the Second World War, Nazi officers used to put themselves in the shoes of their victims in order to imagine what would be the most frightening for them, but they were not scared for all that.
Emotional empathy may be interpreted as an illustration of coconsciousness, but not in the same sense as telepathy. Unlike telepathy, empathy does not indeed rely on the direct "reading" of the emotion felt by the other. It involves the process of theory of mind. We are then confronted to two possibilities. Suppose that you learn that your friend has just missed his flight. How do you know what he feels? Do you use a functional law such as "when you do not get what you want, you're really frustrated and angry"? Or do you put yourselves in his shoes and imagine what you would feel if you had missed your flight?
"Theory theory" interpretation of empathy According to the theory theory (TT), the subject determines the target's mental states by appealing to a tacit theory of how the mind works, which is partly based on the subject's past experiences and on the laws he has drawn from them:
It is likely that people often empathize not because they have put themselves cognitively in another's place, but because they have retrieved relevant information from their memories (Eisenberg and Strayer 1987, p. 9) .
However, what kind of memory do we appeal to? As TT consists in an abstract theoretical knowledge of functional laws, we should assume that empathy should be based on semantic memory, which stores one's own past experiences from a third-person point of view. Contrary to episodic memories, semantic ones are detached from any emotional connotation and could not produce the feeling of anger associated to your understanding of what your friend is experiencing (Johnson et al. 1993) . Ravenscroft (1998) points out this general problem: if I use a detached theory of other people, I would never be able to feel what they feel and I would be in the same situation as Mary, who knows every objective fact about colors, but not what it is like to see colors. Furthermore, empathy would then constitute nothing more than an inferential indirect knowledge of other minds and could not be considered as a co-consciousness phenomenon.
Simulation theory of empathy
On the contrary, according to the simulation theory, the subject does not need to master any functional law; all he needs is to simulate his target's perspective on the world and to let his emotional processing system work as usual. Goldman (1992 Goldman ( , 1993a claims that empathy is only a particular case of simulation:
Paradigm cases of empathy. . .consist first of taking the perspective of another person, that is, imaginatively assuming one or more of the other person's mental states. . .. The initial 'pretend' states are then operated upon (automatically) by psychological processes, which generate further states that (in favorable cases) are similar to, or homologous to, the target person's states. In central cases of empathy, the output states are affective or emotional states (Goldman 1993a, p. 371). Goldman is actually describing only cognitive empathy, which remains detached from the emotion of the other and can be explained by an "off line" simulation. Such explanation could then be subject to the criticism raised by Ravenscroft against the TT interpretation of empathy (Adams 2001) . However, as Harris (1989) notices, empathy cannot be reduced to the standard case of simulation because the empathic simulation is not always "off line." Goldman does not provide any account for emotional empathy, which involves the actual feeling by the subject of the emotion of the other. You are not as angry as your friend who has missed his flight, but you still deeply feel the frustration as if you were the person who has missed it. In other words, you become able, by empathy, to report the emotions of others as if they were your own because you also feel them. Emotional empathy seems then to fulfill the criteria of co-consciousness: (1) two persons, (2) both aware of the same kind of emotion, and (3) the emotion of the subject being elicited by the situation that caused the simulated target's emotion.
The 'shared manifold' hypothesis
We may even generalize this analysis to other phenomena: co-consciousness is not indeed limited to emotions and may happen with other kind of mental states. Gallese (2001 Gallese ( , 2003 suggests extending the model of empathy to all the aspects of behavior. We can find in various cognitive domains self/other equivalence implemented in cortical areas common to action and perception, emotional experience and emotional recognition, sensation of pain and observation of pain. For instance, Damasio (1999) reports the case of the patient S who is unable to experience the feeling of fear or to recognize it in someone else, even though she keeps an abstract knowledge of what fear is. Calder et al. (2000) also describe the case of a patient with insula and putamen damage who is impaired in both the experience of disgust and the recognition of it in others. Carr et al. (2003) indeed show that both observation and imitation of facial emotions activate the same cortical areas (the premotor cortex, the insula and the amygdala). Furthermore, the same neurons in the human cingulate cortex respond whether a pinprick is applied to the subject himself or to the examiner (Hutchison 1999 ). Thus, we may postulate that the same representations are involved in the experience and the observation of emotions and bodily sensations. According to Gallese, this "shared manifold" constitutes the basis of intersubjectivity and can be articulated at three levels: at the phenomenological level with empathy, at the functional level with simulative processes, and at the subpersonal level with mirror neurons. I will focus now on this latter level in order to investigate more deeply the co-consciousness hypothesis.
The dual interpretation of shared representations
We have seen that empathy may be understood as a kind of simulation (diagramed in Figure 1) .
However, this schema does not account for emotional empathy, that is, for the fact that the subject also feels the emotion E. Furthermore, it omits to specify the subject to whom the mental states are ascribed during the simulation process and does not allow any real understanding of co-consciousness. I will thus appeal to the model of action for determining the relation between self-knowledge and the knowledge of others. Since the beginning of the 20th century with Theodor Lipps, empathy has been described as an internal imitation of perceived movements executed by someone else. More recently, Preston and de Waal (2002) suggested interpreting empathy on the "Perception-Action" model: the perception of the emotion automatically activates the representation of this emotion in the subject. This model is based on the existence of shared representations of actions in mirror neurons.
"Mirror matching mechanisms" have been found in monkeys as well as in humans: the same cortical areas -and specifically certain neurons -are activated during observation of other people's actions and execution of one's own actions (Rizzolatti et al. 1996; Decety et al. 1997) . Thus, doing an action and observing it activate the same internal motor representation. The shared representations of action are "pragmatic" and code actions from the first-person point of view of the agent in interaction with the world (Jeannerod 1994) . Such shared representations may underlie the phenomenon of co-consciousness, as Gallese suggests. However, we can give two different interpretations of the role of mirror neurons. On the one hand, mirror neurons fire during observation of actions performed by other, because the subject covertly and implicitly simulates these actions. In this case, mirror neurons represent only the actions performed by oneself. On the other hand, mirror neurons fire during observation and execution of action, because they represent one's own actions as well as someone else's actions. In this sense, they are neutral with respect to the agent. I now want to analyze both interpretations in more details.
The primacy of the self
According to the first interpretation, when someone acts and is observed, the same kind of action representation is activated in the agent and in the observer. Action representations are shared in the sense that different people have the same kinds of representation activated for the same actions. This social sharing could explain how we can understand each other: isomorphism between action representations allows the subject to know the goal of others with the help of his own representations. This is a general phenomenon of "investigation by re-creation" described by Goldman (2002) : by observing the other acting, the subject imagines himself performing the same action, a simulation that does not lead to an execution, because it is inhibited. As a kind of covert simulation of the action performed by someone else, mirror neurons would represent only the actions performed by the self. In other words, the agent is always specified and he is always me. Therefore, mirror neurons allow us to "to map the non-self onto the self" (Gallese 2000) . There is a primacy of the self, the other being understood on the basis of the self. We may describe the content of the shared representations in the following hypothesis.
The Primacy of the Self Hypothesis: Mirror neurons are motor representations with the self as the agent: [I, action, goal] .
We may then provide the same interpretation for empathy as for mirror neurons. According to the hypothesis of the primacy of the self, I understand the others from myself (see Figure 2) . Thus, I pretend that I have such desires and such beliefs and that I feel the emotion E and conclude that the target feels E. The lack of inhibition of step (4) explains why I do feel the target's emotion in emotional empathy.
To sum up, the action performed by others is understood from the covert action performed by the self. This description seems to fit perfectly with the definition of co-consciousness in the wide sense. However, we may wonder whether it can reduce the difference between self-knowledge and knowledge of others. As previously said, simulation theory does not pretend to eradicate the epistemic gap between the self and the other. I directly know which state I am in, a state that is shared by the other, but I still need to attribute my state to the other, to infer from my state to the state of the other. Like Gordon (1996) , we may wonder about the legitimacy of this inference "from me to you." Empathic knowledge is thus far from being immediate, even if I do not make any inference from the behavior of the other. Though I know the other by knowing myself, two different kinds of knowledge are involved here, one inferential (from the self to the other) and one direct.
Moreover, Gallagher (2001) notices that at the neural level: "perception of action is already an understanding of the action; there is no extra step involved that could count as a simulation routine." I would rather say that there is no extra step for an inference. Gallagher concludes that mirror neurons are the neural bases of direct intersubjective perception. Similarly, I want to suggest another interpretation of shared representations that avoids the difficulties involved with making inferences: rather than inferring from me to you, we appeal to neutral representations common to you and me. All we need is to give up the primacy of the self-hypothesis for a more neutral interpretation.
A neutral account Our starting point was simply that at the neurophysiological level observation and execution of action activate some common areas. Therefore, we can say that the same representation is activated for one's own actions and for actions performed by others. What mirror neurons represent is action. They do not code specific parameters of movements, like the agent's strength or the position of the limbs. For the most part, they represent only general kinds of action. As they do not take into account the peripheral factors of action, they allow establishing a motor equivalence between execution and observation, no matter how different the agent and the observer are. In the same way, they are also partly indifferent to the person who is the agent. Even if they represent actions from a first-person perspective, it does not imply that the agent of the action is oneself. In other words, they do not represent actions performed by the self, but actions performed by one agent who can be oneself or someone else. Shared representations are intersubjective. Rather than an egocentric space of actions, they constitute a "we-centric space" (Gallese 2003 ). Then we could say that action representations encode the parameter of the agent, but leave this parameter indeterminate and to be fulfilled. In brief, we do not need to start from the self in order to go to the other; rather we can start from what is common between oneself and the other.
The Neutral Hypothesis: Mirror neurons are motor representations without any determinate agent: [x, action, goal] , with x, the variable of the agent to be fulfilled.
The activation of mirror matching systems expresses this primary lack of differentiation, rather than the process of a covert simulation. We could similarly suggest that in emotional empathy, the emotion is by definition felt by a subject, but the subject is left indeterminate. The last step of the simulation process thus does not consist of inferring the target's emotion from the emotion felt by oneself, but in determining who the subject is (see Figure 3) . Thus, the simulation process would imply a shared representation of emotion neutral in respect to the subject. Because of this primitive lack of differentiation, the emotional state can be attributed to oneself and to the other.
Descartes did not know that while he was looking at the people walking on the street, he activated the representation of walking from the first-person perspective in his brain. The existence of sharing phenomena such as empathy or the activation of mirror neurons could not resolve his skepticism, as they do not provide any guarantee that others do exist. However, at the epistemic level, they argue against the radical difference between self-knowledge and knowledge of other minds. I have suggested two possible ways of interpreting them: either they reveal the simulation process underlying the knowledge of others (Gallese and Goldman 1998) , or they stress the primary lack of differentiation in the representation of the self and the other.
Towards a new account of co-consciousness: A third interpretation
According to the narrow interpretation of co-consciousness, we need to have access to what is in someone else's mind in the same way as we have access to our own mind. Two problems then arise. First, we do not have de facto such kind of knowledge: telepathy does not exist in our world. Second, the lack of epistemic difference between self-knowledge and the knowledge of other minds raises the question of how we can still recognize whose mental states we have access to.
8 According to a wider interpretation of co-consciousness, we know what the other feels because we feel the same. Co-consciousness then sounds more plausible and some phenomena such as empathy or, at the neurological level, mirror neurons seem to illustrate it. However, we may wonder whether it really addresses our original problem, whether it reduces the epistemic gap between the self and the other. We may indeed notice that co-consciousness in this sense is far from being infallible. I can mistakenly feel excited with my friend who is leaving for New York, while she actually feels anxious. This possibility of error is mainly due from the fact that my inference from my state to her state is invalid. It reveals the indirectness of the knowledge of other minds through co-consciousness. Even if I am able to report what someone else feels from a first-person perspective, I have still to derive what the other feels from what I feel. The knowledge of others is not as immediate as self-knowledge and the difference between them remains important. We seem then to reach a dead end.
It is possible that these interpretations of the phenomena of shared representations have gone wrong by giving priority to the self, rather than to intersubjectivity.
9 I have suggested a third interpretation of co-consciousness, which I have called the neutral account. Like co-consciousness in the narrow sense, you do not need to infer from you to the other; like co-consciousness in the wide sense, you do not need to read in someone else's mind. According to this new interpretation, one is co-conscious if one uses the same mental token for representing oneself and the other from a first-person perspective.
Gopnik suggests that we have the same representations of mental states for ourselves and for the others from a third-person point of view. However, this does not sound plausible. Indeed, we may sometimes use the same abstract representations for ourselves and for the others, but we cannot eliminate the subjective perspective that accompanies self-knowledge, and more particularly in the case of emotions: there is something it is like to feel happiness from the point of view of the subject. What I am suggesting here is that rather than reducing self-knowledge to a specific kind of theoretical knowledge of other minds, as Gopnik tries to do, we should bring knowledge of others closer to self-knowledge: we share common representations of ourselves and the others from a first-person point of view. Mirror neurons do not represent actions from an abstract perspective, but rather from the intersubjective point of view. Thus, from a first-person perspective we are able to represent actions performed by someone else as if they were our own and there is no inference from you to the other involved here. This last interpretation may be more challenging for the privacy hypothesis denounced by Ayer. Obviously, we cannot reduce the knowledge of other people's actions to mirror neurons. However, we can suggest that these shared representations constitute a common epistemic basis of self-knowledge and the knowledge of other minds.
The problem of the lack of differentiation
However, one might argue that while the primary lack of differentiation between oneself and the other may underlie intersubjectivity, it also raises the problem of how we discriminate one's own states from the states of others. The neutral interpretation of co-consciousness would then meet the same problem as the narrow one. If there is indeed no difference between the representation of my states and your states, how can I differentiate them? There may even be a risk of confusing them and this conclusion challenges the usual assumption of "immunity to error through misidentification" (Shoemaker 1984) . Intuitively, I could never believe that I am thinking while it is actually someone else who is thinking. I would directly know without any possible failure whether I am the thinker or not. Such immunity to error results from the complete asymmetry between the knowledge of one's own mind and the knowledge of other minds, which makes it impossible to confuse one's own thoughts with someone else's thoughts. But if we deny the existence of such asymmetry, as the neutral account does, then it becomes possible to be mistaken in state attributions. We may then wonder whether we should not give up the neutral interpretation.
It seems nevertheless that far from being problematical, the possibility of errors can be used as an argument for the neutral view. One can indeed be mistaken about the owner (or the agent) of one's own mental and bodily states, as it is particularly salient in schizophrenia. For instance, during verbal hallucinations, schizophrenic patients are talking to themselves but they think that someone else is talking; in delusions of control, they believe that they control the actions performed by someone else or that their own actions are influenced by the will of other people. Similarly, some patients suffering frontal lesions automatically execute the action performed by someone else that they are observing, losing track of the distinction between their own intentions and the intentions of others (Lhermitte et al. 1986 ). Furthermore, it has been shown that even normal subjects can mistakenly self-attribute visually presented movements that they have actually not performed (Franck et al. 2001) .
In summary, the primary lack of differentiation postulated by the neutral interpretation implies the necessity of a specific causal process that disambiguates the representations by articulating who the subject is. As Georgieff and Jeannerod (1998) say, the fact that action representations are shared is intimately related to the question of agency. Indeed, action representations by themselves do not specify who the agent is; we thus need a "Who" system, which determines whether the agent is the self or someone else (Georgieff and Jeannerod 1998; de Vignemont and Fourneret 2004) . The possibility of misattribution confirms the existence of this process, which can breakdown. The primary lack of differentiation at the level of mirror neurons does not indeed imply that there is no difference at all between being the agent and being the observer. The "Who" system relies then on the comparison between: (i) visual and proprioceptive perception of the moving body and its effects on the environment; (ii) more putative central signals related to action initiation and planning (Frith et al. 2000) . We may similarly suggest that we need a specific process dedicated to the distinction between one's own emotions or thoughts and those of others.
The problem of other minds seems then to be completely reverted: the question is no longer how we can know the others, but rather how we can distinguish ourselves from the others. The questions of self-consciousness and intersubjectivity are indeed intimately related. In the perspective of the naturalization of self-consciousness, it would then be interesting to investigate the nature of the possible underlying cognitive mechanisms involved in the differentiation between the self and the other.
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It would seem then, that the problem might not be one of mapping the self onto the other so much as differentiating the self from the other (Gopnik and Meltzoff 1994, p. 191 ).
Notes
The question is then to understand the underlying basis of the unity of consciousness. Ayer is not concerned by this problem and appeals to the notion of co-consciousness when he addresses the problem of the privacy of the mental. 3. Briefly in his famous thought experiment, Jackson (1986) imagines that Mary has been brought up in a black and white environment without ever seeing any color. However, she is a scientist who knows every physical fact about colors. He then asks the following question: does Mary learn anything when she see for the first time a red tomato? 4. Ayer (1963) considers the possibility of feeling kinesthetic sensations from someone else's body but without describing the possible underlying neural details. 5. Unlike the narrow interpretation, there needs now to be two mental tokens that are of the same kind of states. 6. We are not concerned here by the knowledge of Peter's bodily position, but by the knowledge of his mental state. 7. Ayer (1963) mentions the multiple personality disorder as a possible case of coconsciousness, but rejects it as it does not clearly satisfy the condition (1). 8. However, we'll see that we may find a solution to this problem. 9. We may notice that Gallese (2003) is himself oscillating between the primacy of the self interpretation ("like me") and the neutral interpretation ("we-centric space"). 10. I would like to thank Shaun Gallagher for his helpful comments.
