Abstract. In this study, we probe the transition to cosmic homogeneity in the Large Scale Structure (LSS) of the Universe using the CMASS galaxy sample of BOSS spectroscopic survey which covers the largest effective volume to date, 3 h −3 Gpc 3 at 0.43 ≤ z ≤ 0.7. We study the scaled counts-in-spheres, N (< r), and the fractal correlation dimension, D 2 (r), to assess the homogeneity scale of the universe using a Landy & Szalay inspired estimator.
Introduction
Most models of modern Cosmology are based on solutions of General Relativity for an isotropic and homogeneous universe. The standard model, known as ΛCDM , is mainly composed of a Cold Dark Matter (CDM) and Λ corresponds to a cosmological constant. This model shows excellent agreement with current data, be it from Type Ia supernovae [1, 2] , temperature and polarisation anisotropies in the Cosmic Microwave Background [3] or Large Scale Structure [4] [5] [6] . The two main assumptions of this model are the validity of General Relativity and the Cosmological Principle [7] that states that the Universe is isotropic and homogeneous on large enough scales, or equivalently that the Universe statistical properties are both rotationally and translationally invariant on large scales.
Isotropy is well tested through several probes at various cosmic epochs: at z ≈ 1100, Cosmic Microwave Background temperature anisotropies, corresponding to density fluctuations in the young Universe, have been shown to be of order 10 −5 [8] . In the more recent Universe, the distribution of sources in X-ray [9] and radio [10] surveys strongly supports isotropy. Large spectroscopic galaxy surveys, such as the baryon oscillation spectroscopic survey (BOSS) of the third Sloan digital sky survey (SDSS-III), show no evidence for anisotropies in the projected galaxy distribution in volumes of a few Gpc 3 [11] .
We should stress, however, that these observations test isotropy at a given redshift or after projection over a given range of redshifts. This "projected" isotropy is a weaker assumption than "spatial" isotropy, which is an isotropy at each redshift 1 . Combining spatial isotropy and the Copernican principle, which states that our position in the Universe is not privileged, implies that the Universe is homogeneous [7, [12] [13] [14] . However, as shown by Durrer et al. [15] , this implication is not true if we only have projected isotropy. So CMB isotropy, for instance, cannot be combined with the Copernican principle to prove homogeneity.
It is therefore important to test homogeneity. Large three dimensional spectroscopic surveys offer an excellent occasion to strengthen this aspect of the cosmological model with accurate observations. Most of the studies conducted so far found a transition to homogeneity in the galaxy distributions at scale between 70 and 150 h −1 Mpc [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] therefore strengthening the cosmological principle. Some studies did not find a transition to homogeneity [28] [29] [30] [31] [32] [33] [34] . However none of those studies reached scale larger than 200 h −1 Mpc, where homogeneity becomes clear.
However, these 3D surveys investigate the statistical properties on the observer past light-cone and not inside of it, so they do not observe galaxies at the same epoch. An attempt to overcome this limitation was to use star formation history in order to study the homogeneity inside the past light-cone [35] , but this is model dependent. Another possibility [36] is to use a combination of secondary CMB probes, including integrated Sachs-Wolfe, kinetic SunyaevZel'dovich and Rees-Sciama effects.
In this article, we use the Data Release 12 of the SDSS-III/BOSS spectroscopic galaxy sample to search for a transition to homogeneity [37] . The BOSS CMASS galaxy catalogue covers a volume of 5.1 h −3 Gpc 3 in the redshift range 0.43 < z < 0.7 and contains nearly one million galaxies in 8500 square degrees. It represents the largest effective volume sampled as of today 2 and therefore offers a unique opportunity to observe the transition to homogeneity. 1 More precisely, spatial isotropy is the assumption that ρ(r, θ1) = ρ(r, θ2) for any given (r, θ1, θ2), while projected isotropy is the assumption that ρ(θ1) = ρ(θ2) for any (θ1, θ2), where ρ(θ) = ρ(r, θ)W (r)dr and W (r) is the window function. 2 The effective volume of a survey is given by V eff = V nP 1+nP
, which describes the statistical power of the A similar study of homogeneity has been performed with the DR12 quasar sample of BOSS [38] . We mostly follow the method introduced in [26] to measure the "fractal correlation dimension" of the distribution, D 2 (r), as an indicator of the transition to homogeneity [37] . Due to the possible evolution of the tracer with redshift, a redshift survey is blind to strictly radial variation of the density [39] . So strictly speaking we can only test homogeneity up to a radial variation, that is we can test spatial isotropy (and then combining spatial isotropy with the Copernican principle we can prove homogeneity). On the other hand, as discussed by Laurent et al. [38] , we can demonstrate spatial isotropy independently of a fiducial cosmology 3 .
Throughout this study, unless stated otherwise, we use a fiducial flat ΛCDM cosmological model with the following parameters: [40] . The paper is organized as follows. Section 2 describes the galaxy data sample used in this analysis and section 3 the methodology to quantify cosmic homogeneity. In section 4 we introduce the model that is adjusted to the observed data, while in section 5 we present our results. In section 6 we test the robustness of our method, and we conclude in section 7.
sample. The CMASS sample has V CMASS eff
2.9h
−3 Gpc 3 , while the QSO sample has V QSO eff 0.21h −3 Gpc 3 . 3 Indeed let's assume a homogeneous 3D spectroscopic survey with a constant density ρ(r, θ, φ) = Cst. This density is the product of the Jacobian J(z) = H(z)/cD 2 (z) with the observed density of sources dN (θ, φ, z)/dΩdz which is a function of angles and redshift. As a result the observed density is necessarily a function of redshift only following: dN (θ, φ, z)/dΩdz ∝ J −1 (z), which is the definition of spatial isotropy.
D R A F T 2 Dataset

The BOSS survey
BOSS [41] is dedicated to studying the 3D distribution of ∼ 1.4 × 10 6 galaxies and ∼ 10 5 quasars and their Lyman-α forests within an effective area of ∼ 10, 000 deg 2 [42, 43] . Aluminum plates are set on the focal plane of the 2.5m telescope [44] and drilled with 1000 holes corresponding to targets to be observed. An optical fiber is fixed on each hole, allowing 1000 spectra to be measured per exposure [45] with a typical redshift uncertainty of a few tens of km · s −1 [46] . Several color cuts are used to select massive galaxy in the redshift range 0.43 < z < 0.7 in the imaging data from SDSS-I-II and SDSS-III/BOSS in (u, g, r, i, z) bands [47] . These cuts are designed to result in a stellar mass limit that is constant with redshift, according to a passively evolving model [48] . The large masses ensure a strong bias with respect to the underlying dark matter field, providing a high signal-to-noise ratio on the two-point correlation function. The resulting sample of galaxies is called CMASS and consists in ∼ 10 6 galaxies with accurate spectroscopic redshifts. The CMASS sample has been used to measure the Baryonic Acoustic Oscillation feature (BAO) with unprecedented accuracy, putting strong constraints on cosmological parameters [49] . We use the same galaxy sample to perform a measurement of the transition to homogeneity benefiting from the signal-to-noise enhancement due to the large bias of this galaxy sample. We weight galaxies with [50] :
Here, the close-pair weight, w cp , accounts for the fact that, due to fiber coating, one cannot assign optical fibers on the same plate to two targets that are closer than 62 . The w noz weight accounts for targets for which the pipeline failed to measure the redshift. The w star and w see weights correct for the dependance of the observed galaxy number density with the stellar density and with seeing, respectively. Finally, we use the FKP weight, w F KP , [51] in order to reduce the variance of the two-point correlation function estimator. 
Data sample
We divide our data sample into 5 redshift intervals, as defined in table 1, to study the evolution of the clustering of the CMASS galaxy sample. The angular and redshift distributions of the sample are shown in figure 1. We use a flat ΛCDM model with parameters defined by equation 1.1 to convert the redshift measurements to comoving distances:
A final sample with a total effective volume of 3.8 h −3 Gpc 3 [50] is obtained, which is significantly larger than the effective volume used in previous studies, such as 0.6 h −3 Gpc 3 for WiggleZ [26] , 1h −3 Gpc 3 for a DR7 LRG galaxy sample study [27] or 0.2 h −3 Gpc 3 for the SDSS II LRG analysis [16] . 
Mock-Catalogues
Mock catalogues are an important tool for determining uncertainties in galaxy surveys and tuning data analysis pipelines. In our analysis we use 1000 mock catalogues constructed with the quick-particle-mesh (QPM) algorithm [52] for BOSS. These are expected to be more realistic than mocks based on second-order Lagrangian perturbation theory, although not as much as the highly time-consuming N-body simulations. These mock catalogues use a different flat ΛCDM cosmology than the one we use in our analysis, but this difference is accounted for in our analysis:
where σ 8 is the variance of the matter power spectrum computed in spheres of 8 h −1 Mpc radius.
D R A F T 3 Methodology
In this section we present the method we have used to study the transition to homogeneity in the distribution of the BOSS CMASS galaxy catalogue. We follow Scrimgeour et al. [26] in assessing the homogeneity of the catalogue through the fractal dimension, D 2 (r), but use significantly different methods.
Observables
The "counts-in-spheres", N (< r), is defined as the average number of objects in a sphere of radius r, it should obviously scales as r 3 for an homogeneous distribution. This scaling is the basis for the definition of the fractal dimension:
For a homogeneous distribution one gets D 2 (r) = 3, while for a fractal distribution D 2 < 3 is a measure of the fractal dimension. These simple expressions are no longer valid in the case of a survey that has a peculiar geometry and a non-uniform completeness. We correct for these geometrical effects by using catalogues of random points that uniformly fill the survey volume. We use random samples that are five times larger than the data sample in order to ensure that statistical fluctuations due to the random points are significantly smaller than those due to the data. We therefore define a "scaled counts-in-spheres"
which is the ratio between the counts-in-spheres of the galaxy distribution, N gal (< r), and the counts-in-spheres of the random point distribution inside the same survey geometry, N rand (< r). This quantity is now expected to be independent of r (ratio of two quantities ∝ r 3 ) for a homogeneous distribution and therefore the fractal dimension is redefined as:
in order to be equal to 3 for a homogeneous distribution. N (< r) and D 2 (r) are the two observables we will consider in the analysis, and we show in the next section that there are different ways to obtain them from the data.
Estimators
We define the following quantities from our data and random catalogues:
: the normalized number of galaxy pairs distant by r,
: the normalized number of random-point pairs distant by r,
• dr(r) = DR(r) n g n r : the normalized number of galaxy random-point pairs distant by r,
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where n g and n r are the total number of galaxies and random points, respectively. The definition of N (< r) in Eq. 3.2 recalls the Peebles-Hauser estimator, ξ(r) = dd(r)/rr(r) − 1, for the two-point correlation function [53] . This estimator is known to be less efficient than the more sophisticated Landy-Szalay estimator [54] .
which has minimal variance on scales where ξ(r) << 1 [54] . Laurent et al. [38] defines a Landy-Szalay inspired estimator for the counts-in-spheres:
Alternatively, we can directly compute the counts-in-spheres from the Landy-Szalay estimator of the two-point correlation function itself, as explained in appendix A:
These two estimators are expected to be closer to optimal than the estimator of equation 3.2. They result in two different estimators for the fractal dimension that we name accordingly D 2,lau (r) and D 2,cor (r). In appendix B, we show that the cor-estimators, N cor (< r) and D 2,cor (r), are less biased than the lau-estimators. In our final analysis, unless stated otherwise, we use the cor-estimators and we drop the lau indice and the hat for sake of simplicity.
Since we are interested in matter distribution, we must use the galaxy bias, b, to convert the counts-in-spheres measured for galaxies to the one we would get if we were measuring the whole matter (mostly dark matter). We also have to account for redshift space distortions and we explain in details how we do that in section 5.4.
Homogeneity scale definition
Following Scrimgeour et al. [26] , we define an homogeneity scale R H for both N and D 2 observables, as the scale for which the observable approaches its homogeneous value within 1%. We then have two a-priori different transition-to-homogeneity scales defined by:
These are, of course, arbitrary definitions for the homogeneity scales but they do not depend on the survey and can be used to test cosmological models and compare different survey measurements as long as the same definitions are used in all cases [26] .
Other authors have proposed different ways of defining the homogeneity scale. In particular Yadav et al. [18] proposed to define it as the scale at which D 2 cannot be distinguished from 3 within the survey errors. This is obviously another proper definition because it is independent of the bias and similar conclusions can be drawn as we demonstrate at the end of section 5.7. Furthermore, using this estimator on the mock catalogues (See section 5.7 ), we find larger variations on the estimated homogeneity scale in respect with the one obtained by Eq. 3.7. For these reasons, we have made the choice in this study to use the arbitrary but universal definition in Eq. 3.7, although we show that beyond 300 h −1 Mpc, we do find consistency with D 2 = 3 within our measurement errors.
D R A F T 4 Theoretical Model
Prediction for ξ(r), N (< r) and D 2 (r)
We use the CLASS software [55] to compute the ΛCDM theoretical prediction for the twopoints correlation function and the observables we consider in the analysis. CLASS computes the theoretical matter power spectrum, P (r) δδ (k), where the (r) exponent indicates that it is calculated in real space, by opposition to redshift space. In order to get a prediction for the redshift-space galaxy power-spectrum, P (s) gg (k) where the (s) exponent indicates redshift space, we model redshift-space-distortion (RSD):
• On large scales, galaxies are falling into large gravitational potentials, which tends to sharpen their distribution along the line-of-sight in redshift space. This is known as the Kaiser effect [56] , which results in:
where b is the linear (scale independent) bias between galaxy and matter distributions, β = f /b where f is the linear growth rate, which can be approximated by f ≈ Ω 0.55 m (z) [57] and µ = cos θ, with θ the angle relative to the line-of-sight.
• On small scales, galaxies have a velocity dispersion whose projection on the line-of-sight in redshift space gives rise to the "finger-of-God" effect (FoG). These distortions can be modeled with a simple Gaussian orientation-dependent and scale-dependent damping model, which takes into account the pairwise peculiar-velocity dispersion of the galaxies σ p [58] :
This damping factor represents well actual data down to scales where kσ p ∼ H 0 [58] , which corresponds to r ∼ 15h −1 Mpc.
Finally, accounting for both effects and integrating over all orientations relative to the line-of-sight, the redshift-space galaxy power spectrum reads:
which can be analytically integrated over µ, leading to:
Applying a Fast Fourier Transform to equation (4.4) results in the two-point correlation function with two parameters b and σ p :
Then we use equation (3.6) and (3.3) to compute the ΛCDM prediction for N (< r) and D 2 (r).
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Correction for bias and RSD
The estimators presented in section 3.2 measure the clustering properties of the galaxy distribution, we need to convert them into estimators that describe the clustering properties of the total matter distribution. We fit ξ(r) in the range 1 h −1 < r < 40 h −1 Mpc with our model of equation 4.5 to obtain b and σ p . If we take into account only the bias and the Kaiser effect, the angle-averaged correlation function is just multiplied by a constant factor, a squared effective bias. Since this factor is independent of r, the same factor applies to N (< r) − 1, which is an integral over ξ(r ) (see equation 3.6). Taking into account also finger-of-God effect, the multiplicative factor is no longer independent of r. To transform the estimated N (< r)−1 for galaxies into an estimation for matter, we multiply it by the ratio of our model for N (< r) − 1 for matter (i.e. b = 1 and σ p = 0) to our model for the best fit value of b and σ p , as
Then the fractal correlation dimension D 2 (r) is obtained from N (< r) using equation 3.3. Section 6.2 shows that taking into account the finger-of-God effect only contributes in a small change in the measurement of the homogeneity scale by typically 1%. So the error due to the imperfection in the modelling of this effect is negligible.
D R A F T 5 Results
In this section, we present the results of our analysis. We determine the range in comoving distance for which we can measure N (< r) with our sample. We quantify the uncertainties in our measurements using mock catalogues. We measure the homogeneity scale for the galaxy distribution,we fit the redshift-space-distortion parameters, measure the homogeneity scale for matter distribution. Finally we make comparisons with the ΛCDM model and estimate the average of D 2 on large scales. Figure 2 shows the number density of random pairs, dN/dr, divided by r 2 and normalized such that at small scales it is unity. This scaled number density is constant at small scales and then decreases with r due to the finite size of the survey. We analyse data up to a maximum r = 1300 h −1 Mpc, where the scaled density goes down to 1%. ] Figure 2 . Scaled number density of random pairs, r −2 dN/dr, versus the comoving radius of spheres, r, normalized to be unity at small r.
Analysis range
Covariance matrices
We use a set of 1000 QPM mock catalogues to estimate the covariance matrices. We compute our observables for each of the catalogues and derive the bin-to-bin covariance matrices for each of the relevant observables, ξ(r), N (< r) and D 2 (r). Fig. 3 displays the resulting correlation matrices 4 in the redshift bin 0.538 ≤ z ≤ 0.592. The correlations matrices are similar in the other redshift bins. N (r) is more correlated on large scales than ξ(r) because it is an integral over ξ(r). On the other hand D 2 (r), which is a derivative of N (r), is not very correlated. Therefore, when studying the redshift evolution in section 5.5, we consider only the homogeneity scale obtained with D 2 (r), and not with N (r). 4 We show the correlation matrices, ρij =
, which have less dynamics than the covariance matrices. figure 4 for the 0.430 ≤ z ≤ 0.484 redshift interval in the NGC. As described in section 5.2, the error are obtained from the 1000 QPM mock catalogues. The horizontal black-dashed lines in figure 4 indicate the value of the corresponding observable for an homogeneous distribution. The two observables reach homogeneity on large scales. The intersection of the data with the red-dashed lines (at N = 1.01 and D 2 = 2.97) defines the homogeneity scale. In order to determine it, we perform a spline fit over 6 data point around the intersection. The number of nodes of the spline fit is set to 5 in order to get an average χ 2 equal to the number of degrees of freedom for the 1000 QPM mocks. The error on R H was obtained from the errors in the spline factors by error propagation. The results, presented in Table 3 for the case of D 2 , are consistent with our ΛCDM model predictions. We finally stress the fact that the behaviour of the data is consistent with that of the 1000 QPM mock catalogues.
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Determining the bias and the velocity dispersion
As illustrated in figure 5 , we fit our model (Eq. 4.5) to the measured correlation function for the CMASS galaxy sample, in order to determine the galaxy bias and velocity dispersion. As explained in Appendix C, we account for theoretical uncertainties in the RSD modelling by boosting the covariance matrix on the relevant small scales. We thus achieve a good χ 2 /n.d.f. in the range [1, 40] h −1 Mpc. Appendix C shows that this change in the covariance matrix at small scales has a negligible effect on the measurement of the homogeneity scale.
Results are given in table 2. The mean precision is 2.6% (NGC) and 4.1% (SGC) for the bias and 12% (NGC) and 23% (SGC) for the velocity dispersion. The bias is in agreement with values obtained by several authors [58] [59] [60] [61] [62] [63] and the velocity dispersion is consistent with the typical CMASS-galaxy-sample velocity-dispersion, σ p ≈ 240 ± 50 km/s [64] . 
D R A F T
Homogeneity scale for the matter distribution
We use equation (4.6) with parameter b and σ p obtained in section 5.4 to transform N gal (< r) into N (< r) for matter. We then use Eq 3.3 to get D 2 (r) for matter distribution. Results are shown in figure 6 for the redshift interval 0.538 ≤ z ≤ 0.592. The two observables indicate homogeneity on large scales in this redshift interval, and in the four other intervals as well. As in section 5.3 we fit the data points to determine the homogeneity scales. We stress that the fit range, 40 < r < 100 h −1 Mpc, does not overlap with the fit range for determining the bias, 1 < r < 40 h −1 Mpc. The results, presented in Table 3 for the case of D 2 , are consistent with our ΛCDM model predictions. In the redshift interval 0.538 ≤ z < 0.592 we get a precision of 1.6%, which is a factor 5 better than Scrimgeour et al. [26] in spite of their wider redshift range, 0.5 < z < 0.7. The more recent analysis by Sarkar et al. [27] does not give R H for matter distribution. Figure 7 shows that the measured homogeneity scale is compatible with ΛCDM, with reduced χ 2 smaller than unity both in the NGC and the SGC. The scale is increasing with time, from z = 0.7 to z = 0.43, as expected when clustering is increasing with time. The reduced χ 2 remains smaller than unity when adding the result from Laurent et al. [38] , R H (z = 2.4) = 26.2 ± 0.9 h −1 Mpc. 
Consistency with ΛCDM
In order to characterize more precisely the agreement with the ΛCDM model, we fit D 2 (r) from the data and the 1000 mock catalogues in the range 40 h −1 < r < 1300 h −1 Mpc with
We fix the cosmological parameters p cosmo and leave only free the a. Figure 8 shows the results of the fits in different redshift bins for both NGC and SGC. The values of a, all consistent with 1, demonstrate a good agreement with ΛCDM model. Furthermore, the bottom plot of the figure shows that, for the data, the χ 2 are consistent with the number of degrees of freedom (23), as illustrated by the grey shaded area that indicates the expected 1σ extension, χ 2 = 23 ± √ 2 × 23. The mock catalogues, however, are a bit at variance with this grey area at large z.
Constraints on fractal correlation dimension
2.0 ± 3.1 1.9 ± 5.4 0.9 ± 1.4 0.8 ± 2.4 0.538 − 0.592 3.6 ± 1.7 2.4 ± 9.9 0.2 ± 0.9 1.2 ± 4.9 0.592 − 0.646 4.1 ± 2.0 0.9 ± 4.5 2.1 ± 1.1 0.5 ± 2.3 0.646 − 0.700 1.7 ± 3.8 −0.2 ± 2.8 1.0 ± 2.3 0.1 ± 1.6 Table 4 . Fractal correlation dimension, 3 − D 2 r (z), averaged over 300 h −1 < r < 1300 h −1 Mpc, with 1σ errors, in the NGC and SGC. In order to assess the level of homogeneity of the CMASS DR12 galaxy sample we compute the average of D 2 (r) over the range 300 h −1 < r < 1300 h −1 Mpc, accounting for the covariance matrix. The results are presented in table 4 for the different redshift bins in the NGC and SGC. All results are compatible and we average them to get 3 − D 2 r,z = (0.9 ± 1.2) × 10 −3 (1σ).
Strictly speaking, it is not possible to transform the results for the galaxy distribution into results for matter distribution without using ΛCDM prediction to compute the galaxy D R A F T bias. However, Laurent et al. [38] show that, with a set of reasonable assumptions independent of ΛCDM, it is possible to obtain a lower limit for the tracer bias. In our case this results in b > √ 1.6 and 3 − D 2 < 7.12 ± 9.48 × 10 −4 for matter distribution. Alternatively we can assume ΛCDM, use it to get the galaxy bias and compute D 2 (r). We average D 2 (r) over 300 h −1 < r < 1300 h −1 Mpc and give the results in table 4 and in figure 9 . Since the galaxy bias is significantly larger than one, the constraints are tighter for matter distribution than for galaxy distribution. Averaging over redshift and caps we get 3 − D 2 r,z = (1.7 ± 1.0) × 10 −4 (1σ). This is a strong consistency check of ΛCDM.
Using a similar estimator to Yadav et al. [18] on 1000 QPM mock catalogues, we find a minimum 160 h −1 Mpc, maximum 1250 h −1 Mpc, a spread of 120 h −1 Mpc and an average of 320 h −1 Mpc corresponding to a precision of about 30% which is less precise than the results, we present in this study. A KS-test [65] for this estimator suggest that data and mocks are drawn from the same distribution at 21% and 83% C.L. for NGC and SGC respectively.
D R A F T 6 Analysis Robustness
Bias in the fractal correlation dimension
We use homogeneous random catalogues to take into account the inhomogeneity of the survey, so we may wonder if this could bias the resulting N (< r) towards homogeneity. To search for such a possible bias, we generate 500 fractal realizations with a given value of the fractal correlation dimension, we pass them through our pipeline analysis and study the resulting D 2 , as done by Laurent et al. [38] .
Following Castagnoli and Provenzale [66] , we create a cubic box of L ≈ 4 h −1 Gpc side, containing the whole survey at z = 0.538 − 0.592. We divide this box in M = n 3 sub-boxes of size L/n, where n = 2 and we give to each sub-box a survival probability p. We then repeat the procedure for each surviving sub-box. An infinite number of iterations would give a fractal distribution with:
We perform 9 iterations. After the last iteration, we populate each sub-box with random points that follow a Poisson law of mean λ < 1. Then we convert the cartesian coordinates to z, RA, DEC with the same FLRW metric as used in our analysis. Finally, we apply cuts to simulate the selection function of our galaxy survey. The value of λ is chosen so that after cuts the number of objects in the fractal distribution is approximately the same as in our survey. 
Sensitivity to RSD model
We compare the homogeneity scale obtained with two different modelling of redshift space distortions. Namely, the model with a scale-independent bias and the Kaiser effect, see equation (4.1) :
2) and our full model, which includes in addition a modeling of the finger-of-God effect (Eq. 4.3): Figure 11 presents the homogeneity scale for these two models in the five redshift bins for the north and south galactic caps. We note that using the full RSD model lowers the χ 2 , confirming that this is a better model than the purely linear Kaiser model. The full model tends to lower R H , by up to slightly more than 1σ, or about 1%. This means that we should not use the purely linear Kaiser model. The remaining error due to the imperfection of our full RSD model is most probably a fraction of the difference between Kaiser and full models, and therefore negligible with respect to our statistical error.
D R A F T 7 Conclusions
We use the data release 12 of BOSS CMASS galaxy sample to study the transition to cosmic homogeneity over a volume of 5.1 h −3 Gpc 3 . We do not consider the correlation function, ξ(r), to study homogeneity because its definition requires an average density, which is only defined for a homogeneous sample. We rather use the counts-in-spheres, N (< r), i.e. the average number of objects around a given object, and its logarithmic derivative, the fractal correlation dimension, D 2 (r). For a homogeneous sample, N (< r) ∝ r 3 and D 2 = 3. We define a characteristic homogeneity scale, R H , as the value for which D 2 reaches the homogeneous value within 1%, i.e. D 2 (R H )=2.97.
For the distribution of galaxies, we get 3 − D 2 = (0.6 ± 1.3) × 10 −3 at 1 σ over the range 300 h −1 ≤ r ≤ 1300 h −1 Mpc, consistent with homogeneity and a transition to homogeneity at R H = 114.2 ± 5.8 h −1 Mpc. However, our analysis makes use of a random catalog to take into account the geometry and the completeness of the survey. The redshift distribution of this catalogue is taken from the data. We are therefore insensitive to a possible isotropic variation of the density with redshift, ρ = ρ(z). In other words, we can only check for spatial isotropy, ρ(z, θ 1 ) = ρ(z, θ 2 ). We stress that the same is true for all galaxy redshift surveys [39] . On the other hand, this spatial isotropy can be obtained without using any fiducial model as discussed by Laurent et al. [38] . So if we assume the Copernican principle our data imply homogeneity of the galaxy sample without any ΛCDM assumption.
Using an estimator similar to that of Yadav et al. [18] , we find agreement between the mocks and data, further confirming the transition to homogeneity in the matter and galaxy distributions, despite the lower precision of this estimator (30% compared to our estimator which is near %-level). This estimator provides a qualitative estimate of the homogeneity scale in the range of 150 h
Alternatively, we can make a cross check of ΛCDM model. Thus, we fit the CMASS galaxy correlation function in the range 1 h −1 < r < 40 h −1 Mpc to obtain the galaxy bias relative to the ΛCDM prediction for the matter correlation function. We correct our measurement of N (< r) for this bias in order to get the result for the matter distribution, that we finally compare to the ΛCDM prediction.
For the matter distribution, we get 3 − D 2 (r > 300h −1 Mpc) z = (1.7 ± 1.0) × 10 −4 at 1σ and a transition to homogeneity at a characteristic scale R H = 61.9 ± 0.8 h −1 Mpc at an average z = 0.538−0.592. This measurement of R H is more precise than previous measurement by Scrimgeour et al. [26] by a factor 5, while Sarkar et al. [27] , only give a qualitative measurement of R H . We also investigate the redshift evolution of our observables. We find that the homogeneity scale is decreasing with time as expected if clustering is increasing with time. We find accordance with ΛCDM model with a reduced χ 2 = 0.89(0.61) for the North(South) Galactic Cap for the 6 redshift bins.
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A From ξ(r) to N (< r)
The probability of finding a galaxy within a volume dV around another galaxy depends on the twopoint correlation function ξ( r) [67] :
The counts-in-spheres of the distribution of galaxies is then related to the correlation function:
Assuming ξ( r) = ξ(r) we get:
For the random homogeneous distribution, N R (< r) =ρ 4π 3 r 3 , so
B Choice of estimator for N (< r)
In section 3.2, we consider two estimators for N (< r), defined by equations (3.5) and (3.6). We compute N (< r) and the resulting D 2 (r) with the two estimators for the 1000 QPM mock catalogues. Figure 12 compares the mean of the 1000 mocks to the ΛCDM model. The result with the cor estimator are much closer to the ΛCDM model. Figure 12 . Top: the scaled counts-in-spheres, N (< r), (left) and the fractal correlation dimension, D 2 (r), (right) for matter distribution, with lau (black) and cor (blue) estimators, compared to ΛCDM model (red). Bottom: the ratio to ΛCDM model for both estimator.
C Tuning errors in RSD Analysis
The theoretical model for redshift space distorsions (Eq. 4.3) is not perfectly accurate at the smallest scales due to the real nonlinear behaviour of gravity at these scales. In order to ensure satisfying χ 2 /n.d.f. for the RSD fitting, we boost the error on ξ(r) at the relevant scales in an empirical way as Here δ ij is the usual Kronecker symbol; e is a parameter that measures the amount of error boosting we apply; ∆ i is the theoretical inaccuracy, estimated as the relative difference between our model and the average of the 1000 QPM mock catalogues. Figure 13 (left) presents the resulting boosting factor on the error in the correlation function. It appears to be significant only on scales smaller than 10 h −1 Mpc. Fig. 13 (right) shows that the reconstructed homogeneity scales measured with D 2 is not significantly modified by the error boosting.
D Test of spline fit on QPM mock catalogues
We perform a spline fit of D 2 for the 1000 QPM mock catalogues in order to obtain the homogeneity scale at 1% (Eq. 3.7). The fit is performed in the range r ∈ [40, 100] h −1 Mpc with 6 data points and 1 degree of freedom. The distribution of the χ 2 of the mock should therefore follow a χ 2 -law for 1 degree of freedom. In table (5) we show the mean and the error on the mean of the distribution of the corresponding χ 2 for the 1000 QPM mock catalogues. The test is successful in both NGC and SGC. Table 5 . Mean and error over the 1000 QPM mock catalogues for the χ 2 of the spline fit with 1 degree of freedom, in the NGC and SGC for the five redshift bins.
E Homogeneity scale at 0.1%
The choice of a 1% threshold to define the homogeneity scales is arbitrary. We can define them for instance at 0.1% as: 
