Abstract-In this paper, we propose two novel techniques, which successfully address several major problems in the field of particle swarm optimization (PSO) and promise a significant breakthrough over complex multimodal optimization problems at high dimensions. The first one, which is the so-called multidimensional (MD) PSO, re-forms the native structure of swarm particles in such a way that they can make interdimensional passes with a dedicated dimensional PSO process. Therefore, in an MD search space, where the optimum dimension is unknown, swarm particles can seek both positional and dimensional optima. This eventually removes the necessity of setting a fixed dimension a priori, which is a common drawback for the family of swarm optimizers. Nevertheless, MD PSO is still susceptible to premature convergences due to lack of divergence. Among many PSO variants in the literature, none yields a robust solution, particularly over multimodal complex problems at high dimensions. To address this problem, we propose the fractional global best formation (FGBF) technique, which basically collects all the best dimensional components and fractionally creates an artificial global best (aGB) particle that has the potential to be a better "guide" than the PSO's native gbest particle. This way, the potential diversity that is present among the dimensions of swarm particles can be efficiently used within the aGB particle. We investigated both individual and mutual applications of the proposed techniques over the following two well-known domains: 1) nonlinear function minimization and 2) data clustering. An extensive set of experiments shows that in both application domains, MD PSO with FGBF exhibits an impressive speed gain and converges to the global optima at the true dimension regardless of the search space dimension, swarm size, and the complexity of the problem.
I. INTRODUCTION
T HE BEHAVIOR of a single organism in a swarm is often insignificant, but their collective and social behavior is of paramount importance. Particle swarm optimization (PSO) was introduced by Kennedy and Eberhart [27] in 1995 as a population-based stochastic search and optimization process. A. Yildirim is with the Tübitak UEKAE/Iltaren, Ankara 06800, Turkey (e-mail: alperyildirim74@yahoo.com).
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Digital Object Identifier 10.1109/TSMCB. 2009.2015054 It originated from the computer simulation of the individuals (particles or living organisms) in a bird flock or fish school [53] , which basically show a natural behavior when they search for some target (e.g., food). The goal is, therefore, to converge to the global optima of some multidimensional (MD) and possibly nonlinear function or system. Henceforth, PSO follows the same path of other evolutionary algorithms (EAs) [4] such as genetic algorithm (GA) [18] , genetic programming [28] , evolution strategies [5] , and evolutionary programming [16] .
The common point of all is that the nature of EAs is population based, and they can avoid being trapped in a local optimum. Thus, they can find the optimum solutions; however, this is never guaranteed. In a PSO process, a swarm of particles (or agents), each of which representing a potential solution to an optimization problem, navigates through the search space. The particles are initially distributed randomly over the search space with a random velocity, and the goal is to converge to the global optimum of a function or a system. Each particle keeps track of its position in the search space and the best solution that it has so far achieved. This is the personal best value (the so-called pbest in [27] ), and the PSO process also keeps track of the global best (GB) solution so far achieved by the swarm with its particle index (the so-called gbest in [27] ). Therefore, during their journey with discrete time iterations, the velocity of each agent in the next iteration is computed by the best position of the swarm (personal best position of the particle gbest as the social component), the best personal position of the particle (pbest as the cognitive component), and its current velocity (the memory term). Both social and cognitive components contribute randomly to the position of the agent in the next iteration.
As a stochastic search algorithm in MD search space, PSO exhibits some major problems similar to the aforementioned EAs. The first one is due to the fact that any stochastic optimization technique depends on the parameters of the optimization problem where it is applied, and variation of these parameters significantly affects the performance of the algorithm. This problem is a crucial one for PSO where parameter variations may result in large performance shifts [33] . The second one is due to the direct link of the information flow between particles and gbest, which then "guides" the rest of the swarm, thus resulting in the creation of similar particles with some loss of diversity. Hence, this phenomenon increases the probability of being trapped in local optima [44] , and it is the main cause of the premature convergence problem, particularly when the search space is of high dimensions [50] and the problem to be optimized is multimodal [44] . Another reason for the premature convergence is that particles are flown through a single point 1083-4419/$26.00 © 2009 IEEE that is (randomly) determined by gbest and pbest positions, and this point is not even guaranteed to be a local optimum [51] . Various modifications and PSO variants have been proposed to address this problem, such as those in [1] , [7] - [10] , [13] , [23] , [25] , [26] , [29] , [31] - [34] , [39] - [42] , [44] , [46] , [47] , [51] , [52] , [54] - [56] , and [58] .
Such methods usually try to improve the diversity among the particles and the search mechanism either by changing the update equations toward a more diversified version or by adding more randomization to the system (to particle velocities, positions, etc.) or by simply resetting some or all of them randomly when some conditions are met. On one hand, most of them require additional parameters to accomplish this, thus making the PSO variants even more parameter dependent. On the other hand, the main problem is, in fact, the incapability of using the available diversity on one or more (dimensional) components of each particle (i.e., certain dimensions of a particle position in the search space), because all components continuously and abruptly change as the PSO process updates the particle's position. Note that one or more components of any particle might already be diverted well enough to be in a close vicinity of the global optimum (for that dimension). This potential is then wasted with the (velocity) update in the next iteration, which changes all the dimensions at once. Therefore, in the proposed method, we collect all such promising (or simply the best) components from each particle and fractionally create an artificial GB candidate, namely, aGB, which will be the swarm's GB particle if it is better than the previous GB and current gbest. Note that whenever a better (real) gbest particle or aGB particle emerges, it will replace the current GB particle. Without using any of the aforementioned modifications, we shall, therefore, show that the proposed fractional PSO can avoid the local optima and thus yield the optimum (or near optimum) solution even in high-dimensional search spaces and usually in earlier stages.
Another major drawback of the aforementioned PSO variants, including the basic method, is that they can only be applied to a search space with a fixed dimension. However, in many optimization problems, the optimum dimension is also unknown (e.g., data clustering, spatial segmentation, and optimization of the dimensional functions) and should thus be determined within the PSO process. So far, only a few studies have been presented in this area, i.e., [1] and [36] . In [36] , Omran et al. presented dynamic clustering PSO (DCPSO), which is, in fact, a hybrid clustering algorithm where binary PSO is used (only) to determine the number of clusters (and, hence, the dimension of the solution space), along with the selection of initial cluster centers, while the traditional K-means method [48] performs the clustering operation in that dimension (over the initial cluster centers). In [1] , Abraham et al. presented the multielitist PSO (MEPSO), which is another variant of the basic PSO (bPSO) algorithm, to address the premature convergence problem. In addition to being nongeneric PSO variants that are applicable only to clustering problems, both [1] and [36] do not clarify whether they can cope with higher dimensions of the solution space since the maximum numbers of clusters used in their experiments are only 6 and 10, respectively. This is also true for most of the static (fixed dimensional) PSO variants due to the aforementioned fact that the probability of getting trapped into a local optimum significantly increases in higher dimensions [50] .
To address these problems, we propose an MD PSO technique, which can work along with the fractional GB formation (FGBF) scheme to avoid the premature convergence problem. The proposed methods are generic since both the FGBF scheme and the MD search process can dynamically be integrated into the PSO's native algorithm. Yet, they are also not linked to each other, i.e., one can be performed without the other, but we shall show that the best performance is achieved by their mutual operation if the MD search is required by the problem. Furthermore, no additional parameter is needed to perform the proposed techniques. Furthermore, MD PSO voids the need of fixing the dimension of the solution space in advance.
The rest of this paper is organized as follows. Section II surveys related work on PSO. The proposed techniques, namely, MD PSO and FGBF, are presented in detail in Section III. Section IV is dedicated to applications over the two problem domains, namely, 1) nonlinear function minimization and 2) data clustering; whereas Section V provides the experiments conducted and discusses the results. Finally, Section VI concludes the paper.
II. RELATED WORK

A. bPSO Algorithm
In the bPSO method, a swarm of particles flies through an N -dimensional search space where the position of each particle represents a potential solution to the optimization problem. Each particle a in the swarm ξ = {x 1 , . . . , x a , . . . , x S } is represented by the following characteristics:
x a,j (t): jth dimensional component of the position of particle a at time t; v a,j (t): jth dimensional component of the velocity of particle a at time t; y a,j (t): jth dimensional component of the personal best (pbest) position of particle a at time t; y j (t): jth dimensional component of the GB position of swarm at time t.
Let f denote the fitness function to be optimized. Without loss of generality, assume that the objective is to find the minimum of f in N -dimensional space. Then, the personal best of particle a can be updated in iteration t + 1 as
Since gbest is the index of the GB particle,ŷ(t) = y gbest (t) = arg min ∀i∈ [1,S] (f (y i (t))). Then, for each iteration in a PSO process, positional updates are performed for each particle a ∈ [1, S] and along each dimensional component j ∈ [1, N] as follows: where w is the inertia weight [46] , and c 1 and c 2 are the acceleration constants that are usually set to 1.49 or 2. r 1,j ∼ U (0, 1) and r 2,j ∼ U (0, 1) are random variables with a uniform distribution. Recall from the earlier discussion that the first term in the summation is the memory term, which represents the contribution of previous velocity, the second term is the cognitive component, which represents the particle's own experience, and the third term is the social component through which the particle is "guided" by the gbest particle toward the GB solution so far obtained. Although the use of inertia weight w was later added by Shi and Eberhart [46] into the velocity update equation, it is widely accepted as the basic form of PSO algorithm. A larger value of w favors exploration, while a small inertia weight favors exploitation. As originally introduced, w is often linearly decreased from a high value (e.g., 0.9) to a low value (e.g., 0.4) during the iterations of a PSO run, which updates the positions of the particles using (2) . Depending on the problem to be optimized, PSO iterations can be repeated until a specified number of iterations, e.g., IterNo, is exceeded, velocity updates become zero, or the desired fitness score is achieved (i.e., f < ε C , where f is the fitness function, and ε C is the cutoff error). Accordingly, the general pseudocode of bPSO is presented in Table I .
Velocity clamping, also called "dampening," with the userdefined maximum range V max (and −V max for the minimum), as in step 3.4.1.2, is one of the earliest attempts to control or prevent oscillations [13] . Some important PSO variants and improvements will be covered in Section II-B.
B. PSO Variants and Improvements
The first set of improvements has been proposed for enhancing the problem-dependent performance of PSO due to the strong parameter dependency. There are mainly two types of approaches. The first one is through self-adaptation, which has been applied to PSO by Clerc [10] , Yasuda et al. [57] , Zhang et al. [60] , and Shi and Eberhart [47] . The other approach is via performing hybrid techniques, which are employed along with PSO by Angeline [2] , Reynolds et al. [43] , Higashi and Iba [23] , Esquivel and Coello Coello [15] , and many others. The rest of the PSO variants presented in this section contain some improvements, trying to avoid the premature convergence problem via introducing diversity to swarm particles.
Note that according to the velocity update equation in (2), the velocity of the gbest particle will only depend on the memory term since x gbest = y gbest =ŷ. To address this problem, Van den Bergh introduced a new PSO variant-the PSO with guaranteed convergence (GCPSO) [50] . In GCPSO, a different velocity update equation is used for the gbest particle based on two threshold values that can be adaptively set during the process. It is claimed that GCPSO usually performs better than bPSO when applied to unimodal functions and comparable for multimodal problems; however, due to its fast rate of convergence, GCPSO may be more likely to trap in local minima with a guaranteed convergence, whereas bPSO may not. Based on GCPSO, Van den Bergh proposed the multistart PSO (MPSO) [50] , which repeatedly runs GCPSO over randomized particles and stores the (local) optimum at each iteration. Yet, similar to bPSO and many of its variants, the performance still degrades significantly as the dimension of the search space increases [50] .
In [52] , a cooperative approach to PSO (CPSO) has been proposed. This is another variation of bPSO, which employs cooperative behavior to improve the performance. In this approach, multiple swarms are used to optimize different components of the solution vector in a cooperative way. In 80% of all test cases that are run on 30-dimensional space, CPSO performed better than bPSO. Comparable results are obtained from a recent PSO variant proposed in [31] -the comprehensive learning PSO (CLPSO). CLPSO basically follows a comprehensive learning strategy, where all swarm particles' historical best information is used to update a particle's velocity. The authors concluded that CLPSO is not the best choice for solving unimodal functions; however, it can generate better quality solutions more frequently when compared with the eight other PSO variants. A similar approach has also been presented by Mendes et al. [34] , who proposed the fully informed particle swarm. In their work, using the particles' previous best values to update the velocity of the particle is the main approach, and several neighborhood topologies, such as pyramid, square, ring, circle, etc., were examined. There are many other PSO variants, which can be found in [14] and [37] . Yet, most of them present either little or moderate performance improvements at the expense of additional parameters and/or computational complexity. More importantly, they still suffer from the high dimensions and multimodality of the problem where it becomes easier to trap into local optima, particularly during the earlier stages of a PSO process. To provide an unbiased performance measure, we shall not use any of such improvements with the proposed techniques, namely, MD PSO and FGBF, as detailed in Section III.
III. MD PSO AND FGBF TECHNIQUES
In this section, we introduce two novel techniques for PSO. The first is an MD extension-the so-called MD PSO-which presents a substantial improvement over PSO via interdimensional navigation. However, it usually suffers in high dimensions from premature convergence to a local optimum, similar to other PSO variants. To remedy this shortcoming, we will then propose a second technique, which is called FGBF, and present their mutual application over the following two typical problems: 1) nonlinear function minimization and 2) data clustering.
A. MD PSO Algorithm
Instead of operating at a fixed dimension N , the MD PSO algorithm is designed to seek both positional and dimensional optima within a dimension range (D min ≤ N ≤ D max ). To accomplish this, each particle has two sets of components, each of which has been subjected to two independent and consecutive processes. The first one is a regular positional PSO, i.e., the traditional velocity updates and following positional moves in N -dimensional search (solution) space. The second one is a dimensional PSO, which allows the particle to navigate through dimensions. Accordingly, each particle keeps track of its last position, velocity, and personal best position (pbest) in a particular dimension so that when it revisits the same dimension at a later time, it can perform its regular "positional" fly using this information. The dimensional PSO process of each particle may then move the particle to another dimension where it will remember its positional status and keep "flying" within the positional PSO process in this dimension, and so on. The swarm, on the other hand, keeps track of the gbest particles in all dimensions, each of which respectively indicates the best (global) position so far achieved and can thus be used in the regular velocity update equation for that dimension. Similarly, the dimensional PSO process of each particle uses its personal best dimension in which the personal best fitness score has so far been achieved. Finally, the swarm keeps track of the GB dimension dbest among all the personal best dimensions. The gbest particle in the dbest dimension represents the optimum solution (and the optimum dimension).
In an MD PSO process and at time (iteration) t, each particle a in the swarm ξ = {x 1 Fig. 1 shows sample MD PSO and bPSO particles with index a. The bPSO particle that is at a (fixed) dimension, N = 5, contains only positional components, whereas MD PSO particle contains both positional and dimensional components, respectively. In the figure, the dimension range for the MD PSO is given between 2 and 9; therefore, the particle contains eight sets of positional components (one for each dimension). In this example, the current dimension where the particle a resides is 2 (xd a (t) = 2), whereas its personal best dimension is 3 (x d a (t) = 3). Therefore, at time t, a positional PSO update is first performed over the positional elements xx 2 a (t), and then, the particle may move to another dimension by the dimensional PSO.
Let f denote the dimensional fitness function that is to be optimized within a certain dimension range (D min ≤ N ≤ D max ). Without loss of generality, assume that the objective is to find the minimum (position) of f at the optimum dimension within an MD search space. Assume that the particle a visits (back) the same dimension after T iterations (i.e., xd a (t) = xd a (t + T )). Then, the personal best position can be updated in iteration t + T as in (3), shown at the bottom of the page. Furthermore, the personal best dimension of particle a can be updated in iteration t + 1 as in (4), shown at the bottom of the page.
Recall that gbest(d) is the index of the GB parti-
. For a particular iteration t, and for a particle a ∈ [1, S], first, the positional components are updated in the current dimension xd a (t), and then, the dimensional update is performed to determine the next (t + 1)th dimension, i.e., xd a (t + 1). The positional update is performed for each dimension component j ∈ [1, xd a (t)] as follows:
Note that the particle's new position xx xd a (t) a (t + 1) will still be in the same dimension xd a (t); however, the particle may fly to another dimension afterward with the following dimensional update equations:
where · is the floor operator. Unlike in (2) , an inertia weight is not used for positional velocity update since no benefit was obtained experimentally for dimensional PSO. To avoid exploding, along with the positional velocity limit V max , two more clamping operations are applied for dimensional PSO components, such as |vd a,j (t + 1)| < V D max and the initial dimension range set by the user, i.e., D min ≤ xd a (t) ≤ D max . Accordingly, the general pseudocode of the MD PSO technique is given in Table II .
Once the MD PSO process terminates, the optimum solution will be xŷ dbest at the optimum dimension dbest, which is achieved by the particle gbest(dbest), and finally, the best (fitness) score achieved will naturally be f (xŷ dbest ).
B. FGBF Algorithm
FGBF is designed to avoid premature convergence by providing a significant diversity obtained from proper fusion of the swarm's best components (the individual dimension(s) of the current position of each particle in the swarm). At each iteration in a bPSO process, an artificial GB particle (aGB) is (fractionally) formed by selecting the most promising (or simply the best) particle (dimensional) components from the entire swarm. Therefore, particularly during the initial steps, the FGBF can most of the time be a better alternative than the native gbest particle since it has the advantage of assessing each dimension of every particle in the swarm individually and forming the (aGB) particle fractionally by using the most promising (or simply the best) components among them. This process naturally uses the available diversity among individual dimensional components, and thus, it can prevent the swarm from trapping in local optima. Suppose for a swarm ξ FGBF is performed in a PSO process at a (fixed) dimension N . Recall from the earlier discussion that in a particular iteration t, each PSO particle a has the following components: 1) position (x a,j (t)); 2) velocity (v a,j (t)); and 3) the personal best position (y a,j (t)), j ∈ [1, N]). aGB particle, first, does not use a velocity term since instead of velocity updates, the aGB particle is fractionally (re-) created from the dimensions of some swarm particles. Consequently, y aGB (t) is set to the best of x aGB (t) and y aGB (t − 1). As a result, the FGBF process creates one aGB particle, providing a (potential) GB solution (y aGB (t)). Let f (a, j) be the dimensional fitness score of the jth component of particle a. Suppose that all dimensional fitness scores (f (a, j), ∀a ∈ [1, S]) can be computed in step 3.1, and the FGBF pseudocode, as given in Table III , can then be plugged in-between steps 3.3 and 3.4 of bPSO's pseudocode.
Step 2, along with the computation of f (a, j), depends entirely on the optimization problem. It keeps track of partial fitness contributions from each individual dimension from each particle's position (the potential solution). For those problems without any constraints (e.g., nonlinear function minimization), the best dimensional components can simply be selected, whereas in others (e.g., clustering), some promising components that satisfy the constraints are first selected and grouped, and the most suitable one in each group is then used for FGBF. Here, the internal nature of the problem will determine the "suitability" of the selection. Take, for instance, the function minimization problem as illustrated in Fig. 2 , where 2-D space is used for illustration purposes. In the figure, three particles in a swarm are ranked as the first (or the gbest), the third, and the eighth with respect to their proximity to the target position (or the global solution) of some function. Although the gbest particle (i.e., first ranked particle) is the closest in the overall sense, the particles ranked third and eighth provide the best x and y dimensions (closest to the target's respective dimensions) in the entire swarm, and hence, the aGB particle via FGBF yields a better (closer) particle than the swarm's gbest.
C. FGBF Algorithm Over MD PSO
Section III-B introduced the principles of FGBF when applied in a bPSO process on a single dimension. In this section, we present its generalized form with the proposed MD PSO, where there is one gbest particle per (potential) dimension of the solution space.
For this purpose, recall from the earlier discussion that in a particular iteration t, each MD PSO particle a has the following components: 1) position (xx particle is fractionally (re-) created from the dimensions of some swarm particles. Furthermore, the aforementioned competitive selection ensures that xy
. As a result, the FGBF process creates one aGB particle providing (potential) GB solutions (xy d aGB (t)) for all dimensions in the given range (i.e., ∀d ∈ [D min , D max ]). Let f (a, j) be the dimensional fitness score of the jth component of particle a, which has the current dimension xd a (t) and j ∈ [1, xd a (t)]. At a particular time t, all dimensional fitness scores (f (a, j), ∀a ∈ [1, S]) can be computed in step 3.1, and the FGBF pseudocode for MD PSO, as given in Table IV , can then be plugged in-between steps 3.2 and 3.3 of the MD PSO's pseudocode. We will present the applications of both techniques on two well-known problem domains next.
IV. APPLICATIONS
Two problem domains are considered in this paper, where the proposed PSO algorithms are applied. The first one is nonlinear function minimization, where several benchmark functions are used. This allows us to test the performance over MD search spaces and against both unimodality and multimodality. The second domain is data clustering, which provides certain constraints in MD solution space and allows the performance evaluation in the presence of significant variation in data distribution with an impure validity index. Both problem domains can efficiently validate MD PSO's performance regarding convergence to the global solution in the right dimension with or without FGBF. This way, we can truly evaluate the contribution and the significance of FGBF particularly over multimodal optimization problems in high dimensions.
A. Nonlinear Function Minimization
We selected seven benchmark functions and biased them with a dimensional term to test the performance of MD PSO. The functions given in Table V provide a good mixture of complexity and modality and have been widely studied by several researchers (see, e.g., [3] , [15] , [23] , [33] , [45] , and [46] ). The dimensional bias term Ψ(d) has the form of
α , where the constants K and α are properly set with respect to the dynamic range of the function to be minimized. Note that the variable D min ≤ d 0 ≤ D max is the target dimension in which the global minimum can be truly reached and all functions thus have the global minimum
Sphere, De Jong, and Rosenbrock are the unimodal functions, and the rest are multimodal, meaning that they have many deceiving local minima. On the macroscopic level Griewank demonstrates certain similarities with unimodal functions, particularly when the dimensionality is above 20; however, in low dimensions, it bears a significant noise, which creates many local minima due to the second multiplication term with cosine components. Yet, with the addition of dimensional bias term Ψ(d), even unimodal functions eventually become multimodal since they now have a local minimum at every dimension (which is their global minimum at that dimension without Ψ(d)) but only one global minimum at dimension d 0 .
Recall from the earlier remarks that an MD PSO particle a represents a potential solution at a certain dimension, and therefore, the jth component of
Step 3.1 in MD PSO's pseudocode computes the (dimensional) fitness score (f (a, j)) of the jth component (x j ), and at step 2 in the FGBF process, the index of the particle with those x j 's yielding minimum f (a, j) is then stored in the array a [j] . Except for the nonseparable functions Rosenbrock and Griewank, the assignment of f (a, j) for particle a is straightforward (e.g., f (a, j) = x 2 j for Sphere and f (a, j) = x j sin( |x j |) for Schwefel, simply using the term with the jth component of the summation). For Rosenbrock, we can set
2 + (x j − 1) 2 since the aGB particle, which is fractionally formed by those x j 's minimizing the jth summation term, eventually minimizes the function. Finally, for Griewank, one can approximate f (a, j) ≈ x 2 j for particle a and the FGBF operation then finds and uses such x j that can come to a close vicinity of the global minimum at dimension j on a macroscopic scale so that the native PSO process can then have a higher chance of avoiding those noise-like local optima and, thus, eventually converge to the global optimum.
B. Data Clustering 1) Problem Definition:
As the process of identifying natural groupings in an MD data based on some distance metric (e.g., Euclidean), data clustering can be divided into the following two main categories: 1) hierarchical and 2) partitional [17] . Each category then has a wealth of subcategories and different algorithmic approaches for finding the clusters. Clustering can also be performed in the following two different modes: 1) hard (or crisp) and 2) fuzzy. In the former mode, the clusters are disjoint and nonoverlapping, and any data point belongs to a single cluster, whereas in the latter case, it can belong to all the clusters with some degree of membership [24] . K-means [48] is a well-known and widely used clustering method, which first assigns each data point to one of the K cluster centroids and then updates them to the mean of their associated points. Starting from a random set of K centroids, this cycle is then iteratively performed until the convergence criteria Δ Kmeans < ε is reached, where the objective function Δ Kmeans can be expressed as
where c k is the kth cluster center, x p is the pth data point in cluster c k , and · is the distance metric in Euclidean space. As a hard clustering method, K-means suffers from the following drawbacks.
1) The number of clusters K needs to be set in advance.
2) The performance of the method depends on the initial (random) centroid positions as the method converges to the closest local optima.
3) The method is also dependent on the data distribution.
The fuzzy version of K-means-the so-called fuzzy C-means (FCM) (sometimes also called fuzzy K-means)-was proposed by Bezdek [6] and has become the most popular fuzzy clustering method so far. It is a fuzzy extension of K-means while FCM usually achieves a better performance than K-means [19] and is less data dependent; however, it still suffers from the same drawbacks, i.e., the number of clusters should be fixed a priori, and unfortunately, it may also converge to local optima [24] . Zhang and Hsu [59] proposed a novel fuzzy clustering technique-the so-called K harmonic means (KHM)-which is less sensitive to initial conditions and promises further improvements. Experimental results demonstrate that KHM outperforms both K-means and FCM [20] , [59] . There are many other variants that are skipped here since clustering is only an application field for the proposed PSO techniques and is, hence, out of the main scope of this paper. An extensive survey over various types of clustering techniques can be found in [24] and [38] .
A hard clustering technique based on bPSO was first introduced by Omran et al. [35] , and this paper showed that bPSO can outperform K-means, FCM, KHM, and some other state-ofthe-art clustering methods in any (evaluation) criteria. This is, indeed, an expected outcome due to the PSO's aforementioned ability to cope up with the local optima by maintaining a guided random search operation through the swarm particles. In clustering, similar to other PSO applications, each particle represents a potential solution at a particular time t, i.e., the particle a in the swarm ξ = {x 1 , . . . , x a , . . . , x S } is formed as x a (t) = {c a,1 , . . . , c a,j , . . . , c a,K } ⇒ x a,j (t) = c a,j , where c a,j is the jth (potential) cluster centroid in N -dimensional data space, and K is the number of clusters fixed in advance. Note that contrary to nonlinear function minimization in the earlier section, the data space dimension N is now different from the solution space dimension K. Furthermore, the fitness function f that is to be optimized is formed with respect to the following two widely used criteria in clustering. 1) Compactness: Data items in one cluster should be similar or close to each other in N -dimensional space and different or far away from the others when belonging to different clusters. 2) Separation: Clusters and their respective centroids should be distinct and well separated from each other. The fitness functions for clustering are then formed as a regularization function fusing both the Compactness and Separation criteria, and in this problem domain, they are known as clustering validity indexes. Omran et al. used the following validity index in their work [35] :
where
where Q e is the quantization error (or the average intracluster distance), and d max is the maximum average Euclidean distance of data points Z = {z p , z p ∈ x a,j } to their centroids x a . Z max is a constant value for theoretical maximum intercluster distance, and d min is the minimum centroid (intercluster) distance in the cluster centroid set x a . The weights w 1 , w 2 , and w 3 are user-defined regularization coefficients. Therefore, the minimization of the validity index f (x a , Z) will simultaneously try to minimize the intracluster distances (for better Compactness) and maximize the intercluster distance (for better Separation). In such a regularization approach, different priorities (weights) can be assigned to both subobjectives via proper setting of weight coefficients. Another traditional and well-known validity index is Dunn's index [12] , which suffers from the following two drawbacks: It is 1) computationally expensive and 2) sensitive to noise [22] . Several variants of Dunn's index were proposed in [38] , where robustness against noise is improved. There are many other validity indexes, i.e., proposed by Turi [49] , Davies and Bouldin [11] , Halkidi and Vazirganis [21] , etc. A throughout survey can be found in [22] . Most of them presented promising results; however, none of them can guarantee the "optimum" number of clusters in every clustering scheme. In particular, for the aforementioned PSO-based clustering in [35] , the clustering scheme further depends on weight coefficients and may, therefore, result in overclustering or underclustering, particularly in complex data distributions.
Although PSO-based clustering outperforms many wellknown clustering methods, it still suffers from he following two major drawbacks: 1) The number of clusters K (being the solution space dimension as well) should still be specified in advance and 2) similar to other bPSO applications, the method tends to trap in local optima, particularly when the complexity of the clustering scheme increases. This also involves the dimension of the solution space, i.e., convergence to "optimum" number of "true" clusters can only be guaranteed for low dimensions. Recall from the earlier discussion that this is also true for the dynamic clustering schemes DCPSO [36] and MEPSO [1] , both of which eventually present results only in low dimensions (K ≤ 10 in [36] and K ≤ 6 in [1]), and for simple data distributions. The degradation is likely to be more severe, particularly for DCPSO, since it entirely relies on K-means for actual clustering.
2) Clustering Based on MD PSO with FGBF: Based on the earlier discussion, it is obvious that the clustering problem requires the determination of the solution space dimension (i.e., the number of clusters K) and an effective mechanism to avoid local optima traps (both dimensionally and spatially), particularly in complex clustering schemes in high dimensions (e.g., K > 10). The former requirement justifies the use of the proposed MD PSO technique, while the latter calls for FGBF. At time t, the particle a in the swarm ξ = {x 1 , . . . , x a , . . . , x S } has the positional component formed as xx {c a,1 , . . . , c a,j , . . . , c a,xd a (t) } ⇒ xx xd a (t) a,j (t) = c a,j , meaning that it represents a potential solution (i.e., the cluster centroids) for the xd a (t) number of clusters, with the jth component being the jth cluster centroid. Apart from the regular limits such as (spatial) velocity V max , dimensional velocity V D max , and dimension range D min ≤ xd a (t) ≤ D max , the N -dimensional data space is also limited with some practical spatial range, i.e., X min < xx xd a (t) a (t) < X max . In case this range is exceeded even for a single dimension j, i.e., xx xd a (t) a,j (t), then all positional components of the particle for the respective dimension xd a (t) are initialized randomly within the range (i.e., refer to step 1.3.1 in the MD PSO pseudocode), and this further contributes to the overall diversity. The following validity index is used to obtain computational simplicity with minimal or no parameter dependency:
where Q e is the quantization error (or the average intracluster distance), representing the Compactness term, and (xd a (t)) α is the Separation term, derived by simply penalizing higher cluster numbers with an exponential α > 0. Using α = 1, the validity index yields the simplest form (i.e., only the nominator of Q e ) and becomes entirely parameter-free. On the other hand, (hard) clustering has some constraints. Let
(t)} = {c a,j } be the set of data points assigned to a (potential) cluster centroid xx xd a (t) a,j (t) for a particle a at time t. The partitions C j , ∀j ∈ [1, xd a (t)] should maintain the following constraints.
1) Each data point should be assigned to one cluster set, i.e.,
C j = Z. 2) Each cluster should contain at least one data point, i.e., C j = {φ}, ∀j ∈ [1, xd a (t)]. 3) Two clusters should have no common data points, i.e.,
To satisfy the first and third (hard) clustering constraints, before computing the clustering fitness score via the validity index function in (9) , all data points are first assigned to the closest centroid. Yet, there is no guarantee for the fulfillment of the second constraint since xx xd a (t) a (t) is set (updated) by the internal dynamics of the MD PSO process, and hence, any dimensional component (i.e., a potential cluster candidate) xx xd a (t) a,j (t) can be in an abundant position (i.e., no closest data point exists). To avoid this, a high penalty is set for the fitness score of the particle, i.e., f (xx
The major outlines so far given are sufficient for the standalone application of the MD PSO technique for a dynamic clustering application; however, the FGBF operation presents further difficulties since for the aGB creation, the selection of the best or the most promising dimensions (i.e., the cluster centroids) among all dimensions of swarm particles is not straightforward. Recall that in step 2 of the FGBF pseudocode, the index array of such particles yielding the minimum f (a, j) for the jth dimension is given by a[j] = arg min , j) ). This was straightforward for the nonlinear function minimization where each dimension of the solution space is distinct and corresponds to an individual dimension of the data space. However, in the clustering application, any (potential) cluster centroid of each particle xx xd a (t) a,j (t) is updated independently and can be any arbitrary point in N -dimensional data space. Furthermore, data points assigned to the jth dimension of a particle a, (∀z p ∈ xx xd a (t) a,j (t)) also depend on the distribution of the other di- Fig. 3 . Formation of the centroid subset in a sample clustering example. Black dots represent data points over 2-D space, and each colored "+" represents one centroid (dimension) of a swarm particle. mensions (centroids), i.e., the "closest" data points are assigned to the jth centroid only because the other centroids happen to be at a farther location. Inserting this particular dimension (centroid) into another particle (e.g., aGB, in case selected) might create an entirely different assignment (or cluster), including the possibility of having no data points assigned to it and, thus, violating the second clustering constraint. To avoid this problem, a new approach is adopted for step 2 to obtain a [j] . At each iteration, a subset among all dimensions of swarm particles is first formed by verifying the following: a dimension of any particle is selected into this subset if and only if there is at least one data point that is closest to it. Henceforth, the creation of the aGB particle within this verified subset ensures that the second clustering constraint will (always) be satisfied. Fig. 3 illustrates the formation of the subset on a sample data distribution with four clusters. Note that in the figure, all dimensions of the entire swarm particles are shown as "+," but the red ones belonging to the subset have at least one (or more) data points closest, whereas the blue ones have none and are, hence, discarded.
Once the subset centroids are selected, the objective is to compose a[j] with the most promising D max centroids selected from the subset in such a way that each dimensional component of the aGB particle with K dimensions (xx . To achieve well-separated clusters and to avoid the selection of more than one centroid representing the same cluster, spatially close centroids are first grouped using a minimum spanning tree (MST) [30] , and then, a certain number of centroid groups, e.g. be set as the jth term of the summation in the Q e expression, i.e.,
In Fig. 3 , a sample MST is formed using 14 subset centroids as the nodes, and 13 branches are shown as the red lines connecting the closest nodes (in a minimum span). Breaking the three longest branches (shown as the dashed lines) thus reveals the four groups (G1, . . . , G4) among which one centroid yielding the minimum f (a, j) can then be selected as an individual dimension of the aGB particle with four-dimensional components (i.e.,
V. EXPERIMENTAL RESULTS
An extensive set of experiments was conducted over the two application domains discussed in Section IV, and the results will be presented in the following sections.
A. Nonlinear Function Minimization
Both proposed techniques, the standalone MD PSO and MD PSO with FGBF, are tested over seven benchmark functions given in Table V . We use the termination criteria as the combination of the maximum number of iterations allowed (iterN o = 5000) and the cutoff error (ε C = 10 −4 ). The first set of experiments was performed for comparative evaluation of the standalone MD PSO versus bPSO over both unimodal and multimodal functions. Fig. 4 presents typical plots where both techniques are applied over the unimodal function De Jong using the swarm size S = 160. The red curves of both plots in Fig. 4 and all the rest of the figures in this section belong to the GB particle (whether it is a new gbest or the aGB particle when FGBF is used) and the corresponding plots of the blue curve is obtained from the gbest particle when the termination criteria is met [e.g., gbest = 74 for bPSO and f (y 74 (158)) = 9.21 × 10 −5 < ε C ]. Naturally, the true dimension (d 0 = 20) is set in advance for the bPSO process, and it converges to the global optima within 158 iterations, as shown in the right plot, whereas MD PSO spent 700 iterations to have the GB particle in the target dimension (d 0 = 20) and then only 80 iterations more to satisfy the termination criteria. Recall that its objective is to find the true dimension where the global optimum exists, and at this dimension, its internal process becomes identical with bPSO. Yet, in the overall sense, the standalone MD PSO is slower, but over an extensive set of experiments, we observed that it has the same convergence behavior to the global optima with bPSO. For instance, their performance is degraded in higher dimensions, e.g., for the same function but at d 0 = 50, both require five times more iterations on the average to find the global minimum.
A significant speed improvement can be achieved when MD PSO is performed with FGBF. A typical MD PSO run using the swarm size S = 320 over another unimodal function Sphere, but at a higher (target) dimension, is shown in Fig. 5 . Note that the one with FGBF (left) took only 160 iterations, whereas the standalone MD PSO (right) is completed within 3740 iterations. Note also that within a few iterations, the process with FGBF already found the true dimension d 0 = 40, and after only ten iterations, the aGB particle already came in a close vicinity of the global minimum (i.e., f (xy 40 aGB (10)) ∼ = 4 × 10 −2 ). As shown in Fig. 6 , the particle index plot for this operation clearly shows the time instances where aGB (with index number 320) becomes the GB particle, e.g., the first 14 iterations and then occasionally in the rest of the process.
In addition to the significant speed improvement for unimodal functions, the primary contribution of FGBF technique becomes most visible when applied over multimodal functions where bPSO (and the standalone MD PSO) is generally not able to converge to the global optimum even at the low dimensions. Figs. 7 and 8 present two (standalone MD PSO versus MD PSO with FGBF) applications (using a swarm size 320) over Schwefel and Giunta functions at d 0 = 20. Note that when FGBF is used, MD PSO can directly have the aGB (as being the GB) particle in the target dimension (d 0 = 20) at the beginning of the operation; furthermore, the PSO process benefits from having an aGB particle that is, indeed, in a close vicinity of the global minimum. This eventually helps the swarm to move toward the right direction thereafter. Without this mechanism, both standalone PSO applications are eventually trapped into local minima due to the highly multimodal nature of these functions. This is quite evident in the right-hand plots of both figures, and except for a few minority cases, this is also true for the other multimodal functions. In higher dimensions, standalone MD PSO applications over multimodal functions yield even worse results, such as earlier traps to local minima, and possibly in a wrong dimension. For example, in standalone MD PSO operations over Schwefel and Giunta with d 0 = 80, the GB scores at t = 4999 (f (xŷ 80 )) are 8955.39 and 1.83, respectively.
An observation worth mentioning here is that MD PSO with FGBF is usually affected by the higher dimensions, but its performance degradation usually occurs as a certain amount of delay, not as the entrapment to a local minimum. For instance, when applied over Schwefel and Giunta at d 0 = 80, the convergence to global optima is still achieved only in a slightly delayed manner, i.e., in 119 and 484 iterations, respectively. Moreover, Fig. 9 presents fitness plots for applications of MD PSO with FGBF using two different swarm sizes over two more multimodal functions Griewank and Rastrigin. Similar to earlier results, the global minimum in the true dimension is reached for both functions; however, operations at d 0 = 20 (red curves) take usually a few hundreds of iterations less than the ones at d 0 = 80 (blue curves).
Unlike bPSO, the swarm size has a direct effect on the performance of MD PSO with FGBF; that is, a larger swarm size increases the speed performance, which is quite evident in Fig. 9 between the corresponding plots in the left and the right sides. This is due to the fact that with the larger swarm size, the probability of having better dimensional components (closer to the global optimum at that dimension) of the aGB particle increases, thus yielding a better aGB particle formation in general. Note that this is also clear in the plots at both sides, i.e., at the beginning (e.g., within the first 10-15 iterations when aGB is usually the GB particle) the drop in the fitness score is much steeper on the right-hand plots with respect to the ones on the left.
For an overall performance evaluation both proposed methods are tested over seven benchmark functions using three different swarm sizes (i.e., 160, 320, and 640) and target dimensions (i.e., 20, 50, and 80). For each setting, 100 runs are performed, and the first-and second-order statistics (mean μ and standard deviation σ) of the operation time (total number of iterations) and the two components of the solution, i.e., the fitness score achieved in the resulting dimension (dbest), are presented in Table VI . During each run, the operation terminates when the fitness score drops below the cutoff error (ε C = 10 −4 ), and it is assumed that the global minimum of the function in the target dimension is reached; henceforth, the score is set to 0, and obviously, dbest = d 0 . Therefore, for a particular function, target dimension d 0 , and swarm size S, obtaining μ = 0 as the average score means that the method converges to the global minimum in the target dimension at every run. On the other hand, having the average iteration number as 5000 indicates that the method cannot converge to the global minimum at all, instead it gets trapped in a local minimum. The statistical results enlisted in Table VI approve earlier observations and remarks about the effects of modality, swarm size, and dimension over the performance (both speed and accuracy). In particular, for the standalone MD PSO application, increasing the swarm size improves the speed of convergence wherever the global minimum is reached for unimodal functions Sphere and De Jong while reducing the score significantly on the others. The score reduction is particularly visible on higher dimensions, e.g., for d 0 = 80 (compare the highlighted average scores of the top five functions). Note that particularly on De Jong at d 0 = 50, none of the standalone MD PSO runs with S = 160 can converge to the global minimum, while they all can with a higher swarm population (i.e., 320 or 640).
Both dimension and modality have a direct effect on the performance of the standalone MD PSO. On unimodal functions, its convergence speed decreases with increasing dimension, e.g., see the highlighted average values of the iteration numbers for Sphere at d 0 = 20 versus d 0 = 50. On multimodal functions, regardless of the dimension and swarm size, all standalone MD PSO runs get trapped in local minima (except perhaps a few runs on Rosenbrock at d 0 = 20); however, the fitness performance still depends on the dimension; that is, the final score tends to increase in higher dimensions, indicating an earlier entrapment at a local minimum. Regardless of the swarm size, this can easily be seen in all multimodal functions, except Griewank and Giunta, both of which show higher modalities in lower dimensions. In particular, Griewank becomes a plain Sphere function when the dimensionality exceeds 20-25. This is the reason behind the performance improvement (or score reduction) from d 0 = 20 to d 0 = 50, but note that the worst performance (highest score average) is still encountered at d 0 = 80.
As the entire statistics in the right side of Table VI indicate, MD PSO with FGBF finds the global minimum at the target dimension for all runs over all functions regardless of the dimension, swarm size, and modality, and without any exception. Moreover, the mutual application of the proposed techniques significantly improves the convergence speed, e.g., compare the highlighted average iteration numbers with the standalone MD PSOs. Dimensionality, modality, and swarm size might still be important factors over the speed and have the same effects as mentioned earlier, i.e., the speed degrades with modality and dimensionality, whereas it improves with increasing swarm size. Their effects, however, vary significantly among the functions, e.g., as highlighted in Table VI , the swarm size can enhance the speed radically for Giunta but only merely for Griewank. The same statement can be made concerning the dimensionality of De Jong and Sphere.
Based on the results in Table VI , we can perform comparative evaluations with some of the promising PSO variants, such as [2] , [15] , [44] , and [45] , where similar experiments are performed over some or all of these benchmark functions. They have, however, the advantage of fixed dimension, whereas MD PSO with FGBF finds the true dimension on the fly. Furthermore, it is rather difficult to make speed comparisons since none of them really find the global minimum for most functions; instead they have demonstrated some incremental performance improvements in terms of score reduction with respect to some other competing technique(s). For example, in [2] , a tournament selection mechanism is formed among particles and the method is applied over four functions (i.e., Sphere, Rosenbrock, Rastrigin, and Griewank). Although the method is performed over a reduced positional range, i.e., ±15, and at low dimensions (i.e., 10, 20, and 30), they got varying average scores between the range {0.3, 1194}. As a result, they reported both better and worse performances than bPSO, depending on the function. In [15] , bPSO and two PSO variants, namely, GCPSO and mutation-extended PSO over three neighborhood topologies, are applied to some common multimodal functions, namely, Rastrigin, Schwefel, and Griewank. Although the dimension is rather low (i.e., 30), none of the topologies over any PSO variant converged to the global minimum, and they reported average scores varying in the range {0.0014, 4762}. In [44] , a diversity-guided PSO variant, ARPSO, along with two competing methods, bPSO and GA, are applied over the multimodal functions (i.e., Rastrigin, Rosenbrock, and Griewank) at three different dimensions (i.e., 20, 50, and 100). The range is kept quite reduced for Rosenbrock and Rastrigin, i.e., ±100 and ±5.12, respectively, and for each run; the number of evaluations (product of iterations and the swarm size) is kept from 400 000 to 2 000 000, depending on the dimensionality.
The experimental results have shown that none of the three methods converged to the global minimum, except ARPSO over (only) Rastrigin at dimension 20. Only when ARPSO runs until stagnation, where no fitness improvements occur within 200 000 evaluations, can it also find the global minimum over Rastrigin at higher dimensions (i.e., 50 and 100). However, in practical sense, this indicates that the total number of iterations might be in the magnitude of 10 5 or even more. Recall that the number of iterations required for MD PSO with FGBF convergence to the global minimum is less than 400 for any dimension. ARPSO performed better than bPSO and GA over Rastrigin and Rosenbrock but worse over Griewank. The CPSO proposed in [52] was applied over five functions among which four of them are common (i.e., Sphere, Rastrigin, Rosenbrock, and Griewank). The dimension of all functions is fixed to 30, and in this dimension, CPSO performed better than bPSO in 80% of the experiments. Finally, in [45] , dynamic sociometries via ring and star have been introduced among the swarm particles, and the performance of various combinations of swarm size and sociometry over six functions (the ones used in this paper except Schwefel) has been reported. Although the tests are performed over comparatively reduced positional ranges and at a low dimension (i.e., 30), the experimental results indicate that none of the sociometry and swarm size combination converged to the global minimum of multimodal functions, except only for some dimensions of the Griewank function.
B. Data Clustering
To test the application of the proposed techniques over clustering, we create 11 synthetic data spaces, as shown in Fig. 10 . For illustration purposes, each data space is formed in 2-D; however, clusters are formed with different shapes, densities, sizes, and intercluster distances to test the robustness of clustering application of the proposed techniques against such variations. Furthermore, recall that the number of clusters determines the (true) dimension of the solution space in a PSO application, and hence, it is also kept varying among data spaces to test the converging accuracy to the true (solution space) dimension. As a result, significantly varying complexity levels are established among the 11 data spaces to perform a generalpurpose evaluation of each technique.
Unless stated otherwise, the maximum number of iterations is set to 2000; however, the use of cutoff error as a termination criterion is avoided since it is not feasible to set a unique ε C value for all clustering schemes. The same range values given in Section V-A are also used in all experiments, except the positional range ±x max , since it can now be set simply as the natural boundaries of the 2-D data space. The first set of clustering operations is performed for a comparative evaluation of the standalone MD PSO versus bPSO over the simple data spaces where they can yield accurate results, e.g., the results of clustering over the three data spaces at the top row in Fig. 10 are shown in Fig. 11 , where each cluster is represented in one of the three color codes (i.e., red, green, and blue) for illustration purposes and each cluster centroid (each dimensional component of the gbest particle) is shown with a white "+".
The accuracy of both bPSO and MD PSO tends to degrade with the increasing dimensionality and complexity. . K = 10 is, indeed, not a very high dimension for bPSO, but it particularly suffers from the highly complex clustering schemes in C4 and C5 (i.e., varying sizes, shapes, and densities among clusters). Over a simpler data space, e.g., C6 with 13 clusters, we noticed that bPSO occasionally yields accurate clustering, but for those data spaces with 20-25 clusters or more, clustering errors become inevitable regardless of the level of complexity, and errors tend to increase significantly in higher dimensions as a natural consequence of earlier local traps. A typical example is C9, which has 42 clusters in the simplest form (uniform size, shape, and density), and the clustering result presents many overclustering and underclustering schemes with many occasional mislocated centroids. Much worse performance can be expected from their applications for C10 and C11.
As stated earlier, MD PSO with FGBF, besides its speed improvement, has its primary contribution over the accuracy of the clustering, i.e., converging to the true number of clusters K and correct localization of the centroids. As typical results shown in Fig. 13 , MD PSO with FGBF meets the expectations on clustering accuracy but occasionally results in a slightly higher number of clusters. This is due to the use of a simple but quite impure validity index in (9) as the fitness function, and for some complex clustering schemes, it may, therefore, yields its minimum score at a slightly higher number of clusters. A sample clustering operation validating this fact is shown in Fig. 14 . Note that the (true) number of clusters is 10, which is eventually reached at the beginning of the operation; yet, the minimum score achieved with K = 10(∼750) remains higher than the one with K = 11(∼ 610) and than the final outcome, with K = 12(∼570) as well. The main reason for this is that the validity index in (9) over long (and loose) clusters, such as "C" and "S" in the figure, yields a much higher fitness score with one centroid than two or perhaps more, and therefore, over all data spaces with such long and loose clusters (e.g., C4, C8, C10, and C11), the proposed method yields a slight overclustering but never underclustering.
Improving the validity index or adapting a more sophisticated one, such as Dunn's index [12] or many others, might improve the clustering accuracy; however, this is beyond the scope of this paper.
An important observation worth mentioning is that clustering complexity (modality) affects the proposed methods' mutual performance much more than the total cluster number (dimension). For instance, MD PSO with FGBF clustering (with S = 640) over data space C9 can immediately find out the true cluster number and accurate location of the centroids with a slight offset (see Fig. 15 ), whereas this takes around 1900 iterations for C8. Fig. 16 shows time instances where aGB (with index number 640) becomes the GB particle. It immediately (at the first iteration) provides a "near-optimum" GB solution with 43 clusters, and then, the MD PSO process (at the 38th iteration) eventually finds the global optimum with 42 clusters (i.e., see the first snapshot in Fig. 15) . Afterward, the ongoing PSO process corrects the slight positional offset of the cluster centroids (e.g., compare first and second snapshots in Fig. 15) . Therefore, when the clusters are compact, are uniformly distributed, and have similar shape, density, and size, thus yielding the simplest form, it becomes quite straightforward for FGBF to select the "most promising" dimensions with a greater accuracy. As the complexity (modality) increases, different centroid assignments and clustering combinations have to be assessed to converge toward the global optimum, which eventually becomes a slow and tedious process.
Recall from the earlier discussion about the application of the proposed methods over nonlinear function minimization (both standalone MD PSO and MD PSO with FGBF), a certain speed improvement occurs in terms of reduction in the iteration number and a better fitness score is achieved when a larger swarm is used. However, the computational complexity (per iteration) also increases since the number of evaluations (fitness computations) is proportional to the number of particles. The same tradeoff also exists for clustering application and, furthermore, a significantly higher computational complexity of the mutual application of the proposed methods can occur due to the spatial MST grouping for the selection of the well-separated centroids. As explained in Section IV-A, MST is the essence of choosing the "most promising" dimensions (centroids) to form the best possible aGB particle. However, it is a costly O(N 2 SS ) operation, where N SS is the subset size, which is formed by those dimensions (potential centroids) having at least one data item closest to it. Therefore, N SS tends to increase if a larger swarm size is used and/or MD PSO with FGBF clustering is performed over large (with many data items) and highly complex data spaces.
Table VII presents average processing times per iteration over all sample data spaces and using four different swarm sizes. All experiments are performed on a computer with a Pentium IV 3-GHz central processing unit and 1 GB of random access memory. Note that the processing times tend to increase in general when data spaces get larger (with more data items), but the real factor is the complexity. The processing for a highly complex data structure, such as C10, may require several times more computations (or time) than a simpler but comparablesize data space, such as C5. Therefore, on such highly complex data spaces, the swarm size should be kept low, e.g., 80 ≤ S ≤ 160, for the sake of a reasonable processing time.
VI. CONCLUSION
In this paper, we have proposed two novel PSO techniques, namely, MD PSO and FGBF, as a cure to common drawbacks of the family of PSO methods such as a priori knowledge of the search space dimension and premature convergence to local optima. The first proposed technique, i.e., the (standalone) MD PSO, efficiently addresses the former drawback by defining a new particle formation and embedding the ability of dimensional navigation into the core of the process. It basically allows particles to make interdimensional "passes" with a dedicated PSO process while performing regular positional updates in every dimension that they visit. Such flexibility negates the requirement of setting the dimension in advance since swarm particles can now converge to the global solution at the optimum dimension simultaneously.
Although the ability of determining the optimum dimension where the global solution exists is gained with MD PSO, its convergence performance is still limited to the same level as bPSO, which suffers from the lack of diversity among particles. This leads to a premature convergence to local optima particularly when multimodal problems are optimized at high dimensions. Realizing that the main problem lies, in fact, at the inability of using the available diversity among the dimensional components of swarm particles, the FGBF technique proposed in this paper addresses this problem by collecting the best components and fractionally creating an aGB particle that has the potential to be a better "guide" than the contemporary gbest particle. Therefore, for those problems, where either the exact dimensional fitness evaluation or its approximation is possible, FGBF can be conveniently used to improve the global convergence ability without changing the native structure of the swarm.
To test and evaluate the MD PSO's performance over the first problem domain, i.e., the nonlinear function minimization, seven benchmark functions were biased with a dimensional term so that they have the global minimum only at a particular dimension. We have shown that the standalone MD PSO (without FGBF) converges to the global minimum in the target dimension over unimodal functions. We then investigated the effects of swarm size, dimensionality, and modality over performance -both accuracy and speed. A comparative evaluation with bPSO has shown that the standalone MD PSO is slower than bPSO due to its additional dimensional search process but has the same convergence behavior, as expected. The performance of both methods degrades with the increasing modality and dimensionality due to the aforementioned reasons. When used with FGBF, MD PSO exhibits such an impressive speed gain that their mutual performance surpasses bPSO by several magnitudes. Experimental results show that except in a few minority cases, the convergence to the global minimum at the target dimension is achieved within fewer than 1000 iterations on the average, mostly only within few hundreds or even less. Yet, the major improvement occurs in the convergence accuracy, both positional and dimensional. MD PSO with FGBF finds the global minimum at the target dimension for all runs over all functions without any exception. This is a substantial achievement in the area of PSO-based nonlinear function minimization. Similar remarks can be made for the applications of bPSO and the standalone MD PSO over data clustering within which the (clustering) complexity can be thought of as synonymous to (function) modality, i.e., speed and accuracy performances of both methods drastically degrade with increasing complexity. Needless to say, the true number of clusters has to be set in advance for bPSO, whereas MD PSO finds it on the fly and, hence, exhibits a slower convergence pace than bPSO. When it is performed with FGBF, a significant speed improvement is achieved, and only such cooperation can provide accurate clustering results over complex data spaces. Since the clustering performance also depends on the validity index used, occasional overclustering can be encountered where we have shown that such results, indeed, correspond to the global minimum of the validity index function used. As a result, the true number of clusters and accurate centroid localization are achieved at the expense of increased computational complexity due to the usage of MST. To keep the overall computational cost within feasible limits, we also investigated the effects of swarm size over complexity and recommended a proper range for practical use.
Overall, the proposed techniques fundamentally upgrade the particle structure and the swarm guidance, both of which accomplish substantial improvements in terms of speed and accuracy. Both techniques are modular and independent from each other, i.e., one can be performed without the other, while other PSO methods/variants can also be used conveniently with (either of) them. 
