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An optimal transport approach to data compression in distributionally
robust control
Filippo Fabiani and Paul J. Goulart
Abstract—We consider the problem of controlling a stochas-
tic linear time-invariant system using a behavioural approach
based on the direct optimization of controllers over input-
output pairs drawn from a large dataset. In order to improve
the computational efficiency of controllers implemented online,
we propose a method for compressing this large data set to a
smaller synthetic set of representative behaviours using tech-
niques based on optimal transport. Specifically, we choose our
synthetic data by minimizing the Wasserstein distance between
atomic distributions supported on both the original data set
and our synthetic one. We show that a distributionally robust
optimal control computed using our synthetic dataset enjoys
the same performance guarantees onto an arbitrarily larger
ambiguity set relative to the original one. Finally, we illustrate
the robustness and control performances over the original and
compressed datasets through numerical simulations.
I. INTRODUCTION
Strongly influenced by the current trend in nearby and
complementary scientific areas, learning from data promises
to be one of the near future quintessential problems also for
the system-and-control community. The growing complexity
of today’s systems, which drastically limits the traditional
model-based control design, along with the increasing data
storage capacity and data availability, make data-driven con-
trol approaches timely and more attractive.
Specifically, recent works were built upon a well-known
result in subspace identification, the so called Willems’
lemma [1]. Essentially, under a specific technical condition,
such result enables to recover a nonparametric minimal linear
time-invariant (LTI) realization of an unknown system from
a matrix of input-output measures, namely the column space
of the data matrix span all the possible trajectories of a cor-
responding LTI system. In this context, the interpretation of
the Willems’ lemma generated two main research directions:
data-dependent parametrization analysis and control [2], [3],
[4], and data-enabled (robust) optimal control [5], [6], [7].
In this work, we deal with a specific issue raised within
this latter approach. Specifically, since the crucial result in
[1] establishes equivalence between a (possibly noisy) data
matrix and a nonparametric LTI model under the persistent
excitation of the system input, which directly translates on
the input-output observations length, one might be induce to
collect disproportionately large datasets. As a consequence,
the real-time implementation of optimization-based (robust)
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control law may lead to quite challenging online compu-
tations. This limits the field of possible applications, e.g.,
ruling out systems that require high frequency rates, or
obtaining too conservative performances, e.g., by choosing
short control horizons to reduce the computational time.
In system-and-control, data compression and dimension-
ality reduction have been widely used to design synthetic
sets of samples that “best” capture the informative content of
original, noise-corrupted datasets. Tracing back over the past
decades, statistical and manifold learning [8], [9], principal
component analysis and related variants [10], [11], [12], or,
more generally, subspace identification approaches [13], [14],
[15], represent only few examples amongst the most diffused
techniques. Conceptually, these methods tacitly neglect the
stochastic nature of the noise itself by comparing sets of data
on topological or Hilbert spaces. Successively, they eliminate
all those components considered less significant, according
to some criterion, and potentially associated with noise.
Breaking away from the literature, we propose an optimal
transport approach [16], [17] for the synthesis of a com-
pressed set of samples. Defining a metric on a probability
space, the Wasserstein distance is key to setup a linear
program (LP) to minimize the distance between the discrete
measure associated to the synthetic dataset and the empirical
distribution of the noisy data. As a particular case of the
family of variational Wasserstein problems [17, §9], each
atom of the synthetic dataset identifies a specific barycen-
tre for a cluster of the original samples, then seeking to
maximize its informative content. In the context of data-
enabled robust control of stochastic LTI systems [6], we
show that the distributionally robust optimization problem,
built upon a Wasserstein ball as ambiguity set (and hence
admitting a convex reformulation), enjoys the same per-
formance guarantees of the original dataset, at a price of
considering an arbitrarily bigger radius that depends on the
number of synthetic atoms adopted. Remarkably, the term
accounting for extra robustness vanishes as the number of
atoms approaches the cardinality of the original dataset.
After briefly recalling some notions of optimal transport
(§II), in §III we introduce the distributionally robust control
problem addressed. The variational Wasserstein problem is
then formalized and discussed in §IV, while in §V we
compare the control performances obtained over the original
and compressed datasets through a numerical case study.
Notation: The set of real and non-negative numbers is rep-
resented by R and R≥0, respectively, while the set of natural
numbers is denoted by N. For vectors x1, . . . , xN ∈ Rn and
I := {1, . . . , N}, we denote col((xi)i∈I) := (x⊤1 , . . . , x
⊤
N )
⊤.
Given a matrix X ∈ Rn×m, its (i, j) entry is denoted by
[X ]i,j , while its transpose as X
⊤. The symbol 〈·, ·〉 denotes
the inner product in the appropriate space, i.e., 〈x, y〉 = x⊤y
for x, y ∈ Rn and 〈X,Y 〉 = trace (X⊤Y ) forX , Y ∈ Rn×m.
Σn := {σ ∈ Rn≥0 | 1
⊤
nσ = 1} denotes the probability
simplex, where 1n is n-dimensional vector of elements equal
to 1. For any point x ∈ Rn, δx is the Dirac unit mass on
x. We denote the dual norm af an arbitrary norm ‖ · ‖ on
R
n as ‖x‖∗ := sup‖y‖≤1 〈x, y〉. The conjugate function of
f : Rn → R is defined by f∗(ξ) := supx∈Rn 〈ξ, x〉 − f(x).
II. BACKGROUND ON OPTIMAL TRANSPORT
We start by briefly recalling the definition of Wasserstein
distance for continuous measures, which will be crucial in
the next section to formalize the control problem addressed.
Afterwards, by focusing on discrete probability distributions,
we define the associated discrete optimal transport.
Thus, let Ω be an arbitrary space endowed with a metric
d, and P(Ω) be the set of Borel probability measures on Ω.
Definition 1: ([16, Ch. 7]) Given any p ∈ [1,+∞), the
p-Wasserstein distance Wp : P(Ω)× P(Ω)→ R≥0 between
two probability measures P, Q ∈ P(Ω) is defined as
Wp(P,Q) :=
(
inf
π∈Π(P,Q)
∫
Ω2
dp(x, y) dπ(x, y)
)1/p
, (1)
where Π(P,Q) denotes the set of all probability measures
on Ω2 that have marginals P and Q, respectively. 
It follows from [16, Th. 7.3] that, for any p ∈ [1,+∞),Wp
defines a metric on P(Ω). Roughly speaking, the decision
variable π of the infinite-dimensional optimization problem
in (1) can be intended as the transportation plan for moving a
mass distribution described by P to another one described by
Q, while d is the transportation cost. Then, given any ε > 0,
we define the Wasserstein ball of radius ε, centred around the
distribution P as Bε(P) := {Q ∈ P(Ω) | Wp(P,Q) ≤ ε}.
A. Discrete measures
Now, let us consider two families of N andM points in Ω,
respectively, i.e., X = (x1, . . . , xN ) and Y = (y1, . . . , yM).
The discrete probability measures with weights α ∈ ΣN ,
β ∈ ΣM , and locations in X and Y reads as Pˆ =∑
i∈N αiδxi and Qˆ =
∑
i∈M βiδyi , whereN := {1, . . . , N},
M := {1, . . . ,M}. In this setting, the Wasserstein distance
happens to correspond to the optimal value of a network flow
problem, since (1) translates into the following LP [17]:
Wp(Pˆ, Qˆ) = min
T∈T (α,β)
〈T,D(X,Y )〉. (2)
Here, D ∈ RN×M is the matrix of pairwise distances
between points in the supports of α and β, raised to the
power p, defined as [D]i,j := d
p(xi, yj), (i, j) ∈ N×M. The
decision variable T ∈ RN×M in (2) represents the coupling
matrix that specifies the amount of mass flowing from xi
towards yj . For any α ∈ ΣN and β ∈ ΣM , the admissible
couplings lie in the feasible set T (α, β), which reads as
T (α, β) := {T ∈ RN×M≥0 | T 1M = α, T
⊤
1N = β}. (3)
We note that the set of matrices in (3) is a convex polytope
(also called transportation polytope), since it is bounded and
defined by a set of N +M equality constraints. Moreover,
as long as T (α, β) is nonempty, we stress that the solution
to the LP in (2), attained on the vertices of T , may not
be unique. Finally, sinceWp defines a metric, in the discrete
setting (2)Wp(Pˆ, Qˆ) = 0 if and only if α = β, and therefore
the triangle inequality holds as Wp(Pˆ, Qˆ) ≤ Wp(Pˆ, Gˆ) +
Wp(Gˆ, Qˆ), for some discrete measures P, Q, G ∈ P(Ω).
Throughout the paper, we will consider the so called
Kantorovich-Rubinstein distance, a special case of the
Wasserstein one obtained by setting in (2) p = 1 (and hence
we will omit the subscript). Moreover, we assume the metric
d be induced by an arbitrary norm ‖ · ‖ on Rn.
III. DATA-ENABLED OPTIMAL CONTROL
First, we formulate the predictive control problem for
stochastic LTI systems addressed. Then, after a brief di-
gression on nonparametric models for deterministic LTI
systems, we finally recall from [6] a distributionally robust
reformulation of the optimal control problem, along with the
main reasons that motivate us to consider a synthetic dataset.
A. Constrained control of stochastic LTI systems
Let us consider the following discrete time, stochastic LTI
system: {
x(k + 1) = Ax(k) +Bu(k) + Eν(k),
y(k) = Cx(k) +Du(k) + Fν(k),
(4)
where A ∈ Rn×n, B ∈ Rn×m, E ∈ Rn×q, C ∈ Rℓ×n,
D ∈ Rℓ×m and F ∈ Rℓ×q. Here, x(k) ∈ Rn, u(k) ∈ Rm,
y(k) ∈ Rℓ and ν(k) ∈ Rq are the state, control input, output
and stochastic disturbance of the system at time k ∈ Z,
respectively. Throughout the paper, we assume the following.
Standing Assumption 1: The pair (A,B) is controllable,
while the pair (A,C) is observable. 
Then, we assume that the system matrices defining (4) are
unknown, and that we have access to input-output measure-
ments, (uˆ(k), yˆ(k)), k ∈ Z. Any yˆ(k) is therefore affected
by the realization of the uncertainty ν(k), drawn from an
unknown probability distribution Pν , supported on Υ ⊆ Rq.
Along the line of stochastic model predictive control [18],
we consider a finite horizon control problem over the time
horizon K ∈ N for (4), where the main goal is to design
a (possibly constrained) sequence of inputs, namely u :=
col(u(k), . . . , u(k+K−1)) ∈ U ⊆ RmK , while minimizing
a given cost function J : RmK×RℓK → R. Specifically, due
the stochastic nature of the problem in question, we aim at
solving the following optimization problem:
inf
u∈U
EPKν
[J(u, y)], (5)
where PKν := Pν×. . .×Pν is theK-fold product distribution
characterizing ν over the whole horizon K . For the remain-
der, we adopt the same assumptions on the cost function
postulated in [6], as formalized next.
Standing Assumption 2: For all (u, y) ∈ R(m+ℓ)K ,
J(u, y) is a separable function, namely J(u, y) := J1(u) +
J2(y), where J1 : R
mK → R, J2 : RℓK → R are convex and
continuous. In addition, J2(·) is such that Ξ := {ξ ∈ RℓK |
J∗2 (ξ) <∞} ⊆ R
ℓK is a bounded set. 
B. Learning models in deterministic LTI systems
Recently, the Willems’ fundamental lemma [1, Th. 1] has
been exploited (or provided inspiration) to develop data-
consistent, nonparametric model for unknown, deterministic
LTI systems [6], [2], [4], [3]. Specifically, let us consider
the system in (4) with ν(k) = 0, for all k ∈ Z, and
let us assume to conduct several experiments of length
N to collect input-output measurements for different time
shifts. The data can be organized within a matrix HK :=
col(U0,K,N−K+1,Y0,N−K+1) ∈ R(m+ℓ)K×N−K+1, where
U0,K,N−K+1 :=


uˆ(0) uˆ(1) · · · uˆ(N−K)
uˆ(1) uˆ(2) · · · uˆ(N−K+1)
...
...
. . .
...
uˆ(K−1) uˆ(K) · · · uˆ(N−1)


and Y0,K,N−K+1 ∈ RℓK×N−K+1 is defined similarly. Here,
the first subscript refers to the time index of the top-left entry
of a given matrix, the second refers to the number of block-
rows, while the third one to the number of columns. Note
that both U0,K,N−K+1 ∈ R
mK×N−K+1 and Y0,K,N−K+1 have
constant vector entries along the block anti-diagonals, and
therefore HK belongs to the class of Hankel matrices.
As crucial assumption, the Willems’ fundamental lemma
restricts the class of input sequences over the horizon K to
the persistently exciting signals, defined as follow.
Definition 2: [1] A signal z ∈ Rw, observed over N sam-
ples, is persistently exciting of order K if the corresponding
Hankel matrix Z0,K,N−K+1 has full rank wK . 
Therefore, it follows immediately that a signal to be
persistently exciting of order K shall be sufficiently long,
i.e., N ≥ (w + 1)K − 1. Then, by relying on Definition 2,
the Willems’ fundamental lemma is stated next.
Lemma 1: ([1, Th. 1]) If the control signal
uˆ(0), . . . , uˆ(N − 1) is persistently exciting of order
n + K , then for any K-long input-output trajectory of the
deterministic version of the system in (4), col(u, y), there
exists g ∈ RN−K+1 such that
col(u, y) = col(U0,K,N−K+1,Y0,N−K+1)g. (6)

In other words, any linear combination of the columns of
the data matrix HK is an input-output trajectory of length
K for the system or, equivalently, the column space of HK
span all the possible trajectories of the system. Remarkably,
the solution to (6) is in general not unique, i.e., given a
certain data set HK , there might exist several vectors g
that associate the data to a predefined input-output trajectory,
col(u, y). Thus, given the current time k ∈ N, we rearrange
the available input-output data set to restate the deterministic
version of (5). Specifically, we split HK into Uf , Yf , Ub and
Yb. While the former (Uf and Yf ) are some data matrices
for the “forward” propagation (from k onward) of control
sequence and output prediction, respectively, the latter (Ub
and Yb) define the consistency constraints associated with
less recent measurements, together with the sequences uˆ :=
col(uˆ(0), . . . , uˆ(k − 1)) and yˆ := col(yˆ(0), . . . , yˆ(k − 1)).
Thus, Lemma 1 enables to define a data-consistent, nonpara-
metric model for a deterministic LTI system, which leads to
the deterministic counterpart of (5):


min
g
J(Ufg,Yfg)
s.t.
[
Ub
Yb
]
g =
[
uˆ
yˆ
]
,
Ufg ∈ U .
(7)
C. A distributionally robust data-enabled control problem
Although not explicitly used, Lemma 1 provided the in-
sight in [6] to design a robust data-enabled predictive control
(DeePC) algorithm to solve the predictive control problem
in (5). The realization of the uncertain parameter ν, indeed,
poses several challenges around the consistency constraints
in (7), since it takes values over the unknown distribution
Pν , directly affecting the output trajectories. However, after
some manipulations, a distributionally robust, semi-infinite
reformulation of (7) was proposed in [6], which reads as
inf
v∈V
sup
Q∈Bε(Pˆκ)
EQ[f(κ, v)], (8)
where v corresponds to the vector g stacked with a constant
term, and therefore the set V ⊆ RN−K+2 coincides with
the feasible set of (7) extended to v, accordingly. Then, κ
stacks all the objects in (7) affected by the realization of ν,
i.e., Yb, Yf and yˆ, whose (unknown) probability distribution
is denoted by Pκ, supported on Θ ⊆ RℓK(N−K+2). As in
[19], [6], we next postulate a light-tailed assumption for the
probability distribution Pκ, which is however automatically
satisfied in case Θ identifies a compact set.
Assumption 1: There exists some a > 0 such that
EPκ [e
‖κ‖a ] :=
∫
Θ
e‖κ‖
a
Pκ(dκ) <∞ 
Moreover, with κˆ we identify the effective measurements,
i.e., realizations of the uncertain objects κ that also affect
the constraints set Vˆ , and Pˆκ is the empirical distribution of
such measurements. Finally, f is obtained by massaging J
and substituting vectors κ and v.
By leveraging on the results in [19], under Assumption 1,
[6, Th. 4.2] shows that considering the Wasserstein ball
as ambiguity set in (8) allows for a convex reformulation,
whose solution upper bound the out-of-sample performance,
EPκ [f(κ, v)], with high confidence. Specifically, for some
λ > 0, the semi-infinite problem in (8) is upper-bounded by
min
v∈Vˆ
f(κˆ, v)+ε ·max
{
sup
ξ∈Ξ
‖ξ‖∞‖col(g, 0)‖∗, λ‖v‖∗
}
. (9)
Thus, by denoting v⋆ as an optimal solution to (9), with
g⋆ subvector of v⋆, the control action u⋆ = Ufg
⋆ provides
probabilistic guarantees to obtain good control performance
with respect to possible realizations of the stochastic trajec-
tory y associated with the ambiguity set Bε(Pˆκ).
However, due to the persistent excitation assumption,
along with possibly large historical dataset, the Hankel
matrix gathering all the measurements might be dispropor-
tionately large, leading to a quite challenging online com-
putation. This fairly limits the field of possible applications,
ruling out all those critical systems that require high fre-
quency samplings. Moreover, since N ≥ (m+1)(n+K)−1,
one may also be induced to choose short control horizons
K , and therefore obtaining exceedingly conservative control
performances. These reasons motivate us to design a suitable
procedure to compress the intrinsic information concealed
within the whole dataset HK into a synthetic one.
IV. DATA COMPRESSION AS A VARIATIONAL
WASSERSTEIN PROBLEM
In this section, we design an offline, optimal transport-
based procedure which allows to compress the original
dataset, i.e., to select a limited set of samples that “best”
summarize the information content of HK . This clearly
entails a lower computational burden in solving (9), and
hence making such a distributionally robust control synthesis
more appealing for an online implementation. Moreover, we
show that the optimal solution obtained by means of the
synthetic dataset enjoys the same probabilistic guarantees
onto a Wasserstein ball with slightly bigger radius. This ro-
bust overestimate, which depends on the number of samples
adopted, vanishes as the set of synthetic data increases.
Thus, let the dimensions of HK ∈ Rr×R be fixed, i.e.,
N ≥ (m+1)(n+K)−1 be chosen so that the control input uˆ
is persistently exciting of order n+K as in Lemma 1, where
r := (m+ℓ)K ,R := N−K+1. The empirical distribution of
such measurements is defined as Pˆκ =
1
R
∑
i∈R δhi , where
R := {1, . . . , R} and hi is the i-th column of HK . In this
context, our goal is to find a set of locations SK ∈ Rp×S ,
with S ≤ R, whose empirical probability distribution Pˆs =
1
S
∑
i∈S δsi , S := {1, . . . , S}, is close to the one of the
original dataset. Hence, our problem can be formulated in
an optimal transport fashion as
min
SK
W(Pˆκ, Pˆs) = min
SK
min
T∈T (1R/R,1S/S)
〈T,D(HK ,SK)〉.
(10)
Such an optimization problem has a strong practical inter-
pretation: an optimal solution to (10), S ⋆K , is generated by
a synthetic set of samples (or atoms) defining the closest (in
term of Wasserstein distance, and hence transportation cost)
empirical probability distribution, Pˆs, that approximate the
original one, Pˆκ. The nested optimization in (10) is a vari-
ational Wasserstein problem, representing a particular case
of the Wasserstein barycentres problem [20]. Specifically, it
directly lies into the set of k-means problems [21]. In addi-
tion to allowing for a semi-discrete setting, the advantages
of adopting the Wasserstein distance as metric to compare
probability measures have been proved in many practical and
Algorithm 1: ABCD method
Initialization: Select SK(0) ∈ R
p×S
Iteration (k ∈ N):
(S1) Compute
T (k) ∈ argmin
T∈T (1R/R,1S/S)
〈T,D(HK ,SK(k − 1))〉
(S2) Compute SK(k) ∈ argmin
SK
〈T (k), D(HK ,SK)〉
theoretical problems, spanning from dictionary and statistical
learning [22], [23], to vision and image processing [24], [25].
A. On the optimal transport problem (10)
Despite its appealing structure and strong practical in-
terpretation, the variational Wasserstein problem in (10) is
convex in each single variable, i.e., SK and T , but not
jointly. In practice, this might lead to compute local optimal
solutions, where every atom defining each optimal S ⋆K
identifies a specific barycentre for a subset of samples in
HK . Specifically, (10) corresponds to
min
SK
min
T∈T (1R/R,1S/S)
∑
j∈S
∑
i∈R
ti,j‖hi − sj‖,
where ti,j := [T ]i,j . Thus, fixed any j ∈ S, every non null ti,j
defines the quantity of a predefined sample hi of HK that is
associated to the barycentre sj . Then, it follows immediately
that every atom defining S ⋆K belongs to conv(HK). In
general, since each ti,j ≥ 0 assumes continuous values,
we note that every sample hi may be split among several
barycentres sj , and hence generating overlapping clusters.
Since it represents the minimum of affine functions, we
note that the Wasserstein distance itself is not smooth in
its arguments. To circumvent this problem, the cost function
in (10) can be regularized by means of a strictly convex,
weighted entropic term, i.e., γ 〈T, log(T )〉, for some strictly
positive coefficient γ, whose benefits are twofold [26]: i) the
inner optimization problem in (10) admits a closed form,
which translates in a matrix balancing problem, and ii) the
Wasserstein distance is differentiable for any γ > 0.
However, by exploiting the convexity in each single vari-
able, a possible solution algorithm may be represented by a
typical alternate block-coordinate descent (ABCD) method,
whose main steps are summarized in Algorithm 1.
B. Robust performance guarantees
In this context, the strategy is to solve the optimal trans-
port problem in (10) to reformulate the robust optimization
problem in (8) with a Wasserstein ball centred in Pˆs and
(possibly) different radius as ambiguity set, which reads as
inf
v∈V
sup
Q∈Bε(Pˆs)
EQ[f(κ, v)]. (11)
Remark 1: As long as S < E, (11) is defined on a lower
dimensional space compared to (8). However, for simplicity’s
sake, we will keep the same notation. 
Algorithm 2: Receding horizon robust synDeePC
Offline: Given HK , set S ≤ R, compute
S
⋆
K ∈ argminSK W(Pˆκ, Pˆs)
Initialization: Set Vˆ(0), κˆ(0) and ε¯
Iteration (k ∈ N):
(S1) Compute
v⋆(k) := argmin
v∈Vˆ(k)
f(κˆ(k), v)+
ε¯ ·max
{
sup
ξ∈Ξ
‖ξ‖∞‖col(g, 0)‖∗, λ‖v‖∗
}
(S2) Set u⋆(k) = Ufv
⋆(k), apply u⋆1(k)
(S3) Retrieve current measurements, update V(k + 1),
κˆ(k + 1)
Next, we show that an optimal solution to the robust
optimization problem in (11) upper bounds the out-of-sample
performance EPκ [f(κ, v)] with high confidence.
Proposition 1: Let β ∈ (0, 1) and S ≤ R be given. Under
Assumption 1, there exists some ε¯ = ε¯(β, S) > 0 such that,
for all v ∈ V ,
PSκ
{
EPκ [f(κ, v)] ≤ sup
Q∈Bε¯(Pˆs)
EQ[f(κ, v)]
}
≥ 1− β.

Proof: First, given any S ≤ R, let us define η(S) :=
minSK W(Pˆκ, Pˆs). Then, the triangle inequality for the
Wasserstein metric ensures that
W(Pκ, Pˆs)≤W(Pκ, Pˆκ)+W(Pˆκ, Pˆs)≤W(Pκ, Pˆκ)+η(S).
Furthermore, in view of Assumption 1, it follows from [19,
Th. 3.4] that PRκ {W(Pκ, Pˆκ) ≤ ε(β)} ≥ 1 − β, and
therefore, since Pˆs is an empirical distribution, we obtain
PSκ{W(Pκ, Pˆs) ≤ ε(β) + η(S)} ≥ 1 − β. This latter
relation, which can be equivalently restated as PSκ{Pκ ∈
Bε¯(Pˆs)} ≥ 1− β, where ε¯ := ε(β) + η(S), directly implies
EPκ [f(κ, v)] ≤ supQ∈Bε¯(Pˆs)EQ[f(κ, v)] with probability 1−
β, thus concluding the proof.
As a remark, we note that the Wasserstein distance
between Pˆκ and Pˆs can be made arbitrarily small while
increasing the number of synthetic data S, since η(S) → 0
as S → R. In this case,we precisely recover the radius of the
ambiguity set in [6, Th. 4.1]. Finally, although defined on a
lower dimensional space, the robust optimization problem
in (11) can be manipulated to obtain a tractable convex
reformulation equivalent to the one in (9), which however
can be solved online with a lower computational time. This
therefore paves the way to possibly longer control horizons
K and higher sampling frequencies, as shown next.
V. NUMERICAL SIMULATION
We apply here the (syn)DeePC method presented in [6]
and summarized in Algorithm 2 on a linearized model
TABLE I: Simulation parameters
K N Ts c ν λ ǫ(β)
30 214 0.05 200 ∼ N (0, 10−6) 105 10−3
Fig. 1: Wasserstein distance behaviour as the number of
synthetic atoms grows.
of a quadcopter in a receding horizon fashion, comparing
control and computational performances when considering
the original dataset and the compressed one. The simulations
are run in Matlab environment on a laptop with a Quad-
Core Intel Core i5 2.4 GHz CPU and 8 Gb RAM, with main
parameters summarized in Table I.
The linear model adopted is valid around a hover position,
where the state vector is col(x, y, z, x˙, y˙, z˙, φ, θ, ψ, φ˙, θ˙, ψ˙) ∈
R
12. Specifically, x, y and z are the 3 spatial coordinates and
relative velocities, while φ, θ, and ψ are the angular ones,
with relative rates. The control inputs are represented by
four rotors, constrained to the set U = [−0.7007, 0.2993]4K.
By assuming full state measurement, we use the same state-
space matrices adopted in [6], as well as same original cost
function, J(u, y) = ‖u‖1 + c‖y − r‖1, where r denotes the
parametrized, 8-figure trajectory. In this context, Ts in Table I
represents the temporal resolution with which the reference
trajectory is sampled, and hence ideally corresponding to the
sampling time. Moreover, the columns of the matrix HK
are filled by means of random inputs drawn from a uniform
distribution on U to guarantee the persistency of excitation,
according to Definition 2.
Some a-priori considerations on the choice of the pa-
rameter S in Algorithm 2 can be made, e.g., in a data-
driven fashion by evaluating the behaviour of the Wasserstein
distance W(Pˆκ, Pˆs) when S varies. Thus, according to
Fig. 1, the function η(S) seems assuming reasonable values
for S ≤ 92, leading to an offline step in Algorithm 2 taking
less than six minutes. Interestingly, we note that the effect of
the local minima seems preventing the Wasserstein distance
from being monotonically decreasing for values of S > 92,
Fig. 2: Dynamical evolution of the controlled quadcopter
while following a figure-8 trajectory.
Fig. 3: Spatial coordinate tracking errors.
i.e., R/2, as evidenced in Fig. 1.
In Fig. 2 and 3, we compare the trajectory tracking
performances of the quadrotor controlled by means of the
DeePC with full matrix HK (solid lines) and synthetic
dataset, SK , obtained first by reducing to the 50% the
total number of samples, i.e., S = 92 (solid-dashed lines),
which also correspond to a reduction of the 70% when
considering a longer control horizon, i.e., K = 50 (dotted
lines). As shown in Fig. 3, where the position errors of
the spatial coordinates are illustrated, the performances of
the robust controller computed by means of the compressed
dataset do not exceedingly deteriorate compared with the
one computed by means of HK , also exhibiting an almost
overlapping behaviour when the control horizonK increases.
Moreover, from our numerical experience, the step (S1) in
Algorithm 2 with compressed dataset takes approximately
0.64[s] on average, in contrast with the 1.73[s] required by
the original dataset, see Fig. 4. On the other hand, a longer
control horizon does not lead to a much higher computational
Fig. 4: Computational time over the whole trajectory tracking
control problem.
time, i.e., 0.85[s], while considering the whole dataset would
take around 3[s] to solve the DeePC optimization problem.
VI. CONCLUSION AND OUTLOOK
In data-driven robust control problems, optimal transport
theory promises to be the key tool for the design of synthetic
datasets able to provide both robust performance guarantees
and reasonable computational time for real-time implemen-
tation. Specifically, we have investigated the benefits of
adopting the Wasserstein metric to compress the informative
content of a large dataset into a smaller one, also illustrating
the performance of the robust controller obtained by means
of the synthetic dataset compared to the original one. Future
reasearch directions will focus on the impact that the dis-
crete measure adopted to compare the empirical distribution
associated with the original data, i.e., the vector β in (2),
has on the robustness. Given the input-output structure of
the gathered data, we will investigate also the possibility to
use different distances to define the Wasserstein metric, as
well as a jointly convex reformulation of (10).
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