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Abstrat
The Feynman integral for the Shrödinger propagator is onstruted
as a generalized funtion of white noise, for a linear spae of potentials
spanned by measures and Laplae transforms of measures, i.e. loally
singular as well as rapidly growing at innity. Remarkably, all these
propagators admit a perturbation expansion.
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I. Introdution
On a mathematial level of rigor, the onstrution of Feynman integrals for
quantum mehanial propagators will have to be done for spei lasses of
potentials. In partiular, the Feynman integrand has been identied as a
well-dened generalized funtion in white noise spae, e.g. for the following
lasses of potentials:
- (signed) nite measures whih are small at innity [10, 15℄
- Fourier transforms of measures [18℄
- Laplae transforms of nite measures [13℄.
Potentials in the third spae are loally smooth but may grow rapidly
at innity, a prominent example is the Morse potential. On the other hand
the rst of these lasses inludes loally singular potentials suh as the Dira
delta funtion. It is also important for the onstrution of Feynman integrals
with boundary onditions [2℄. Hene it would be desirable to admit potentials
whih are linear ombinations of elements from the rst and third spae. The
present paper addresses this problem: we show the existene of Feynman
integrals solving the propagator equation for suh potentials.
II. White noise analysis
In this setion we briey reall the onepts and results of white noise analysis
used throughout this work (see, e.g., [1℄, [4℄, [5℄, [9℄, [11℄, [12℄, [14℄, [16℄ for a
detailed explanation).
The starting point of (one-dimensional) white noise analysis is the real
Gelfand triple
S(R) ⊂ L2(R) ⊂ S ′(R),
where L2 := L2(R) is the real Hilbert spae of all square integrable fun-
tions w.r.t. the Lebesgue measure, S := S(R) and S ′ := S ′(R) are the real
Shwartz spaes of test funtions and tempered distributions, respetively.
In the sequel we denote the norm on L2 by | · |, the orresponding inner
produt by (·, ·), and the dual pairing between S ′ and S by 〈·, ·〉. The dual
pairing 〈·, ·〉 and the inner produt (·, ·) are onneted by
〈f, ξ〉 = (f, ξ), f ∈ L2, ξ ∈ S.
By {| · |p}p∈N we denote a family of Hilbert norms topologizing the spae S.
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Let B be the σ-algebra generated by the ylinder sets on S ′. Through the
Minlos theorem one may dene the white noise measure spae (S ′,B, µ) by
giving the harateristi funtion
C(ξ) :=
∫
S′
ei〈ω,ξ〉 dµ(ω) = e−
1
2
|ξ|2, ξ ∈ S.
Within this formalism a version of the (one-dimensional) Wiener Brownian
motion is given by
B(t) :=
〈
ω, 1 [0,t)
〉
, ω ∈ S ′,
where 1 A denotes the indiator funtion of a set A.
Now let us onsider the omplex Hilbert spae L2(µ) := L2(S ′,B, µ). As
this spae quite often shows to be too small for appliations, to proeed
further we shall onstrut a Gelfand triple around the spae L2(µ). More
preisely, rst we shall hoose a spae of white noise test funtions ontained
in L2(µ) and then we work on its larger dual spae of distributions. In our
ase we will use the spae (S)−1 of generalized white noise funtionals or Kon-
dratiev distributions and its well-known subspae (S)′ of Hida distributions
(or generalized Brownian funtionals) with orresponding Gelfand triples
(S)1 ⊂ L2(µ) ⊂ (S)−1
and
(S) ⊂ L2(µ) ⊂ (S)′ .
Instead of reproduing the expliit onstrution of (S)−1 and (S)′ (see, e.g.,
[1℄, [5℄), in Theorems 1 and 2 below we will dene both spaes by their T -
transforms. Given a Φ ∈ (S)−1, there exist p, q ∈ N0 suh that we an dene
for every
ξ ∈ Up,q := {ξ ∈ S : 2q |ξ|2p < 1}
the T -transform of Φ by
TΦ(ξ) := 〈〈Φ, exp(i 〈·, ξ〉)〉〉 . (1)
Here 〈〈·, ·〉〉 denotes the dual pairing between (S)−1 and (S)1 whih is dened
as the bilinear extension of the inner produt on L2(µ). In partiular, for Hida
distributions Φ, denition (1) extends to ξ ∈ S. By analyti ontinuation,
the denition of T -transform may be extended to the underlying omplexied
spae SC of S.
In order to dene the spaes (S)−1 and (S)′ through their T -transforms
we need the following two denitions.
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Denition 1 A funtion F : U → C is holomorphi on an open set U ⊂ SC
if
1. for all θ0 ∈ U and any θ ∈ SC the mapping C ∋ λ 7−→ F (λθ + θ0) is
holomorphi on some neighborhood of 0 ∈ C,
2. F is loally bounded.
Denition 2 A funtion F : S → C is alled a U-funtional whenever
1. for every ξ1, ξ2 ∈ S the mapping R ∋ λ 7−→ F (λξ1 + ξ2) has an entire
extension to λ ∈ C,
2. there exist onstants K1, K2 > 0 suh that
|F (zξ)| ≤ K1 exp
(
K2 |z|2 ‖ξ‖2
)
, ∀ z ∈ C, ξ ∈ S
for some ontinuous norm ‖·‖ on S.
We are now ready to state the aforementioned haraterization results.
Theorem 1 ([8℄) Let 0 ∈ U ⊂ SC be an open set and F : U → C be a
holomorphi funtion on U . Then there is a unique Φ ∈ (S)−1 suh that
TΦ = F . Conversely, given a Φ ∈ (S)−1 the funtion TΦ is holomorphi
on some open set in SC ontaining 0. The orrespondene between F and Φ
is a bijetion if one identies holomorphi funtions whih oinide on some
open neighborhood of 0 in SC.
Theorem 2 ([7℄, [17℄) The T -transform denes a bijetion between the spae
(S)′ and the spae of U-funtionals.
As a onsequene of Theorem 1 one may derive the next two statements.
The rst one onerns the onvergene of sequenes of generalized white noise
funtionals and the seond one the Bohner integration of families of the same
type of generalized funtionals. Similar results exist for Hida distributions
(see, e.g., [5℄).
Theorem 3 Let (Φn)n∈N be a sequene in (S)−1 suh that there are p, q ∈ N0
so that
1. all TΦn are holomorphi on Up,q := {θ ∈ SC : 2q |θ|2p < 1},
2. there exists a C > 0 suh that |TΦn(θ)| ≤ C for all θ ∈ Up,q and all n ∈ N,
3. (TΦn(θ))n∈N is a Cauhy sequene in C for all θ ∈ Up,q.
Then (Φn)n∈N onverges strongly in (S)−1.
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Theorem 4 Let (Λ,F , ν) be a measure spae and λ 7−→ Φλ be a mapping
from Λ to (S)−1. We assume that there exists a Up,q ⊂ SC, p, q ∈ N0, suh
that
1. TΦλ is holomorphi on Up,q for every λ ∈ Λ,
2. the mapping λ 7−→ TΦλ(θ) is measurable for every θ ∈ Up,q,
3. there is a C ∈ L1(Λ,F , ν) suh that
|TΦλ(θ)| ≤ C(λ), ∀ θ ∈ Up,q, ν − a.a. λ ∈ Λ.
Then there exist p′, q′ ∈ N0, whih only depend on p, q, suh that Φλ is
Bohner integrable. In partiular,∫
Λ
Φλ dν(λ) ∈ (S)−1
and T
(∫
Λ
Φλ dν(λ)
)
is holomorphi on Up′,q′. One has〈〈∫
Λ
Φλ dν(λ), ϕ
〉〉
=
∫
Λ
〈〈Φλ, ϕ〉〉 dν(λ), ∀ϕ ∈ (S)1 .
III. The free Feynman integral
We follow [3℄ and [6℄ in viewing the Feynman integral as a weighted average
over Brownian paths. We use a slight hange in the denition of the paths,
whih are here modeled by
x(τ) = x−
√
~
m
∫ t
τ
ω(s) ds := x−
√
~
m
〈
ω, 1 (τ,t]
〉
, ω ∈ S ′.
That is, instead of xing the starting point of the paths, we x the endpoint
x at time t. In the sequel we set ~ = m = 1. Correspondingly, the Feynman
integrand for the free motion is dened by
I0 := I0(x, t|y, t0) := N exp
(
i+ 1
2
∫
R
ω2(τ) dτ
)
δ(x(t0)− y),
where, informally, N is a normalizing fator, more preisely, N exp (·) is a
Gauss kernel (see, e.g., [5℄, [15℄). We reall that the Donsker delta funtion
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δ(x(t0)− y) is used to x the starting point of the paths at time t0 < t. The
T -transform of the free Feynman integrand
TI0(ξ) =
1√
2pii(t− t0)
exp
(
− i
2
∫
R
ξ2(τ) dτ
)
(2)
× exp
(
i
2(t− t0)
(∫ t
t0
ξ(τ) dτ + x− y
)2)
is a U-funtional and we use it to dene I0 as a Hida distribution (see [3℄).
From the physial point of view, equality (2) learly shows that the Feyn-
man integral TI0(0) is the free partile propagator
1√
2pii(t− t0)
exp
(
i
2(t− t0)(x− y)
2
)
.
Besides this partiular ase, even for nonzero ξ the T -transform of I0 has a
physial interpretation. Integrating formally by parts we nd
TI0(ξ) =
∫
S′
I0(ω) exp
(
−i
∫ t
t0
x(τ)ξ˙(τ) dτ
)
dµ(ω)
× exp
(
− i
2
∫
[t0,t]c
ξ2(τ) dτ + ixξ(t)− iyξ(t0)
)
.
The term exp
(
−i ∫ t
t0
x(τ)ξ˙(τ) dτ
)
would thus orrespond to a time-dependent
potential W (x, t) = ξ˙(t)x. In fat, it is straighforward to verify that
Θ(t− t0) · TI0(ξ) = K(ξ)0 exp
(
− i
2
∫
[t0,t]c
ξ2(τ) dτ + ixξ(t)− iyξ(t0)
)
,
where Θ is the Heaviside funtion and
K
(ξ)
0 := K
(ξ)
0 (x, t|y, t0) :=
Θ(t− t0)√
2pii|t− t0|
exp
(
− i
2
∫ t
t0
ξ2(τ) dτ
)
× exp
(
i
2|t− t0|
(∫ t
t0
ξ(τ) dτ + x− y
)2)
× exp (iyξ(t0)− ixξ(t))
is the Green funtion orresponding to the potential W , i.e., K
(ξ)
0 obeys the
Shrödinger equation(
i∂t +
1
2
∂2x − ξ˙(t)x
)
K
(ξ)
0 (x, t|y, t0) = iδ(t− t0)δ(x− y). (3)
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IV. Interations
In the sequel K1 denotes the linear spae of all potentials V on R of the form
V (x) =
∫
R
eαx dm(α), x ∈ R,
where m is a omplex measure on the Borel sets on R fullling the ondition∫
R
eC|α| d |m| (α) <∞, ∀C > 0 (4)
(f. [13℄), and K2 denotes the spae of all potentials V on R whih are gen-
eralized funtions of the type
V (x) =
∫
R
δ(x− y) dm(y), x ∈ R,
where dm(y) := V (y)dy is a nite signed Borel measure of bounded support
(f. [10℄).
Remark 5 A Lebesgue dominated onvergene argument shows that poten-
tials in K1 are restritions to the real line of entire funtions [13℄. In parti-
ular, they are loally bounded and smooth.
Our aim is to dene the Feynman integrand
I := I0 · exp
(
−i
∫ t
t0
V (x(τ)) dτ
)
(5)
for a potential V of the form V = V1 + V2, Vi ∈ Ki,
V1(x) =
∫
R
eαx dm1(α), V2(x) =
∫
R
δ(x− y) dm2(y), (6)
where
x(τ) = x−
∫ t
τ
ω(s) ds, ω ∈ S ′,
as before. In order to do this, rst we must give a meaning to the heuristi
expression (5). In Theorem 7 it will be shown that I is indeed a well-dened
generalized white noise funtional. Seondly, it has to be proven that the
expetation of I solves the Shrödinger equation for the potential V .
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As a rst step we expand the exponential in (5) into a perturbation series.
This leads to
I =
∞∑
n=0
(−i)n
n!
n∑
k=0
(
n
k
)
k!
∫
∆k
dkτ
∫ t
t0
dn−ks
∫
Rk
∫
Rn−k
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
n−k∏
l=1
dm1(αl)
k∏
j=1
dm2(xj),
(7)
where ∆k := {(τ1, ..., τk) : t0 < τ1 < ... < τk < t}. In the above expression the
integrals over ∆k,R
k
and [t0, t]
n−k ,Rn−k disappear, respetively, for k = 0
and k = n. Our aim is to apply Theorems 3 and 4 to show the existene
of the above series and integrals. However, rst we have to establish the
pointwise multipliation of generalized funtionals
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
as a well-dened generalized funtional. Due to the haraterization result
Theorem 2 it is enough to dene this produt through its T -transform. Ar-
guing informally, for ξ ∈ S we are led to
T
(
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
)
(ξ)
=
∫
S′
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj) exp (i 〈ω, ξ〉) dµ(ω)
= exp
(
x
n−k∑
l=1
αl
)
· T
(
I0
k∏
j=1
δ(x(τj)− xj)
)
(ξ + i
n−k∑
l=1
αl1 (sl,t]).
The produt I0
∏k
j=1 δ(x(τj)− xj) is a slight generalization of the free Feyn-
man integrand I0, with more than just one delta funtion, and may be dened
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by its T -transform,
T
(
I0
k∏
j=1
δ(x(τj)− xj)
)
(ξ)
= exp
(
− i
2
∫
[t0,t]c
ξ2(s)ds+ ixξ(t)− iyξ(t0)
) k+1∏
j=1
K
(ξ)
0 (xj , τj|xj−1, τj−1)
= exp
(
− i
2
∫
R
ξ2(s)ds
) k+1∏
j=1
{
1√
2pii(τj − τj−1)
× exp

 i
2 (τj − τj−1)
(∫ τj
τj−1
ξ(s)ds+ xj − xj−1
)2

 .
(8)
Here τ0 := t0, x0 := y, τk+1 := t, and xk+1 := x. Clearly the expliit formula
(8) is ontinuously extendable to all ξ ∈ L2 whih allows an extension of
T
(
I0
∏k
j=1 δ(x(τj)− xj)
)
to the argument ξ + i
∑n−k
l=1 αl1 (sl,t].
Proposition 6 The produt
Φn,k := I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
dened by
TΦn,k(ξ)
= T
(
I0
k∏
j=1
δ(x(τj)− xj)
)(
ξ + i
n−k∑
l=1
αl1 (sl,t]
)
exp
(
x
n−k∑
l=1
αl
)
= exp

− i
2
∫
R
(
ξ(s) + i
n−k∑
l=1
αl1 (sl,t](s)
)2
ds

 k+1∏
j=1
1√
2pii(τj − τj−1)
× exp

k+1∑
j=1
i
2 (τj − τj−1)
(∫ τj
τj−1
(
ξ(s) + i
n−k∑
l=1
αl1 (sl,t](s)
)
ds+ xj − xj−1
)2
× exp
(
x
n−k∑
l=1
αl
)
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is a Hida distribution.
Proof. It is obvious that the latter expliit formula fullls the rst part of
Denition 2, analytiity. In order to prove that Φn,k is a Hida distribution
by appliation of Theorem 2, we only have to show that TΦn,k also obeys a
bound as in the seond part of Denition 2. For every θ ∈ SC we have
|TΦn,k(θ)|
≤ exp
(
|x|
n−k∑
l=1
|αl|
)
×
k+1∏
j=1
1√
2pi(τj − τj−1)
∣∣∣∣∣exp
(
− i
2
∫
R
θ2(s)ds+
n−k∑
l=1
αl
∫
R
θ(s)1 (sl,t](s)ds
)∣∣∣∣∣
×
∣∣∣∣∣∣exp

k+1∑
j=1
i
2 (τj − τj−1)
(∫ τj
τj−1
θ(s)ds
)2
∣∣∣∣∣∣
×
∣∣∣∣∣exp
(
k+1∑
j=1
1
τj−1 − τj
(∫ τj
τj−1
θ(s)ds
)
n−k∑
l=1
αl
(∫ τj
τj−1
1 (sl,t](s)ds
))∣∣∣∣∣
×
∣∣∣∣∣exp
(
k+1∑
j=1
i (xj − xj−1)
τj − τj−1
∫ τj
τj−1
(
θ(s) + i
n−k∑
l=1
αl1 (sl,t](s)
)
ds
)∣∣∣∣∣
whih is majorized by
|TΦn,k(θ)| ≤
k+1∏
j=1
1√
2pi(τj − τj−1)
exp
(
2 ‖θ‖2)
× exp
((|x| + t− t0 + ‖θ‖2) n−k∑
l=1
|αl|
)
(9)
× exp
(
4 max
0≤j≤k+1
|xj |
n−k∑
l=1
|αl|
)
exp
(
max
0≤j≤k+1
(|xj|2)
)
=: C(τ1, ..., τk;α1, ..., αn−k; x1, ..., xk; θ) =: C
independent of s1, ..., sn−k, where
‖θ‖ := sup
s∈[t0,t]
|θ(s)|+
∫ t
t0
∣∣∣θ˙(s)∣∣∣ ds+ |θ|
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is a ontinuous norm on SC, f. Appendix below. This estimate for TΦn,k is
of the form required in Denition 2, whih ompletes the proof. 
Aording to Proposition 6, all Φn,k are Hida distributions and thus also
generalized white noise funtionals with TΦn,k entire on SC. Moreover, eah
TΦn,k(θ) is a measurable funtion of τ1, ..., τk; s1, ..., sn−k; α1, ..., αn−k; x1, ..., xk
for every θ ∈ SC. Hene, in order to apply Theorem 4 to prove the existene
of the integrals in I, we only have to nd a suitable integrable bound for
|TΦn,k(θ)|. Sine the measure m1 fullls the integrability ondition (4) and
the signed measure m2 is nite and has support ontained in some bounded
interval [−a, a], a > 0, one may infer the integrability of C for every θ ∈ SC:∣∣∣∣∣
∫
∆k
dkτ
∫ t
t0
dn−ks
∫
Rk
k∏
j=1
dm2(xj)
∫
Rn−k
n−k∏
l=1
d |m1| (αl)C
∣∣∣∣∣
≤ exp (2 ‖θ‖2 + b2) (t− t0)n−k
×
∫
∆k
k+1∏
j=1
1√
2pi(τj − τj−1)
dkτ
∣∣∣∣
∫
R
dm2(x)
∣∣∣∣
k
×
(∫
R
exp
((|x|+ 4b+ t− t0 + ‖θ‖2) |α|) d |m1| (α)
)n−k
,
where b := max{a, |y|, |x|}. Thus, aording to Theorem 4, there exists an
open set U ⊂ SC independent of n suh that
In,k :=
∫
∆k
dkτ
∫ t
t0
dn−ks
∫
Rk
∫
Rn−k
Φn,k
n−k∏
l=1
dm1(αl)
k∏
j=1
dm2(xj) ∈ (S)−1
for eah k ≤ n and every n ∈ N, and all TIn,k are holomorphi on U . To
onlude the existene of I we only have to prove that the series in n onverges
in (S)−1 in the strong sense. This follows from Theorem 3. In fat, due to
(7), for every θ ∈ U one has
|TI(θ)| ≤
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
k! |TIn,k(θ)|
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where the right-hand side is upper bounded by the fator exp
(
2 ‖θ‖2 + b2)
times the Cauhy produt of the onvergent series(
∞∑
n=0
1
n!
(
(t− t0)
∫
R
e(|x|+4b+t−t0+‖θ‖
2)|α|d |m1| (α)
)n)
×
(
∞∑
n=0
∣∣∣∣
∫
R
dm2(x)
∣∣∣∣
n ∫
∆n
n+1∏
j=1
1√
2pi(τj − τj−1)
dnτ
)
= exp
(
(t− t0)
∫
R
e(|x|+4b+t−t0+‖θ‖
2)|α|d |m1| (α)
)
×
∞∑
n=0
∣∣∣∣
∫
R
dm2(x)
∣∣∣∣
n ∫
∆n
n+1∏
j=1
1√
2pi(τj − τj−1)
dnτ.
We note that the latter series onverges beause∫
∆n
n+1∏
j=1
1√
2pi(τj − τj−1)
dnτ =
(
Γ (1/2)√
2pi
)n+1
(t− t0)(n−1)/2
Γ
(
n+1
2
)
is rapidly dereasing in n.
In this way we have proved the following result.
Theorem 7 For every V1 ∈ K1 and V2 ∈ K2 of the form (6), the
I :=
∞∑
n=0
(−i)n
n!
n∑
k=0
(
n
k
)
k!
∫
∆k
dkτ
∫ t
t0
dn−ks
∫
Rk
∫
Rn−k
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
n−k∏
l=1
dm1(αl)
k∏
j=1
dm2(xj),
exists as a generalized white noise funtional. The series onverges strongly
in (S)−1 and the integrals exist in the sense of Bohner integrals. Therefore
we may express the T -transform of I by
TI(θ) =
∞∑
n=0
(−i)n
n!
n∑
k=0
(
n
k
)
k!
∫
∆k
dkτ
∫ t
t0
dn−ks
∫
Rk
∫
Rn−k
T
(
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
)
(θ)
n−k∏
l=1
dm1(αl)
k∏
j=1
dm2(xj)
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for every θ in a neighborhood
{
θ ∈ SC : 2q |θ|2p < 1
}
of zero, for some p, q ∈
N0
Aording to Theorem 7, I is a well-dened generalized white noise fun-
tional. In order to onlude that I denes a Feynman integrand it remains
to show that the expetation TI(0) of I solves the Shrödinger equation for
a potential V = V1 + V2, Vi ∈ Ki. As in the free motion ase we onsider,
more generally,
K(θ)(x, t|y, t0) := Θ(t− t0)TI(θ) exp
(
i
2
∫
[t0,t]c
θ2(τ) dτ + iyθ(t0)− ixθ(t)
)
.
Insertion of TI(θ) as given in Theorem 7, with
T
(
I0 exp
(
n−k∑
l=1
αlx(sl)
)
k∏
j=1
δ(x(τj)− xj)
)
as in Proposition 4, yields
K(θ)(x, t|y, t0) =
∞∑
n=0
K(θ)n (x, t|y, t0),
with
K(θ)n (x, t|y, t0) :=
(−i)n
n!
∫ t
t0
dns
∫
Rn
n∏
l=1
dm1(αl)K
(θn)
0 (x, t|y, t0)
+
n−1∑
k=1
(−i)n−k
(n− k)!
∫ t
t0
dn−ks
∫
Rn−k
n−k∏
l=1
dm1(αl)G
(θn−k)
k (x, t|y, t0)
+G(θ)n (x, t|y, t0),
(10)
where we have set θn−k := θn−k(s1, ..., sn−k, α1, ..., αn−k) := θ+i
∑n−k
l=1 αl1 (sl,t]
for k = 0, ..., n− 1, θ0 := θ, and
G
(θn−k)
k (x, t|y, t0) := (−i)k
∫
∆k
dkτ
∫
Rk
k∏
j=1
dm2(xj)
k+1∏
j=1
K
(θn−k)
0 (xj , τj|xj−1, τj−1)
for k = 1, ..., n, n > 0.
We expet K(θ) to be the propagator orresponding to the potential
W (x, t) = V (x) + θ˙(t)x.
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Theorem 8 K(θ)(x, t|y, t0) is a Green funtion for the Shroedinger equation
(
i∂t +
1
2
∂2x − θ˙(t)x− V (x)
)
K(θ)(x, t|y, t0) = iδ(t− t0)δ(x− y). (11)
In partiular, K(x, t|y, t0) := TI(0) is a Feynman integral solving
i∂tK(x, t|y, t0) =
(
−1
2
∂2x + V (x)
)
K(x, t|y, t0), for t > t0. (12)
Remark 3 K orresponds to a unitary evolution whenever H = −1
2
∂2x + V
has a unique self-adjoint extension.
Proof. Let us onsider an interval [T0, T ] suh that [t0, t] ⊂ [T0, T ]. Esti-
mates similar to those done in the proof of Proposition 6 show thatK
(θ)
n (·, ·|y, t0)
is loally integrable on R× [T0, T ] with respet to dm2×dt and the Lebesgue
measure. Therefore, we may regard K
(θ)
n as a distribution on D(Ω) :=
D(R× [T0, T ]):
〈
K(θ)n (·, ·|y, t0), ϕ
〉
=
∫
R
dx
∫ T
T0
dtK(θ)n (x, t|y, t0)ϕ(x, t), ϕ ∈ D(Ω).
And we may also dene a distribution V2K
(θ)
n by setting
〈
V2K
(θ)
n (·, ·|y, t0), ϕ
〉
=
∫
R
dm2(x)
∫ T
T0
dtK(θ)n (x, t|y, t0)ϕ(x, t), ϕ ∈ D(Ω).
To abbreviate we introdue the notation Lˆ := i∂t +
1
2
∂2x − θ˙(t)x and Lˆ∗ for
the dual operator. Aording to (10), observe that for any test funtion
ϕ ∈ D(Ω) one nds〈
LˆK(θ)n , ϕ
〉
=
(−i)n
n!
〈∫ ·
t0
dns
∫
Rn
n∏
l=1
dm1(αl)K
(θn)
0 (·, ·|y, t0), Lˆ∗ϕ
〉
+
n−1∑
k=1
(−i)n−k
(n− k)!
〈∫ ·
t0
dn−ks
∫
Rn−k
n−k∏
l=1
dm1(αl)G
(θn−k)
k (·, ·|y, t0), Lˆ∗ϕ
〉
(13)
+
〈
G(θ)n (·, ·|y, t0), Lˆ∗ϕ
〉
,
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where
(−i)n
n!
〈∫ ·
t0
dns
∫
Rn
n∏
l=1
dm1(αl)K
(θn)
0 (·, ·|y, t0), Lˆ∗ϕ
〉
(14)
=
(−i)n−1
(n− 1)!
〈
V1
∫ ·
t0
dn−1s
∫
Rn−1
n−1∏
l=1
dm1(αl)K
(θn−1)
0 (·, ·|y, t0), ϕ
〉
f. [13℄, and 〈
G(θ)n (·, ·|y, t0), Lˆ∗ϕ
〉
=
〈
V2G
(θ)
n−1(·, ·|y, t0), ϕ
〉
(15)
f. [15℄, [10℄. The generi ase (13) is intermediate between (14) and (15) and
is dealt with by a ombination of the orresponding tehniques. This yields〈∫ ·
t0
dn−ks
∫
Rn−k
n−k∏
l=1
dm1(αl)G
(θn−k)
k (·, ·|y, t0), Lˆ∗ϕ
〉
= i(n− k)
〈
V1
∫ ·
t0
dn−k−1s
∫
Rn−k−1
n−k−1∏
l=1
dm1(αl)G
(θn−k−1)
k (·, ·|y, t0), ϕ
〉
+
〈
V2
∫ ·
t0
dn−ks
∫
Rn−k
n−k∏
l=1
dm1(αl)G
(θn−k)
k−1 (·, ·|y, t0), ϕ
〉
,
for any k = 2, ..., n− 2,〈∫ ·
t0
dn−1s
∫
Rn−1
n−1∏
l=1
dm1(αl)G
(θn−1)
1 (·, ·|y, t0), Lˆ∗ϕ
〉
= i(n− 1)
〈
V1
∫ ·
t0
dn−2s
∫
Rn−2
n−2∏
l=1
dm1(αl)G
(θn−2)
1 (·, ·|y, t0), ϕ
〉
+
〈
V2
∫ ·
t0
dn−1s
∫
Rn−1
n−1∏
l=1
dm1(αl)K
(θn−1)
0 (·, ·|y, t0), ϕ
〉
,
and 〈∫ ·
t0
ds
∫
R
dm1(α1)G
(θ1)
n−1(·, ·|y, t0), Lˆ∗ϕ
〉
= i
〈
V1G
(θ)
n−1(·, ·|y, t0), ϕ
〉
+
〈
V2
∫ ·
t0
ds
∫
R
dm1(α1)G
(θ1)
n−2(·, ·|y, t0), ϕ
〉
.
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As a result〈
LˆK(θ)n , ϕ
〉
=
(−i)n−1
(n− 1)!
〈
(V1 + V2)
∫ ·
t0
dn−1s
∫
Rn−1
n−1∏
l=1
dm1(αl)K
(θn−1)
0 (·, ·|y, t0), ϕ
〉
+
n−2∑
k=1
(−i)n−k−1
(n− k − 1)!
〈
V1
∫ ·
t0
dn−k−1s
∫
Rn−k−1
n−k−1∏
l=1
dm1(αl)G
(θn−k−1)
k (·, ·|y, t0), ϕ
〉
+
n−1∑
k=2
(−i)n−k
(n− k)!
〈
V2
∫ ·
t0
dn−ks
∫
Rn−k
n−k∏
l=1
dm1(αl)G
(θn−k)
k−1 (·, ·|y, t0), ϕ
〉
+
〈
(V1 + V2)G
(θ)
n−1(·, ·|y, t0), ϕ
〉
,
whih is equivalent to〈
LˆK(θ)n , ϕ
〉
=
〈
(V1 + V2)K
(θ)
n−1, ϕ
〉
, ϕ ∈ D(Ω),
for any n ≥ 1. Using (3) and summing over n, we obtain (11). 
We onlude by an observation whih is obvious from the above onstru-
tion but somewhat unexpeted given that the Hamiltonians with potentials
in the lass K2 will in general not admit a perturbative expansion (see e.g.
[13℄ for more on this).
Proposition 9 For any potential V = g (V1 + V2) with Vi ∈ Ki, the solution
K of the propagator equation (12) is analyti in the oupling onstant g.
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Appendix: An estimate
For the proof of Proposition 6, we need to estimate
|TΦn,k(θ)|
≤ exp
(
|x|
n−k∑
l=1
|αl|
)
×
k+1∏
j=1
1√
2pi(τj − τj−1)
∣∣∣∣∣exp
(
− i
2
∫
R
θ2(s)ds+
n−k∑
l=1
αl
∫
R
θ(s)1 (sl,t](s)ds
)∣∣∣∣∣
×
∣∣∣∣∣∣exp

k+1∑
j=1
i
2 (τj − τj−1)
(∫ τj
τj−1
θ(s)ds
)2
∣∣∣∣∣∣
×
∣∣∣∣∣exp
(
k+1∑
j=1
1
τj−1 − τj
(∫ τj
τj−1
θ(s)ds
)
n−k∑
l=1
αl
(∫ τj
τj−1
1 (sl,t](s)ds
))∣∣∣∣∣
×
∣∣∣∣∣exp
(
k+1∑
j=1
i (xj − xj−1)
τj − τj−1
∫ τj
τj−1
(
θ(s) + i
n−k∑
l=1
αl1 (sl,t](s)
)
ds
)∣∣∣∣∣
We shall now estimate, onseutively, the exponents ouring in the above
expression.
Using the Cauhy-Shwarz inequality we may approximate∣∣∣∣∣exp
(
n−k∑
l=1
αl
∫
R
θ(s)1 (sl,t](s)ds
)∣∣∣∣∣
≤ exp
(
n−k∑
l=1
|αl|
(∫
R
|θ(s)|2ds
)1/2√
t− sl
)
≤ exp
(
√
t− t0|θ|
n−k∑
l=1
|αl|
)
and, similarly, ∣∣∣∣∣∣
k+1∑
j=1
i
2 (τj − τj−1)
(∫ τj
τj−1
θ(s)ds
)2∣∣∣∣∣∣ ≤
1
2
|θ|2,
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as well as ∣∣∣∣∣
k+1∑
j=1
1
τj−1 − τj
(∫ τj
τj−1
θ(s)ds
)
n−k∑
l=1
αl
(∫ τj
τj−1
1 (sl,t](s)ds
)∣∣∣∣∣
≤
k+1∑
j=1
1
τj − τj−1
(∫ τj
τj−1
|θ(s)|ds
)
(τj − τj−1)
n−k∑
l=1
|αl|
=
n−k∑
l=1
|αl|
∫ t
t0
|θ(s)|ds ≤ √t− t0|θ|
n−k∑
l=1
|αl|,
where we have again used the Cauhy-Shwarz inequality to obtain the latter
inequality.
Finally, in order to estimate the exponential of the funtion
k+1∑
j=1
i (xj − xj−1)
τj − τj−1
∫ τj
τj−1
(
θ(s) + i
n−k∑
l=1
αl1 (sl,t](s)
)
ds
=
k+1∑
j=1
i (xj − xj−1)
τj − τj−1
∫ τj
τj−1
θ(s)ds
+
n−k∑
l=1
αl
k+1∑
j=1
xj−1 − xj
τj − τj−1
∫ τj
τj−1
1 (sl,t](s)ds,
rst we proeed as in [18℄, i.e.,
k+1∑
j=1
xj − xj−1
τj − τj−1
∫ τj
τj−1
θ(s)ds =
x
t− τk
∫ t
τk
θ(s)ds− y
τ1 − t0
∫ τ1
t0
θ(s)ds
+
k∑
j=1
xj
(∫ τj
τj−1
θ(s)ds
τj − τj−1 −
∫ τj+1
τj
θ(s)ds
τj+1 − τj
)
.
By the mean value theorem
k∑
j=1
xj
(∫ τj
τj−1
θ(s)ds
τj − τj−1 −
∫ τj+1
τj
θ(s)ds
τj+1 − τj
)
=
k∑
j=1
xj (θ(rj)− θ(rj+1)) ,
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where rj ∈ (τj−1, τj). Therefore∣∣∣∣∣
k+1∑
j=1
i (xj − xj−1)
τj − τj−1
∫ τj
τj−1
θ(s)ds
∣∣∣∣∣
≤ (|x|+ |y|) sup
[t0,t]
|θ|+ max
1≤j≤k
|xj |
k∑
j=1
∣∣∣∣∣
∫ rj+1
rj
θ˙(s)ds
∣∣∣∣∣
≤ 2 max
0≤j≤k+1
|xj|
(
sup
[t0,t]
|θ|+
∫ t
t0
∣∣∣θ˙(s)∣∣∣ ds
)
.
Now let us onsider the sum
n−k∑
l=1
αl
k+1∑
j=1
xj−1 − xj
τj − τj−1
∫ τj
τj−1
1 (sl,t](s)ds.
Sine sl ∈ [t0, t], there is a j0 ∈ {0, 1, ..., k} suh that sl ∈ [τj0 , τj0+1]. This
fat allows to rewrite the seond sum in the latter expression as
xj0+1 − x+ (xj0+1 − xj0)
sl − τj0+1
τj0+1 − τj0
leading to∣∣∣∣∣
n−k∑
l=1
αl
k+1∑
j=1
xj−1 − xj
τj − τj−1
∫ τj
τj−1
1 (sl,t](s)ds
∣∣∣∣∣ ≤ 4 max0≤j≤k+1 |xj |
n−k∑
l=1
|αl|.
Inserting these estimates we obtain
|TΦn,k(θ)|
≤ exp
(
|x|
n−k∑
l=1
|αl|
)
k+1∏
j=1
1√
2pi(τj − τj−1)
exp
(|θ|2) exp
(
2
√
t− t0 |θ|
n−k∑
l=1
|αl|
)
×exp
(
2 max
0≤j≤k+1
|xj |
(
sup
[t0,t]
|θ|+
∫ t
t0
∣∣∣θ˙(s)∣∣∣ ds
))
exp
(
4 max
0≤j≤k+1
|xj |
n−k∑
l=1
|αl|
)
.
Now we introdue the norm
‖θ‖ := sup
s∈[t0,t]
|θ(s)|+
∫ t
t0
∣∣∣θ˙(s)∣∣∣ ds+ |θ|
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With respet to this norm one may bound the previous expression by
exp
(
|x|
n−k∑
l=1
|αl|
)
k+1∏
j=1
1√
2pi(τj − τj−1)
exp
(‖θ‖2) exp
(
2
√
t− t0 ‖θ‖
n−k∑
l=1
|αl|
)
× exp
(
2 max
0≤j≤k+1
|xj | ‖θ‖
)
exp
(
4 max
0≤j≤k+1
|xj |
n−k∑
l=1
|αl|
)
.
Then we use √
t− t0 ‖θ‖ ≤ 1
2
(t− t0 + ‖θ‖2)
and
2 max
0≤j≤k+1
|xj | ‖θ‖ ≤ max
0≤j≤k+1
(|xj |2)+ ‖θ‖2
to obtain the desired estimate (9).
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