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ABSTRACT. We start from a finite dimensional Higgs bundle description of a result of Burns on
negative curvature property of the space of complex structures, then we apply the correspond-
ing infinite dimensional Higgs bundle picture and obtain a precise curvature formula of a Weil–
Petersson type metric for general relative Kähler fibrations. In particular, our curvature formula
implies a Burns type negative curvature property of the base manifold for a special class of maxi-
mal variation Kähler fibrations (named Poisson–Kähler fibrations).
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1. INTRODUCTION
Our original aim is to study the following problem in Kähler geometry:
[Negative curvature problem (NCP)]: Let p : X → B be a proper holomorphic submersion
between two Kähler manifolds. Assume that the Kodaira–Spencer map is injective. Does there
exist a Kähler metric, say ω, on B satisfying the following NC property ?
[NC property] — The holomorphic sectional curvature of ω is bounded above by a negative
constant and the holomorphic bisectional curvature of ω is non-positive.
It is known that the answer to NCP is "Yes" in the following cases:
1. Each fiber is one dimensional compact Riemann surface: by the Ahlfors theorem (see [1]
for the Kähler part, [2, 35, 53] for NC, see also [7] for a very recent new proof), one may choose
ω to be the classical Weil–Petersson metric;
2. The canonical line bundle of each fiber is Hermitian flat: follows from the standard variation
of Hodge theory [25, 26] (in trivial canonical line bundle case) and the Higgs bundle package
[30, 32, 31, 50] (for the general case) ; in both cases ω is of Hodge type;
3. The canonical line bundle of each fiber is positive and the base manifold is one dimensional:
follows from the main theorem in [42] and [10].
Remark: There is also a weak algebraic version of NCP, called the "Viewheg–Zuo conjec-
ture", which has been proved by Popa and Schnell [34] recently in case each fiber has a good
minimal model, see [43, 10, 16, 17] for related results.
Our approach to NCP is based on the following well known fact: the space J (V, ω) of com-
patible complex structures on a (finite dimensional) symplectic vector space (V, ω) has a natural
bounded symmetric domain structure (thus satisfies NC), the proof can be found in section 3.2.
The recent Donaldson–Fujiki moment map picture gives a similar infinite dimensional J (V, ω).
Formally the proof of NC property for J (V, ω) generalizes to the infinite Donaldson–Fujiki di-
mensional space also (see [22] for the construction without proof). That is the reason why we
believe that the answer to NCP should be "Yes" in general.
Another result related to NCP is Burns’ NC property [13, 15]1 along the leaves of a Monge–
Ampère foliation. The key notion is the following:
1We would like to thank Bo Berndtsson for telling us Burns’ result. We did not know Burns’ result when we
finished the proof of our main theorem based on the Higgs bundle structure on J (V, ω).
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Definition 1.1 (Essentially equal to the "Monge–Ampère foliation" in [13] and the "Monge–Am-
père fibration" in [8]). A proper holomorphic submersion p : (X , ωX ) → (B, ωB) between two
Kähler manifolds is said to be Poisson–Kähler if
(1.1) (ωX − p
∗ωB)
n+1 ≡ 0
on X , where n denotes the dimension of the fibers. (we will say that p is a Poisson–Kähler
fibration and ωX − p∗ωB is a Poisson–Kähler form).
Our main theorem is the following:
Theorem A [Theorem 4.1]: The answer to NCP is "Yes" for every Poisson–Kähler fibration.
Remark: TheoremA is also proved independently without using Higgs bundles by Berndtsson
in [8]. A general curvature formula for arbitrary relative Kähler fibrations that implies Theorem
A is given in Theorem 4.15.
Our main theorem suggests to study the following problem:
Problem: For a proper holomorphic submersion p : (X , ωX ) → (B, ωB) between two Kähler
manifolds, find a natural condition under which p is Poisson–Kähler.
In general, we do not know how to solve the above problem, it seems that it is related to a
degenerated Donaldson J-equation since in case B is one dimensional, (1.1) is equivalent to
ωn+1X = (n + 1)ω
n
X ∧ p
∗ωB,
(it is degenerated because p∗ωB is only positive along the horizontal direction). Without any
assumption, in general a Kähler fibration is not Poisson–Kähler. In fact, we are able to prove the
following result (see [3] for related results).
Theorem B [Theorem 6.1]: Let E be a holomorphic vector bundle over a compact Kähler
manifold B. Let P (E) := (E \ {0})/C∗ be the projectivization of E. Then the followings are
equivalent:
1) There exists a hermitian metric h on E such that Θ(E, h) = α ⊗ IdE, where α is a
(1, 1)-form on B and IdE denotes the identity map on E;
2) There exists a Poisson–Kähler structure on P (E)→ B.
In case dimB = 1, both are equivalent to polystability of E (in the sense of Mumford).
The above theorem suggest to find certain stability criterion (or Hermitian–Einstein condition)
of the Poisson–Kähler property. As an attempt we obtain the following result:
Theorem C: A proper holomorphic submersion p : (X , ωX ) → (B, ωB) between two Kähler
manifolds is Poisson–Kähler if and only if the following infinite rank quasi vector bundle
A := {At}t∈B
is Higgs flat, where each fiber At denotes the space of smooth differential forms on Xt.
Remark 1: It is known that a finite dimensional flat bundle is Higgs flat if and only if it is
semi-simple (see Theorem 1, page 19 in [40] for the precise statement). In general we do not
know how to generalize this criterion to the above infinite rank bundleA.
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Remark 2: The Poisson–Kähler condition is in general stronger than the geodesic–Einstein
condition in [21, 44]. It is known that (see [4, 41]) every relative Kähler fibration is Poisson–
Kähler locally in the following sense: for every t ∈ B, there exists a small open neighborhood U
of t such that the fibration from p−1(U) to U possesses a Poisson–Kähler structure. In [45] we
will continue the study of the existence theory of Poisson–Kähler structure and related results.
The paper is organized as follows:
In section 2, we recall several basic notions in Kähler fibration and prove a few basic properties
of the Poisson–Kähler fibration. In section 3, we give a detailed introduction of the bounded sym-
metric space structure on the complex structure space J (V, ω) and introduce the Higgs bundle
approach to Burns’ result. The main section is section 4, which contains two proofs of Theo-
rem A, a generalization of Schmacher’s formula and an explicit curvature formula for ωDF for
general relative Kähler fibrations. Examples of Poisson–Kähler fibrations are given in section 5.
Theorem B is proved in section 6. The proof of Theorem C and the third proof of Theorem A is
given in the appendix (section 7).
Acknowledgments: We would like to thank Bo Berndtsson and Ya Deng for several useful
discussions about the topics of this paper.
2. PRELIMINARIES
2.1. Relative Kähler fibration.
Definition 2.1. We call a proper holomorphic submersion, p : (X , ω) → B, between two com-
plex manifolds a relative Kähler fibration if ω is a, real, smooth, d-closed (1, 1)-form on X and
ω is positive on each fiber, Xt := p−1(t), of p.
Definition 2.2. Let p : (X , ω) → B be a relative Kähler fibration. By vertical vector fields,
we mean vector fields on X that are tangent to the fibers. A vector field V on X is said to be
horizontal with respect to ω if
ω(V,W ) = 0,
for every verticalW .
Remark: ω defines a natural inner product (not semi-positive in general) such that
(2.1) 〈V,W 〉ω = ω(V, JW ),
where J is the complex structure on X . Since ω is degree (1, 1), we have
〈V 1,0,W 1,0〉ω = −i ω(V
1,0,W 1,0), 〈V 1,0,W 0,1〉ω = 0,
for every (1, 0)-vector fields V 1,0,W 1,0 and (0, 1)-vector field W 0,1. Moreover, since ω is real,
we have
〈V,W 〉ω = 〈W,V 〉ω.
Positivity of ω on fibers is equivalent to that the inner product is positive on the space of vertical
vector fields. We say that V is orthogonal toW with respect to ω if
〈V,W 〉ω = 0.
POISSON–KÄHLER FIBRATION I 5
Thus a vector field is horizontal if and only if it is orthogonal to all vertical vector fields.
Definition 2.3 (Horizontal lift). Let p : (X , ω) → B be a relative Kähler fibration. Let v be a
vector field on B. A vector field V on X is said to be a horizontal lift of v with respect to ω if V
is horizontal and p∗V = v.
The following proposition is a generalization of Proposition 4.1 in [10].
Proposition 2.1. Every vector field on B has a unique horizontal lift. Horizontal lift of a (1, 0)-
vector field (resp. (0, 1)-vector field) is still a (1, 0)-vector field (resp. (0, 1)-vector field).
Proof. Assume that v onB has two horizontal lifts, say V 1, V 2. Then we have that π∗(V 1−V 2) =
0. Thus V 1 − V 2 is vertical. Since V 1 − V 2 is also horizontal, we have
〈V 1 − V 2, V 1 − V 2〉ω = 0,
which gives V 1 = V 2 since ω is positive on fibers. Now it suffices to prove that every (1, 0)-
vector field possesses a horizontal (1, 0)-lift. Let {tj} be a holomorphic local coordinate system
on B. Since p is a holomorphic fibration, we can find ζα such that {tj, ζα} is a holomorphic local
coordinate system on X . Let us write
ω = i
∑
gαβ¯ dζ
α ∧ dζ¯β + i
∑
gjβ¯ dt
j ∧ dζ¯β + i
∑
gαk¯ dζ
α ∧ dt¯k + i
∑
gjk¯ dt
j ∧ dt¯k.
Then we know that each
(2.2) Vj :=
∂
∂tj
−
∑
gjβ¯g
β¯α ∂
∂ζα
,
is a horizontal lift of ∂
∂tj
, where (gβ¯α) is the inverse matrix of (gαβ¯), i.e.∑
gβ¯αgαµ¯ = δβµ.
The proposition follows since the space of vector fields on B are generated by { ∂
∂tj
, ∂
∂t¯k
}. 
We shall also use the following definition (from [10]), which is dual to Definition 2.2.
Definition 2.4. A differential one-form on X is said to be horizontal if it vanishes on the space
of vertical vector fields. A differential one-form on X is said to be vertical if it vanishes on the
space of horizontal vector fields.
The following proposition is a generalization of Lemma 6.1 in [47].
Proposition 2.2. Let {Vj} be the vector fileds defined in (2.2). Then we have
(1) [Vj , Vk] = 0;
(2) Let n be the complex dimension of the fibers. Put
(2.3) cjk¯ = 〈Vj, Vk〉ω, c(ω) = i
∑
cjk¯ dt
j ∧ dt¯k, ω′ := ω − c(ω),
Then (ω′)n+1 ≡ 0;
(3) [Vj , V¯k] ⌋ (ω|Xt) = i(dcjk¯)|Xt;
(4) [Vj , V¯k] ≡ 0 for all j, k if and only if dω′ = 0.
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Proof. (1): By a direct computation, we know that [Vj, V¯k] are vertical. Since ω is non-degenerate
on fibers and, it is enough to prove that [Vj, Vk] ⌋ω = 0 on fibers. Notice that
[Vj , Vk] ⌋ω = (LVjVk) ⌋ω = LVj (Vk ⌋ω)− Vk ⌋LVjω.
By (2.2), we have
(2.4) Vj ⌋ω = i
∑
cjl¯ dt¯
l.
Apply the Cartan formula, we get
(2.5) [Vj, Vk] ⌋ω = i
∑
(Vj ⌋ dckl¯) dt¯
l − i
∑
(Vk ⌋ dcjl¯) dt¯
l.
Thus [Vj , Vk] ⌋ω = 0 on fibers.
(2): Notice that
〈Vj, Vk〉ω′ ≡ 0, 〈Vj , V 〉ω = 〈Vj, V 〉ω′ ≡ 0,
for every vertical vector field V . Thus we know that ω′ is zero on the horizontal distribution and
the horizontal distribution is orthogonal to the vertical distribution with respect to ω′. Since the
the vertical distribution is n-dimensional, we know (ω′)n+1 ≡ 0.
(3): Notice that
[Vj , V¯k] ⌋ω = (LVj V¯k) ⌋ω = LVj (V¯k ⌋ω)− V¯k ⌋LVjω.
By (2.4), we have
[Vj , V¯k] ⌋ω = i dcjk¯ − i
∑
(Vj ⌋ dclk¯) dt
l − i
∑
(V¯k ⌋ dcjl¯) dt¯
l,
which gives (3).
(4): Since dω = 0, by (3), we know that dω′ = 0 gives [Vj , V¯k] ≡ 0. For the opposite direction,
assume that [Vj, V¯k] ≡ 0 all for j, k, then by (3), we know that cjk¯ depends only on t ∈ B, thus
by (1) and (2.5), we have
0 = [Vj, Vk] ⌋ω = i
∑ ∂ckl¯
∂tj
dt¯l − i
∑ ∂cjl¯
∂tk
dt¯l,
which implies that c(ω) is d-closed. Thus dω′ = 0. 
Definition 2.5. We call cjk¯ the geodesic curvatures and c(ω) the geodesic curvature form.
The above Proposition gives
Proposition 2.3. The horizontal distribution of a relative Kähler fibration is integrable if and
only if each geodesic curvature cjk¯ is constant on fibers.
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2.2. Poisson–Kähler fibration.
Definition 2.6. A relative Kähler fibration p : (X , ω)→ B is said to be Poisson–Kähler (we say
that ω is Poisson–Kähler) if ω solves the homogeneous complex Monge–Ampère equation, i.e.
ωn+1 ≡ 0,
where n denotes the dimension of the fibers. In general, a proper holomorphic submersion
p : (X , ωX )→ (B, ωB) between two Kähler manifolds is said to be Poisson–Kähler if
(ωX − p
∗ωB)
n+1 ≡ 0,
in which case ωX − p∗ωB is a Poisson–Kähler form).
Remark 1: By Proposition 2.2, for a relative Kähler fibration p : (X , ω) → B, dω′ = 0 if
and only if [Vj, V¯k] ≡ 0 all for j, k. Thus ω′ is Poisson–Kähler if and only if the horizontal
distribution associated to ω is integrable.
Remark 2: A relative Kähler fibration p : (X , ω) → B is Poisson–Kähler if and only if ω
has precisely n positive eigenvalues and all the other eigenvalues are zero, which is equivalent to
cjk¯ ≡ 0 for all j, k or ω
′ = ω.
Poisson–Kähler fibration is closely related to the Poisson map in symplectic geometry.
Proposition 2.4. A relative Kähler fibration p : (X , ω)→ B is Poisson–Kähler if and only if for
every open Kähler submanifold (U, ωU) ⊂ B, ωp−1(U) := ω + p
∗ωU is positive on p−1(U) and
p : (p−1(U), ωp−1(U))→ (U, ωU),
is a Poisson map, i.e.
(2.6) 〈p∗df, p∗dg〉ωp−1(U) = p
∗〈df, dg〉ωU ,
for every pair of smooth functions f, g on U , where 〈·, ·〉 denotes the dual metric of (2.1) on the
space of forms.
Remark: Notice that a Poisson–Kähler form is semi-positive. Thus if ω is Poisson–Kähler
and ωU is Kähler then ωp−1(U) := ω + p
∗ωU is Kähler.
Proof. Poisson–Kähler implies Poisson: Let us define vector fields V f , V g on X such that
V f ⌋ωp−1(U) = p
∗df, V g ⌋ωp−1(U) = p
∗dg.
We know that V f , V g are horizontal with respect to ωp−1(U) and ω. Thus Poisson–Kählerness of
ω gives V f ⌋ω = 0, which implies
V f ⌋ωp−1(U) = V
f ⌋ p∗ωU = p
∗(p∗V
f ⌋ωU).
Compare with V f ⌋ωp−1(U) = p
∗df , we get
p∗V
f ⌋ωU = df.
Hence we have
p∗〈df, dg〉ωU = p
∗〈p∗V
f , p∗V
g〉ωU = 〈V
f , V g〉p∗ωU .
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Notice that Poisson–Kählerness of ω implies 〈V f , V g〉ω = 0. Thus we can replace 〈V f , V g〉p∗ωU
by 〈V f , V g〉ωp−1(U) = 〈p
∗df, p∗dg〉ωp−1(U) , which gives (2.6).
Poisson implies Poisson–Kähler: For every t ∈ B, let us choose a Kähler neighborhood, say
(U, ωU), of t. Let {df j} be an orthonormal basis of T ∗t B with respect to ωU . (2.6) gives that p
∗df j
are orthonormal with respect to ωp−1(U). For every ζ ∈ Xt, let {u
α} be an orthonormal basis of
the vertical part of T ∗ζ X (see Definition 2.4). Since p
∗df j are horizontal, we know {p∗df j, uα}
defines an orthonormal basis of T ∗ζ X , thus
ωp−1(U)(ζ) = i
∑
p∗df j ∧ p∗df j + i
∑
uα ∧ uα.
Notice that p∗ωU = i
∑
p∗df j ∧ p∗df j at ζ , hence ω(ζ) = i
∑
uα ∧ uα is a vertical (1, 1)-form,
which implies ω(ζ)n+1 ≡ 0 since the vertical dimension is n. 
Remark: In general, we call a proper smooth submersion p : (X , ωX ) → (B, ωB) between
two symplectic manifolds a Poisson map if
ωX (p
∗df, p∗dg) = p∗ (ωB(df, dg)) ,
for every pair of smooth functions f, g on B, where
ω(α, β) := −ω(V,W ), if V ⌋ω = α, W ⌋ω = β.
Proposition 2.4 implies:
Proposition 2.5. A proper holomorphic submersion p : (X , ωX )→ (B, ωB) between two Kähler
manifolds is Poisson if and only if it is Poisson–Kähler.
2.3. Two types of Weil–Petersson metrics. Based on Definition 5.6 in [49] we shall use a
relative Kähler form to define two types of Weil–Petersson metrics on the base manifold.
Definition 2.7 (ω-Kodaira–Spencer tensor). Let p : (X , ω) → B be a relative Kähler fibration.
Let Vj (defined in (2.2)) be the horizontal lift of
∂
∂tj
with respect to ω. We call
κj := (∂Vj)|Xt,
ω-Kodaira–Spencer tensors onXt.
Remark: From the above definition, we know that ω-Kodaira–Spencer tensor κj are ∂-closed
TXt-valued (0, 1)-forms on Xt.
Definition 2.8 (Non-harmonic Weil–Petersson metric). Let p : (X , ω)→ B be a relative Kähler
fibration. We call the following metric on B defined by
〈
∂
∂tj
,
∂
∂tk
〉DF(t) :=
∫
Xt
〈κj , κk〉ωt
ωnt
n!
, ωt := ω|Xt,
where κj are ω-Kodaira–Spencer tensors, the non-harmonic Weil–Petersson metric on B.
Remark: The non-harmonic Weil–Petersson metric is defined by the L2–inner product of
the ω-Kodaira–Spencer tensors. In general, it is different from the following harmonic Weil–
Petersson metric defined by the harmonic Kodaira–Spencer tensors. We use the notation "DF"
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since in the Poisson–Kähler case our non-harmonicWeil–Peterssonmetric is precisely the Donaldson–
Fujiki metric.
Definition 2.9 (Harmonic Weil–Petersson metric). Let p : (X , ω) → B be a relative Kähler
fibration. We call the following metric on B defined by
〈
∂
∂tj
,
∂
∂tk
〉H(t) :=
∫
Xt
〈κhj , κ
h
k〉ωt
ωnt
n!
, ωt := ω|Xt,
the harmonic Weil–Petersson metric on B, where κhj denotes the ωt harmonic representative of
the Kodaira–Spencer class [κj ].
Remark 1: The non-harmonicWeil–Petersson metric ωDF is always no less then the harmonic
Weil–Petersson metric ωH (they are equal if ω is Kähler-Einstein on fibers). In particular, if the
Kodaira–Spencer map is injective then ωDF must be non degenerated.
Remark 2: It is proved in [48] that if the relative cotangent bundle is (n − 1)-semi-positive
then the bisectional curvature of the harmonic Weil–Petersson metric is semi-negative. But in
general it is not easy to find fibrations with (n− 1)-semi-positive relative cotangent bundle. The
main theme of this paper is to use the non-harmonicWeil–Petersson metric to study the curvature
properties of the base manifold.
3. FINITE DIMENSIONAL HIGGS BUNDLES AND BURNS’ RESULT
Our motivation comes from a natural finite dimensional Higgs bundle picture for the space of
compatible complex structures on a 2n-dimensional symplectic Euclidean space.
List of notations:
1. (V, ω): a 2n dimensional real vector space V with a symplectic form ω;
2. J (V, ω): the space of ω-compatible complex structures on V . Recall that a (linear) complex
structure on V means a real linear endomorphism, say J , of V such that J2 = −1; J is said to
be compatible with ω if ω(u, Jv) defines an inner product on V ;
3. Fix a complex structure J on V , we shall use the same letter J to denote the induced
complex structure on V ∗ and its complexification C⊗ V ∗. We call the i (resp. −i) eigenspace of
J on C⊗ V ∗ the space of (1, 0) (resp. (0, 1)) forms, and denote it by ∧1,0J (resp. ∧
0,1
J ).
4. We will consider the product bundleH1 := J (V, ω)× (C⊗ V ∗) over J (V, ω), notice that
H1 = H0,1 ⊕H1,0, H0,1 := {∧0,1J }J∈J (V,ω), H
1,0 := {∧1,0J }J∈J (V,ω).
5. In general, we shall denote by ∧p,qJ the space of J-(p, q)-forms and define
Hk = ⊕p+q=kH
p,q, Hp,q := {∧p,qJ }J∈J (V,ω).
6. The Kodaira–Nirenberg–Spencer tensor Φ of a complex structure J ′ with respect to another
complex structure J is defined in Definition 3.1, with respect to a fixed frame {ξj} of ∧1,0J , one
may write Φ as
Φ =
n∑
j, k=1
Φkj¯ ξ¯
j ⊗ ξk,
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where {ξk} denotes the dual of {ξj}. We call Φ := (Φkj¯ ) the associated matrix of Φ.
With the notations above, we are able to prove the followings:
"Fact 1": J (V, ω) has a natural bounded symmetric domain structure;
"Fact 2": Each Hk possesses a natural Higgs bundle structure and the associated Lu’s Hodge
metric, up to a constant, is equal to the canonical negatively curved metric on J (V, ω).
Remark: "Fact 1" is a well known result, (as in Theorem 7.1 in [28]) the usual proof is to look
at the action of the symplectic group. But we shall introduce another (hopefully more explicit)
proof in the following section by using the Kodaira–Nirenberg–Spencer tensor (KNS tensor).
"Fact 2" might also be a known result, but we can not find any directly related literature.
3.1. Kodaira–Nirenberg–Spencer description of J (V, ω). The KNS description is a way to
realise J (V, ω) as an open set in CN . Let us start from the following lemma.
Lemma 3.1. ∧1,0J ′ ∩ ∧
0,1
J = {0} for all J, J
′ ∈ J (V, ω).
Proof. Just notice that if u ∈ ∧1,0J ′ ∩ ∧
0,1
J then
−iω(u, u¯) = ω(u, J ′u¯) ≥ 0 (since u ∈ ∧1,0J ′ )
and
iω(u, u¯) = ω(u, Ju¯) ≥ 0 (since u ∈ ∧0,1J ),
thus u must be zero. 
Since both ∧1,0J ′ and ∧
0,1
J are n dimensional, the above lemma gives
(3.1) C⊗ V ∗ = ∧1,0J ′ ⊕ ∧
0,1
J .
Compare it with
(3.2) C⊗ V ∗ = ∧1,0J ⊕ ∧
0,1
J .
Definition 3.1 (KNS tensor). We call the mapping from ∧1,0J to ∧
0,1
J defined by the natural pro-
jection with respect to the decomposition (3.1) the KNS map and denote it by −Φ (sometimes
we write Φ as Φ(J ′; J) and think of it as a tensor in ∧−1,1J := (∧
1,0
J )
∗ ⊗ ∧0,1J ).
Every tensor σ = u⊗W ∈ ∧−1,1J acts naturally on forms by
σ · v := u ∧ (W ⌋ v).
In particular, if we choose a basis, say {ξj}, of ∧1,0J such that
ω = i
n∑
j=1
ξj ∧ ξ¯j
and
Φ =
n∑
j, k=1
Φkj¯ ξ¯
j ⊗ ξk,
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where {ξk} denotes the dual of {ξj}, then we have
Φ · ω = i
n∑
j, k=1
Φkj¯ ξ¯
j ∧ ξ¯k.
Thus
Φ · ω = 0⇔ Φkj¯ = Φ
j
k¯
, ∀ 1 ≤ j, k ≤ n
Denote by gln(C) the space of n by n complex matrices and write the transpose of the matrix
Φ = (Φkj¯ ) ∈ gln(C) as Φ
T, then we have
Φ · ω = 0⇔ Φ = ΦT.
Proposition 3.2. If J, J ′ ∈ J (V, ω) then Φ = Φ(J ′; J) satisfies
Φ = ΦT
and ΦΦ¯ < 1 (i.e. all eigenvalues of ΦΦ¯ are less than 1).
Proof. By the definition of Φ, we know that (1 + Φ)(ξk) is the projection of ξk to ∧1,0J ′ with
respect to (3.1). Thus
(3.3) (1 + Φ)(ξk) = ξk +
n∑
j=1
Φkj¯ ξ¯
j ∈ ∧1,0J ′ .
Now J ′ ∈ J (V, ω) implies that ω is a J ′-(1, 1)-form, thus the vector defined below is J ′-(0, 1)
Vc ⌋ω =
n∑
k=1
ck(1 + Φ)(ξ
k).
Compute
Vc = i
∑
ck(ξ¯k − Φ
k
j¯ ξj).
Since J ′ ∈ J (V, ω) and each Vc is J ′-(0, 1), we get
ω(Vc, Vc′) ≡ 0,
(which is equivalent toΦ = ΦT) and for all c = (c1, · · · , cn) 6= 0,
iω(Vc, V¯c) > 0, notice that Vc ∈ ∧
(0,1)
J ′ ,
(which is equivalent toΦΦ¯ < 1). 
Remark: The above proposition implies that
τξ ◦ ΦJ : J
′ 7→ Φ, ΦJ(J
′) = Φ(J ′; J), τξ(Φ) = Φ,
maps J (V, ω) to the following open set
BSDIII := {Φ ∈ gln(C) : Φ = Φ
T, ΦΦ¯ < 1}
in {Φ ∈ gln(C) : Φ = Φ
T} ≃ C
n(n+1)
2 . On the other hand, if Φ ∈ BSDIII then the associated
tensor Φ naturally defines a complex structure, say J ′, such that (see (3.3))
∧1,0J ′ = Im (1 + Φ),
12 XUEYUANWAN AND XU WANG
one may directly check that J ′ ∈ J (V, ω). To summarize we have
Theorem 3.3 (KNS theorem). Fix J ∈ J (V, ω) and an orthonormal basis, say ξ = {ξj}, of ∧1,0J
with respect to the (ω, J)-metric, then
τξ ◦ ΦJ : J (V, ω)→ BSDIII
is bijective.
3.2. Berndtsson approach. This part comes from a discussion with Bo Berndtsson. The aim is
to give a more accessible definition of the KNS tensor. Notice that a complex structure J on V
naturally defines a C-vector space structure on V as follows:
(3.4) (a+ bi) · u := au+ bJu, ∀ a, b ∈ R, u ∈ V.
Thus any associated C-basis, say {ξj}, gives an Cn realization of (V, J). For any other complex
structure J ′, the R-linear isomorphism defined by
T ′ : ξj 7→ ξ
′
j, J(ξj) 7→ J
′(ξ′j),
is C-linear as a map from (V, J) to (V, J ′). Two such maps give the same complex structure if
and only if
T ′′ = T ′S,
where S is a C-linear isomorphism on (V, J). Hence one may write the the space of complex
structures as GL(2n,R)/GL(n,C).
Definition 3.2 (Berndtsson tensor). For T ∈ GL(2n,R) on Cn, we shall write
T (z) = T1(z) + T2(z), T1(z) = Az, T2(z) = Bz¯, ∀ z ∈ C
n,
where T1 (resp. T2) denotes theC-linear (resp. anti-C-linear) part of T ,A andB are matrices. We
say that T is admissible if T1 is invertible (i.e. detA 6= 0), in which case we call the associated
tensor in (Cn)∗ ⊗ Cn of
Φ(T ) := T−11 T2
the Berndtsson tensor (also denoted by Φ(T )) of T .
Remark 1: Since
Φ(TS) = S−1T−11 T2S¯, ∀ S ∈ GL(n,C),
we know Φ(TS) = Φ(T ) as tensors in (Cn)∗ ⊗ Cn. Thus Φ is well defined on
JA := AGL(2n,R)/GL(n,C),
where AGL(2n,R) denotes the space of admissible matrices inGL(2n,R). Notice that J (V, ω)
lies inJA (see Lemma 3.1): in fact if T ∗(i∂∂|z|2) = i∂∂|z|2 then T ′ must be invertible (otherwise
T ∗(i∂∂|z|2) would be negative along a complex line). One may further show that
J (V, ω) ≃ Sp(2n,R)/U(n,C).
Remark 2: We claim that the Berndtsson tensor is essentially equivalent to the KNS tensor in
Definition in 3.1. In fact, let V ∗J be the C-vector space (V
∗, J). One may verify that
u 7→
u− i⊗ Ju
2
,
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is a C-linear isomorphism from V ∗J onto ∧
1,0
J . Replacing J by −J one also get a C-linear iso-
morphism from V ∗−J onto ∧
0,1
J . Thus (3.3) implies our claim.
3.3. Canonical homogeneous space structure on J (V, ω). As a domain in C
n(n+1)
2 , BSDIII
has a natural complex structure, its pull back along τξ ◦ ΦJ thus gives a complex structure on
J (V, ω). In this section, we shall prove that all the τξ ◦ ΦJ pull back complex structures on
J (V, ω) are equivalent! In particular, it implies that the group (so called automorphism group)
of biholomorphic mappings of J (V, ω) contains
τξ ◦ ΦJ ◦ (τξ′ ◦ ΦJ ′)
−1,
which maps J ′ to J , thus the automorphism group of J (V, ω) is transitive. Hence J (V, ω) is a
special bounded homogeneous domain (usually called bounded symmetric domain of third type).
Main idea: Let J(t), |t| < 1, be a smooth curve in J (V, ω). Apply the differential to J(t)2 =
−1 and ω(u, Jv) = ω(v, Ju) (here we look at J as a complex structure on V ∗ and u, v ∈ V ∗),
we get
JtJ = −JJt, ω(u, Jtv) = ω(v, Jtu).
Thus the tangent space of J (V, ω) at J(0) can be written as
TJ(0) := {A ∈ End(V
∗) : AJ(0) = −J(0)A, ω(u,Av) = ω(v, Au), ∀ u, v ∈ V ∗}.
Notice that A ∈ TJ(0) implies AJ(0) ∈ TJ(0), hence the following mapping
A→ AJ(0)
defines an almost complex structure, say J , on J (V, ω).
Remark: If we use the original definition of the complex structure J as an endmorphism on
V , then of course the associated tangent space will be a subspace of End(V ). But different from
the above V ∗ formulation, the corresponding almost complex structure J will be defined by
(3.5) J(A) := J(0)A, ∀ A ∈ TJ(0) ∈ End(V ).
The reason is as follows: fix T ∈ End(V ), the associated #T ∈ End(V ∗) is then given by
#T (u) := u ◦ T, ∀u ∈ V ∗,
thus#(TS)(u) = u ◦ T ◦ S = #S(u ◦ T ) gives
#(TS) = #S#T.
Definition 3.3. We call J the canonical almost complex structure on J (V, ω).
The theorem below implies that J is integrable.
Theorem 3.4. Each τξ ◦ ΦJ : J (V, ω)→ BSDIII is J holomorphic.
Proof. Since τξ is C linear, it is enough to prove that ΦJ is J holomorphic. By the lemma below,
we have
ΦJ(J(t)) = 2S(t)
−1 − 1, S(t) := 1− JJ(t)
Thus the differential of ΦJ at J(0) can be written as
T : A 7→ 2S(0)−1JAS(0)−1.
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What we need to prove is
T (JA) = T (A)J
(notice that if T (A) ∈ ∧−1,1J then T (A)J = iT (A), thus the natural complex structure on the
image of ΦJ is given by T (A) 7→ T (A)J), i.e.
(3.6) 2S(0)−1JAJ(0)S(0)−1 = 2S(0)−1JAS(0)−1J.
Compute
S(0)−1J = J − JS(0)−1 = (JS(0)− J)S(0)−1,
(3.6) reduces to
AJ(0) = A(JS(0)− J),
which follows from JS(0)− J = J(0). 
Lemma 3.5. ΦJ (J ′) = (1 + JJ ′)(1− JJ ′)−1.
Proof. Put
Ψ =
1− iJ
2
1− iJ ′
2
+
1 + iJ
2
1 + iJ ′
2
=
1− JJ ′
2
,
it suffices to show
Φ = (1−Ψ)Ψ−1,
i.e. we need to check that if u ∈ ∧1,0J then
(1 + Φ)u ∈ ∧1,0J ′ , −Φu ∈ ∧
0,1
J ,
which follows since the projection to ∧1,0J with respect to C ⊗ V
∗ = ∧1,0J ⊕ ∧
0,1
J can be written
as (1− iJ)/2 and 1 + Φ = Ψ−1. 
Remark 1: One may also prove Theorem 3.4 using the Berndtsson tensor. In fact, the complex
structure JT determined by
Tz = z +Bz¯
satisfies JT · T = T · i. Apply the derivative we get
J ′T · T + JT · T
′ = T ′ · i.
Notice that T ′z = B′z¯ gives T ′ · i = −i · T ′, thus we have
Φ∗(J
′
T ) = T
′ = −(JT + i)
−1 · J ′T · T.
and
i · T ′ = T ′ · (−i) = (JT + i)
−1 · J ′T · T · i = (JT + i)
−1 · J ′T · JT · T.
Together with J ′T · JT = −JT · J
′
T the above identity gives
i · T ′ = −(JT + i)
−1 · JT · J
′
T · T = Φ∗(JT · J
′
T ),
which implies that Φ is holomorphic (by (3.5)).
Remark 2: The Berndtsson tensor approach also naturally gives a holomorphic motion of Cn:
F : BSDIII × C
n → BSDIII × C
n; F (B, z) = (B, ζ), ζ := z +Bz¯.
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We claim that
Ω := (F−1)∗(i∂∂|z|2)
is (1, 1) with respect to the (B, ζ) coordinate. One approach is to compute Ω directly using
z = (1− BB¯)−1(ζ −Bζ¯).
Here we shall introduce another approach: Fix any Kähler metric ωB on BSDIII, it suffices to
show that the symplectic form Ω˜ := Ω + ωB is (1, 1). Notice that
dζ = dz +Bdz¯ + dB ∧ z¯
has no dB¯ part, which gives
Ω˜(dζ, dB) = 0.
Thus it is enough to show that Ω˜ has no horizontal (2, 0)-part, i.e. Ω˜(dζj, dζk) = 0,which follows
directly from the fact that B is symmetric. Our claim implies the following
Theorem 3.6. Put X := BSDIII × Cn, then the natural projection
p : (B, ζ)→ B,
defines a (non-proper) Poisson Kähler fibration p : (X ,Ω)→ BSDIII.
3.3.1. Higgs bundles over BSDIII. Let t = {tj} be the canonical coordinate on BSDIII, for each
t ∈ BSDIII, let us denote by Akt the space of translation invariant k-forms on p
−1(t) = Cn. Then
we have the following finite rank vector bundle
Ak := {Akt }t∈BSDIII.
Notice that our holomorphic motion F defines a flat connection
(3.7) ∇ :=
∑
dtj ⊗ LVj +
∑
dt¯j ⊗ LV¯j , Vj := F∗
(
∂
∂tj
)
,
on Ak (since F is linear on fibers!). By the Cartan formula for the Lie derivative, we have
(3.8) LV¯j = [d, δVj ] = [∂, δVj ] + [∂, δVj ].
Denote by
Ap,q := {Ap,qt }t∈BSDIII
each (p, q) component of Ak, i.e. each Ap,qt is the space of translation invariant (p, q)-forms on
p−1(t). For bidegree reason, (3.7) and (3.8),∇ induces the following connection
D =
∑
dtj ⊗D∂/∂tj +
∑
dt¯j ⊗D∂/∂t¯k , D∂/∂tj = [∂, δVj ], D∂/∂t¯k = [∂, δV¯k ],
on each Ap,q. Moreover, we have
∇−D = θ + θ¯, θ :=
∑
dtj ⊗ [∂, δVj ].
We call θ the Higgs field on Ak. We also need the following lemma (a special case of Theorem
7.1, or see the next section for a simple proof when k = 1)
Lemma 3.7. D defines a Chern connection on each Ap,q with respect to the metric defined by
Ω, moreover [∂, δVj ]
∗ = [∂, δV¯j ].
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Remark: The above lemma implies that each (Ak, θ, D) is a flat Hermitian Higgs bundle. In
the next section, we shall introduce a "coordinate free" approach to this Higgs bundle structure.
3.4. Higgs bundles over J (V, ω). Consider the following trivial vector bundle
H1 := J (V, ω)× (C⊗ V ∗)
over our symmetric domain J (V,Ω). With respect to a global holomorphic coordinate system,
say {tj} (comes from an arbitrary realization τξ ◦ ΦJ ), on J (V,Ω), the natural trivial flat con-
nection onH1 can be written as
(3.9) ∇ :=
∑
dtj ⊗
∂
∂tj
+
∑
dt¯j ⊗
∂
∂t¯j
.
Another structure onH1 is the following non-trivial decomposition
H1 = H0,1 ⊕H1,0,
where
H0,1 := {∧0,1J }J∈J (V,ω), H
1,0 := {∧1,0J }J∈J (V,ω).
Denote by π0,1 and π1,0 the natural projections to H0,1 and H1,0 respectively, then the induced
connection onH0,1 can be written as
D =
∑
dtj ⊗
(
π0,1
∂
∂tj
π0,1
)
+
∑
dt¯j ⊗
(
π0,1
∂
∂t¯j
π0,1
)
,
we shall use the same letterD to denote the induced connection onH1,0, which can be written as
D =
∑
dtj ⊗
(
π1,0
∂
∂tj
π1,0
)
+
∑
dt¯j ⊗
(
π1,0
∂
∂t¯j
π1,0
)
.
Now we think of D as a connection onH1 = H0,1 ⊕H1,0, a crucial observation is
Proposition 3.8. There exists a bundle map, say θ, fromH1,0 toH0,1⊗∧1,0 T ∗J (V, ω) such that
∇ = D + θ + θ¯.
Proof. Fix J ∈ J (V, ω) and u ∈ ∧1,0J , by Theorem 3.4, we know that τξ ◦ ΦJ gives global
holomorphic coordinate, say t ∈ BSDIII , on J (V, ω). Denote by J(t) the associated complex
structure in J (V, ω), then we have J(0) = J and
(3.10) u˜ : t 7→ (1 + Φ(J(t); J))u ∈ ∧1,0J(t)
is holomorphic in t. Thus
∇u˜ =
∑
dtj ⊗
∂
∂tj
Φ(J(t); J)u.
Since Φ(J(t); J)u ∈ ∧0,1J and J = J(0), we know that Φ(J(t); J)u has no degree (1, 0) part at
t = 0, thus
Du˜|t=0 = 0.
which gives (since (∇−D) is a tensor)
(∇−D)(0)u = (∇−D)(u)|t=0 = ∇u˜|t=0 =
∑
dtj ⊗
∂
∂tj
∣∣
t=0
Φ(J(t); J)u, ∀ u ∈ ∧1,0J .
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In particular, it implies that the tensor (∇ − D) has no dt¯j components, thus ∇ − D is of pure
degree (1, 0). Let us write it as θ, i.e.
(3.11) θu =
∑
dtj ⊗
∂
∂tj
∣∣
t=0
Φ(J(t); J)u, ∀ u ∈ ∧1,0J .
To summarize, we have proved that
∇ = D + θ on smooth sections ofH1,0.
Consider u¯ and u˜ instead of u and u˜, a similar argument gives
∇ = D + θ¯ on smooth sections ofH0,1.
Thus the proposition follows. 
Remark: Notice that each component of θ mapsH1,0 toH0,1, thus θ is of degree (−1, 1). But
D has degree (0, 0) thus for bidegree reason flatness of∇ gives
(D1,0θ + θD1,0) = θ2 = (D1,0)2 = 0, (D0,1θ¯ + θ¯D0,1) = θ¯2 = (D0,1)2 = 0,
and
(D1,0θ¯ + θ¯D1,0) = (D0,1θ + θD0,1) = 0, D2 + θθ¯ + θ¯θ = 0.
In particular, we know that D0,1 defines a holomorphic vector bundle structure, with respect to
which θ is holomorphic and satisfies θ2 = 0, moreover
(D + θ + θ¯)2 = 0.
To summarize, we have (see [50] for notations on Higgs bundles)
Theorem 3.9. (H1, θ, D) is a flat Higgs bundle over J (V, ω).
Remark: Recall that a Higgs bundle is said to be admissible if the associated bundle map of
θ, still denoted by
θ : ∂/∂tj 7→ θj ,
is injective, where θj is defined such as θ =
∑
dtj ⊗ θj . In our case, since each ΦJ is biholo-
morphic, (3.11) implies that (H1, θ, D) is admissible.
In order to study the geometry of the base manifold, it is also necessary to find a Hermitian
metric on the Higgs bundle such that D is the associated Chern connection. In our case, the
natural metric onH0,1 can be defined by
(ut, vt) :=
i ut ∧ v¯t ∧ ωn−1
ωn
, ωp :=
ωp
p!
,
where {ut, vt}t∈J (V,ω) are smooth sections ofH1,0. Apply the partial derivative we get
∂
∂tj
(ut, vt) =
i∇∂/∂tju
t ∧ v¯t ∧ ωn−1
ωn
+
i ut ∧∇∂/∂t¯jvt ∧ ωn−1
ωn
.
Proposition 3.8 implies
∇∂/∂tju
t = D∂/∂tju
t + θju
t, ∇∂/∂t¯jv
t = D∂/∂t¯jv
t,
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where θjut is the degree (0, 1) part, thus for bidegree reason, we have
θju
t ∧ v¯t ∧ ωn−1 = 0,
which gives
∂
∂tj
(ut, vt) = (D∂/∂tju
t, vt) + (ut, D∂/∂t¯jv
t),
thus D is a Chern connection on H1,0. A similar argument also works for H0,1. In general, one
may consider the following trivial vector bundle
Hk := J (V, ω)× ∧k(C⊗ V ∗).
We can write
Hk = ⊕p+q=kH
p,q, p, q ≥ 0
where
Hp,q := {∧p,qJ }J∈J (V,ω).
Similar as k = 1 case, we can also define∇, D, h, θ for general Hk, in particular the Higgs field
θ is given by the Kodaira–Spencer action (i.e. degree (−1, 1) action of the Kodaira–Spencer
tensor)
(3.12) (θju, v) = (u, θjv), i.e. θ
∗
j = θj .
One may prove the following result (for general k, we also need the pointwise hard Lefschetz
decomposition to check that D is a Chern connection, see [49]).
Theorem 3.10. Each (Hk, θ, D) (0 ≤ k ≤ 2n) is a flat Higgs bundle over J (V, ω) with Chern
connectionD. (Hk, θ) is admissible if 1 ≤ k ≤ 2n− 1.
Remark: For each 1 ≤ k ≤ 2n− 1, since (Hk, θ) is admissible, we know the bundle map
θ : ∂/∂tj 7→ θj ∈ End(H
k)
is an injective holomorphic map, the pull back of the metric on End(Hk) defines a natural Her-
mitian metric on J (V, ω), which is called Lu’s Hodge metric in [50], and shall denote the associ-
ated fundamental form as ωDF,k. One may verify that all ωDF,k are equal up to positive constants,
i.e.
ωDF,k = c(k, n)ωDF,1,
where c(k, n) depends only on k and n. In fact, ωDF,1 is just a "linear or pointwise version" of
the non-harmonic Weil–Petersson metric in Definition 2.8.
Definition 3.4. We call ωDF,1 is the canonical Weil–Petersson metric on J (V, ω).
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3.5. Burns’ result on negativity of J (V, ω). The following curvature property of the canonical
Weil–Petersson metric ωDF,1 is essentially contained in Burns’ paper [13].
Theorem 3.11 (Burns’ theorem). ωDF,1 is Kähler on J (V, ω) with non-positive holomorphic
bisectional curvature; moreover, its holomorphic sectional curvature is bounded above by−2/n.
Remark: Burns’ theorem is a direct consequence of Theorem 3.10 (see the main theorem
in [50]). The main idea in this paper is based on the above Higgs bundle approach to Burns’
theorem: instead of one single complex structure space J (V, ω), we consider a family
{J (TxX,ωx)}x∈X
indexed by the points in a fixed compact symplectic manifold (X,ω). We already know that on
eachJ (TxX,ωx) there is an associated Higgs bundle. Apply Burns’ theorem on eachJ (TxX,ωx),
we get one proof of Theorem A. The precise formulation is based on the so called Donaldson–
Fujiki picture (see [18] and [22]).
Definition 3.5. We call the space, say Jω, of all compatible almost complex structures on a
compact symplectic manifold (X,ω) the Donaldson–Fujiki space.
Remark: Recall that a compatible almost complex structure on (X,ω) is defined to be a
smooth family of linear complex structures
J := {Jx}x∈X,
where each Jx is a linear complex structure on the tangent space TxX . Moreover, "compatible"
means that each Jx is compatible with the symplectic form, say ωx, of ω at x. Using the notation
in section 3 one may write
Jx ∈ J (TxX,ωx),
thus Jω can be interpreted as the space of smooth sections of the following fiber space overX
{J (TxX,ωx)}x∈X .
The following definition tells us how to look at the complex structure on Jω.
Definition 3.6. Let B be a complex manifold. We say that a mapping
τ : B → Jω
is holomorphic if it satisfies the following three contitions:
1) for every t ∈ B, the almost complex structure τ(t) is integrable;
2) for every x ∈ X , the mapping from B to J (TxX,ωx) defined by
τx : t 7→ τ(t)x ∈ J (TxX,ωx)
is holomorphic with respect to the complex structure (see section 3) on J (TxX,ωx);
3) τ(t)x depends smoothly both on t and x.
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3.6. Poisson–Kähler fibration in Donaldson–Fujiki picture. Let τ : B → Jω be a holomor-
phic mapping. Then for each t ∈ B, we have a compact Kähler manifold
Xt := (X,ω, τ(t)).
It is natural to ask whether
X := {Xt}t∈B
is a holomorphic family or not. In [45], we shall prove the following result:
Proposition 3.12. If τ : B → Jω is a holomorphic mapping then ω is degree (1, 1) with respect
the non-trivial integrable complex structure {τ(t)}t∈B on X . In particular, the natural projection
defines a canonical Poisson–Kähler fibration
p : (X , ω)→ B,
the associated non-harmonic Weil-Petersson metric is equal to ωDF in Definition 2.8.
Remark 1: ωDF (may up to a constant) is equal to the restriction to B of the canonical Kähler
metric on Jω defined by Donaldson [18] and Fujiki [22].
Remark 2: Using integral curves generated by the Horizontal distribution, one may prove that
(see [45] or [8]) every Poisson–Kähler fibration comes from the above canonical Poisson–Kähler
fibration "locally" (in the following sense):
⋆: For every Poisson–Kähler fibration p, assume that the based manifold B is simply con-
nected, then there is a holomorphic mapping τ : B → Jω such that the associated canonical
Poisson–Kähler fibration is equal to p.
Remark 3: Intuitively negative curvature property (NC) of each J (TxX,ωx) gives NC of Jω,
which implies NC of an arbitrary Poisson–Kähler fibration. In the next section, we shall also
compute the curvature of the non-harmonic Weil–Petersson metric without using integral curves
(i.e. without pulling it back to the symplectically trivial fibration). Essentially the only difference
is that we replace the usual derivative by the Lie derivative. But the Lie derivative method has
the following advantage: it also works for general relative Kähler fibrations.
4. CURVATURE OF THE NON-HARMONIC WEIL–PETERSSON METRIC
4.1. Proof of Theorem A. We rewrite Theorem A in the following form:
Theorem 4.1. Let p : (X , ω)→ B be a Poisson–Kähler fibration with injective Kodaira–Spencer
map. Denote by ωDF the non-harmonic Weil–Petersson metric on B (see Definition 2.8). Denote
by |Xt| :=
∫
Xt
ωnt
n!
(a constant) the volume of the fibers (Xt, ωt := ω|Xt). Then
i) ωDF is Kähler;
ii) Holomorphic sectional curvature of ωDF is bounded above by −
2
n
|Xt|
−1;
iii) Holomorphic bisectional curvature of ωDF is non-positive.
Idea of the proof: We shall follow the proof of the main theorem in [50]. The main idea is to
use the Higgs bundle structure on the infinite rank bundle Ak := {C∞(Xt,∧k(T ∗Xt ⊗ C))}t∈B
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(see the appendix, compare with theHk bundle in Theorem 3.10). To define the Higgs connection
∇ on Ak, one simply replace the partial derivatives in (3.9) by Lie-derivatives:
∇ =
∑
dtj ⊗ [d, δVj ] +
∑
dt¯j ⊗ [d, δV¯j ],
where Vj are the horizontal lifts of ∂/∂tj with respect to ω. The main observation is that:
[Key fact]: ∇ is flat if ω is Poisson Kähler.
Indeed, if ωn+1 = 0 then [Vj , V¯k] ≡ 0 (see Proposition 2.2), thus the Lie-derivative identity
[[d, δVj ], [d, δV¯j ]] = [d, δ[Vj ,V¯k]] = 0
implies that (∇)2 ≡ 0. Similar as section 3.3, the associated connection
D =
∑
dtj ⊗D∂/∂tj +
∑
dt¯j ⊗D∂/∂t¯k ,
on each (p, q) component
Ap,q := {C∞(Xt,∧
p,q(T ∗Xt ⊗ C))}t∈B
of Ak are determined by
D∂/∂tj = [∂, δVj ], D∂/∂t¯k = [∂, δV¯k ]
for bidegree reason. Thus the associated Higgs field θ defined by ∇−D = θ + θ¯ can be written
as
θ =
∑
dtj ⊗ κj,
where each κj denotes the action of the Lie–derivative [∂, δVj ]. Similar as Theorem 3.10, we can
prove that D is a Chern connection and its curvature Θ = D2 satisfies
(4.1) Θjk¯ := [D∂/∂tj , D∂/∂t¯k ] = −[κj , κk].
Now since our non-harmonic Weil–Petersson metric ωDF
〈
∂
∂tl
,
∂
∂tm
〉DF = 〈κl, κm〉
is defined as the θ-pull back metric (or a Hodge type metric, see the remark behind Proposition
7.3), we can write it as (see Proposition 7.3 for more details)
ωDF = i〈θ, θ〉.
Proof of Theorem 4.1 i). The above formula for ωDF gives
dωDF = i〈Dθ, θ〉 − i〈θ,Dθ〉,
where we useD to denote the Chern connection on End(A), which satisfies
(4.2) Dθ = [D, θ] = Dθ + θD,
where D in [D, θ] = Dθ + θD means the Chern connection on A. Poisson–Kählerness of ω
implies flatness of∇ = D + θ + θ¯, which gives
Dθ + θD = 0.
Thus we have dωDF = 0. Moreover, injectivity of the Kodaira–Spencer map gives strict positiv-
ity of ωDF . Thus ωDF is Kähler. 
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Remark: (4.2) is well known for finite rank vector bundles and its proof also applies to our
infinite rank case, see the proof of Proposition 7.6 iii).
Proof of Theorem 4.1 ii). Similar to the Chern connection, the Chern curvature Θ on End(A)
also satisfiesΘκl = [Θ, κl], thus we have
(4.3)
∂2
∂tj∂t¯k
〈κl, κm〉 = −〈[Θjk¯, κl], κm〉+ 〈[D∂/∂tj , κl], [D∂/∂tk , κm]〉.
By (4.1), we have (since κjκl = 0 on A1)
−[Θjk¯, κl] = [[κj , κk], κl] = κjκkκl + κlκkκj ,
thus κ∗l = κl gives
(4.4) − 〈[Θjk¯, κl], κm〉 = 〈κkκl, κjκm〉+ 〈κkκj, κlκm〉.
Now we have
(4.5)
∂2
∂tj∂t¯j
〈κj , κj〉 ≥ 2 ||κjκj ||
2.
Thus it suffices to show ||κjκj ||2 ≥ ||κj||4/(n|Xt|). The main trick to show the following
pointwise estimate
|κjκj |
2
ωt(x) =
n∑
k=1
|κjκj · ek|
2
ωt(x) ≥
n∑
k=1
∣∣〈κjκj · ek, ek〉ωt(x)∣∣2, ∀ x ∈ Xt,
where {ek}1≤k≤n denotes an orthonormal base of T ∗xXt. Since
〈κjκj · ek, ek〉ωt(x) = |κj · ek|
2
ωt(x),∑n
k=1 |ak|
4 ≥ (
∑
|ak|
2)2/n, ak := |κj · ek|2ωt(x), gives
|κjκj |
2
ωt(x) ≥
1
n
(
n∑
k=1
|κj · ek|
2
ωt(x)
)2
=
1
n
|κj|
4
ωt(x).
Integrate the above inequality on Xt we get
||κjκj||
2 ≥
1
n
∫
Xt
|κj|
4
ωt
ωnt
n!
≥
1
n
(∫
Xt
ωnt
n!
)−1
||κj||
4 =
||κj||
4
n
|Xt|
−1,
where we use Hölder inequality in the second inequality. Thus (4.5) gives Theorem 4.1 ii). 
Proof of Theorem 4.1 iii). We shall use the argument in the proof of the main theorem in [50].
To prove non-positivity of the holomorphic bisectional curvature, it is enough to show that each
|∂/∂tl|2DF = ||κl||
2 is plurisubharmonic on B. More precisely, we need to show
I(ξ) :=
∑
ξj ξ¯k
∂2
∂tj∂t¯k
||κl||
2 ≥ 0.
Notice that (4.3) and Θjk¯ = −[κj , κk] imply that
I(ξ) ≥ 〈[[κ, κ¯], κl], κl〉, κ :=
∑
ξjκj .
POISSON–KÄHLER FIBRATION I 23
By the super Jacobi identity, we have
[[κ, κ¯], κl] = [κ, [κ¯, κl]]− [κ¯, [κ, κl]],
since θ2 = 0 implies [κ, κl] = 0, the above identity reduces to [[κ, κ¯], κl] = [κ, [κ¯, κl]]. Hence
〈[[κ, κ¯], κl], κl〉 = 〈[κ, [κ¯, κl], κl〉 = 〈κ[κ¯, κl]− [κ¯, κl]κ, κl〉,
now κ∗l = κ¯l gives 〈κ[κ¯, κl], κl〉 = 〈[κ¯, κl], κ¯κl〉 and 〈[κ¯, κl]κ, κl〉 = 〈[κ¯, κl], κlκ¯〉, thus we have
〈[[κ, κ¯], κl], κl〉 = ||[κ¯, κl]||
2 ≥ 0,
which gives I(ξ) ≥ 0. 
4.2. Generalized Schumacher formula. The notations in this section are the followings:
1) p : (X , ω)→ B: a general relative Kähler fibration;
2) ΘKX/B : Chern curvature of the relative canonical line bundle KX/B with respect to the
metric defined by ω;
3) Let {tj} be a holomorphic local coordinate system on B. Denote by V j the horizontal lift
of ∂/∂tj with respect to ω, put
κj := (∂Vj)|Xt, cjk¯ := 〈Vj, Vk〉ω;
4) ✷ := ∂∂
∗
+ ∂
∗
∂ be the ∂-Laplacian on the fiber Xt with respect to the metric ωt := ω|Xt;
5) For an arbitrary smooth function φ on X . Let us define the vertical vector field V φ on X
such that
(V φ ⌋ω)|Xt = i(∂φ)|Xt.
(if we write ω as i∂∂g locally then V φ =
∑
φα¯g
α¯β∂/∂ζβ). Put
(4.6) κφ := (∂V φ)|Xt ,
(we know that the cohomology class of κφ is trivial since it is ∂-exact).
Theorem 4.2. With the notation above, we have
(4.7) ΘKX/B(Vj, Vk) = 〈κj, κk〉ωt − ✷cjk¯
(4.8) ΘKX/B(Vj , V φ) = 〈κj , κ
φ〉ωt + ∂
∗
(κj · ∂φ¯)
and
(4.9) ΘKX/B(V φ, V ψ) = 〈κφ, κψ〉ωt + ∂
∗
(κφ · ∂ψ¯)− 〈∂✷φ, ∂ψ〉ωt .
Remark 1: In case p is a canonically polarized fibration then the Aubin-Yau theorem gives a
canonical Kähler metric ω such that
iΘKX/B = ω.
Then we have
ΘKX/B(Vj, Vk) = cjk¯.
Thus (4.7) is equivalent to the classical Schumacher formula [39]
(✷+ 1)cjk¯ = 〈κj , κk〉ωt .
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In general, (4.7) is equivalent to the generalized Schumacher formula proved by Paun (see for-
mula (35) in [33], see also an early version of [10] for another proof).
Remark 2: In case the fibration is Poisson–Kähler we have cjk¯ ≡ 0, thus (4.7) gives
ΘKX/B(Vj, Vk) = 〈κj, κk〉ωt.
In particular, we know that the non-harmonic Weil–Petersson metric is fully determined by the
curvature of the relative canonical line bundle.
Proof of (4.7). The idea is to consider the canonical section
1 : t 7→ dz ⊗ (dz)−1,
of (here dz := dz1 ∧ · · · ∧ dzn denotes a local frame ofKXt)
An,0 := {An,0(−KXt)}t∈B.
Notice that both the holomorphic structure and the metric structure of An,0 are isomorphic to
{C∞(Xt)}t∈B, thus the canonical section, say 1, of {C∞(Xt)}t∈B defines a flat section of, say 1,
of An,0. As a flat section, it satisfies
(4.10) D∂/∂tj1 = 0 = D∂/∂t¯k1,
where D∂/∂tj and D∂/∂t¯k are components of the Chern connection on A
n,0 (see Theorem 7.1).
Now on one hand, the Chern curvature operators Θjk¯ of A
n,0 vanish on 1; on the other hand,
Theorem 7.2 gives
Θjk¯1 = [d
−KX/B , δ[Vj ,V¯k]]1+Θ
−KX/B(Vj, V¯k)1+ 〈κj , κk〉ωt1.
Thus we have
0 = [d−KX/B , δ[Vj ,V¯k]]1 +Θ
−KX/B(Vj, V¯k)1+ 〈κj, κk〉ωt1
and (4.7) follows from the following lemma. 
Lemma 4.3. [d−KX/B , δ[Vj ,V¯k]]1 = −✷cjk¯1.
Proof. One may verify this lemma using local coordinates directly, the following is a coordinate
free proof. For bidegree reason, we have
[d−KX/B , δ[Vj ,V¯k]]1 = [∂
−KX/B , δ[Vj ,V¯k]1,0 ]1.
Notice that Proposition 2.2 (3) implies
δ[Vj ,V¯k]1,0 = [i∂cjk¯,Λωt],
where Λωt denotes the adjoint of ωt∧, thus we have
[∂−KX/B , δ[Vj ,V¯k]1,0] = [∂
−KX/B , [i∂cjk¯,Λωt]].
The super Jacobi identity gives
[∂−KX/B , [i∂cjk¯,Λωt ]] = [[∂
−KX/B , i∂cjk¯],Λωt]− [i∂cjk¯, [∂
−KX/B ,Λωt ]].
Notice that [∂−KX/B , i∂cjk¯] = i∂∂cjk¯, together with the Kähler identity [∂
−KX/B ,Λωt] = −i∂
∗
,
we get
[∂−KX/B , [i∂cjk¯,Λωt ]] = [i∂∂cjk¯,Λωt ]− [∂cjk¯, ∂
∗
].
POISSON–KÄHLER FIBRATION I 25
Thus the lemma follows from
[i∂∂cjk¯,Λωt]1 = 0
and [∂cjk¯, ∂
∗
]1 = ∂
∗
(∂cjk¯ ∧ 1) = ∂
∗
∂cjk¯1 = ✷cjk¯1. 
Proof of (4.8). The main idea is to use the Lie-derivative formulation of the curvature
[[d−KX/B , δV ], [d
−KX/B , δW ]] = [d
−KX/B , δ[V,W ]] + Θ
−KX/B(V,W ).
In case V = Vj ,W = V φ then the degree (0, 0)-component of the left hand side is equal to
[DVj , DV φ] + [κj , κ
φ], where DVj := [∂
−KX/B , δVj ], DV φ = [∂, δV φ ].
Thus we get
[DVj , DV φ]1+ [κj , κ
φ]1 = [∂−KX/B , δ
[Vj ,V φ]1,0
]1+Θ−KX/B(Vj, V φ)1.
Notice that D
V φ
1 = 0 thus (4.10) gives
[DVj , DV φ ]1 = 0.
Now we know that (4.8) follows from the following two lemmas. 
Lemma 4.4. [κj , κφ]1 = −〈κj , κφ〉ωt1.
Proof. For bidegree reason, we have [κj , κφ]1 = −κφκj1 and
〈κj1, 1〉ωt = 0.
Apply the Lie-derivativeL
V φ
:= [d, δ
V φ
] to the above identity, we get (again for bidegree reason)
0 = 〈κφκj1, 1〉ωt + 〈κj1, ⋆
−1κφ ⋆ 1〉ωt,
where ⋆ denotes the Hodge star operator. The proof of Proposition 5.5 in [49] implies ⋆−1κφ⋆ =
−κφ. Thus κφκj1 = 〈κj, κφ〉ωt1 and the lemma follows. 
Lemma 4.5. [∂−KX/B , δ
[Vj ,V φ]1,0
]1 = ∂
∗
(κj · ∂φ¯)1.
Proof. The proof is very similar to Lemma 4.3. Since
[Vj , V φ] ⌋ω = LVj (V
φ ⌋ω)− V φ ⌋LVjω,
(LVjω)|Xt = 0 and (V
φ ⌋ω)|Xt = −i∂φ¯, we get
[Vj , V φ]1,0 ⌋ωt = −iκj · ∂φ¯,
which implies
[Vj , V φ]1,0 = [−iκj · ∂φ¯,Λωt].
Thus the super Jacobi identity gives
[∂−KX/B , [Vj, V φ]1,0] = [[∂
−KX/B ,−iκj · ∂φ¯],Λωt ]− [−iκj · ∂φ¯, [∂
−KX/B ,Λωt]].
A similar argument as in the proof of Lemma 4.3 gives the lemma. 
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Proof of (4.9). Similar to the proof of (4.8), put
DV φ := [∂
−KX/B , δV φ], DV ψ = [∂, δV ψ ],
we have
[DV φ , DV ψ ]1+ [κ
φ, κψ]1 = [∂−KX/B , δ
[V φ,V ψ ]1,0
]1 +Θ−KX/B(V φ, V ψ)1.
Similar to Lemma 4.4, we have
[κφ, κψ]1 = −〈κφ, κψ〉ωt1.
Also, similar to Lemma 4.5,
[V φ, V ψ]1,0 ⌋ωXt = −iκ
φ(∂ψ¯)
gives
[∂−KX/B , δ
[V φ,V ψ ]1,0
]1 = ∂
∗
(κφ · ∂ψ¯).
Thus (4.9) follows from the following lemma. 
Lemma 4.6. [DV φ, DV ψ ]1 = 〈∂✷φ, ∂ψ〉ωt1.
Proof. Similar to Lemma 4.5,
V φ ⌋ωXt = i∂φ, V
ψ ⌋ωXt = i∂ψ
together give
DV φ1 = −∂
∗
∂φ1 = −✷φ1, δ
V ψ
= [−i∂ψ¯,Λωt].
Thus
[DV φ, DV ψ ]1 = DV ψ(✷φ1) = [∂, [−i∂ψ¯,Λωt ]](✷φ1).
Apply the super Jacobi identity
[∂, [−i∂ψ¯,Λωt ]] = [[∂,−i∂ψ¯],Λωt]− [−i∂ψ¯, [∂,Λωt ]],
we have
[∂, [−i∂ψ¯,Λωt]](✷φ1) = −i∂ψ¯ ∧ Λωt(∂✷φ1) = 〈∂✷φ, ∂ψ〉ωt1.
Thus the lemma follows. 
4.3. Curvature of the relative canonical bundle. A direct consequence of (4.7) is the follow-
ing average horizontal positivity of the relative canonical line bundle:
Corollary 4.7. For any relative Kähler fibration, we have∫
Xt
ΘKX/B(Vj, V¯j)
ωnt
n!
= ||κj||2 = |∂/∂tj |2DF ≥ 0.
Assume further that the fibration is Poisson–Kähler. Then pointwise positivity also holds
ΘKX/B(Vj, V¯j) = |κj|
2
ωt ≥ 0.
Moreover, we have strict positivity if the Kodaira–Spencer map is injective.
Another consequence of (4.7) is following formula (4.11) proved by Fujiki and Schumacher
(see [23] or Lemma 3.8 (3.43) in [46] for another proof).
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Proposition 4.8. The fundamental form of the non-harmonic Weil–Petersson metric
ωDF := i
∑
〈κj , κk〉 dt
j ∧ dt¯k
can be written as
(4.11) ωDF = p∗(iΘ
KX/B ∧ ωn) + p∗(S · ωn+1), ωk := ω
k/k!,
where S denotes the scalar curvature of the fibers defined by
S|Xt · (ωt)n = −iΘ
KXt ∧ (ωt)n−1.
Proof. By (4.7), we have
〈κj, κk〉 = p∗
(
ΘKX/B(Vj, V¯k)ωn
)
= p∗
(
(δV¯kδVjΘ
KX/B)ωn
)
.
Notice that δVjω = i
∑
cjk¯ dt¯
k gives
(δVjΘ
KX/B)ωn = δVj (Θ
KX/B ∧ ωn)− i
∑
cjk¯ dt¯
k ∧ΘKX/B ∧ ωn−1.
Thus we have
p∗
(
(δV¯kδVjΘ
KX/B)ωn
)
= p∗
(
δV¯kδVj (Θ
KX/B ∧ ωn)
)
+ p∗(cjk¯ · S · ωn).
Hence the theorem follows from
i
∑
dtj ∧ dt¯k ∧ p∗
(
δV¯kδVj (Θ
KX/B ∧ ωn)
)
= p∗
(
iΘKX/B ∧ ωn
)
and i
∑
cjk¯ dt
j ∧ dt¯k ∧ ωn = ωn+1. 
Integrating (4.8) along the fibers gives
(4.12) p∗(Θ
KX/B(Vj, V¯
φ)ωn) = 〈κj , κ
φ〉,
which can be used to prove the following variational formula for the scalar curvature.
Proposition 4.9. 〈κj, κφ〉 = 〈LVjS, φ〉.
Proof. Since V φ is vertical, we have δ
V φ
(ωn ∧ δVjΘ
KX/B) = 0 on fibers, which gives
p∗(ωn ∧ δV φδVjΘ
KX/B) = −p∗((δV φωn) ∧ δVjΘ
KX/B) = p∗(i∂φ¯ ∧ ωn−1 ∧ δVjΘ
KX/B).
Thus (4.12) gives
〈κj , κ
φ〉 = p∗(i∂φ¯ ∧ ωn−1 ∧ δVjΘ
KX/B) = p∗(−iφ¯ ∂δVjΘ
KX/B ∧ ωn−1).
where the second identity follows by the Stokes formula. Since
p∗(−iφ¯ ∂δVjΘ
KX/B ∧ ωn−1) = p∗(−iφ¯ LVj (Θ
KX/B ∧ ωn−1)) = 〈LVjS, φ〉,
our lemma follows. 
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Remark: The Poisson–Kähler fibration case of the above formula is equivalent to the fact the
"scalar curvature can be seen as a moment map on the space of compatible complex structures"
(see [18] for the details).
Our last remark is the following: if we integrate (4.9) along the fibers then we get
(4.13) p∗(Θ
KX/B(V φ, V¯ ψ)ωn) = 〈κ
φ, κψ〉 − 〈✷φ,✷ψ〉.
Since both V φ and V¯ ψ are vertical, we have
ΘKX/B(V φ, V¯ ψ) = ΘKXt(V φ, V¯ ψ).
In particular, we get the following Bochner–Kodaira–Nakano type formulas:
Proposition 4.10. If iΘKXt = ±ωt then
±||∂φ||2 = ||κφ||2 − ||✷φ||2.
If iΘKXt = 0 then ||κφ|| = ||✷φ||.
4.4. General relative Kähler fibration case. Our main result in this section is a curvature for-
mula for the non-harmonic Weil–Petersson metric associated to a general relative Kähler fibra-
tion. We shall use the following notation
ftj :=
∂f
∂tj
, ft¯k :=
∂f
∂t¯k
, ftj t¯k =
∂2f
∂tj∂t¯k
.
Denote by ΘB
jk¯
the curvature operators of the non-harmonic Weil–Petersson metric ωDF on B.
We want a formula for
〈ΘBjk¯el, em〉DF, el := ∂/∂t
l.
By the following Chern curvature formula
(〈el, em〉DF)tj t¯k = 〈D
B
j el, D
B
k em〉DF − 〈Θ
B
jk¯el, em〉DF,
where DBj denote components of the (1, 0)-part of the Chern connection on (TB, ωDF) and
〈el, em〉DF = 〈κl, κm〉,
we know it suffices to find a nice formula for
〈κl, κm〉jk¯.
For the first order derivative, by Theorem 7.4 and (7.4), we have
(4.14) 〈κl, κm〉j = 〈[DVj , κl], κm〉+ 〈κl, [DV¯j , κm]〉,
where
DVj = [∂, δVj ], DV¯j := [∂, δV¯j ].
The second term in (4.14) is a "bad" term, we need the following lemma.
Lemma 4.11. [DV¯j , κm] = −κ
cmj¯ , where κcmj¯ is defined in (4.6).
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Proof. By Proposition 2.2, we have
[Vm, V¯j]1,0 ⌋ω|Xt = i ∂cmj¯ .
Notice that [DV¯j , κm] is equal to the degree (−1, 1) part of [LV¯j , LVm ] = L[V¯j ,Vm], thus
[DV¯j , κm] = −[∂, δ[Vm,V¯j ]1,0 ] = −κ
cmj¯ .

Apply partial derivatives to (4.14) and use the above lemma, we have
〈κl, κm〉jk¯ = 〈[DVj , κl], κm〉k¯ − 〈κl, κ
cmj¯〉k¯.
Lemma 4.12. 〈[DVj , κl], κm〉k¯ can be written as
−〈[Θjk¯, κl], κm〉 − 〈[DVj , κ
clk¯ ], κm〉+ 〈[DVj , κl], [DVk , κm]〉,
where
Θjk¯ := [DVj , DV¯k ] = [∂, δV cjk¯ ]− [∂, δV¯ ckj¯ ] + [κ
∗
k, κj ].
Proof. By Theorem 7.4, we have
〈[DVj , κl], κm〉k¯ = 〈[DV¯k , [DVj , κl]], κm〉+ 〈[DVj , κl], [DVk , κm]〉.
Apply the super Jacobi identity, we get
[DV¯k , [DVj , κl]] = −[Θjk¯, κl] + [DVj , [DV¯k , κl]].
By Lemma 4.11, we have [DV¯k , κl] = −κ
clk¯ , moreover, Theorem 7.2 gives (for bidegree reason)
Θjk¯ = [∂, δ[Vj ,V¯k]1,0 ] + [∂, δ[Vj ,V¯k]0,1 ] + [κ
∗
k, κj ].
Notice that Proposition 2.2 gives [Vj, V¯k] = V
cjk¯ − V¯ ckj¯ . Thus the Lemma follows. 
Lemma 4.13. 〈κl, κcmj¯〉k¯ = −〈κ
clk¯ , κcmj¯〉+ 〈κl, [DVk , κ
cmj¯ ]〉 and
〈κl, [DVk , κ
cmj¯ ]〉 = 〈LVlS, cmj¯〉k¯ + 〈κ
clk¯ , κcmj¯〉.
Proof. The first formula follows from Theorem 7.4 and Lemma 4.11. The second formula is
equivalent to the first since by Proposition 4.9, we can replace 〈κl, κ
cmj¯〉 by 〈LVlS, cmj¯〉. 
The above two lemmas implies that
〈κl, κm〉jk¯ = −〈[Θjk¯, κl], κm〉 − 〈[DVj , κ
clk¯ ], κm〉+ 〈[DVj , κl], [DVk , κm]〉 − 〈LVlS, cmj¯〉k¯.
Notice that the second formula in Lemma 4.13 gives
〈[DVj , κ
clk¯ ], κm〉 = 〈clk¯, LVmS〉j + 〈κ
clk¯ , κcmj¯〉.
Thus we get
〈κl, κm〉jk¯ = −〈[Θjk¯, κl], κm〉 − 〈clk¯, LVmS〉j + 〈[DVj , κl], [DVk , κm]〉
− 〈LVlS, cmj¯〉k¯ − 〈κ
clk¯ , κcmj¯〉.
The key lemma is the following
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Lemma 4.14. 〈[Θjk¯, κl], κm〉 can be written as
−〈[κ∗k, κj], [κ
∗
l , κm]〉+ 〈cjk¯, LVmS〉l + 〈κ
cjk¯ , κcml¯〉 − 〈LVlcjk¯, LVmS〉.
Proof. By Lemma 4.12, we have
[Θjk¯, κl] = [DV cjk¯ , κl]− [DV¯ ckj¯ , κl] + [[κ
∗
k, κj], κl].
Notice that the degree (−1, 1) part of [LV cjk¯ , LVl] = L[V cjk¯ ,Vl] gives
[DV cjk¯ , κl] = −[κ
cjk¯ , DVl] + [∂, δ[V cjk¯ ,Vl]].
A similar argument gives
[DV¯ ckj¯ , κl] = −[∂, δ[Vl,V¯
ckj¯ ]1,0
].
Thus we have
[Θjk¯, κl] = [DVl, κ
cjk¯ ] + [∂, δ[V cjk¯ ,Vl]] + [∂, δ[Vl,V¯
ckj¯ ]1,0
] + [[κ∗k, κj], κl].
Notice that
〈[[κ∗k, κj ], κl], κm〉 = −〈[κ
∗
k, κj ], [κ
∗
l , κm]〉,
and Lemma 4.13 gives
〈[DVl , κ
cjk¯ ], κm〉 = 〈cjk¯, LVmS〉l + 〈κ
cjk¯ , κcml¯〉.
Thus by Proposition 4.9 it suffices to show that
(4.15) [∂, δ[V cjk¯ ,Vl]] + [∂, δ[Vl,V¯
ckj¯ ]1,0
] = −κLVl cjk¯ .
Recall that the proof of Lemma 4.5 gives
[Vl, V¯
ckj¯ ]1,0 ⌋ωt = −iκ
l · ∂cjk¯.
Since
[V cjk¯ , Vl] ⌋ω = LV cjk¯ (Vl ⌋ω)− Vl ⌋LV cjk¯ω
and each Vl is horizontal, we have
[V cjk¯ , Vl] ⌋ωt = iδVl∂∂cjk¯ = iκ
l · ∂cjk¯ − i∂(LVlcjk¯).
Thus (4.15) follows. 
The above lemma implies
Theorem 4.15. For any relative Kähler fibration the following second order variation formula of
the non-harmonic Weil–Petersson metric holds
〈κl, κm〉jk¯ = 〈[κ
∗
k, κj ], [κ
∗
l , κm]〉 − 〈cjk¯, LVmS〉l − 〈κ
cjk¯ , κcml¯〉+ 〈LVlcjk¯, LVmS〉
− 〈clk¯, LVmS〉j + 〈[DVj , κl], [DVk , κm]〉
− 〈LVlS, cmj¯〉k¯ − 〈κ
clk¯ , κcmj¯〉.
Assume that further that dS ≡ 0. Then
〈κl, κm〉jk¯ = 〈[κ
∗
k, κj], [κ
∗
l , κm]〉+ 〈[DVj , κl], [DVk , κm]〉 − 〈κ
cjk¯ , κcml¯〉 − 〈κclk¯ , κcmj¯〉.
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Remark 1: In case the fibration is Poisson–Kähler, we have cjk¯ ≡ 0, thus the above theorem
gives
〈κl, κm〉jk¯ = 〈[κ
∗
k, κj], [κ
∗
l , κm]〉+ 〈[DVj , κl], [DVk , κm]〉,
which implies Theorem A.
Remark 2: In case the canonical line bundle of each fiber is positive, by the Aubin–Yau
theorem, one may choose ω such that
ω = iΘKX/B ,
which implies S ≡ −n. Thus the above theorem gives (for simplicity’s sake, let us assume that
dimB = 1, write κ1 as κ, DV1 as Dt and c11¯ as c)(
||κ||2
)
tt¯
= ||[κ∗, κ]||2 + ||[Dt, κ]||
2 − 2||κc||2 ≥
2
n
||κ||4 − 2||κc||2,
where we use the proof of Theorem 4.1 ii) in the last inequality. By Proposition 4.10, we have
||κc||2 = ||∂c||2 + ||✷c||2 = ((✷+ 1)c,✷c).
Apply the Schumacher formula (4.7) (✷+ 1)c = |κ|2, we get
||κc||2 = ||κ||4 − (|κ|2, c) = ||κ||4 − (|κ|2, (✷+ 1)−1|κ|2).
In particular, in case n = 1 (each fiber will be a compact Riemann surface with genus no less
than two) we get (
||κ||2
)
tt¯
≥ 2(|κ|2, c) = 2(|κ|2, (✷+ 1)−1|κ|2) ≥ 0,
which gives another proof of the Ahlfors negative curvature theorem for the Teichmüller space.
5. EXAMPLES OF POISSON–KÄHLER FIBRATIONS
5.1. Family of elliptic curves. For each t ∈ H = {t ∈ C : Im t > 0},
Xt := C/(Z+ tZ),
is an elliptic curve. Consider the following R-linear quasi-conformal mapping
f t : C→ C
defined by
(5.1) f t(1) = 1, f t(t) = i.
Since f t is R-linear, (5.1) implies that each f t, t ∈ H, also induces the corresponding mapping
on the quotient space. We will still denote it by f t:
f t : Xt → Xi.
Moreover, by a direct computation, (5.1) gives
f t(ζ) = z =
i− t¯
t− t¯
ζ +
t− i
t− t¯
ζ.
Now {f t}t∈H defines a smooth trivialization of
X := {Xt}t∈H ≃ (H× C)/Z
2
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as follows
f : X → H×Xi, f(t, ζ) := (t, f
t(ζ)).
It is trivial that
ωi := i dz ∧ dz¯
defines a relative Kähler form on H×Xi. Put
ω := f ∗ωi,
we have (similar result also holds for Abelian varieties)
Proposition 5.1. ω defines a Poisson–Kähler structure on the following canonical fibration
p : X → H, p(Xt) = t.
Proof. ω2i = 0 gives ω
2 = 0. Thus it suffices to show that ω is of degree-(1, 1) and positive on
each fiber, which follows by a direct computation. 
Remark: One may locally write
ω = i∂∂φ,
where
φ :=
i · |ζ − ζ¯|2
t− t¯
is a locally defined on X (up to a constant, it is equal to the local weight of the canonical metric
on the theta–line bundle). But the corresponding curvature form
ω := i∂∂φ
is a globally defined relative Kähler form on X . Notice that
φ = 2x2/s, x := Re ζ, s := Im t.
For each s > 0, think of 2x2/s as a convex function on x ∈ R. Since the Legendre transform of
2x2/s defined by
y 7→ sup
x∈R
(
xy − 2x2/s
)
is sy2/8, which is a linear function of s, we say that
{2x2/s}s>0
is a geodesic ray in the space of convex functions on R (see section 5.3 for generalizations).
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5.2. Kähler metric geodesics. Let (X,ω) be a fixed n-dimensional compact Kähler manifold.
Consider the following Mabuchi space of Kähler potentials
K := {φ ∈ C∞(X,R) : ω + i∂∂φ > 0}
on X . Fix φ0, φ1 in K, if there exists a smooth function φ on a neighborhood of the closure of
X := H0,1 ×X, H0,1 := {τ ∈ C : 0 < Re τ < 1},
such that φ(0, x) = φ0(x) , φ(1, x) = φ1(x), φ does not depend on the imaginary part of τ and
(ω + i∂∂φ)n+1 ≡ 0 on X , φ(t, ·) ∈ K,
then we say that {φ(t, ·)}t∈[0,1] is a smooth geodesic in K connecting φ0, φ1. Associated to
smooth geodesic the following trivial fibration
p : (X , ω + i∂∂φ)→ H0,1
is Poisson–Kähler.
5.3. Convex function geodesics. If φ is a smooth strictly convex function on Rn then we know
that its gradient map
∇φ : x 7→ (φx1(x), · · · , φxn(x)), φxj := ∂φ/∂xj ,
defines a diffeomorphism from Rn onto an open set
Aφ := ∇φ(R
n)
in Rn. Moreover, we have the following
Proposition 5.2. Aφ is convex.
Proof. Assume that y0, y1 lie in Aφ, we need to prove that yt := ty1 + (1 − t)y0 lies in Aφ for
every t in [0, 1]. Consider
φt(x) := φ(x)− x · yt,
we have
φt = tφ1 + (1− t)φ0.
Notice that both φ1 and φ0 are proper (since they are smooth strictly convex functions with
critical points), thus each φt is proper critical point, say xt, which implies that ∇φ(xt) = yt.
Hence yt ∈ Aφ. 
Remark: The above proof also implies that
Aφ+ψ = {x+ y ∈ R
n : x ∈ Aφ, y ∈ Aψ},
we call the right hand side the Minkowski sum of Aφ and Aψ and write it as Aφ + Aψ.
Definition 5.1. Let A be a bounded open convex set in R. A smooth strictly convex function φ
on Rn is said to be of type A if Aφ = A. We call denote by CA the space of type A functions.
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Remark 1: CA is not empty. In fact if ψ is a smooth strictly convex function on A that tends
to infinity at the boundary of A. Then its Legendre transform
ψ∗(x) := sup
y∈A
x · y − ψ(y), ∀ x ∈ R,
lies in CA. Aφ+ψ = Aφ + Aψ implies that CA is a convex set.
Remark 2: The Legendre transform of φ ∈ CA is defined by
φ∗(y) := sup
x∈R
x · y − φ(x), ∀ y ∈ A.
We know that φ∗ is smooth strictly convex on A. Moreover, if φ0, φ1 ∈ CA, then
(5.2) φ : (t, x) 7→ (tφ∗1 + (1− t)φ
∗
0)
∗(x)
satisfies
MA(φ) = 0
on [0, 1]× Rn, whereMA(φ) denotes the determinant of the full Hessian of φ.
Definition 5.2. We call φ defined in (5.2) the geodesic between φ0, φ1 ∈ CA.
Let X := [0, 1]×Rn ×Rn+1 ⊂ Cn+1 be the natural complexification of [0, 1]×Rn. Think of
φ as a function on X , then
p : (X , i∂∂φ)→ B, B := [0, 1]× R ⊂ C,
is a (non-proper) Poisson–Kähler fibration.
5.4. Hermitian form geodesics. Denote byH the space of hermitian forms on Cn. Let {ej} be
the canonical basis of Cn then a hermitian form, say ω ∈ H, can be written as
ω = i
n∑
j,k=1
ajk¯ e
∗
j ∧ e
∗
k,
where A := (ajk¯) satisfies
ajk¯ = akj¯
and
∑
ajk¯ξ
j ξ¯k > 0 if ξ 6= 0. Thus we can identify ω with a hermitian matrix A. Now let
A := {At}t∈[0,1]
be a smooth family (smooth on a neighborhood of [0, 1]) of hermitian matrices. We know that A
defines a smooth metric on the trivial bundle
p : X → B, X := [0, 1]× R× Cn, B := [0, 1]× R ⊂ C,
with Chern curvature
Θtt(A)ej =
∑
(ajk¯,ta
k¯l)tel =
∑
(ajk¯,tta
k¯l − ajk¯,tapq¯,ta
k¯paq¯l)el,
where (ak¯l) denotes the inverse matrix of (ajk¯) and f,t denotes the derivative of f with respect to
t. Think of
φ(t, z) :=
∑
ajk¯(t)z
j z¯k
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as a function on X . Then i∂∂φ defines a relative Kähler form on X . A direct computation gives
Proposition 5.3. Θtt(A) ≡ 0 if and only if (i∂∂φ)n+1 ≡ 0.
Now we know that if A is flat then
p : (X , i∂∂φ)→ B
is a (non-proper) Poisson–Kähler fibration (a further study will be given in section 6).
Definition 5.3. We say that A is the geodesic between A0 and A1 if Θtt(A) ≡ 0.
Remark: Consider the partial (complex) Legendre transform of φ defined by
φ∗(t, w) := sup
z∈Cn
2Re z · w¯ − φ(t, z), z · w¯ :=
∑
zkw¯k,
the supremum is attained at zj =
∑
wka
k¯j , thus
φ∗(t, w) =
∑
aj¯k(t)wjw¯k
and we have (a consequence of Theorem 7.2 (i) in [11], or by a direct computation)
Proposition 5.4. (i∂∂φ)n+1 ≡ 0 if and only if (i∂∂φ∗)n+1 ≡ 0.
Remark: In the real case, one may consider the space HR of positive definite n by n real
matrices (positive definite means symmetric with positive eigenvalues). Consider
ψ(t, x) :=
∑
ajk(t)x
jxk,
we say that {(ajk(t))}t∈[0,1] ⊂ HR is a geodesic between (ajk(0)) and (ajk(1)) in HR if φ is
smooth up to the boundary and MA(ψ) ≡ 0. This geodesic structure on HR is quite different
from H. In fact, consider the partial (real) Legendre transform of ψ:
ψ∗(t, y) := sup
x∈Rn
x · y − ψ(t, x),
different from the complex case we have (see [5])
Proposition 5.5. MA(ψ) ≡ 0 if and only if ψ∗ is linear on t, i.e. (ψ∗)tt ≡ 0.
Remark 1: The associated Poisson–Kähler fibration for a geodesic inHR is
p : (X , i∂∂ψ)→ B, X := [0, 1]× Rn × Rn+1, B := [0, 1]× R,
where we think of ψ as a function on X .
Remark 2: Since the Legendre transform maps geodesics in HR to lines, it is also natural to
look at
A(t) :=
N∑
j=1
tjAj,
where {Aj} ⊂ HR is a basis of the space of symmetric matrices. Then one may identify HR
with a convex cone
T := {t ∈ Rn : A(t) ∈ HR}.
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Notice that the following function
φBM : t 7→ − log detA(t)
is well defined on T . One version of the matrix form of the Brunn–Minkowski inequality is the
following
Theorem 5.6. φBM is strictly convex on T .
Remark: Think of φBM as a function on
TC := T × R
N ⊂ CN ,
then i∂∂φBM defines a Kähler metric on TC, we call it the Weil–Petersson metric on TC. A
special case of [51] is the following (thanks to Berndtsson [9] who introduced the result to us)
Theorem 5.7. i∂∂φBM has negative curvature property.
Proof. Notice that up to a constant i∂∂φBM is equal to the Hodge metric in [51] in this linear
case, thus the main result in [51] applies. Another way of looking at the above theorem is to use
the fact that TC is isomorphic to a classical bounded symmetric domain and i∂∂φBM is just the
associated canonical metric, thus has the negative curvature property we need. 
Remark: From [19], we know that the non-linear term of the Mabuchi functional in toric
variety case can be written as
M(u) := −
∫
P
log det(ujk¯),
where (we omit the Lebesgue measure) P is fixed polytope and u is a smooth strictly convex
function on P such that ∇u(P ) = Rn and
∫
P
log det(ujk¯) is well defined (see section 3.3 in
[19] for the details). Since under the moment map, Kähler metric geodesics correspond to linear
combinations of u, we know that the matrix form of the Brunn–Minkowski inequality implies
thatM is convex along geodesics. In particular,
d2M(ut)
dt2
=
∫
P
(
− log det(utjk¯)
)
tt
, ut := tu1 + (1− t)u0.
Write
ρ(t, x) =
(
− log det(utjk¯)
)
tt
,
Theorem 5.7 gives
(log ρ)tt ≥ cρ,
where c is a positive constant. Thus the Hölder inequality implies that log d
2M(ut)
dt2
is also a convex
function of t and (
log
d2M(ut)
dt2
)
tt
≥
c
|P |
d2M(ut)
dt2
,
where |P | denotes the Lebesgue measure of P .
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6. RELATION TO STABLE VECTOR BUNDLES
We will prove the following theorem
Theorem 6.1. Let E be a holomorphic vector bundle over a compact Kähler manifold B. Let
P (E) := (E \ {0})/C∗ be the projectivization of E. Then TFAE:
1) There exists a hermitian metric h on E such that Θ(E, h) = αIdE (i.e (E, h) is projec-
tively flat, sometimes we write αIdE as α⊗ IdE);
2) There exists a relative Kähler form on P (E) such that the natural projection P (E)→ B
is Poisson–Kähler.
In case dimB = 1, both are equivalent to polystability of E.
Remark 1: By [29, (2.3.4), (2.3.5) and Proposition 2.3.1 (b)], Theorem 6.1 implies:
Corollary 6.1. If p : P (E)→ B is a Poisson–Kähler and B is compact Kähler then
(i) c(E) =
(
1 + c1(E)
r
)r
;
(ii) ch(End(E)) = r2.
Remark 2: In [3], T. Aikou considered the projectively flat holomorphic vector bundle from
the view of complex Finsler geometry and proved that E admits a projectively flat Hermitian
metric if and only if P (E)→ B is a flat Kähler fibration (see [3, Definition 1.2, Theorem 3.2]).
To prove Theorem 6.1, first let us recall the definition of projectively flat vector bundle. From
[29, Corollary 1.2.7, Proposition 1.2.8], a complex vector bundle
π : E → B
is said to be projectively flat if it admits a projectively flat connection, i.e. the associated curva-
ture satisfies
ΘE = αIdE(6.1)
for some 2-form α. Moreover, let h be a smooth hermitian metric on E, we say that (E, h) is
projectively flat if the Chern curvature of (E, h) satisfies (6.1) for some (1, 1)-form α (see e.g.
[29, Proposition 4.1.11] ).
Let {sα}rα=1 be a local holomorphic frame of E, denote the corresponding dual frame by {s
∗
α}.
Then the hermitian metric h is fully determined by
hαβ¯ := h(sα, sβ).
Denote by (hβ¯α) the inverse matrix of (hβ¯α). It is known that the Chern curvature of (E, h)
satisfies (sometimes the summation sign is omitted)
ΘE = Rαβjk¯ sα ⊗ s
∗
β ⊗ dt
j ∧ dt¯k
= hγ¯αRβγ¯jk¯sα ⊗ s
∗
β ⊗ dt
j ∧ dt¯k
= hγ¯α(−∂j∂k¯hβγ¯ + ∂jhβσ¯∂k¯hτ γ¯h
σ¯τ )sα ⊗ s
∗
β ⊗ dt
j ∧ dt¯k.
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The associated Ricci curvature is
Ric := TrΘE = ∂¯∂ log det h,
which is a d-closed (1, 1)-form on B. Assume that (E, h) is projectively flat, taking trace to both
sides of (6.1) we get α = 1
r
Ric. Thus, (E, h) is projectively flat if and only if
ΘE =
1
r
Ric · IdE.(6.2)
In case Ric ≡ 0, Proposition 5.3 implies 1) ⇒ 2) part of Theorem 6.1. In general, denote by
p : P (E)→ B the associated Pr−1 fibration, we shall prove that:
Proposition 6.2. If (E, h) is projectively flat, then p : P (E)→ B is Poisson–Kähler.
Proof. With respect to the holomorphic local frame {sα}rα=1 of E, we denote by
(t; v) = (t1, · · · , tdimB; v1, · · · , vr)
the local holomorphic coordinates of complex manifoldE, which represents the point vαsα ∈ E.
The hermitian metric h now can be seen as a function on E defined by
H(v) := h(vαsα, v
βsβ) = hαβ¯v
αv¯β.
By a simple calculation, one has
∂∂¯ logH = −Rαβ¯jk¯
vαv¯β
H
dtj ∧ dt¯k +
∂2 logH
∂vα∂v¯β
δvα ∧ δv¯β,(6.3)
where δvα := dvα + vβhγ¯α∂jhβγ¯dtj . Notice that ∂∂¯ logH is invariant under the natural C∗
action on fibers of E. We know that ∂∂¯ logH defines a smooth form on P (E). Since (E, h) is
projectively flat, (6.2) gives
Rαβ¯jk¯dt
j ∧ dt¯k =
1
r
Ric · hαβ¯ .(6.4)
Substituting (6.4) into (6.3), one has
∂∂¯ logH = −
1
r
p∗Ric +
∂2 logH
∂vα∂v¯β
δvα ∧ δv¯β.(6.5)
Now we define the following d-closed (1, 1)-form on P (E),
ω := i
(
∂∂¯ logH +
1
r
p∗Ric
)
= i
∂2 logH
∂vα∂v¯β
δvα ∧ δv¯β.(6.6)
It suffices to show that ω is Poisson–Kähler. In fact, fix tˆ ∈ B, we can a holomorphic frame {sα}
near tˆ such that
hαβ¯ = δαβ , ∂jhβγ¯ ≡ 0.
By (6.6), we have
ω(z) = i∂∂¯ log
r∑
α=1
|vα|2, ∀ z ∈ p−1(tˆ),
which gives
ω(z)r ≡ 0
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and that ω restricts to the Fubini-Study metric on fibers. Thus p : (P (E), ω) → B is Poisson–
Kähler. 
Now let us prove the 2) ⇒ 1) part of Theorem 6.1. Assume that p : (P (E), ω) → B is
Poisson–Kähler for some ω. Then ω + p∗ωB is Kähler on P (E) for every Kähler form ωB on
B. In particular, we know that P (E) is a compact Kähler manifold, which implies that the
Dolbeault cohomology is equal to the complexification of the de Rham cohomology. Thus the
Leray–Hirsch Theorem (see [12], page 50 and 270) implies that the Dolbeault cohomology ring
of P (E) is generated by the Dolbeault cohomology ring of B and c1(OP (E)(1)), which gives the
following proposition:
Proposition 6.3. There exist a constant k ∈ R and a d-closed real (1, 1)-form α on B such that
[ω] = kc1(OP (E)(1)) + [p
∗α].(6.7)
Here [·] denotes the de Rham cohomology class.
Notice that k > 0 since ω is relative Kähler, moreover the ∂∂¯-lemma for compact Kähler
manifolds (see e.g. [29, Proposition 1.7.24]) gives a smooth metric, say e−ψ, on OP (E)(1) such
that [i∂∂¯ψ/(2π)] = c1(OP (E)(1)) and
i∂∂¯ψ
2π
=
1
k
(ω − p∗α).
By our assumption ωr = 0, we know that the geodesic curvature c(ψ) satisfies
c(ψ) := c(i∂∂¯ψ) = −
2π
k
p∗α.(6.8)
Put
L := OP (E)(1)⊗K
−1
P (E)/B = OP (E)(r + 1)⊗ p
∗ detE,(6.9)
where the second equality follows from [29, Proposition 3.6.20]. It is known that
c1(detE) = −p∗[c1(OP (E)(1))
r](6.10)
(see e.g. [24, Section 3.2] or Lemma 2.3 in [20]), thus there exists a smooth metric h1 on detE
such that
c1(detE, h1) = −
∫
P (E)/B
(
i
2π
∂∂¯ψ
)r
= −
r
(2π)r
∫
Xt
c(ψ) ∧ (i∂∂¯ψ)r−1|Xt =
r
k
α,(6.11)
where the last equality follows from (6.8) and the fact
∫
Xt
( i
2pi
∂∂¯ψ)r−1|Xt
= 1. From (6.9), the
induced metric on L is
e−φ = e−(r+1)ψ · p∗h1.
The curvature of e−φ is
∂∂¯φ = (r + 1)∂∂¯ψ + p∗∂¯∂ log h1.(6.12)
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By (6.8), (6.11) and (6.12), one has
(6.13)
c(φ) = (r + 1)c(ψ) + ip∗∂¯∂ log h1
= (r + 1)
(
−
2π
k
p∗α
)
+ 2πp∗c1(detE, h1)
= −
2π
k
p∗α.
It is known that (see section 7 in [6] or [36, Lemma 5.37])
E∗ = p∗(OP (E)(1)) = p∗(L⊗KP (E)/B).(6.14)
Following [6, 7], we shall consider the following L2-metric on the direct image bundle E∗: for
any u ∈ E∗t ≡ H
0(Xt, (L⊗KP (E)/B)|Xt), t ∈ B, the square norm of u is defined by
‖u‖2 =
∫
Xt
|u|2e−φ,(6.15)
where the volume form |u|2e−φ is defined by
|u|2e−φ := in
2
|f |2e−φdv ∧ dv, u = fdv ⊗ e,
(here dv denotes a local frame forKP (Et) and e a local frame for L|Xt such that h(e, e) = e
−φ).
Theorem 6.4 ([7, Theorem 1.2]). For any t ∈ B and let u ∈ E∗t , one has
〈iΘE
∗
u, u〉 =
∫
Xt
c(φ)|u|2e−φ + 〈(1 +✷′)−1κj · u, κk · u〉 idt
j ∧ dt¯k,(6.16)
where ΘE
∗
denotes the curvature of the Chern connection on E∗ with respect to the L2 metric
defined above, here ✷′ = ∇′∇′∗+∇′∗∇ is the Laplacian on L|Xt-valued forms onXt defined by
the (1, 0)-part of the Chern connection on L|Xt .
Let {s∗α}, 1 ≤ α ≤ r, be a local holomorphic frame of E
∗, and set
h∗αβ¯ = 〈s
∗
α, s
∗
β〉 =
∫
Xt
s∗αs
∗
βe
−φ.
By taking trace to both sides of (6.16) and using (6.13), we have
iRicE
∗
= −
2πr
k
α +
∑
〈(1 +✷′)−1κj · s
∗
α, κk · s
∗
β〉(h
∗)αβ¯idtj ∧ dt¯k ≥ −
2πr
k
α(6.17)
and the equality holds if and only if κj = 0 for all 1 ≤ j ≤ dimB. From (6.11), one has
[iRicE
∗
] = 2πc1(E
∗) =
[
−
2πr
k
α
]
.(6.18)
Thus (6.17) and (6.18) together give
RicE
∗
= −
2πr
k
α, κj ≡ 0.(6.19)
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Notice that the non-harmonic Weil-Petersson metrics associated to ω and i∂∂¯φ are equal (up to
a constant factor), so ωDF ≡ 0 on B. Substituting (6.19) into (6.16), we get
〈iΘE
∗
u, u〉 =
∫
Xt
c(φ)|u|2e−φ = −
2π
k
‖u‖2α,
which is equivalent to
ΘE
∗
=
2πi
k
αIdE∗.
Thus, with respect to the dual metric of the L2-metric (6.15), the Chern curvature ΘE satisfies
ΘE = −
2πi
k
αIdE.(6.20)
To summarize we get:
Proposition 6.5. If p : (P (E), ω) → B is a Poisson–Kähler fibration over a compact Kähler
manifold B then there exists a Hermitian metric h on E such that (E, h) is projectively flat.
The above proposition gives 2)⇒ 1) part of Theorem 6.1.
Proof of Theorem 6.1. Now it suffices to prove the last part. Assume that dimB = 1, i.e. B is a
compact Riemann surface. Put
µ(E) =
∫
B
c1(E)
rank(E)
.
Recall that E is said to be stable (resp. semi-stable) in the sense of Mumford if for every proper
subbundle E ′ of E, 0 < rank(E ′) < rank(E), we have
µ(E ′) < µ(E), (resp. µ(E ′) ≤ µ(E)).(6.21)
E is called polystable if E = ⊕Ei with Ei stable vector bundles all of the same slope µ(E) =
µ(Ei), see [27, Section 4.B].
By [29, Proposition 5.2.3], (E, h) is projectively flat if and only if (E, h) is weak Hermitian-
Einstein , i.e. ΛωBR
E = ϕIdE for some function ϕ. By a conformal change (see e.g. [29, Propo-
sition 4.2.4]), E admits a weak Hermitian-Einstein metric if and only if E admits a Hermitian-
Einstein metric. Thus, E admits a Hermitian-Einstein metric if and only if E admits a projec-
tively flat Hermitian metric, which is equivalent to that p : P (E)→ B is Poisson–Kähler, and all
are equivalent to the polystablity ofE (see e.g. [27, Theorem 4.B.9]). The proof is complete. 
7. APPENDIX
7.1. Quasi-vector bundle. The notion of quasi-vector bundle that we will use comes from an
early version of [10].
Definition 7.1 (Quasi-vector bundle). Let A := {At}t∈B be a family of C-vector spaces over a
smooth manifold B. Let Γ be a C∞(B)-submodule of the space of all sections of A. We call Γ a
smooth quasi-vector bundle structure on V if each vector of the fiber At extends to a section in
Γ locally near t.
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7.1.1. Lie-derivative connection. Let p : (X , ω)→ B be a relative Kähler fibration. Let E be a
holomorphic vector bundle over X with smooth hermitian metric hE. We write
Xt := p
−1(t), Et := EXt , hEt := hE |Et.
For each t ∈ B, denote by Ap,q(Et) the space of all smooth Et-valued (p, q)-forms on Xt. Put
Ap,q := {Ap,q(Et)}t∈B.
Denote by Ap,q(E) the space of smooth E-valued (p, q)-forms on X . Let us define
Γp,q := {u : t 7→ ut ∈ Ap,q(Et) : ∃ u ∈ A
p,q(E), u|Xt = u
t, ∀ t ∈ B}.
We call u a smooth representative of u ∈ Γp,q. Since p is a proper smooth submersion, we know
that each Γp,q defines a quasi-vector bundle structure on Ap,q. Consider
(Ak,Γk) := ⊕p+q=k(A
p,q,Γp,q).
We know that the fiber ofAk can be written as
Ak(Et) = ⊕p+q=kA
p,q(Et),
which is the space of all E-valued smooth k-forms on Xt. For every u ∈ Γk, let us define
∇u :=
∑
dtj ⊗ [dE, δVj ]u+
∑
dt¯j ⊗ [dE , δV¯j ]u,
where each Vj denotes the horizontal lift of ∂/∂tj with respect to ω and
dE := ∂ + ∂E ,
denotes the Chern connection on (E, hE).
Definition 7.2. In this paper we shall identify u with its smooth representative u. We call ∇ the
Lie-derivative connection on (Ak,Γk) with respect to ω.
7.1.2. Chern connection and Higgs field. For each p, q with p+ q = k,∇ induces a connection,
say D, on (Ap,q,Γp,q). For bidegree reason, we have
Du :=
∑
dtj ⊗ [∂E , δVj ]u+
∑
dt¯j ⊗ [∂, δV¯j ]u, ∀ u ∈ Γ
p,q.
The associated second fundamental form can be written as
(∇−D)u =
∑
dtj ⊗ κj · u+
∑
dt¯j ⊗ κj · u,
where each
κj : u 7→ κj · u,
denotes the action of the Kodaira–Spencer tensor κj on u.
Definition 7.3. We call
θ :=
∑
dtj ⊗ κj ,
the Higgs field associated to (Ak,Γk, ω).
By Theorem 5.6 in [49] (or an early version of [10]), we know that
Theorem 7.1. D defines a Chern connection on each (Ap,q,Γp,q) and each κj = κ∗j .
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7.1.3. Chern Curvature formula. The curvature of the Lie-derivative connection is
(7.1) ∇2u =
∑
(dtj ∧ dt¯k)⊗ [[dE , δVj ], [d
E, δV¯k ]]u.
For bidegree reason, it gives the following curvature formula for the induced Chern connection
(7.2) D2u = ∇2u−
∑
(dtj ∧ dt¯k)⊗ [κj, κk] · u.
Together with the following Lie-derivative identity (see Proposition 4.2 in [47])
(7.3) [[dE , δVj ], [d
E, δV¯k ]]u = [d
E, δ[Vj ,V¯k]]u+Θ
E(Vj, V¯k)u,
where ΘE := (dE)2 denotes the Chern curvature of (E, hE), (7.2) and (7.3) imply
Theorem 7.2. For every u ∈ Γp,q, write
D2u =
∑
(dtj ∧ dt¯k)⊗Θjk¯u,
then the Chern curvature operators Θjk¯ satisfy
(Θjk¯u, u) = ([d
E , δ[Vj ,V¯k]]u, u) + (Θ
E(Vj , V¯k)u, u) + (κju, κku)− (κku, κju).
7.2. Infinite rank Higgs bundle.
7.2.1. Admissible subbundle of the endomorphism bundle. Recall that each Kodaira–Spencer
tensor κj defines a map
κj := Γ
p,q → Γp−1,q+1.
Thus we can look at κj as an endomorphism of (Ak,Γk). Denote by T
1,0
Xt
the holomorphic tangent
bundle of Xt and A
−1,1
t the space of all smooth T
1,0
Xt
-valued (0, 1)-forms on Xt. Put
A−1,1 := {A−1,1t }t∈B.
We shall define Γ−1,1 as the space of all maps, say
Φ : t 7→ Φt ∈ A−1,1t ,
such that Φ(Γp,q) ⊂ Γp−1,q+1. Then we know that (A−1,1,Γ−1,1) is a quasi-vector bundle. It is
clear that (A−1,1,Γ−1,1) is a subbundle of the endomorphism bundle of (Ak,Γk).
Definition 7.4. We call (A−1,1,Γ−1,1) the admissible subbundle of the endomorphism bundle of
(Ak,Γk).
Notice that
κ :
∂
∂tj
7→ κj
defines a natural bundlemap from the holomorphic tangent bundle, say TB, ofB to (A−1,1,Γ−1,1).
Fiberwise integration of the pointwise norm of the tensor, say
〈Φt,Ψt〉 :=
∫
Xt
〈Φt,Ψt〉ωt
ωnt
n!
, ωt := ω|Xt,
defines a natural Hermitian inner product structure, say h1, on Γ−1,1.
Definition 7.5. We call h1 the Donaldson–Fujiki metric on Γ−1,1.
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From the definition we know the following proposition is true:
Proposition 7.3. The pull back to TB of the Donaldson–Fujiki metric on Γ−1,1 is precisely the
non-harmonic Weil–Petersson metric on B.
Remark: In general, for every 0 < k < 2n, since we look at Γ−1,1 as an admissible subbundle
of the endomorphism bundle of (Ak,Γk), it is also natural to look at the average of the pointwise
endomorphism norm, we call it the k-th Hodge metric on Γ−1,1:
〈Φt,Ψt〉k :=
∫
Xt
〈Φt,Ψt〉ωt,k
ωnt
n!
, ωt := ω|Xt,
where
〈Φt,Ψt〉ωt,k(z) :=
∑
〈Φt · ej,Ψ
t · ej〉ωt(z), ∀ z ∈ Xt,
and {ej} denotes an orthonormal basis of C⊗ ∧k(T ∗zXt). We know that
〈Φt,Ψt〉k = cn,k〈Φ
t,Ψt〉, cn,1 = 1,
where cn,k, 0 < k < 2n, are constants that only depend on n, k. Thus the first Hodge metric is
equal to the non-harmonic Weil–Petersson metric and the general k-th Hodge metric is equal to
a constant times the non-harmonic Weil–Petersson metric.
7.2.2. Chern connection on the admissible subbundle (A−1,1,Γ−1,1). The Chern connection D
on (Ak,Γk) clearly defines a connection, sayD, on (A−1,1,Γ−1,1) as follows
(7.4) DΦ := [DA,Φ], ∀ Φ ∈ Γ−1,1,
where we identify Φ as an endomorphism that maps Γ1,0 to Γ0,1. It is known that D gives the
Chern connection on the endomorphism bundle of (Ak,Γk) with respect to the natural endomor-
phism norm. In our case, the more natural norm on (A−1,1,Γ−1,1) is the Donaldson–Fujiki h1
norm in Definition 7.5. We shall show thatD also defines the Chern connection on (A−1,1,Γ−1,1)
with respect to the h1 norm, more precisely, we shall prove the following result:
Theorem 7.4. D defined in (7.4) satisfies
i) d〈Φ,Ψ〉 = 〈DΦ,Ψ〉+ 〈Φ,DΨ〉 for every Φ,Ψ ∈ Γ−1,1;
ii) The square of the (0, 1)-part ofD is zero.
Proof. i): Consider a partition of unity 1 =
∑
λl on X such that the support of each function λl
is relatively compact in a coordinate open set, say Ul, in X . Let us choose smooth (1, 0)-forms,
say ej , 1 ≤ j ≤ n, on Ul, such that for every z ∈ Ul, {ej |Xp(z)(z)}1≤j≤n defines an orthonormal
base of TzXp(z). Since Φ and Ψ are smooth tensors, we can find smooth forms, say Φ · ej and
Ψ · ej , on Ul such that (Φ · ej)|Xt = Φ
t · (ej)|Xt , (Ψ · ej)|Xt = Ψ
t · (ej)|Xt. Now we have
〈Φ,Ψ〉 = p∗G, G := (−i)
∑
λl (Φ · ej) ∧ (Ψ · ej) ∧ ωn−1, ωn−1 :=
ωn−1
(n− 1)!
.
By (7.4), what we need to prove is
∂
∂tk
〈Φ,Ψ〉 = 〈[D∂/∂tk ,Φ],Ψ〉+ 〈Φ, [D∂/∂t¯k ,Ψ]〉.
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Since ∂
∂tk
〈Φ,Ψ〉 = p∗[d, δVk ]G and each Vk is horizontal, for bidegree reason we have
∂
∂tk
〈Φ,Ψ〉 = (−i)p∗(I2 + I3),
where
I2 :=
∑
λl [∂, δVk ](Φ · ej) ∧ (Ψ · ej) ∧ ωn−1, I3 :=
∑
λl (Φ · ej) ∧ [∂, δV¯k ](Ψ · ej) ∧ ωn−1.
Notice that 〈[D∂/∂tk ,Φ],Ψ〉 − (−i)p∗I2 = ip∗I
′
2, where
I ′2 :=
∑
λl (Φ · [∂, δVk ]ej) ∧ (Ψ · ej) ∧ ωn−1;
〈Φ, [D∂/∂t¯k ,Ψ]〉 − (−i)p∗I3 = ip∗I
′
3, where
I ′3 :=
∑
λl (Φ · ej) ∧ (Ψ · [∂, δV¯k ]ej) ∧ ωn−1.
Thus it suffices to show p∗(I ′2 + I
′
3) = 0, which will be proved in Lemma 7.5.
ii): It suffices to show
[D∂/∂t¯j , [D∂/∂t¯k ,Φ]] = [D∂/∂t¯k , [D∂/∂t¯j ,Φ]].
Notice that the super Jacobi identity gives
[D∂/∂t¯j , [D∂/∂t¯k ,Φ]]− [D∂/∂t¯k , [D∂/∂t¯j ,Φ]] = [[D∂/∂t¯j , D∂/∂t¯k ],Φ].
By Proposition 2.2, we have [Vj, Vk] = 0, which implies that [LVj , LVk ] = L[Vj ,Vk] = 0, thus
[D∂/∂t¯j , D∂/∂t¯k ] = 0 and ii) follows. 
Lemma 7.5. p∗(I ′2 + I
′
3) = 0.
Proof. Since {ej} is an orthonormal frame, for every j, k and l, we have
(7.5) i ej ∧ em ∧ ωn−1 = δjm ωn, ωn :=
ωn
n!
, δjj = 1, δjm = 0 if j 6= m,
on fibers, which implies that (since ω is d-closed and Vk are horizontal)
LVk(ej ∧ em ∧ ωn−1) = 0,
on fibers. For bidegree reason, the above identity
(7.6) ([∂, δVk ]ej) ∧ em ∧ ωn−1 + ej ∧ ([∂, δV¯k ]em) ∧ ωn−1 = 0,
on fibers. Assume that
[∂, δVk ]ej =
∑
apkjep, [∂, δV¯k ]em =
∑
bqkmeq.
Then (thanks to (7.5)) one may rewrite (7.6) as
amkj + b
j
km = 0,
which implies that (since Φ and Ψ are tensors, they commute with smooth functions) I ′2+ I
′
3 = 0
on fibers. Thus p∗(I ′2 + I
′
3) = 0. 
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7.2.3. Infinite dimensional flat Higgs bundle. The following proposition is an infinite dimen-
sional version of Theorem 3.10.
Proposition 7.6. Let p : (X , ω)→ B be a Poisson–Kähler fibration. If ΘE ≡ 0 then
i) ∇2 = 0;
ii) θ2 = 0;
iii) Dθ + θD = 0.
In particular, each (Ak,Γk, D, θ) is an infinite rank flat Higgs bundle.
Proof. Since the total degree of the Kodaira–Spencer tensor is zero, θ2 = 0 is always true.
Moreover
D1,0θ + θD1,0 = 0
follows from [Vj , Vk] ≡ 0, which is true for every relative Kähler fibration. Assume further that
ω is Poisson–Kähler, then we have
[Vj , Vk] ≡ 0
by Proposition 2.2, which gives
D0,1θ + θD0,1 = 0 i.e. θ is holomorphic,
and (by (7.3) and (7.1))
∇2 =
∑
(dtj ∧ dt¯k)⊗ΘE(Vj, Vk).
Thus∇2 = 0 if one further assumes that ΘE ≡ 0. 
Remark: In finite dimensional case, we can always define Lu’s Hodge metric associated to
a flat Higgs bundle (see [50]). In our case, the definition in [50] does not work since the Higgs
bundle has infinite rank. But by Theorem 7.4, we know that the Chern connection D on the
End(A) is also well defined on the subbundle (A−1,1,Γ−1,1) of End(A). The key point here is
the natural fiber integral metric is well defined on (A−1,1,Γ−1,1), which allows one to define the
associated Lu’s Hodge metric h1 (see Definition 7.5) for the above special infinite rank Higgs
bundle. Since h1 is precisely our non-harmonic Weil–Petersson metric, we know that the finite
dimensional Higgs bundle computations also applies to h1. This is main idea of our first proof
of Theorem 4.1. Our second proof of Theorem 4.1 is based on Theorem 7.4, which also gives a
precise curvature formula of the non-harmonic Weil–Petersson metric for general relative Kähler
fibrations (see section 4.4). Our third proof of Theorem 4.1 based on Schumacher’s method [39]
will be given in section 7.4.
7.3. Proof of Theorem C. The bundle A in Theorem C is precisely ⊕2nk=0A
k (with E being
trivial). Thus if p is Poisson–Kähler then Proposition 7.6 implies that A is Higgs flat. On the
other hand, since
∇2 =
∑
(dtj ∧ dt¯k)⊗ [d, δ[Vj ,Vk]],
we know that if A is Higgs flat then∇2 ≡ 0 gives
[d, δ[Vj ,Vk]]u ≡ 0
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on fibers for all smooth form u on X . Take u to be an arbitrary smooth function, we get
[d, δ[Vj ,Vk]]u = [Vj, Vk]u = 0,
which implies [Vj, Vk] ≡ 0. Thus ω is Poisson–Kähler by Proposition 2.2. The proof is complete.
7.4. The third proof of Theorem A. In this subsection, we will give the third proof of Theorem
4.1. Let p : (X , ω) → B be a relative Kähler fibration, i.e. ω = i∂∂¯g is a real and smooth d-
closed (1, 1)-form on X and is positive on each fiber Xt := p−1(t). From Definition 2.8, the
non-harmonic Weil-Petersson metric is defined by
ωDF = iGjk¯dt
j ∧ dt¯k, Gjk¯ := 〈
∂
∂tj
,
∂
∂tk
〉DF =
∫
Xt
〈κj, κk〉ωt
ωnt
n!
.
Let TXt denote the holomorphic tangent bundle of Xt, and denote T
C
Xt
= TXt ⊕ TXt the com-
plexify tangent bundle. For any two tensors
Φ = ΦABdx
B ⊗
∂
∂xA
, Ψ = ΨABdx
B ⊗
∂
∂xA
∈ A1(Xt, T
C
Xt) ≃ A
0(Xt,End(T
C
Xt)),
where xA, xB are taken {ζα, ζ¯β}. We define
Φ ·Ψ := Tr(ΦΨ) = ΦABΨ
B
A.
For any vector field V , we denote by LV the Lie derivative along V . And for any Φ = ΦABdx
B ⊗
∂
∂xA
∈ A1(Xt, T
C
Xt), one has
(7.7) LVΦ =
(
LVΦ
A
B
) ∂
∂xA
⊗ dxB,
where
LVΦ
A
B = V (Φ
A
B)− Φ
C
B
∂V At
∂xC
+ ΦAC
∂V C
∂xB
= ∇V (Φ
A
B)− Φ
C
B∇CV
At + ΦAC∇BV
C .
(7.8)
Here ∇C denotes the Chern connection along ∂/∂xC with respect to some Hermitian metric.
Since Lie derivative commutes with contraction and satisfies Leibniz’s rule for tensors, so
LV (Φ ·Ψ) = (LVΦ) ·Ψ+ Φ · (LVΨ).
Denote
κj = A
α
jβ¯dζ¯
β ⊗
∂
∂ζα
, Aαjβ¯ = −∂β¯(gjγ¯g
γ¯α).
By a direct calculation, one has
Aαjβ¯ = A
σ
jγ¯g
γ¯αgσβ¯,(7.9)
(see e.g. [46, (3.12)]). Thus
〈κj, κk〉ωt = A
α
jβ¯A
σ
kγ¯g
γβ¯gασ¯ = A
α
jβ¯A
β
kα¯ = κj · κk.
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The first variation of non-harmonic Weil-Petersson metric is given by
(7.10)
∂Gjk¯
∂tl
=
∂
∂tl
∫
Xt
κj · κk
ωnt
n!
=
∫
Xt
(LVlκj) · κk
ωnt
n!
+
∫
Xt
κj · LVlκk
ωnt
n!
+
∫
Xt
κj · κkLVj
ωnt
n!
=
∫
Xt
(LVlκj) · κk
ωnt
n!
+
∫
Xt
κj · LVlκk
ωnt
n!
,
where the second equality follows from [39, Lemma 1], the last equality holds by [38, Lemma
2.2 (2)]. From [38, Lemma 2.3] or (7.7), (7.8), one has
(7.11)
LVlκk = LVl(A
β
kα¯dζ
α ⊗
∂
∂ζ¯β
)
= −(clk¯)
;β¯
αdζ
α ⊗
∂
∂ζ¯β
−Aγ
lβ¯
Aβkα¯dζ
α ⊗
∂
∂ζγ
+ Aβkα¯A
α
lδ¯dζ¯
δ ⊗
∂
∂ζ¯β
= −κlκk + κkκl
since clk¯ ≡ 0. Thus
(7.12)
∫
Xt
κj · LVlκk
ωnt
n!
= 0.
Substituting (7.12) into (7.10) one gets
∂Gjk¯
∂tl
=
∫
Xt
(LVlκj) · κk
ωnt
n!
.(7.13)
From [38, Lemma 2.5], (LVlκj)
α
β¯
= (LVjκk)
α
β¯
, which implies that
∂Gjk¯
∂tl
=
∂Glk¯
∂tj
.
Thus, ωDF is Kähler.
Nowwe compute the second variation of non-harmonicWeil-Petersson metric. Since [LV¯m , LVl ] =
L[V¯m,Vl] and by (7.13), then
(7.14)
∂2Gjk¯
∂tl∂t¯m
=
∂
∂t¯m
∫
Xt
(LVlκj) · κk
ωnt
n!
=
∫
Xt
(LV¯mLVlκj) · κk
ωnt
n!
+
∫
Xt
LVlκj · LV¯mκk
ωnt
n!
=
∫
Xt
L[V¯m,Vl] · κk
ωnt
n!
+
∂
∂tl
∫
Xt
LV¯mκj · κk
ωnt
n!
−
∫
Xt
LV¯mκj · LVlκk
ωnt
n!
+
∫
Xt
LVlκj · LV¯mκk
ωnt
n!
= −
∫
Xt
LV¯mκj · LVlκk
ωnt
n!
+
∫
Xt
LVlκj · LV¯mκk
ωnt
n!
,
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where the last equality holds by (7.12) and Proposition 2.2 (4). From (7.11), one has
(7.15)
∫
Xt
LV¯mκj · LVlκk
ωnt
n!
=
∫
Xt
(−κmκj + κjκm) · (−κlκk + κkκl)
ωnt
n!
= −
∫
M
(Tr(κmκjκkκl) + Tr(κjκmκlκk))
ωnt
n!
= −(κmκj, κlκk)− (κjκm, κkκl).
Here we denote
(·, ·) :=
∫
Xt
〈·, ·〉
ωnt
n!
denotes the global L2-inner product. On the other hand, by (7.7) and (7.8), one has
LVlκj = (LVlκj)
α
β¯dζ¯
β ⊗
∂
∂ζα
=
(
∂l(A
α
jβ¯)− glγ¯g
γ¯σAαjβ¯;σ + A
σ
jβ¯glσγ¯g
γ¯α
)
dζ¯β ⊗
∂
∂ζα
.(7.16)
By a direct calculation, one has
(LVlκj)
α
β¯ = (LVlκj)
τ
δ¯g
δ¯αgτ β¯.(7.17)
In fact, by (7.9), one has
(LVlκj)
α
β¯ = ∂l(A
α
jβ¯)− glγ¯g
γ¯σAαjβ¯;σ + A
σ
jβ¯glσγ¯g
γ¯α
= ∂l(A
α
jβ¯)− A
σ
jγ¯gσβ¯∂lg
γ¯α − (glγ¯g
γ¯σAτjδ¯;σ)g
δ¯αgτ β¯
= ∂lA
σ
jγ¯gσβ¯g
γ¯α + Aσjγ¯∂lgσβ¯g
γ¯α − (glγ¯g
γ¯σAτjδ¯;σ)g
δ¯αgτ β¯
= (∂l(A
τ
jδ¯)− glγ¯g
γ¯σAτjδ¯;σ + A
σ
jδ¯glσγ¯g
γ¯τ )gδ¯αgτ β¯
= (LVlκj)
τ
δ¯g
δ¯αgτ β¯,
which completes the proof of (7.17). By (7.16) and (7.17), one has∫
Xt
LVlκj · LV¯mκk
ωnt
n!
= (LVlκj , LVmκk).(7.18)
Substituting (7.15) and (7.18) into (7.14), we have
∂2Gjk¯
∂tl∂t¯m
= (κmκj , κlκk) + (κjκm, κkκl) + (LVlκj , LVmκk).(7.19)
Denote byH : A0,1(Xt, TXt)→ Span{κi} the orthogonal projection. By (7.13), one has
Gpq¯
∂Gjq¯
∂tl
∂Gpk¯
∂t¯m
= Gpq¯(LVlκj , κq)(κp, LVmκk) = (H(LVlκj), H(LVmκk)).(7.20)
From (7.19) and (7.20), the curvature of non-harmonicWeil-Petersson metric for Poisson–Kähler
fibration is
(7.21)
Rjk¯lm¯ = −
∂2Gjk¯
∂tl∂t¯m
+Gpq¯
∂Gjq¯
∂tl
∂Gpk¯
∂t¯m
= −(κmκj , κlκk)− (κjκm, κkκl)− (H
⊥(LVlκj), H
⊥(LVmκk)).
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Here H⊥ denotes the orthogonal projection from A0,1(Xt, TXt) to Span{κi}
⊥.
For any two vectors ξ = ξj ∂
∂tj
, η = ηj ∂
∂tj
in TB, we denote
κξ = κjξ
j, κη = κjη
j .
From (7.21), one has
R(ξ, ξ, η, η) := Rjk¯lm¯ξ
j ξ¯kηlη¯m ≤ −(κηκξ, κηκξ)− (κξκη, κξκη) = −2(κηκξ, κηκξ).(7.22)
Note that
〈κηκξ, κηκξ〉 ≥
1
n
∣∣∣∣∣
n∑
β=1
(κηκξ)
β
β
∣∣∣∣∣
2
=
1
n
|Tr(κηκξ)|
2 .(7.23)
In fact, by taking a normal coordinate system around a fix point, one can assume that gαβ¯ = δαβ
at this point, one has
〈κηκξ, κηκξ〉 = (κηκξ)
γ¯
β¯
(κηκξ)
τ
αg
αβ¯gτ γ¯ =
n∑
β,γ=1
(κηκξ)
γ¯
β¯
(κηκξ)
γ
β
≥
n∑
β=1
|(κηκξ)
β
β|
2 ≥
1
n
(
n∑
β=1
|(κηκξ)
β
β |
)2
≥
1
n
∣∣∣∣∣
n∑
β=1
(κηκξ)
β
β
∣∣∣∣∣
2
=
1
n
|Tr(κηκξ)|
2 .
By (7.23), we have
(7.24)
(κηκξ, κηκξ) =
∫
Xt
〈κηκξ, κηκξ〉
ωnt
n!
≥
∫
Xt
1
n
|Tr(κηκξ)|
2 ω
n
t
n!
≥
1
n
(∫
Xt
|Tr(κηκξ)|
ωnt
n!
)2(∫
Xt
ωnt
n!
)−1
≥
1
n
|〈η, ξ〉DF|
2|Xt|
−1,
where |Xt| :=
∫
Xt
ωnt
n!
denotes the volume of each fiber. From (7.22) and (7.24), we obtain
R(ξ, ξ, η, η) ≤ −
2
n
|Xt|
−1|〈η, ξ〉DF |
2.(7.25)
From (7.25), we obtain that the holomorphic bisectional curvature of the non-harmonic Weil-
Petersson metric is non-positive and is negative if ξ and η are not orthogonal each other. The
holomorphic sectional curvature satisfies
R(ξ, ξ, ξ, ξ)
‖ξ‖4
≤ −
2
n
|Xt|
−1,
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and its Ricci curvature satisfies
Ric(ξ, ξ)
‖ξ‖2
=
∑dimB
j=1 R(ξ, ξ, ej, ej)
‖ξ‖2
≤ −
2
n
|Xt|
−1
∑dimB
j=1 |〈ej, ξ〉DF |
2
‖ξ‖2
= −
2
n
|Xt|
−1,
where {ej} is an orthonormal basis with respect to ωDF. The scalar curvature satisfies
dimB∑
j=1
Ric(ej , ej) ≤ −
2
n
|Xt|
−1 dimB.
Thus, we complete the proof of Theorem 4.1.
Remark 7.1. From (7.23) and (7.24), one obtains that R(ξ, ξ, η, η) = 0 if and only if
κηκξ ≡ 0 and H
⊥(LVηκξ) = 0,(7.26)
which is also equivalent to κηκξ is a zero matrix on Xt and LVηκξ lies in Span{κi}.
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