We consider the Cayley graph on the symmetric group S n generated by derangements. It is well known that the eigenvalues of this graph are indexed by partitions of n. We investigate how these eigenvalues are determined by the shape of their corresponding partitions. In particular, we show that the sign of an eigenvalue is the parity of the number of cells below the first row of the corresponding Ferrers diagram. We also provide some lower and upper bounds for the absolute values of these eigenvalues.
Introduction
Let G be a finite group and let S be a nonempty subset of G satisfying the condition that s ∈ S =⇒ s −1 ∈ S and 1 ∈ S. The Cayley graph Γ(G, S) has the elements of G as its vertices and two vertices u, v ∈ G are joined by an edge if and only if uv −1 ∈ S. In this paper, we shall be interested in the graph Γ n which is Γ(S n , D n ) where S n is the symmetric group of permutations of the integers 1, . . . , n, denoted [n] , and D n is the set of derangements of [n] which are the permutations in S n which fix no point, i. e. for which g(x) = x for all x ∈ [n]. The graph Γ n is called the derangement graph on [n]. Clearly, Γ n is vertex-transitive and so it is D n -regular, where D n = |D n |. By a standard result in graph theory, D n is the largest eigenvalue of Γ n see [5] .
For a graph Γ, let α(Γ) denote the independence number of Γ, i.e. the cardinality of an independent set of maximum size of Γ. For any k-regular graph Γ with N vertices, the independence number satisfies the Delsarte-Hoffman bound:
where µ is the smallest eigenvalue of Γ, see [6] . In particular, this implies that µ is negative .
Without applying the Delsarte-Hoffman bound, Deza and Frankl [2] first proved that α(Γ n ) = (n − 1)! by purely combinatorial means. More recently, the structure of maximum-size independent sets of Γ n has been determined by several authors ( [1] , [4] , [10] , [13] ) using different methods, namely
The main theme of this work is to describe in more detail the properties of the eigenvalues of the derangement graph. Recall that a Cayley graph Γ(G, S) is normal if S is closed under conjugation. Its spectra is described in the following lemma. See for example Lubotsky [8, Theorem 8.2 .1].
Lemma 1.1 The eigenvalues of a normal Cayley graph Γ(G, S) are integers given by
where χ ranges over all the irreducible characters of G. Moreover, the multiplicity of η χ is χ(1) 2 .
Since D n is closed under conjugation, Γ n is normal. It is well known that both the conjugacy classes of S n and the irreducible characters of S n are indexed by partitions λ of n [7] . Recall that a partition λ of n, denoted by λ ⊢ n, is a weakly decreasing sequence (λ 1 , . . . , λ r ) with λ r ≥ 1 such that r i=1 λ i = n. Its size is |λ|, its length is r and each λ i is the i-th part of the partition. We also adopt the notation (µ Let λ = (λ 1 , . . . , λ l ) and µ = (µ 1 , . . . , µ m ) be partitions of n. Then λ > µ in lexicographic order if, for some index i, λ j = µ j for j < i and λ i > µ i .
Note that for λ 1 ≥ n 2 , the partition (λ 1 , n − λ 1 ) is the largest partition in lexicographic order among the partitions with the same first part, λ 1 .
Based on the remarks above, we write η λ to denote the eigenvalue η χ λ of Γ n , where χ λ is the irreducible character indexed by the partition λ ⊢ n. We shall investigate how these eigenvalues are determined by the shape of their corresponding partitions. We used GAP [3] to list the eigenvalues for many values of n. Some values for small n are tabulated in Section 11. A glance at the table shows many striking properties about the values. We prove the following main results and offer a conjecture. where sign(η λ ) is 1 if η λ is positive or −1 if η λ is negative. Theorem 1.3 Let λ = (λ 1 , . . . , λ r ) ⊢ n. 
In fact, we shall prove that the upper bound in part (i) of Theorem 1.3 is strict in most cases, namely when λ = (
2). Our approach does not yield a good upper bound for |η λ | when λ 1 is small, i.e. λ 1 < ⌊ n 2 ⌋. The condition ⌊ n 2 ⌋ ≤ λ 1 for the upper bound in part (i) of Theorem 1.3 cannot be weakened for otherwise there are many counterexamples, e.g. for n = 9, we have |η (3 3 
, it is generally not true that |η λ * | < |η (λ 1 +1,1 n−λ 1 −1 ) | where λ * is the largest partition in lexicographic order among the partitions with λ 1 as their first part. Remark 1.3 Notice that Theorem 1.4 is a strengthening of Theorem 1.3 for partitions with λ 1 ≥ n−4 and n ≥ 8. Remark 1.4 It seems at first sight from our computations that the absolute values of eigenvalues should decrease in lexicographic order among the partitions with the same first part λ 1 for all λ 1 . However, this is not true in general for both large and small values of λ 1 with respect to n. For example when n = 15, |η (7,4,1 4 ) | = 5558 < 5566 = |η (7,3 2 ,2) | but in lexicographic order (7, 4, 1) > (7, 3, 2 2 ). In fact, the smallest n for which this occurs is n = 11 with |η (4,3,1 4 ) | = 37 < 38 = |η (4,2 3 ,1) |. Also, when n = 17 we have |η (9,5,1 3 ) | = 347104 < 349624 = |η (9,4 2 ) |. Notice here λ 1 > n 2 . These values have been computed in GAP but are not in the tables in Section 11.
In view of Theorem 1.3, Theorem 1.4, and values for small n we make the following conjecture: Conjecture 1.1 Suppose λ * ⊢ n is the largest partition in lexicographic order among all the partitions with λ 1 as their first part. Then, for every λ = (λ 1 , . . . , λ s ) ⊢ n,
Notice this follows for n ≥ 8 and λ 1 ≥ n − 4 by Theorem 1.4. For λ 1 ≥ ⌊ n 2 ⌋ the lower bound holds by Theorem 1.3. The upper bound obtained in Theorem 1.3 is a different upper bound.
Our main results can be regarded as a strengthening of the following result of Renteln:
Notice Theorem 1.4 is an extension of this result.
Our methods rely heavily on the following remarkable recurrence formula for the eigenvalues of Γ n proved by Renteln [11] . To describe this result, we require some terminology. To the Ferrers diagram of a partition λ, we assign xy-coordinates to each of its boxes by defining the upper-left-most box to be (1, 1) , with the x axis increasing to the right and the y axis increasing downwards. Then the hook of λ is the union of the boxes (x ′ , 1) and (1, y ′ ) of the Ferrers diagram of λ, where x ′ ≥ 1, y ′ ≥ 1. Let h λ denote the hook of λ and let h λ denote the size of h λ . Similarly, let c λ and c λ denote the first column of λ and the size of c λ respectively. Note that c λ is equal to the number of rows of λ. When λ is clear from the context, we replace h λ , h λ , c λ and c λ by h, h, c and c respectively. Let λ − h ⊢ n − h denote the partition obtained from λ by removing its hook. Also, let λ − c denote the partition obtained from λ by removing the first column of its Ferrers diagram, i.e. (λ 1 , . . . , λ r )− c = (λ 1 −1, . . . , λ r −1) ⊢ n−r. Theorem 1.6 (Renteln, [11] ) For any partition λ = (λ 1 , . . . , λ r ),
with initial condition η ∅ = 1.
Since the above recurrence will be used extensively throughout the paper, we shall often refer to it as the main recurrence.
The rest of the paper is organized as follows. In Section 2, we give some useful formulae for the eigenvalues which correspond to partitions of simple shapes. Theorem 1.2 is proved in Section 3. In Sections 4 and 5 respectively, we provide a lower and an upper bound for the eigenvalues when the first part of the corresponding partition is large. In Section 6 we consider partitions with few parts. We prove Theorem 1.3 in Section 7. Sections 8, 9, and 10 are devoted to a proof of Theorem 1.4. As mentioned, some values for small n have been tabulated in Section 11.
Some preliminary results
In this section, we collect some basic formulae for some special types of partitions. Recall the following useful facts about the derangement numbers: Proof. See [12] , page 67 for (1) and (2) . The values in (3) are tabulated in the first entries in the tables in section 11 as η λ for λ = (n).
Remark 2.1 Notice it follows from Lemma 2.1 that the values of D n are striclty increasing for n ≥ 1.
In particular,
Proof. The first equality is [11, Lemma 7.4] .
For the second use the first.
Applying this when λ 1 = n − 1 gives the last statement.
We define a partition λ = (λ 1 , 2, 1 n−λ 1 −2 ) to be a near hook.
Proof. Use the main recurrence and the properties above or [11, Lemma 8.3] . 
The values for λ 1 ≤ 3 are as given. We need only show for 3 ≤ λ 1 ≤ n−1 that |η (λ 1 ,1 n−λ 1 ) | < |η (λ 1 +1,1 n−λ 1 −1 ) |. This means we need to show
Proof of the Alternating Sign Property
Recall that the Alternating Sign Property (ASP) is the assertion that for any partition λ ⊢ n,
# cells under the first row of λ .
Proposition 3.1 Let λ ⊢ n. Suppose ASP holds for partitions of smaller size. Then
Proof. In view of the main recurrence 
Here ASP is equivalent to sign(η λ ) = (−1) n−λ 1 which is equivalent to |η λ− b h | < h|η λ−b c |.
Moreover, ASP holds for λ.
λ ′ is the partition of n − 2 obtained from λ by deleting the first two cells of λ 1 from the right. Let h ′ and c ′ denote the hook and the first column of λ ′ respectively. Also, let h ′ denote the size of h ′ . We shall prove by induction on n = |λ| that |η λ | > |η λ ′ |.
When n = 3, the only partition which satisfies the conditions of the theorem is λ = (3). So |η λ | = 2 > |η λ ′ | = 0. Indeed if λ = (n) the statement follows as D n > D n−2 . This means we can assume r ≥ 2. Let n > 3. As ASP holds for λ − c, λ
This means the signs in the main recurrence for η λ and η λ ′ are the same. In particular,
h ′ || and the same when the signs are negative. We can use induction unless λ = (3, 1 n−3 ). By Lemma 2.2,
and so the result holds.
We can now use induction, and so
Here in the case with negative sign we have used
This follows as by assumption sign(η λ−b c ) = (−1) n−r−(λ 1 −1) and so mod 2,
This means sign(η λ ) is (−1) h (−1) λ 1 sign(η λ−b c ) = (−1) n−λ 1 and so ASP holds for η λ .
We want to prove ASP for λ by assuming that the assertion holds for partitions of smaller size than |λ|. By Proposition 3.1 and Proposition 3.2, it remains to consider the case λ 1 = λ 2 .
To state our next results, we require some new terminology. For a partition λ = (λ 1 , . . . , λ r ) ⊢ n and 0 ≤ i ≤ λ 1 , let λ − c i denote the partition obtained from λ by deleting the first i columns. In particular, λ = λ − c 0 , λ − c = λ − c 1 . Similarly, for 0 ≤ i ≤ r, let λ − ρ i denote the partition obtained from λ by deleting the first i rows. When i = 1, we also write λ − ρ instead of λ − ρ 1 . Using these notations, note that λ − h = (λ − c) − ρ.
For the rest of this section, we let h i denote the size of the hook of λ − c i−1 , where 1 ≤ i ≤ λ 1 . We have the following upper bound for |η λ | in terms of the h i 's:
Proof. As this is not needed in the sequel, we omit the proof which is a routine interation of Lemma
We shall be interested in partitions with λ 1 = λ 2 and λ 3 < λ 1 if r ≥ 3 where as usual r is the number of rows. For this we denote λ 1 by t and assume t ≥ 2. Note that the smallest partition satisfying these conditions is λ = (1 2 ). For the definition of δ below we assume λ 1 = λ 2 with λ 3 < λ 1 if r ≥ 3. We define the following functions:
where for this we assume λ 1 = λ 2 with λ 3 < λ 1 if r ≥ 3.
By convention we mean H(λ) = h 1 when t = 2 and
Recursively, we have
The motivation for the above functions will become apparent in Lemma 3.5 and Proposition 3.6.
We proceed by induction on t. For t = 3, h 1 > h 2 ≥ 3, and
By the definition of H(λ − c) and the inductive hypothesis,
Therefore,
So we may assume that λ 1 = λ 2 ≥ 3. By Lemma 3.4, it suffices to show that δ(λ) ≥ H(λ). Indeed, by Proposition 3.3, we have, for all i ∈ {0, 1, . . . , t − 3}, 
On the other hand, (4) and (5) that
Proposition 3.7 Let λ ⊢ n, λ 1 = λ 2 . Suppose ASP holds for all partitions of size smaller than n.
Proof. If λ 3 < λ 1 for r ≥ 3 or r = 2, then the assertion is true by Proposition 3.6, even without the assumptions that ASP holds for smaller partitions. So we may assume that λ 3 = λ 1 . We proceed by induction on λ 1 ≥ 1. For
It follows from Proposition 3.1 that
On the other hand, since ASP holds for η λ−b ρ , η (λ−b c)−b ρ , and η (λ−b c)−b ρ 2 , λ 2 = λ 3 , and Proposition3.1
where h ′ = h − 1 is the hook of λ − ρ. It follows immediately from (6) and (7) that |η λ | > |η λ−b ρ |. 
A lower bound for |η λ |
In this section we prove the lower bound for η λ when λ 1 ≥ ⌊ n 2 ⌋. This will be the proof of Theorem 1.3 (i). We begin by giving a lower bound for |η (a,a) |.
Proof. The assertion holds for a = 1, 2, 3. We may assume a ≥ 4 and proceed by induction on a. By the main recurrence and induction,
We are now ready to prove the lower bound of Theorem 1.3 (i).
Proposition 4.2 Suppose λ ⊢ n with its first part equal to
λ 1 ≥ ⌊ n 2 ⌋. Then |η λ | ≥ D λ 1 + (n − λ 1 )D λ 1 −1 = |η (λ 1 ,1 n−λ 1 ) |.
This is the lower bound needed for Theorem 1.3 (i).
Proof. We use induction on n ≥ 1. Since all the cases for n ≤ 11 can be done by inspection, we let n ≥ 12. Furthermore, by Lemma 2.2, the assertion holds with equality when λ is a hook regardless of λ 1 . We may therefore assume that λ is not a hook.
We first show that the assertion holds for the following special cases: 
From now on in this section, we may assume that either λ 1 > Let r be the number of rows of λ. Suppose λ − c has s rows for some r ≥ s ≥ 2. Note that by the main recurrence
We proceed by induction on the size of λ to conclude |η λ−b c | ≥
Note that r ≥ 2, λ 1 ≥ 4 and n − h ≥ 1.
which is positive for λ 1 = 6 and larger.
Hence, the result follows.
An upper bound for |η λ |
In this section, we give the upper bound needed for Theorem 1.3 (i) for |η λ | except for some cases when λ 1 = n 2 for n even or λ 1 = n−1 2 for n odd. 
Proof. It is readily checked that the theorem holds for n = 2, . . . , 13. We shall let n ≥ 14 so that λ 1 ≥ 7. For r = 1, |η λ | = D n ≤ D n + D n−1 , and so the theorem is true. Let r ≥ 2.
If λ is a hook then |η
2), which is clearly less than the right hand side of (9). So we may assume that λ is not a hook.
(when n is even), we still have |λ − h| ≤ λ 1 − 2 since we are excluding the case λ = ( To validate the inductive hypothesis for η λ−b c , λ − c ⊢ n − r, we need to check that λ 1 − 1 ≥ n−r−1 2 , n − r ≥ 2 and that λ − c = (
2 ) when n − r is even or λ − c = (
2 so that r is 2 or 3. If r = 2, the hypothesis gives λ = (a, b) with a > b as ( 
2 which implies that r ≤ 2, which is not possible because λ − c has 3 rows. Therefore, by induction,
Consequently,
It sufices to show that
The hypothesis on λ 1 gives n − 2λ 1 ≤ 1. Suppose n − 2λ 1 = 1 which because of the partitions excluded implies r ≥ 4. Then (10) becomes
Since λ 1 ≥ 7, D λ 1 −2 ≥ D 5 = 44. Therefore, it is enough to show that
For some of the computations below we used the computer algebra package Maple. Now we have
As λ is not a hook, we have r ≤ λ 1 , and so we are done if
which indeed holds for all r ≥ 4 again using Maple as for example 44r 3 − 221r 2 is positive for r ≥ 6 and smaller values can be checked.
Suppose first that r = 2. As we are excluding the shape λ = (
2 ), we must have λ = (a, b) with a > b and so n − 2λ 1 ≤ −1. From (10) it is enough to show that
As n − λ 1 + 2 ≤ λ 1 + 1, it suffices to check that
which clearly holds for all λ 1 ≥ 7. This shows we may assume r ≥ 3.
From now on, we may assume that n − 2λ 1 ≤ 0. Again, from (10) , it is enough to show that
where we used
As n − 2λ 1 ≤ 0 and r ≥ 3, rearranging (12) we need to show that
Since λ 1 − 2 ≥ n 2 − 2, the coefficient of D λ 1 −2 is less than or equal to
which is nonpositive for r ≥ 3, n > 10. It now suffices to show that
which is true for λ 1 ≥ 7, r ≥ 3.
In particular the upper bound in Theorem 1.3 (i) holds except for the partitions excluded in the statement.
Proof. In view of Proposition 5.1, we only need to show that
Next, subtracting 2D λ 1 yields
It is sufficient to show that
This is true for λ 1 ≥ 3 (when n ≥ 7) while the result can be verified separately for small n.
Partitions with few parts
In this section we give the upper bounds needed for Theorem 1.3 (i) not covered by Proposition 5.2.
The cases
Lemma 6.1 For a ≥ b > 1, the following formulae hold:
Proof. This is just an application of the main recurrence. Notice (−1) a+1 (−1) a = −1 as one of a and a + 1 is even with the other being odd. Similarly (−1) a+2 (−1) a = 1 as they are either both even or both odd. .
We give an explicit formula for η (a,b) which is not specifically needed in the remainder of the paper but gives some indication of how the values could be computed.
As this in not needed in the sequel, we omit the proof which is a straightforward iteration of Lemma 6.1 Next, we find the upper bounds needed for Theorem 1.3 (i) for |η (b,b) | and |η (b,b,1) | respectively.
Proof. The fist inequality is implied by the second for b ≥ 4 and the small cases can be done by inspection.
For the second inequality we use induction on b and note it is equality for b = 4. Suppose b > 4.
Taking the worst case of signs + on the left and − on the right this is true if b − 2 ≤ 5D b−1 which is true for all b ≥ 5. Notice this is a strict inequality for b ≥ 3. We have already noted the lemma holds for b = 4. However, the induction step does not apply with b = 4.
We now consider the case η (b,b,1) .
Proof. This can be checked by hand for b ≤ 4 and so we assume b ≥ 5.
(by Corollary 3.8) Proof. The smallest case is n = 7 where it holds. So let n ≥ 9 so that b ≥ 4. Note that |λ − c| = n − 3 ≥ 3,
2 ) since c < b and also λ − c = (
On the other hand, since |λ − h| = n − (b + 2) = b − 1, we have
the last inequality holds since for all b ≥ 4,
Note the exceptions to Proposition 5.2 with
Corollary 6.6 Theorem 1.3 (i) has been proved.
Proof. This follows from Proposition 5.2 and Lemmas 6.3, 6.4, and 6.5.
7 A second upper bound for |η λ |
In this section we provide another upper bound for η λ when λ 1 is small compared to n. This is the upper bound needed for Theorem 1.3 (ii). In particular we prove the following theorem. We will use induction on |λ|. As λ 1 < n 2 there must be at least three rows and we can assume λ = (λ 1 , λ 2 , · · · , λ r ) with r ≥ 3.
If λ were a hook the result would follow from Lemma 2.4.
We know from the main recurrence that
We will apply the induction assumption to λ − c and λ − h.
We now exclude the case in which n is odd and r = 3 which we will do later. With this assumption, ⌊ n−r 2 ⌋ ≤ b − 2. Now by Remark 7.1 we see
For these cases we have
Notice b = ⌊ n 2 ⌋ and so 2b ≥ n − 1. Also notice that h ≤ n − 1 as λ is not a hook and in particular
In particular, Proof. This follows from Corollary 6.6 and Proposition 7.1. 8 The case λ 1 = n − 2
In this section we prove the part of Theorem 1.4 when λ 1 = n − 2. Before we begin, we need some preliminary calculations.
Proof. The second is a direct application of Lemma 2.2. The first follows from Lemma 6.1 and Lemma 2.2.
Proof. We must show that Proof. This follows by Lemma 8.2. 9 The case λ 1 = n − 3
In this section we prove Theorem 1.4 in the case λ 1 = n − 3.
Proof. The third is Lemma 2.2. The second follows from Lemma 2.3 and Lemma 2.1. For the first use the main recurrence and substitute the value obtained in Lemma 8.1.
Proof. We assume n ≥ 9 and check the smaller values by hand. We shall prove that Proof. Check this is equality if n = 6 and so assume n ≥ 7.
We want to show that nD n−4 + 1 < n−1 n−4 D n−3 .
This will hold provided the following equivalent inequalities hold.
Corollary 9.4 Theorem 1.4 is proven in the case λ 1 = n − 3.
Proof. This follow from Lemmas 9.2 and 9.3.
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The case λ 1 = n − 4
In this section we prove Theorem 1.4 in the case λ 1 = n − 4. Notice n ≥ 8 here.
This will be proved by a series of lemmas. 
Therefore, it is enough to show that the right hand side of (13) is more than the right hand side of (14), i.e. Note that the right hand side of (15) is less than 2 for a ≥ 4. Therefore, the inequality holds whenever a ≥ 6. The lemma also holds for a = 4, 5 by inspection. Proof. 
