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Abstract
Selective Laser Melting (SLM) is a common additive manufacturing process which uses a
laser energy source to fuse metal powder layer by layer. Engineering properties and
microstructure are related to the part’s thermal history. It is important to measure the thermal
history in-situ to qualify parts and provide the sensing which is necessary for process control. A
common measurement tool for this purpose is a thermal camera that records the thermal emission
of the part’s surface.
This study investigates the effects of spatial sampling resolution of thermal cameras when
monitoring the temperature in SLM processes. High-fidelity simulation of an SLM process is
used to quantify the effects of the camera’s sampling in space. Next, the effect that spatial
resolutions have on feature extraction, namely peak temperature and melt pool morphology, is
investigated by applying feature extraction methodologies to the down-sampled simulation data.
Finally, some methods of refining the down-sampled data are applied and their effects are
discussed.
1. Introduction
Selective Laser Melting (SLM) is a common metal additive manufacturing process.
The process parameters determine the microstructure and, thus, the engineering properties.
Infrared (IR) imaging is a non-contact detection method which is feasible for the in-situ
monitoring of SLM processes [1]. The authors concluded that the thermal camera was able to
capture the melt pool dimensions. However, the errors caused by quantization (digitization)
in the binarized image was not considered (Fig. 1 (c)). They also related the lengths and
widths of the melt pools with the laser scanning speeds, while these metrics are only measured
from the binarized images [2]. Regarding the low-resolution temperature profile, they
interpolated points into it. Wegner and Witt [3] used a thermal camera in the laser
sintering process. They used the melt’s temperature as an indicator of process parameters
and related it with laser exposure time and laser power. An IR camera was shown to be also
effective in locating defects during the SLM process of 6H-SiC [4].
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Fig. 1: Example of melt pool monitoring in an SLM process using a thermal camera: (a) thermal
contour, (b) radiant temperature profile along scanning direction and (c) melt pool. [1]
There are two types of thermal cameras: scanning devices and infrared Focal Plane Arrays
(FPAs). The FLIR thermal camera in the experimental platform at Missouri S&T is of the latter
type and has a 640×512 pixel focal plane array with a 50 megapixel clock rate allowing full
frame sampling at 126 frames/sec with a 14 bit dynamic range. The photodetectors in the FLIR
thermal camera are the InGaAs array, which operate in the 0.9-1.7 μm wavelength region [5].
The spatial resolution is an important parameter of the thermal camera. Each PhotoSensitive
Element (PSE) in the array corresponds to one image pixel, The PSE signal can be expressed in
volts, ADC units, the number of accumulated electrons, or the amount of stored charges. Its
sources are always a photo current and a PSE dark current accumulated in the corresponding
multiplexer capacitor [6]. In practice, the optical system can be configured to obtain a field of
view at a distance from the build plate. By configuring the optical system, a higher resolution can
be achieved at the expense of the range of the field of view. When observing a large part or
several parts together, the resolutions of the thermal images are usually very low. A trade-off
must be made between the resolution and the viewing area size. Very-Low-Resolution (VLR)
problems exist in image recognition, such as very-low-resolution human face recognition [7,8].
A thermal camera has a specific resolution for a viewing area and the digital pictures are
spatially discrete. The digital data can be treated as discrete samples of the continuously varying
surface temperature distribution and each pixel in the picture is a single temperature
measurement at its corresponding area. However, some of the spatial information will be lost by
this down-sampling. In addition, the camera sensors collect the radiance inside the regions of the
pixels, instead of at specific points. However, researchers often treat thermal images as discrete
samples at specific grid points of surface temperature distribution and measure the melt pool’s
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length and width directly from the image. The errors caused by low resolution sampling are not
considered sometimes.
In order to understand the effect of sampling, high-fidelity simulation results are utilized for
investigation [9]. A sampling model is proposed and applied to the simulation data, and then
artificial thermal images are generated. Features are measured from down-sampled images and
original images separately, and their differences are just the errors caused by sampling. In other
words, the measurements of the features are not exactly the real values. The down-sampling has
two main effects on the feature extraction: darkening effect of the melting pools and digitization
of the morphological features. The darkening effect is caused by averaging the pixels and, thus,
the maximal pixel value is always smaller than the true maximal surface temperature value.
So some questions are brought up: how to understand and correct the measurements and
recover the real features? In Section 2, a sampling model is proposed for the purpose of
obtaining artificial low-resolution images from the original data, just like how the thermal
camera works. In Section 3, the errors of the measurements of the features are plotted in figures,
which shows the accuracy corresponding to the sampling grid size. In the following sections,
interpolation and fitting methods are applied to the down-sampled data to find whether the
methods improve the measurements.
2. Sampling Model and Temperature Measurement Model
Since it is difficult to know the real surface temperature during the process, high-fidelity
simulation data [9] of surface temperature are utilized instead of the real experimental surface
temperature. The simulation data should be down-sampled to generate artificial thermal images
with low resolutions. Therefore a sampling model is needed.
The thermal camera collects the radiance inside the pixels over a period of time. Assuming
the emissivity ε of the material is constant, the sampled radiance is given by
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Assuming that the temperature field T is constant over the pixel area, (1) becomes
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Solving for the measured temperature in equation (2) yields
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(3)

where TM (K) is the temperature measurement. To recover the temperature from the measured
radiance, one must determine the model parameters k and ε. Combining (1) and (3), the
measurement function is
1/ 4
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3. Errors from Spatial Down-Sampling
The features of a melt pool, namely the peak value p and melt pool length L, width W and
area A, are measured from the thermal camera in practice, and the measurements of them have
errors caused by low-resolution sampling. To determine the magnitude and nature of
low-resolution sampling on these critical features, this section utilizes high-fidelity simulation
data and the sampling model (4).
3.1. Utilization of Simulation Data
Simulation data of the surface temperature in the SLM process are utilized to characterize
the errors resulting from the camera’s spatial resolution. Using the down-sampling model,
low-resolution images are obtained from the simulation data, which are used to investigate the
errors caused by down-sampling. A piece of simulation video data is utilized for the
investigation of sampling. In the simulation, the element size is Δx = Δy =10 μm and time step is
Δt = 1 μs. The laser power is set to be 200 W and the laser pulse period is 90 μs. During each
laser pulse period, the exposure time is 75 μs, and the laser is off for the 15 μs. The laser point
distance is 60 μm. These manufacturing process parameters are often used when fabricating parts
with 304L stainless steel [10]. The top and side views of a simulation frame are given in Fig. 2
and Fig. 3 respectively.

Fig. 2: One Frame of Simulation
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Fig. 3: Surface Temperature of a Simulation Frame (Lateral View)
In this discrete case, where only spatial sampling is considered, equation (4) can be written
as
1/ 4

ri
 1 rj
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where T(m, n) denotes the value at (m, n) in the original frame and TM(i, j, s1, s2, r) denotes the
value at (i, j) in the down-sampled frame with camera grid shifting (s1, s2), and r is the
down-sampling rate. In addition to the lower sampling rate r, it is important to note that the
location of the sampling grid over the melt pool can have a critical impact on the measurements
and measurement interpretation. For example, a single pixel capturing the laser spot will show a
significantly higher temperature than, for instance, if the laser spot fell at the intersection of four
pixels. The parameters (s1, s2) are used here to capture melt pool locating effects within the
camera pixels. To illustrate this effect with our simulation data (already sampled), in Fig. 4 the
black lattice is the original image. In this case, the down-sampling rate is r = 5. The shifting of
the blue lattice is (s1 = 1, s2 = 2) and that of the red lattice is (s1 = 2, s2 = 3). While it may be
possible to carefully align the camera or reconstruct the precise laser path in order to determine
the precise location of the laser spot at sub-pixel accuracy, here we assume that is not possible.
Therefore, we consider such the location an uncertainty and evaluate the results of our
low-resolution sampling with respect to this uncertainty.

Fig. 4: Illustration of Sampling Grid Shifting
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3.2. Direct Measuring Method
Direct measurements are obtained by directly extracting the features from the thermal
images without data processing. Each frame is a matrix of temperatures T m, n  and the
down-sampled matrix of temperatures is TM i, j , s1 , s2 , r  . The true peak temperature from the
simulation is
p  max T m, n  ,
m, n

(6)

and the peak temperature in the low-resolution image is
pM s1 , s2 , r   max TM i, j , s1 , s2 , r  ,
i, j

(7)

The error caused by down-sampling with camera shift (s1, s2) and sampling rate r is
es, t , r   pM s, t , r   p .

(8)

Measurement of the length, width and area of the melt pool are typically achieved by first
defining a melt thresholds. A threshold is set, the matrix is searched, and all of the pixels greater
than the threshold are identified. The region above the threshold is the set
E   xi , yi  : T  xi , yi   threshold .

(9)

L  maxxi  minxi .

(10)

W  maxyi  minyi .

(11)

The length of the melt pool is

Similarly, the width of the melt pool is

Suppose N is the number of points in the set E and Ap is the size of each pixel, then the melt pool
area is

A  NAp .

(12)

In the down-sampled images, the measurements are defined as above and the measured length,
width, and area, respectively, are denoted by LM, WM and AM. Then the length, width, area errors,
respectively, are
eL  LM  L ,

(13)

eW  WM  W ,

(14)

eA  AM  A .

(15)

3.3. Errors from Down-Sampling
Down-sampling leads to two notable effects on the measurements: the darkening effect on
the peak temperature (Fig. 5) and the digitization of the morphological features (Fig. 6). The first
effect is that the peak temperature in the low-resolution image is always lower than the original
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peak temperature. The latter effect is that only several numbers can be taken as the
measurements of the melt pool’s length, width and area from the low-resolution image.

(a) Original Peak Temperature = 1924 K
(b) Down-sampled Peak Temperature=1864 K
Fig. 5: Illustration of the Darkening Effect on the Peak Temperature

(a) Original Melt Pool
(b) Down-sampled Melt Pool
Fig. 6: Illustration of the Digitization of the Morphological Features
To analyze the errors due to down-sampling, the data during one laser period are analyzed.
In one experimental platform at Missouri S&T, a Renishaw system is fitted with a FLIR camera
directed toward a portion of the powder bed with a 140 μm camera pixel size. We will use this
value as a nominal value for analysis and therefore set the down-sampling rate at r = 14. In the
discrete simulation data, there are r2 = 196 total possible shifts in all. In this way, the distribution
of the errors of the feature measurements are plotted in Fig. 7-Fig. 10. When defining the melt
pool, take the threshold = 1700 K , which is the melt temperature of the material.
In Fig. 7, it is shown that the measurements of the peak temperature will always be lower
than the real value and the range of the peak temperature measurements is continuous and
bounded. However, as for the morphological features (length, width, area), the measurements are
highly digitized (Fig. 8-Fig. 10). In Fig. 8 and Fig. 9, the measurements of lengths and widths are
in discontinuous groups. The distance between the discontinuous bars is just the size the
sampling grid, which is 140 μm in this case. In other words, the measurements can only be from
{0, Δx, 2Δx, 3Δx, ...} if the camera pixel size is Δx. The digitization phenomenon happens on the
area measurements similarly, where the distance between the bars in Fig. 10 is Δx2.
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Fig. 7: Distribution of Peak Temperature
Errors

Fig. 8: Distribution of Length Errors

Fig. 9: Distribution of Width Errors

Fig. 10: Distribution of Area Errors

The effect of spatial down-sampling may be instructive for the users who monitor the SLM
process by a thermal camera. When choosing a size of the sampling grid and making all possible
shifts, it is meaningful to calculate the maximum, the minimum and the mean of the errors
caused by sampling with all shifts. The maximum, minimum and mean errors for the peak
temperature and morphological features are plotted with respect to sampling grid sizes (Fig.
11-Fig. 14). These graphs show what resolution is need in order to achieve a desired level of
accuracy. At a given sampling grid size (camera resolution), the maximum and the minimum of
the measurements represent the uncertainty caused by the motion of the melt pool across the
camera view, when one is conducting such an experiment.
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Fig. 11: Peak Temperature Errors for
Different Sampling Grids

Fig. 12: Melt Pool Length Errors for Different
Sampling Grids

Fig. 13: Melt Pool Width Errors for Different
Sampling Grids

Fig. 14: Melt Pool Area Errors for Different
Sampling Grids

The results from the down-sampled simulation data show that the curves of peak
temperature measurements with respect to the sampling grid sizes are smoother than the
morphological features. Besides, when the spatial resolution is too low, the melting region
cannot be extracted after down-sampling.
4. Interpolation of Down-Sampled Images
Interpolation is commonly used in image processing of low-resolution images. In this work,
linear interpolation and spline interpolation are tried. The two interpolation methods have
different natures. Linear interpolation is a simple method to create more pixels in a
low-resolution image, but this method cannot produce a smooth curve. They are illustrated in Fig.
15 and Fig. 16. Spline interpolation is a fitting method which uses a piecewise 3rd-degree
polynomial function.
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Fig. 15: Linear Interpolation

Fig. 16: Spline Interpolation

Here the 2-dimensional interpolations are applied to the artificial down-sampled images,
and the interpolation rate should be such as to restore the original resolution. The following are
the results of measurements after linear interpolation (Fig. 17-Fig. 20).

Fig. 17: Peak Temperature Errors after
Linear Interpolation

Fig. 18: Melt Pool Length Errors after Linear
Interpolation

Fig. 19: Melt Pool Width Errors after Linear
Interpolation

Fig. 20: Melt Pool Area Errors after Linear
Interpolation
182

The following are the results of measurements after spline interpolation.

Fig. 21:Peak Temperature Errors after Spline Fig. 22: Melt Pool Length Errors after Spline
Interpolation
Interpolation

Fig. 23: Melt Pool Width Errors after Spline
Interpolation

Fig. 24: Melt Pool Area Errors after Spline
Interpolation

The simple linear interpolation can reduce the digitization effect a little. But linear
interpolation cannot restore the peak value which is lost by sampling, just as illustrated in Fig. 15.
The spline interpolation is hopeful to restore the peak value of a curve (Fig. 16). However, it
does not make obvious improvements in the measurements of features, but makes the
measurements worse sometimes. The reason is that interpolation methods treat every pixel point
as a pointwise measurement on the original surface, but in fact the pixel value is a sort of average
over the pixel region. So pointwise interpolations are not proper in the problem.
5. Fitting Method
An alternative to direct measurement from thermal camera data is to fit the measurements to
a model or set of basis functions. Here, we explore a fitting method that segments the melt pool
into two parts: the front part and the rear part, as illustrated in Fig. 25. The temperature of the
front part is simpler and can be approximated by a Gaussian-like function
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where T(x, y) is the surface temperature, (x0, y0) is the peak temperature location and Tamb = 353
K is the ambient temperature in the simulation. For simplicity, let (x0, y0) = (0, 0) by coordinate
system translation, and then (16) can be written as
 x2 y2 
T  x, y   A exp  2  2   Tamb , x  0 ,
 S1 S2 

(17)

The down-sampled image is shown in Fig. 26, where the sampling grid size Δx = Δy =40 μm.
The peak temperature after down-sampling (pM = 2233 K) is lower than the original peak
temperature (p = 2371 K).
A fitting method is proposed to have a better estimation of the peak temperature based on
the low-resolution image. The penalty function is
2

1/ 4
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where i  xi  x / 2, xi  x / 2   yi  y / 2, yi  y / 2 and (xi, yi, Ti) are the data set for
fitting. The optimization is fulfilled by “fmincon” function in Matlab. The estimated peak
temperature from the fitting result is pest = 2338 K. In this way, the estimated peak temperature is
better than that from the low-resolution image.

Fig. 25: Surface Temperature in Simulation

Fig. 26: Down-Sampled Surface Temperature
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Fig. 27: Fitting Result of the Front Part of the Melt Pool
Using this method, the width of the melt pool can also be estimated. The original melt pool
width is W = 120 μm. The down-sampled melt pool width is WM = 80 μm. The estimated width is
West = 112 μm. The fitting method can also obtain a better measurement of the melt pool width.
The fitting method is based on the assumed surface temperature function. The Gaussian-like
function (17) is not applicable to the rear part of the melt pool, and the existence of the phase
transition region is still a challenge for the fitting method.
6. Conclusions

The thermal camera is an instrument for monitoring the SLM process. Temperature
information and morphological information of melt pools are often related to manufacturing
parameters and engineering properties. It is worth noting that the features extracted from
low-resolution thermal images contain errors caused by spatial sampling. In this work,
high-fidelity simulation data are utilized and a sampling model is proposed. Based on these, the
errors caused by sampling grid sizes are plotted for all possible grid shifts. This gives the level of
accuracy for a given camera pixel size, which is worth of concern in experiments. Interpolation
is often used in the processing of low-resolution images, but interpolation is not enough to
eliminate the effect of sampling. The model-based function fitting method can improve the
measurements of the melt width and peak temperature.
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