Sparsely sampled irregular arrays and random arrays have been used or proposed in several fields such as radar, sonar, ultrasound imaging, and seismics. We start with an introduction to array processing and then consider the combinatorial problem of finding the best layout of elements in sparse 1-D and 2-D arrays. The optimization criteria are then reviewed: creation of beampatterns with low mainlobe width and low sidelobes, or as uniform as possible coarray. The latter case is shown here to be nearly equivalent to finding a beampattern with minimal peak sidelobes.
Introduction
Sparse arrays are antenna arrays that originally were adequately sampled, but where several elements have been removed. This is called thinning, and it results in the array being undersampled. Such undersampling, in traditional sampling theory, creates aliasing. In the context of spatial sampling, and if the aliasing is discrete, it is usually referred to as grating lobes. In any case this is unwanted energy in the sidelobe region.
Why would one want to use sparse arrays rather than full arrays? The main reason is economy. Each of the elements needs to be connected to a transmitter and a preamplifier for reception, in addition to receive and transmit beamformers. Medical ultrasound imaging, the field where most of the work to be presented here was done, illustrates this: Conventional 2-D scans is done with 1-D arrays with between 32 and 192 elements. 3-D ultrasound imaging is now in development and this requires 2-D arrays in order to perform a volumetric scan without mechanical movement. Such arrays require thousands of elements in order to cover the desired aperture.
The purpose of the work presented here is to give a coherent presentation of sparse array properties and sparse array design. Both topics have been active areas of research for at least the last thirty years as documented in for instance the books [1] and [2] . We have chosen to let the terminology of this chapter be consistent with the latter reference. The main contribution of this work is the application of optimization methods such as genetic programming and simulated annealing to the problem of element placement in 1-D and 2-D arrays. These methods enable one to find solutions that are believed to be near the optimal limits in terms of sidelobe performance. They also make it possible to estimate the lower limits for peak sidelobe level for layout optimized arrays. The estimate for these limits is proportional to 1/K, where K is the number of remaining elements in the array.
This chapter starts with an introduction to array processing based on the analogy to sampling in the time domain. Topics that do not have their parallels in time-domain sampling such as the effect of the element response, steering, grating lobes, and the coarray are covered. The important distinction between one-way and two-way responses is described and later used to give more degrees of freedom in the optimization. Theory for random arrays and a subclass of random arrays called binned arrays is then covered.
We then move on to optimization of either element weights or element layout or both. The layout problem is shown to be a combinatorial problem of such a large magnitude that an exhaustive search will never be possible. Different criteria for optimization are then reviewed and we show through an example that criteria in the coarray domain are nearly equivalent to minimizing the maximum sidelobe level. Examples of weight and layout optimization for relatively small-size 1-D arrays are then given. Some new results with a lower sidelobe level than previously reported for the problem of finding the best 25 elements in an aperture with 101 elements are then given. Large 2-D array problems are then considered and it is shown that the optimization region in the angular domain has to include some invisible regions in order for the array to be steerable. Some results obtained from simulated annealing and genetic optimization are then presented. Finally we give some results where the two-way beampattern is optimized, allowing one to use different sampling patterns for the transmitter and receiver.
In the appendix the three optimization methods used here, i.e., linear programming, simulated annealing, and the genetic algorithm, are briefly described.
Theory

Introduction to array processing
The array pattern as a spatial frequency response
In time-frequency signal processing, a filter is characterized by values of its impulse response, h m , spaced regularly with a time T between samples. A linear shift-invariant system is also characterized by the frequency response H(e jωT ) =
M−1 m=0
h m e −jmωT (1) which is given in (1) for a finite length impulse response with M samples. The relationship between the sampling interval, T and the angular frequency, ω, in order to avoid ambiguities, is that the argument in the exponent satisfies ωT ≤ π. This is a statement of the sampling theorem.
In array signal processing, the aperture smoothing function plays the same role in characterizing an array's performance. Assume The variable u is defined by u = sin φ where φ is the angle between broadside of the array and the direction from the wavefield (usually called azimuth angle), λ is the wavelength, and the weights, w m , is a standard window function [3] . With reference to Fig. 1, ( 2) can be found from geometry. For a wave coming from an infinite distance, the difference in travel-distance between two neighbor elements is d sin φ. When this is converted to phase angle, where one wavelength of travel-distance corresponds to 2π, one gets the expression in the exponenent of (2) .
The aperture smoothing function is, therefore, the output after weighting and summing all elements in the array for a wave from infinite distance hitting the array at an angle of incidence φ. The aperture smoothing function determines how the wavefield Fourier transform is smoothed by observation through a finite aperture [2] , just like the frequency response determines how the received signal spectrum is smoothed by the filtering operation. The condition for avoiding aliasing is that the argument in the exponent satisfies
where k x = 2πu/λ is the x-component of the wavenumber.
The relationship between the array pattern for a regular 1-d array and a filter frequencyresponse is now
By using these parallels, the time-frequency sampling theorem T ≤ π/ω max translates into the spatial sampling theorem d ≤ λ min /2.
Array pattern for arbitrary geometry
The spatial frequency k x can be generalized for an array with elements located anywhere in space and with arbitrary irregular geometry. Let the wavenumber vector be k ∈ R 3 with norm | k| = 2π/λ, and let it be directed from the source towards the array as in Fig. 2 . This figure also defines a unit direction vector s φ,θ = (sin φ cos θ, sin φ sin θ, cos φ) = (u, v, cos φ) in rectangular coordinates. These angles are usually called azimuth angle for φ and elevation angle for θ. These terms come from sidelooking radar, but are used in other applications also.
The wavenumber vector is now k = −2π s φ,θ /λ and the array pattern can be generalized to
where the array element locations are x m = (x m , y m , z m ) ∈ R 3 with the corresponding weights w m ∈ R. The weighting function is often called windowing, shading, • .
tapering or apodization. The relationship between the general array pattern and that for the linear 1-dimensional array (2) can be found by setting the element position to be on the x-axis only:
In the following, the notation W ( k) will be used for the array pattern for a general geometry while W (u) will be used for a one-dimensional geometry, with u = sin φ. When a 2-D planar array is considered, one usually uses W (u, v) where (u, v) = (sin φ cos θ, sin φ sin θ).
An example of the array pattern of a 1-D array with uniform weighting is shown in Fig. 3 . The array pattern is characterized by properties of the main lobe and the sidelobes. The main lobe width is usually measured either at the −3 dB point or the −6 dB point. In the chapter we will use the latter which for a 1-D array is given by W (u −6 dB /2) = W (sin φ −6 dB /2) = 0. 5 . For a full array with uniform weights, the beamwidths are given as φ −3 dB ≈ 0.89λ/D and φ −6 dB ≈ 1.22λ/D where D is the extent of the aperture. The sidelobe region is characterized by e.g. the peak value.
Periodic arrays and grating lobes
For the important class of arrays that have their elements on an underlying regular grid, aliasing just like in time-frequency signal processing occurs. Equation (2) gives the array pattern. Like all regularly sampled systems, the array pattern is periodic, and the periodicity is given by the argument in the exponent repeating itself by 2π. This is equivalent to
where u in (2) is now called u n due to the possible repetitition in the array response.
The distance between the elements relative to the wavelength is what matters. Recall now the spatial sampling theorem, d = λ/2. In this case u n = u 0 + 2 · n. Since u 0 is the sine of an angle, and in order for there to be aliasing, u n must also be a valid sine of angle, the sampling theorem implies that only n = 0 is possible and there is no ambiguity in the array pattern. This is changed if the system is undersampled. Let for instance d = λ. Now u n = u 0 +n. A system with a response at u 0 = 0 will repeat the response at u −1 = −1 and u 2 = 1 as shown in Fig. 4 . This example is actually a thinned array made from that in Fig. 3 by removing every second element. The two extra responses are called grating lobes due to the parallel with a similar phenomenon in optical diffraction gratings.
Element response
Consider the situation in time-domain sampling where an analog signal is sampled by a non-ideal sample-and-hold circuit. Instead of impulse sampling, the sampler will average over a small time window, resulting in a low-pass filtering of the sampled data. The low-pass response will be multiplied with the spectrum of the data in order to get the final spectrum.
This has a parallel in array processing in the element response. So far it has been assumed that there are M point elements, each of them being omnidirectional. How- • .
ever, each element may, due to its size, have its own directivity. This is described by the element response
The extent of the aperture is determined by the support for the aperture weighting function, w( k). For a regular, linear array with element distance d, and non-overlapping elements, the element may be slightly smaller than the element distance, i.e., it is defined in the interval < −l/2, l/2 > where l ≤ d (see Fig. 1 ).
As in time-domain sampling, the total response for the array system is the combined effect of the element response and the array pattern. In the case that the elements are equal and one operates in the far-field of the array, it is the product of the two
These conditions are only satisfied for a uniform linear array or for a planar linear array. Arrays that are curved are examples of a system where (7) does not hold. An example of an array response with grating lobes and element response is shown in Fig. 5 . This example is based on the array of Fig. 4 and the element response of a uniformly weighted element with size l = λ/2. The element response for such an element is
Note the similarity between Fig. 5 and Fig. 3 , however, this similarity vanishes when the array is steered as will be seen in the next section. 
Beampattern
A beamformer sums each output from the array with appropriate delays and weights. The delays are found by considering a certain direction given by k 0 and compensating for the difference in travel time between the elements. In a 1-dimensional array this corresponds to a certain direction, φ 0 . A beamformer may also be used to focus the beam on a point in the nearfield of the array given by both the angle and the distance. This is routinely done in medical ultrasound imaging. In any case the delays are found from geometrical considerations by taking into account the velocity of propagation in the medium. In most applications such as ultrasound, radar and sonar, the medium can be assumed to be homogenous with a constant velocity of propagation.
If the array output is processed by a beamformer with delays set to match a certain direction and wavelength given by k 0 , the beampattern will simply be a shifted version of the array pattern
Consider a regular linear array with element spacing d. The vector-product in (4) then simplifies to
for φ 0 defined as the angle between the broadside direction and the steered direction. In this special case the beampattern is given by (2) with u defined by (10) .
The total response for the array system is the combined effect of the element response and the beamforming. When they are separable, it is given by
Note that only the beampattern is affected by the steering, the element response is not possible to change by beamforming. This is illustrated in Fig. 6 which is the array of Figs. 4 and 5 with steering. Now the grating lobes reappear. If we had instead steered the full array of Fig. 3 , the result would instead have been just a translation of the response along the axis. • with grating lobes and element response.
One-way and two-way beampatterns
The array patterns and beampatterns discussed so far have all been for the case depicted in Fig. 1 , that is a source that transmits a signal which is received by the array. This is a one-way scenario. Due to reciprocity in a linear medium, it could equally well have been the other way around, i.e., the array could have been configured as a transmitter and the receiver could have been located in the far-field of the array. In either case, the array patterns and beampatterns would have described the transfer function.
A two-way scenario is when a signal is transmitted by the array, it is reflected off a target, and then received by the array. In this case, the two-way beam pattern is the product of the receiver's and the transmitter's beam patterns. If the same array is used, they will be equal and one gets
where the subindex TR stands for transmit and receive. We are rarely interested in the phase of the beam patterns, and therefore only the magnitude is shown here. The previous array patterns and beampatterns in , all show the one-way pattern. By simply squaring them, i.e., doubling the dB-axis, the two-way patterns can be found.
Equation (11) is valid under the condition that the receiver and transmitter arrays are the same, that the waveform is a continuous single-frequency wave, that the reflecting target is in the far-field of the array, and that the medium is linear. These conditions will be more or less satified in different kinds of imaging systems.
When optimizing the response from sparse arrays, more degrees of freedom are obtained if one lets the receiver and transmitter arrays be different. In that case the two-way beampattern will be
where the subindices T and R stand for transmitter and receiver respectively.
The coarray and sparse arrays
As an alternative description of an array, the coarray may be used. Rather than describing the angular response, it describes the morphology of the array. It was first introduced in [4] and for arrays with elements on a regular grid, the coarray is defined as the autocorrelation of the element weights
The coarray describes the weight with which the array samples the different lags of the incoming field's correlation function. For a linear array with element distance d, the coarray is related to the squared array pattern through the Fourier transform
A full array has a smooth-looking coarray and with unity weights it is triangular. Our interest here is to study it for sparse arrays with K remaining elements out of the original M elements in the full aperture. In order to characterize the coarray, some definitions are required. A redundant lag, l, is when the coarray of that lag is greater than unity, c(l) > 1. The opposite is a hole. In that case the coarray is zero at that lag, c(l) = 0. In order to have an even sampling of the incoming wave field, it seems natural to require a coarray with the same weight for all lags. A perfect array is such an array. It is defined as an array with a coarray with no holes or redundancies except for lag zero. Unfortunately, perfect arrays only exist for four or fewer elements in the array. Therefore, we study arrays that approximate perfect arrays; the Minimum Redundancy (MR) and the Minimum Hole (MH) arrays. They are defined by the number of redundancies, R, and holes, H. Minimum redundancy arrays are those element configurations that have no holes and minimize the number of redundancies. Minimum hole arrays minimize the number of holes in the coarray without any redundancies. These arrays are also known as Golomb rulers [5] .
The smallest minimum hole and minimum redundancy arrays are given in Table 1 where the results have been taken from [6] and [7] . Finding such arrays is a formidable task as the aperture grows. The largest proven minimum hole array that has been published is of size K = 19, [6] (as of this writing there are claims on the World Wide Web that the K = 20 and K = 21 minimum hole arrays also have been proven to be optimal). The largest known minimum redundancy array is of size K = 17 [7] .
Examples of coarrays of minimum redundancy and minimum hole arrays are shown in Fig. 7 . A generalization of the coarray that corresponds to the case when different apertures for transmit and receive are used is also possible. In this case one must build on (12) which describes the two-way beampattern. Disregarding the element patterns and the steering one gets The inverse Fourier transform of this expression corresponds to the sum coarray [8] which is equivalent to the convolution of the transmit and receive apertures. In other contexts this has been called the effective aperture [9] .
An example of such a coarray is shown in Fig. 8 . An aperture of 128 elements is assumed for this example. Every second element is used for transmission (as in Fig.  4 ), and every third element for reception. Due to reciprocity, the roles of the receiver and transmitter arrays could have been exchanged without any effect on the result. Table 1 . 
Random arrays
Strictly speaking, a random array is described by a probability density function, p x ( x) which determines the random sensor positions. This differentiates it from a sparse array which is based on a conventional array with regular spacing between elements, and where a certain fraction of the elements are removed at random. The array patterns of the two have the same statistical properties and one often uses the term random to apply to both of them [1] . This will be done here also.
Assuming that the elements are unweighted, the one-way array pattern is
The position variables are now random variables. The randomness disappears when k = 0, and then |W ( 0)| 2 = K 2 . This occurs as one looks broadside to a 1-D array or a 2-D planar array, i.e., for φ = 0 in the direction vector. For other directions, one should sum K unit random vectors. In the case that they are uncorrelated, the power sum is K. This applies to the sidelobe region well away from the mainlobe. Thus the ratio of average sidelobe power to main lobe power is [10] , [1] 
By taking the expected value of the array pattern from (17), a more accurate statistical analysis can be performed
The average array pattern for a random array is, therefore, equal to the array pattern of a continuous aperture of the same size with the probability density function playing the same role as the weighting funtion -compare to (6).
The variance is
In order to discuss these results, let us consider an example where the elements are uniformly distributed over a 1-dimensional linear aperture of length L. In this case the average array pattern is
and the variance is
Thus for small arguments the average array pattern is K and the variance is 0. For large values of u, however, the average array pattern is about 0, and the variance is close to K. This confirms the result given previously for the ratio of average sidelobe power to main lobe power to be 1/K. For the uniform distribution, this result is valid approximately after the first null of the average array pattern, or for |u| > λ/L. Similar results can be found for other probability density distributions. A comparison can be seen in Fig. 9 with uniform distribution of the element positions and the one in Fig. 10 with a triangular distribution. The latter has a wider mainlobe beam and lower first sidelobes. The conclusion is, therefore, that the probability distribution of the random distribution of the elements, or that of the thinning for a sparse array, determines the mainlobe shape and the first few sidelobes. Further away from the mainlobe the sidelobes can only be described in a statistical sense and the number of elements determines the average level.
An estimate of the relative peak level of a 1-D random array, derived in [11] and [12] , is (K ln K). This estimate gives in our experience a fairly good estimate of the peak level and is, therefore, plotted with the estimate 1/K for the average value on all of the beampatterns for thinned 1-D arrays. Steinberg ([13] , [1] ) has developed a statistical description for the sidelobe pattern and the expected peak sidelobe level in the random array response. His theory suggests that the amplitude of the peak sidelobe is logarithmically proportional to the number of independent samples in the sidelobe region. Accordingly, the peak sidelobe amplitude is expected to be 3 dB higher in planar arrays with the same number of elements and the same dimensions compared to linear arrays.
The hypothesis of our work here is that the achievable peak sidelobe level in an algorithmically optimized sparse array is proportional to the average value in the random case or 1/K for 1-D. For 2-D arrays our estimate is twice as high. 
The binned random array
An interesting variant of the random array is the binned random array. It is equivalent to jittered random time-domain sampling. Consider a one-dimensional aperture of length L. Divide the aperture into N equal-size, non-overlapping bins of length w = L/N . The position of each element can be found from
The random variable y m is distributed in the interval (0, w) according to some probability density function.
The average array pattern cannot in general be found except for the important case of a uniform distribution in each bin. Statistically, this is equivalent to a uniform distribution over the full aperture, and the average array pattern is the same as for a random array, i.e., eq. (21) applies [11] . Therefore, the mainlobe and the nearest sidelobes are the same as for a random array with uniform distribution of the position of the elements.
Under the same conditions, the variance can also be found
Because K · y m is uniform distributed over the interval (0, L) just like the random variable in (22) , the final result is that the variance is a scaled version of that for a uniform distributed random linear array
This is a remarkable result because the variance does not reach a full maximum until the first zero of sin(π(L/λ)u/K) or for |u| > Kλ/L. This means that the binned array has a much larger region around the steered direction where the effect of the randomness is small. In Fig. 11 it means that the variance does not reach its full value until |u| = 0. 5 . Note also that the nature of the binning is such that not more than two elements can be clustered. This makes the binned array resemble an array with a nearest neighbor restriction, and actually the sidelobe depression just described was first reported for nearest neighbor restricted arrays in [14] .
Optimization of Sparse Arrays
Given that a random sparse array has such a large variation in peak sidelobe level, it is natural to ask if it is possible to find arrays with good sidelobe behavior. Because we are dealing with sparse arrays we are concerned with arrays with elements on a regular grid. Further we restrict ourselves to one or two dimensions and uniform linear arrays or uniform planar arrays. There is no principal problem in also dealing with arrays with their elements uniformly distributed along a regular curve, such as a part of circle (curved linear arrays) or a 3-D array with elements on a spheroid. The variables to optimize can be the element weights (w m in (4)), or the active element positions.
Let us first consider element weighting for sparse random arrays. This resembles the design of weighting functions for fully sampled arrays or for time series as for instance discussed in the overview paper by Harris [3] . Many different criteria for optimization are to be found there, but the two most relevant ones are minimization of the maximum sidelobe and minimization of the sidelobe energy. For a full array, the first criterion leads to Dolph-Chebyshev weighting, and the latter leads to the prolatespheroidal weighting, which can be approximated by the Kaiser-Bessel window.
In spectral analysis, the first criterion minimizes the effect of spectral leakage from discrete frequency components. The second criterion is related to the estimation of a low spectral level in a background of broad-band noise at the other frequencies. This situation is not so common in spectral estimation. In imaging systems such as medical ultrasound systems, minimization of the maximum sidelobe is a criterion which is related to imaging of a strong reflecting point target in a non-reflecting background containing other point targets. A typical scenario is imaging of point targets in water. Although this is not a clinically relevant imaging scenario, it is typical for testing of imaging systems. However, in certain organs of the human body, the imaging scenario may approximate this situation. This applies for instance to imaging of valve leaflets inside the fluid-filled cardiac ventricles. The alternative criterion of minimization of the integrated sidelobe energy is directly related to image contrast when imaging a non-reflecting area like a cyst or a ventricle in a background of reflecting tissue. This is found much more often in the human body than the previous scenario. The minimum sidelobe energy criterion must be combined with a restriction on the peak sidelobe for it to be tractable, see [15] . Some results on weight optimization for 1-D arrays using this criterion and quadratic optimization have been reported in [16] .
Here we will first find the properties of arrays based on minimization of the peak sidelobe, because this has been the most common criterion so far, and it is straightforward to formulate optimization algorithms for it. In [17] we showed that it is possible to find apodization functions or element weights for a given thinning pattern that give the beampattern optimal properties. An important result is that these functions have little or no resemblance with the corresponding full array's apodization function. A limitation of this work was that is was not possible to optimize the full angular extent of the sidelobe region for a sparse array. This was due to the algorithm used (Remez exchange algorithm). In [18] and [19] this approach was extended from 1-D to 2-D arrays, and improved results were reported. By using the linear programming algorithm for optimization, it was possible to optimize the whole sidelobe region. In this way it was possible to find properties of the beampattern of such arrays. Of special interest is to determine the minimum peak sidelobe level and compare it with the predictions from random theory.
It is possible to search either for real weights or for complex, unit norm weights. The latter is an optimization of phase and has been done for full arrays in [20] . The disadvantage is that it is essentially a single-frequency optimization. The phases will be different for different frequencies, while real weights are valid for broadband signals. Therefore, real weight optimization will be the approach used here.
We will also consider optimization of the element positions of a sparse array. The array will then no longer be random, and it is more relevant to call it algorithmically optimized. This problem is considerably more difficult than weight optimization. Joint optimization of positions and weights is also possible, usually by iterating over a sequence of position optimization followed by weight optimization [21] , [19] . The reason why element position optimization is so difficult can be seen by considering the number of combinations to search. For an array with M elements, the number of combinations when a subset of K elements are to be picked are
An array with 50 x 50 elements is typical of the requirement for a 2-D array for medical ultrasound imaging. If between 10% and 50% of the elements are to kept, such an array gives between 10 350 and 10 750 combinations. Considering that the estimated number of electrons in the universe is about 10 80 , it is easy to understand why an exhaustive search is out of the question.
There are several ways that this number can be reduced. First, due to the property that real functions have the same Fourier transform when they are mirrored, we can reduce the number of combinations to half. However, this reduction does not really contribute much to making the combinatorial problem more tractable. The second is to require symmetry in the array, this will result in the array pattern becoming a real function. In fact this is required for all optimization using linear programming. This will reduce the number of elements to search over to 50% (M and K will both be reduced to 50%). For the previous example the result is that between about 10 175 and 10 375 combinations will have to be searched. Another way, that especially applies to 1-D arrays, is to require the end elements always to be active. This is a way to ensure that the aperture of the thinned array is maintained and that the algorithm does not just degenerate to finding an array with all the elements clustered at the center of the aperture of the original array. Such an array would have excellent sidelobe properties, but the width of the mainlobe would be inferior. The search space in this case does not diminish significantly since all it means is that M and K in (26) are both decreased by 2. For a 2-D array, it is hard to think of a similar way to fix the ends of the aperture. In any case, this is not a significant source of reduction of the size of the combinatorial problem.
A final way would be to require that the array should be a binned array. In this case M has to be divisible by K and the number of combinations to search is reduced to K independent problems, each of the size of a bin, M/K. The number of combinations is
If 10% or 50% of M = 2500 elements are to be kept, this gives 10 250 and 10 376 which is a considerable reduction over the full problem.
Other related work on joint optimization of thinning pattern and weights has been reported in the context of sonar arrays in [22] and [21] . Like all of the previously cited papers, our approach is based on allowing elements only on a fixed underlying grid of positions as opposed to what was done in [23] . The approach taken there is that they leave out the weights and search for the element positions that give minimum peak sidelobe levels. However, due to limitations in the fabrication process, such arrays are very difficult to manufacture in many applications, for instance as a transducer for ultrasound imaging. That is why we stick to a fixed underlying grid here.
The optimization criteria are the same for the layout problem as for the weight problem, i.e.
• Minimize maximum sidelobe in the beampattern with a condition on the maximum mainlobe width
• Minimize integrated sidelobe energy in the beampattern with a condition on the peak sidelobe and/or on the maximum mainlobe width
In addition, there are some criteria that relate to the coarray. They are
• Minimize number of holes in the coarray
• Minimize the number of redundancies in the coarray
The four criteria given here are in two different domains and very few investigators have compared them. In [24] we did that through an exhaustive search of small arrays of aperture M = 18 with K = 7 active elements and of aperture M = 26 with K = 7 active elements. There exist five different minimum redundancy arrays for the first case (Table 1) . A full search of all possible arrays (4368 different ones when the end elements are fixed, eq. (26), results in a plot of peak sidelobe versus −6 dB beamwidth as shown in Fig. 12 . The interesting cases are those that have the lowest sidelobe and the smallest beamwidth, i.e., those that lie on the lower and left boundary of this figure. In Fig. 13 a line has been drawn through this optimal boundary and the positions of the five minimum redundancy arrays have been shown. Only three of the five are on the boundary and it turns out that these are the ones that have a redundancy of not more than 2. For larger arrays, the distribution of the redundancies over the lag domain also plays a role in determining whether a minimum redundancy array will have performance on the optimal boundary. It is in particular important to avoid periodicities in the redundancies. In Fig. 14 a similar search has been done for the five different minimum hole arrays that exist for the second case with M = 26 and K = 7 (Table 1) . In this case, there were 42504 different possible thinning patterns to search. Now one can see that all five minimum hole arrays are on the optimal boundary. We have concluded from this empirical study that the minimum peak sidelobe criterion seems to be equivalent to the minimum hole criterion and also that it is close to the minimum redundancy criterion. Whether this can be proved mathematically or not, is not known.
1-D arrays
In [19] and [25] a method for optimizing the weights and/or the layout of a sparse array is described. It uses linear programming and is based on the array being symmetric. Some of the 1-D examples from that paper will be described here.
An array with half wavelength spacing, 64 elements and Gaussian random thinning to 48 elements was optimized. An example of the beam patterns before and after op- timization are shown in Fig. 15 . The optimization of the element weights was done by minimizing the peak sidelobe in a region extending from a start angle, φ 1 , to 90 degrees. Due to the symmetry of the beam pattern, only positive angles were required. In this way, the mainlobe is not affected by the optimization. However, the peak sidelobe level is very sensitive to the start angle. This parameter influences the trade-off between the beamwidth and the peak sidelobe level after optimization. The details of the optimization algorithm are given in Appendix A. Several optimizations were performed for various beamwidths and thinning patterns. For each thinning pattern, the start angle φ 1 was varied and an optimization was performed. The resulting peak sidelobe and −6 dB beamwidth is plotted in Fig. 16 . Each curve is the result of between 5 and 18 such optimizations. Fig. 16 shows two dash-dot lines which are the results of optimizing the weights to give uniform sidelobe levels for the full arrays. The lefthand one (smallest beamwidth) is the performance for a full 64-element array, and the right-hand one (largest beamwidth) for a full 48-element array. Only thinned arrays with performance better than the 48-element curve are of interest. All the remaining curves are for a 64-element array thinned to 48 elements. The upper solid line shows performance for the worst symmetric thinning that could be found, giving a minimum sidelobe level of about −13 dB. This array has almost a periodic thinning. If it had not been for the requirement for symmetry, this would have been a periodically thinned array with fully developed grating lobes.
The two dashed lines are two realizations of random Gaussian thinning. Both of them start leveling off at −17 to −18 dB sidelobe level. This is in the vicinity of the mean sidelobe level predicted for a random array (18) given as the inverse of the 
Figure 16: Result of optimizing weights given as sidelobe level as a function of beamwidth. Shown are uniform sidelobe level 64-element and 48-element full arrays (dash-dot lines), two realizations of random 25% thinning of the 64-element array (dashed lines), and worst-case and optimally 25% thinned arrays (solid lines) (from [19], c 1997 IEEE).
number of remaining elements which is −10 log 48 = −16.8 dB. However, with the optimization used here this value is achieved as a peak value instead.
Finally, the two lower solid curves are the results from optimizing the weights for two near-optimal thinning patterns. They were obtained with a combined weight and layout optimization algorithm with sidelobe targets of −18 and −19.5 dB. The other values in their curves were obtained by keeping the layout and then optimizing the weights only for different values of start-angles in the optimization. With such thinnings the peak sidelobe level can be improved down to the range −17 to −20 dB.
All the thinning patterns are shown in Table 2 . Examples of the weights required are shown in Fig. 17 . They are quite different from the much smoother weight functions that are obtained for full arrays (see the Dolph-Chebyshev weights of Figs. 46-49 of [3] ). The limitation of a symmetric array that the linear programming algorithm imposes is really unnecessary. If a heuristic method like the genetic search algorithm or simulated annealing is used instead, any array can be optimized both for weight and/or layout. However, with these algorithms, one does not have any guarantee that a global minimum is reached. On the other hand, the linear programming method is limited in that it can only solve small problems. The rest of the results here will, therefore, be found with heuristic methods. Fig. 16 (from [19] , c 1997 IEEE).
Elements enabled
1-D Layout optimization
In [21] , simulated annealing was used to minimize the maximum sidelobe level for an array with aperture L = 50λ (M = 101) with N = 25 active elements lying on a grid with λ/2 element distance. This problem has 1.9146 · 10 22 solutions (M=99 and K=23 inserted in (26) since the end elements are fixed). This is a problem that has been optimized since the sixties, and a table of the solutions obtained is given in Table 3 based on [21] . For a description of the simulated annealing algorithm, refer to Appendix B. In [29] this problem was solved with a simulated annealing procedure which is an improvement over that of [21] , [30] , [31] in several respects. First of all it is faster since an incremental procedure is used for finding the array pattern. The evaluation of (17) requires a discrete Fourier transform that can be implemented by a Fast Fourier Transform (FFT) algorithm in order to speed it up. A further speed increase can be obtained by the observation that the simulated annealing algorithm consists in perturbing just a single element at a time. Therefore, the array pattern of the perturbed array can be found by subtracting the contribution of the element that was moved and adding the contribution of that which was added. When all contributions from all the elements at all the angles are precomputed and stored in memory this results in a speed increase. In [29] it is shown that for an N = 256 point evaluation, this results in 6.7 Fig. 15 (from [19] , c 1997 IEEE).
therefore the simulated annealing algorithm of [29] allows perturbation at an arbitrary location in the array, rather than within the interval given by the neighbors on the right-hand and left-hand sides of the element to be perturbed as in [21] . The resulting sidelobe level depends on the sampling of the array pattern. When N = 4096 points are used for evaluating it, the optimal solution of [21] has a sidelobe level of −12.03 dB and a −6 dB beamwidth of 2.10 • (see Fig. 18 ). Ten solutions that are slightly better are given in [29] . Two of the better ones are shown in Figs. 19 and 20 . The first represents a search over 2.0 · 10 5 configurations and has a sidelobe level of −12.06 dB and a −6 dB beamwidth of 1.71 • . The second solution is the result of a search over 2.9 · 10 7 configurations and it has a sidelobe level −12.36 dB and a −6 dB beamwidth of 2.10 • . Here the sidelobe level is improved by 0.32 dB over the reference. The other eight solutions are between the two given here, i.e., with some sidelobe level improvement and some beamwidth improvement over the reference.
Other solutions using the simulated annealing algorithm are shown in Figs. 21 and 22. If one accepts a widening of the mainlobe, the last figure shows that it is actually possible to find a sparse array that has a peak level which is equivalent to the mean value for a random sparse array (1/K = −13.97 dB). However, in this case, most of the elements are clustered near the center of the array and the mainlobe suffers. The results of Fig. 20 and 21 are probably the best that can be obtained in terms of sidelobe level. The beamwidths (−6 dB) are 2.10
• and 2.77
• . This is 51% and 99% over the beamwidth of the full array (1.21λ/D = 1.39
• ). The sidelobe levels are −12.36 dB and −13.2 dB which is 0.8 -1.6 dB above the average level of a random array and corresponds to a level of 1.2/K -1.5/K. This is our best estimate of the peak sidelobe 
2-D Array Optimization
A 2-D array is considerably harder to optimize than a 1-D array due simply to its size and the vast increase in the number of combinations. In [19] we were successful in using linear programming to find weights for a thinned 2-D array. However, the much harder problem of finding layouts for arrays with thousands of elements is simply too hard a problem for linear programming at present. It is, however, a much more important problem than weight optimization. This can be illustrated by ultrasound imaging. Two-dimensional ultrasound arrays at present have a sensitivity problem that makes it unattractive to weight the individual elements. Furthermore, realization of thousands of accurate weights in a hardware implementation is very undesirable. The layout optimization problem for 2-D arrays is really the problem one would like to solve. The methods that can be used are the genetic algorithm and the simulated annealing algorithm. Before showing results, it is necessary to discuss the implications on optimization when the 2-D arrays not only look broadside, but also are required to be steered. This means that the beam pattern of sec. 2.1.5 must be optimized, not just the array pattern of sec. 2.1.2.
Optimization of Steered Arrays
For optimization of the unsteered beam pattern, the sidelobe level should be minimized over all visible angles, except those where the mainlobe is located. This is the region defined by all elevation angles and with the azimuth angle in the range φ ∈ [φ 1 , π/2], where φ 1 is the boundary between the mainlobe and sidelobe regions. Because of The optimization region in k-space, containing the visible region -everything inside the radius |k| = 2π/λ except the mainlobe region which is inside a radius of |k| = 2π/λ sin φ 1 (from [19] , c 1997 IEEE).
, this corresponds to an annular region in k-space of radius |k| = 2π/λ centered at the origin, except the small mainlobe region in the center, as shown in Fig. 23 . The mainlobe region is defined by a circle of radius |k| = 2π/λ sin φ 1 . Due to the sampling of the aperture, the beampattern will be repeated for argument of k x and k y larger than 2π/λ. This means that the circles will repeat along the k x -axis and the k y -axis. When the element distance is λ/2, the circles will exactly touch along the direction of the axis. If the element distance is larger than λ/2, there is undersampling and the circles will partly overlap. Grating lobes may be explained in this way. When steering is applied to the array, the beampattern is
The visible region will shift to have its center at the steering direction (k 0 x , k 0 y ), while the optimized region from the array is still centered at the origin. There is, therefore, no longer full overlap between the optimized region and the visible region. In order to deal properly with steering, one must therefore, optimize a larger region. For an array with element distance λ/2, and for all possible steering angles, one must optimize over the area not covered by the pattern of repeating circles, i.e., the square region shown in Fig. 23 .
For a 1-D array, this is greatly simplified. The only relevant variable is k x , and when there is steering, the argument in the beampattern is
First there is always symmetry with respect to u = 0. When, in addition the element locations are all on a grid with distance λ/2, there will also be symmetry with respect to u = 1. In this case optimization over the region u ∈ [sin φ 1 , 1] ensures that the array can be steered to any azimuth angle [21] . A larger element distance requires a smaller region, and a smaller element distance requires a larger region than u ∈ [sin φ 1 , 1]. 
2-D array optimized with simulated annealing
The simulated annealing algorithm of [29] has been used for a 2-D array of size 50 x 50 elements with element spacing λ/2. The algorithm with precomputed contributions from each element to the array pattern at all angles was used. For 64 points in the u and v directions, this requires several hundred Mbytes of RAM for storage. One of the best 500 element thinning patterns found is shown in Fig. 24 . Finding this solutions took 46 hours on a single CPU of a Silicon Graphics Power Challenge computer using a MATLAB implementation of the simulated annealing algorithm. The array pattern is shown in Fig. 25 . It has a −6 dB beamwidth of 3.05 • and a maximum sidelobe level of −21.5 dB. In comparison, the full array has a beamwidth of 2.81
• . The algorithm searched over 500 iterations and 5000 perturbations for each iteration, i.e., a total of 2.5 million configurations.
2-D array optimized with genetic optimization
The genetic algorithm is also well suited for searching for solutions to large 2-D array layout problems. The general principles for the genetic algorithm are given in Appendix C. Each gene is coded with 1s and 0s indicating whether an element is included or not. The gene is found by scanning the 2-D array row by row. In our implementation a parent selection strategy is used where the candidates are ranked according to their sidelobe level. Proportionate selection based on the ranking (roulette-wheel selection) is then used. A probability is assigned which is proportional to the ranking, so that the best individual has a high probability and the poorest one 0 probability. An individual is accepted as a parent with this probability, resulting in an elitist polygamous strategy. A second distinguishing feature of our implementation is that a parent dominant reproduction mechanism is used. A probability, p, is assigned to the reproduction so that with this probability the dominant parent is reproduced, and with probability 1 − p the rest is contributed from the other parent. The value of p is assigned so that a large number, say on average N − 2, where N is the number of elements in the array, are taken from the dominant parent. A low value for the mutation probability is also used, usually about 1/N , so that mutation plays a minor role in the algorithm.
The cross-over scheme of our algorithm ensures rapid convergence, but gives an increased probability of convergence to a local minimum. This can be overcome by using an improved initialization method. Genetic algorithms are usually intialized with uniform probability distributions over the array and according to random array theory (19) , one should expect first sidelobes in the −13 dB range. The main operation in the genetic algorithm is the cross-over. However, this operation does not significantly alter the probability distribution, so that the probability density distribution is still close to a uniform one. The randomness introduced by the mutation operation is often not large enough to significantly alter the probability density distribution. Therefore one should initialize the search with density functions that already have the desirable sidelobe properties in the Fourier domain. This improves convergence time and more importantly makes convergence to a good solution possible.
The previous 2-D example is now optimized using the genetic algorithm. The first example shown here ( Fig. 26 ) is initialized with a circular symmetric probability distribution that has a Chebyshev-type Fourier transform (uniform sidelobes). It results in a sidelobe level of −22.2 dB and a beamwidth of 4.0 • . A layout that gives a narrower mainlobe and higher sidelobes comparable to that of Fig. 25 is also possible to obtain (3.1
• and −21.8 dB) . This shows that one has freedom to trade-off beamwidth and sidelobe level. An important observation is that the sidelobe level of the first example is very close to 3 dB higher than that predicted for a 1-D array, 10 log 1.5/K = −25.2 dB, and the beamwidth is 42% higher than the full array's beamwidth. Thus this example seems to confirm the hypothesis that a value close to −10 log 1.5K +3 is an estimate of the achievable peak level in algorithmically optimized 2-D arrays when the beamwidth is allowed to increase by 50% over that of the full array.
The next example (Fig. 27) shows the versatility of the method in that it allows for the sidelobe level to increase with angle away from the mainlobe. This could serve as a partial compensation for the element response (Eqn. 7).
Optimization of the Two-way Beampattern
The 1-D and 2-D optimized arrays shown so far have all been one-way responses. By simply squaring them according to (11) , one can find the two-way responses when the receiver and transmit array layouts are the same. More degrees of freedom can be obtained in the optimization if one allows the layouts to be different. We will still assume that the receiver and transmitter arrays are located in the same position, but allow for partial or no overlap at all between the selected elements.
The simplest way to utilize this freedom is to use the observation of [32] which was elaborated by [9] and [33] , that good two-way responses can be obtained from periodic receiver and transmitter arrays if the two periodicities are different. A simple 1-D example will illustrate the idea. Assume that the transmitter periodicity is two, as in Fig.  4 , and that the receiver periodicity is three. Due to the periodicity, this array will also have a fixed overlap between the receiver and transmiter elements. Every sixth element will be shared, or a total of 128/6 = 21 elements out of 128/2 = 64 transmitter elements and 128/3 = 42 receiver elements. The coarray (16) which is the convolution of the two aperture functions or effective aperture) is shown in Fig. 8 . Note that it has a triangular shape which is similar to the one obtained from full, unweighted apertures. In addition it has some undesirable ripples. They may be reduced by weighting of the periodic apertures [34] . The transmitter has grating lobes that are a distance |u| = 1 away from the mainlobe. In the receiver the grating lobes will be located a distance |u| = 2/3 away from the mainlobe according to (5). The two-way array pattern will be as in Fig. 28 . In the sidelobe region, the peak values are −32.7 dB at | sin φ| = 1 and −35.2 dB at | sin φ| = 2/3. This result should be compared to the randomly thinned one-way array patterns of Figs. 9 and 10. In these figures, the number of elements is 64 after random thinning from 128. The peak sidelobe value is −14 to −15 dB. If the same 64 elements are used both for the receiver and the transmitter, the peak sidelobe value of the two-way array pattern will be twice as much, i.e., −28 to −30 dB. However, the energy in the sidelobe region is much higher. The sparse binned array of Fig. 11 is somewhat comparable to the periodic array in that there is less energy near the mainlobe, but it has a peak value in the two-way pattern of about −24 dB. The downside of the periodic array approach is the existence of the discrete sidelobes at | sin φ| = 1 and | sin φ| = 2/3, due to the partly suppressed grating lobes. When this array is steered, the first grating lobe will move even closer to the broadside direction. For instance, if the array is steered to φ 0 = 30 • , the first grating lobe will move to sin φ 0 − 2/3 corresponding to an angle of − 9.6 • . This approach is simple to extend to the 2-D planar case by using the same periodicity in both axes. An example of such an array based on a square 50 x 50 array with λ/2 element spacing where the corner elements are unused to make it a circle (about 50 · 50π/4 ≈ 1963 elements) is given here. Every second element in both directions over a reduced aperture is used for the transmitter (a total of 253 elements), and every third element in both directions is used for the receiver (a total of 241 elements). The layout of this array is shown in Fig. 29 and the two-way array pattern is shown in Fig. 30 . This is a two-dimensional extension of Fig. 28 . In [35] we made an attempt to get rid of the discrete sidelobes of the periodic array. This is done by combining the transmitter pattern with a periodicy of two with an algorithmically optimized receiver pattern using 256 receiver elements. Such an array is shown in Fig. 31 . The receiver pattern is designed from a criterion of minimizing peak sidelobes in the twoway beampattern using the genetic algorithm. The resulting beampattern is shown in Fig. 32 . Compared to Fig. 30 , the new response does not have the discrete peaks along the axes at |u| = 2/3 and |v| = 2/3. This is an advantage when the array is steered because then the whole response is shifted in the (u,v)-plane. An example of this is shown in Fig. 33 where steering to φ = 30
• and θ = 30
• is shown. The downside of this approach is the increased average background sidelobe level.
Another advantage over the periodic approach is the flexibility in the choice of the receiver and transmitter elements. In some applications it may be important to have separate transmitter and receiver elements due to restrictions in cabling or electronics. The algorithmic approach satisfies that requirement. The proposed array in Fig. 31 was designed using the genetic algorithm with a constraint that elements already occupied by the transmitter were not allowed.
Conclusion
Sparse arrays have traditionally been designed with two main objectives in mind: creation of beampatterns with low mainlobe width and small sidelobes, or best possible sampling of a random field. In the latter case the correlation function of the array (coarray) should be optimized and be as uniform as possible. This case is shown here to be very close to finding a beampattern with minimal peak sidelobes.
Since the search space for layout optimization for sparse arrays is so vast, heuristic search methods such as genetic optimization and simulated annealing have been applied to this problem. Both methods need to be tuned to this problem in order to speed convergence and sometimes even to make convergence possible. Both 1-D and 2-D examples have been shown here. We propose that the estimate of the average level in a random array, 1/K, is in fact very close to an estimate of the achievable peak level in an algorithmically optimized 1-D array. A value of about 1.5/K is our best estimate for the peak value when the beamwidth is allowed to increase by 50% over that of the full array. This is 1.8 dB over the average value of a random array. For 2-D arrays the estimate is twice as large, or about 3/K, based on peak sidelobe theory for sparse arrays and the examples given here.
When different array layouts for the transmitter and the receiver are allowed, one gets additional freedom in the design of the thinning patterns, as aliasing in one of the beampatterns can be cancelled by zeroes in the other one and vice versa. This has been exploited in methods based on periodic arrays and design in the coarray (effective aperture) domain. This method is compared with the previous methods.
With the methods given here, one has the freedom to choose a design method for a sparse array system using either the same elements for the receiver and the transmitter, no overlap, or partial overlap as in the periodic arrays.
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The temperature function used in our optimizations is T i = T 0 /i where i is the iteration number. For each iteration a probability density function which is proportional to p = e ∆E/T is computed. The energy difference ∆E is the change in sidelobe level due to a perturbation of the array configuration. The Metropolis algorithm used for deciding which array configuration to use next is • If ∆E < 0, the new configuration is better and it is used as a starting point for the next perturbation
• If ∆E > 0, the new configuration will be used with a probability p.
Simulated annealing has been applied to optimization of sparse arrays in [21] , [30] , [31] , and [29] .
C. Genetic Optimization
The genetic algorithm is an iterative process that operates on a set of individuals (population) [39] [40] . Each member of the population represents a potential solution to the problem. Initially, the population is randomly generated. The individuals are evaluated by means of a fitness function, a measure of its fitness with respect to some predefined evaluation function (environment). The presence of a sensor is indicated by one, and its absence by zero. The steps taken in the algorithm are
• Selection based on the fitness
• Reproduction
• Replacement
The reproduction stage usually consists of two separate operations, cross-over and mutation. In the cross-over operation two or more individuals (parents) are crossed according to some method to produce one or two new individuals (offspring). Some of the new individuals are then subject to a mutation process where one or more of the bits (genes) are flipped. The resulting offspring are then either ignored or are included in the new population depending on their fitness. The algorithm stops either after reaching a predefined number of generations, or by converging to a point of no improvement. The core of the genetic algorithm resulting in production of new individuals, is the cross-over operation. Mutation operates as a secondary step where only a few elements of the array change values.
Genetic optimization has been applied to optimization of sparse arrays in [41] , [42] , [43] , and [35] . 23 The optimization region in k-space, containing the visible regioneverything inside the radius |k| = 2π/λ except the mainlobe region which is inside a radius of |k| = 2π/λ sin φ 1 (from [19] 
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