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Abstract
Hadronic jets feature in many final states of interest in modern collider experiments. They
form a significant Standard Model background for many proposed new physics processes
and also probe QCD interactions at several different scales. At high energies incoming
protons produce beam jets. Correctly accounting for the beam and central jets is critical to
precise understanding of hadronic final states at the Large Hadron Collider. We study jet
cross sections as a function of the shape of both beam and central jets. This work focuses
on measuring jet mass but our methods can be applied to other jet shape variables as well.
Measuring jet mass introduces additional scales to the collision process and these scales
produce large logarithms that need to be resummed. Factorizing the cross section into
hard, jet, beam, and soft functions enables such resummation. We begin by studying jet
production at e + e− collisions in order to focus on the effects of jet algorithms. These
results can be carried over to the more complicated case of hadron collisions. We use the
Sterman-Weinberg algorithm as a specific example and derive an expression for the quark
jet function.
Turning to hadron colliders, we show how the N -jettiness event shape divides phase
space into N + 2 regions, each containing one central or beam jet. Thus, N -jettiness works
as a jet algorithm. Using a geometric measure gives central jets with circular boundaries.
We then give a factorization theorem for the cross section fully differential in the mass of
each jet, and compute the corresponding soft function at next-to-leading order (NLO). We
use a method of hemisphere decomposition, which can also be applied to calculate N -jet
soft functions defined with other jet algorithms.
Our calculation of the N -jettiness soft function provides the final missing ingredient to
extend NLO cross sections to resummed predictions at next-to-next-to-leading logarithmic
order. We study the production of an exclusive jet together with a Standard Model Higgs
boson. Based on theoretical reasons and agreement between our calculation and data from
the ATLAS collaboration, we argue that our results for the jet mass spectrum are a good
approximation also for inclusive jet production and other hard processes.
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Chapter 1
Introduction
1.1 Searching for the Fundamental Laws
The question of how the world around us is put together has intrigued humans as far back as
we have any records. The earliest known discussions about atoms or “indivisible particles”
as the building blocks of matter come from ancient India and Greece around two and a
half millennia ago. However, it was only during the past two centuries that chemistry and
physics began to make headway in uncovering the fundamental structure of matter.
In the seventeenth and eighteenth centuries, chemists were able to isolate several different
elements. It was subsequently observed that the elements always reacted in ratios of small
integers. We can consider an example using two elements discovered early on, phosphorus
and hydrogen. Phosphine is produced by mixing them in one-to-three ratio. If the elements
are mixed in a ratio that is different from the required one, enough of the more abundant
element will remain intact such that the amounts of elements participating in the reaction
have the correct ratio. The atomic hypothesis sought to explain this fact by positing that
each element consists of a unique type of atom and that different atoms combine to form
molecules.
The patterns found in the properties of different elements led to the formulation of
the periodic table where various atoms are ordered by their atomic weights and line up
in columns characterized by similar chemical properties. The name atom proved to be
a misnomer as it was discovered that atoms are not in fact indivisible. Their periodic
properties follow from an internal structure, and it is possible to break atoms into their
building blocks. The first building block to be isolated was the electron, discovered in
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1897. Soon thereafter, it was shown that most of the mass of an atom is concentrated in
a volume that is minuscule compared to the size of the atom itself. This massive core was
named the nucleus and it was shown to carry positive charge. The lightest known nucleus
was that of hydrogen, and in 1917 it was discovered that hydrogen nuclei can be extracted
from the nuclei of other atoms. It was thus natural to assume that all nuclei are made
up of hydrogen nuclei and later studies showed that the masses of all nuclei were indeed
approximately integer multiples of the mass of the hydrogen nucleus. Since the hydrogen
nucleus seemed to be a fundamental building block, it was given the name proton. The
proton has an electric charge of same magnitude as the electron but with the opposite sign.
One problem with the model of building nuclei out of protons was that the total nuclear
charge was always smaller than what it should be if the nucleus consisted of enough protons
to produce the correct mass. It was proposed that the nucleus contained some electrons to
cancel the charge of some of the protons.
Additional experiments with nuclei revealed a third building block in 1932—the neutron.
It has approximately the same mass as the proton and received its name due to its lack of
electric charge. It became clear that different nuclei are made up of a number of protons
and neutrons. This model of the nucleus resolved several experimental puzzles that could
not be explained if the nucleus were a collection of protons and electrons. After three and
a half decades of intense research in the beginning of the twentieth century, physicists had
uncovered the three matter particles that make up the atom: electron, proton, and neutron.
Knowing the building blocks of atoms, however, is not enough to understand the world
around us. While studying the constituents of atoms, physicist were also exploring the ways
that atoms stay together and interact with each other. The earliest theoretical attempts to
understand the structure of the atom treated the nucleus as an immovable source of positive
electric charge to which the negatively charged electrons were bound through the Coulomb
interaction—the force that exists between any two charged objects. Experimentalists had
discovered that the electrons in an atom occupied a discrete or quantized set of energy
levels. Instead of being free to have any energy, they could choose only from a set of
allowed values. In our macroscopic world this would correspond to an automobile that
can only move at 10 mph, 20 mph, 30 mph etc. but not at any velocity between these
values. The presence of energy levels could be explained by ascribing to electrons wave-like
properties and describing bound electrons as standing wave-patterns around the stationary
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nucleus. A familiar example of standing waves is the vibration of a guitar string. The
length of the string determines the fundamental pitch of the plucked string, and plucking
the string harder can only generate integer multiples of the fundamental frequency. The
discrete energy levels of electrons could emerge as a consequence a similar restriction.
The theory that resulted from the observations of the energy levels of electrons in atoms
and of other quantized phenomena is called quantum mechanics. It postulates that electrons
and other matter particles have a wave-like nature. Despite being an approximate version of
our modern understanding, it can explain the structure of atoms and molecules remarkably
well [60]. It is possible to include the movement of nuclei in this early version of quantum
mechanics but the detailed interactions holding the nucleus together were unknown and
unaccounted for.
The energy levels of atoms can be detected most directly by observing that individual
atoms emit light in a characteristic pattern of discrete wavelengths. Right after the turn of
the century, it was postulated that light was also made up of discrete packets—or quanta—
which were named photons. When an atom changes from one energy level to another, a
photon is emitted or absorbed. These photons travel at a constant speed relative to any
observer whether the observer is stationary or moving. The creation and annihilation of
particles as well as movement at the speed of light are phenomena described by Einstein’s
theory of special relativity. The early version of quantum mechanics, which was devel-
oped to describe the energy levels of atoms, does not include such relativistic effects but
it can be generalized to encompass them. This more inclusive theory is called quantum
electrodynamics or QED.
QED takes as its starting point the concept of a field and postulates that fields can only
interact locally. Local interaction means that the value of one field at a given location can
only influence the values of other fields at that same location. The interaction of electrons
and other charged particles over wide distances is explained in terms of the photon field. In
the framework of QED, an electron is described as a localized disturbance in the electron field
which can cause a disturbance in the photon field at the same location. The disturbance in
the photon field then travels at the speed of light until it reaches another electron with which
it interacts. In most situations, this complicated procedure of interacting field disturbances
can be described sufficiently accurately by assuming that charged particles can interact
with each other instantaneously over arbitrary distances. However, increasingly precise
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measurements have validated the approach of QED as a more fundamental description of
reality. We say that the interaction between charged particles is mediated by exchanging
photons.
Unlike the classical fields of electromagnetism, these electron and photon fields have
an inherently granular or quantized structure. They manifest themselves as a collection of
quanta which in certain circumstances can be visualized as localized particles but at other
times can be spread across a wide volume of space. The quantized fields of QED resolve
the question of whether we should think of light and matter as waves or as particles. In
fact, photons and electrons are neither. They are examples of a new kind of an object—a
field quantum—which shares some familiar properties with waves and others with particles.
Nevertheless, for the sake of clarity we shall use the term particle to refer to these objects.
The framework of QED puts photons and electrons—light and matter—on a more even
footing: both are described as particles that can interact with each other. In order to
preserve causality or the requirement that cause precedes effect, we must introduce a new
particle called positron. It is the antiparticle of the electron and has all the same properties
except that its electric charge has the opposite sign. Since the proton has a much larger
mass than the electron, it was clear that the positron was something fundamentally different.
QED can describe all processes involving photons, electron, and positrons to an amazing
accuracy. However, it can do much more if we are willing to follow the approach of the
early quantum theorists and include the nuclei as a collection of black boxes with known
masses, charges, and a few other parameters that experimentalists had learned to measure.
Combining QED and Newton’s theory of gravity is sufficient to explain virtually all of our
daily observations about the physical world in terms of the interactions of photons, electrons,
positrons, and nuclei. However, the developers of QED knew that nuclei had an internal
structure, and after the great success of explaining atomic structure with a self-consistent
and predictive theory, they pressed on to explore the new challenges at the core of the atom.
Up to this point we have followed a broadly historical path through the discoveries of
physics. In the interest of brevity, however, we shall proceed with a more selective approach
since after the development of QED the pace of new discoveries becomes much faster. Our
purpose is to introduce only those concepts that are helpful as context for the rest of this
work.
The theory that emerged to describe the inner structure of the nucleus is called quantum
16
chromodynamics or QCD. It resembles QED in many ways but there are also some key
differences. Both are examples of a quantum field theory, where the basic building blocks
are quantized fields. In QED the basic matter field is the field of the electron, whereas
in QCD the matter fields are called quarks. We can describe our everyday world quite
accurately by including only two of them, the up quark and the down quark. In QED
the interaction is mediated by photons and the corresponding particle in QCD is called
the gluon, which was named after its ability to “glue” together several quarks. The quarks
interact with each other by exchanging gluons in a manner somewhat analogous to electrons
interacting with each other by exchanging photons. A key difference, however, is that gluons
interact also with each other. This self-interaction has many consequences but the most
dramatic one is that we have never directly observed individual quarks or gluons. The
self-interaction of gluons binds themselves as well as the quarks into such tight packages
that we believe they can never exist in isolation long enough to be observed. In contrast,
the QED interactions become weaker at large distances and do not prevent the observation
of isolated electrons or positrons.
The most familiar combinations of quarks are the proton and neutron, which receive
their electric charge from two up quarks and one down quark for the proton, and one up
quark and two down quarks for the neutron. In addition, the proton and neutron contain
gluons that bind these quarks together as well as trace amounts of other particles which we
will mention later. Collectively, all the particles made up of quarks and gluons are called
hadrons and the term parton is used to refer to either a quark or a gluon inside a hadron.
When one tries to break hadrons apart by colliding them, lots of new particles are created
but the quarks and gluons involved in the process are always organized into new hadrons
before we can discern them individually. Luckily, it is possible to infer the properties of
individual partons by observing the characteristics of such collisions as well as collisions of
hadrons with electrons.
If we combine the ingredients of electrons, positrons, photons, up-quarks, down-quarks,
and gluons, we are able to make remarkably accurate experimental predictions. The quest
for deeper understanding of the building blocks of the universe, however, was far from over
once these particles were discovered. When we dig deeper, there is a dizzying array of
variation besides these basic building blocks. The electron has two heavier cousins called
muon and tau. Like the electron, each has one unit of negative charge but their masses
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are roughly 200 and 3500 times larger, respectively. All of us are constantly bombarded by
a stream of muons that are produced when cosmic rays collide with air molecules in the
upper atmosphere. However, they interact with us weakly enough that it takes sensitive
equipment to detect them. Taus live for such a short time that we can only see them
indirectly. After a tau is produced at a high energy collision, either through cosmic rays or
in a particle accelerator, it decays to other particles in a way that enables us to identify the
mother particle.
The decays of muons and taus involve the so-called weak force. Its perceived weakness
comes from the fact that the force mediators have large masses, as far as fundamental par-
ticles are concerned. These force mediators are called weak bosons and they are analogous
to photons in QED. The difference comes from the fact that photons are massless particles
and can travel infinite distances, whereas the range of the weak bosons is inversely pro-
portional to their large masses. Because they can only create a force between particles in
close proximity, their influence is quite limited. However, they play a key role in radioactive
decay and the fusion processes that give power to the Sun.
Electron, muon, and tau are collectively called charged leptons and each is accompanied
by a neutral lepton called a neutrino. Neutrinos are the lightest particles with a mass1 that
we know of. Because they lack electric charge, they only interact through the weak force
and gravity. At the particle level, gravity is even feebler than the weak force and therefore
neutrinos pass effortlessly through thousands of lightyears of solid matter [37]. Trillions
of neutrinos are streaming through us every second since they are copiously produced in
nuclear reactions in the Sun.
In addition to the additional leptons, particle physicists have discovered four additional
quarks named strange, charm, bottom, and top. The order of magnitude of their masses
ranges from 10 % of the proton mass for the strange quark to 170 times the proton mass
for the top. This can be compared with the masses of the up and down quarks, which are
a fraction of a percent of the proton mass. We know that even inside ordinary protons and
neutrons, strange, charm, bottom, and top quarks are created and destroyed in a constant
dance of virtual particles. If we examine a proton with a fast enough probe, we can see
traces of them as well as all other particles that exist. Furthermore, the heavier quarks
create a whole zoo of additional hadrons which live long enough to be detected but are too
1Technically speaking, we only know that at least two of the three neutrinos have a mass.
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unstable to act as building blocks for matter as we see it around us.
Let us review the particles that have been experimentally detected up to date. There are
the six leptons: electron, muon, and tau together with their corresponding neutrinos. The
number of quarks is also six: down, up, strange, charm, bottom, and top. Each one of the
matter particles has a corresponding antiparticle, equal in every other way except having
an opposite charge. Unless otherwise specified, from now on when we talk of particles such
as electrons or quarks, we implicitly refer also to their antiparticles. There are also the
three forces with their force carriers: electromagnetism carried by photons and described
by QED, the strong force carried by gluons and described by QCD, and the weak force
carried by weak bosons and described by another quantum field theory. The key difference
between quarks and leptons is that quarks feel the electromagnetic, weak, and strong force,
whereas leptons only feel the electromagnetic and weak force.
Quarks, leptons, and the force carriers have been combined into an elegant structure
called the Standard Model (SM) of particle physics. It does not include gravity but since
gravitational effects are unimportant at the energies of current particle accelerators, SM has
been phenomenally successful in predicting the results of particle physics measurements for
the last four decades. For more details about the history of SM and its predictive power,
see Refs. [20, 60]. However, SM relies on a key ingredient that has not yet been observed.
This is called the Higgs boson and it explains why quarks and charged leptons have a mass.
It is possible that there could be another mechanism in place that explains these masses
but postulating the Higgs boson is arguably the simplest solution. Because the Higgs boson
is the last missing piece of SM, searching for it has been a key goal of the particle physics
community for decades.
Despite the success of SM, great effort has been spent to explore the possibility of
physics beyond SM. Besides the exclusion of gravity, there are several other theoretical
reasons to suspect that SM does not tell the whole story of fundamental physics. From
the experimental perspective, cosmological observations seem to suggest the existence of
additional particles—although we do not yet have any direct evidence of them. We shall
not concern ourselves with the multitude of possible ways to extend SM. However, it is
important to understand how such theoretical efforts can be judged experimentally in order
to see the full importance of the work described here.
In the early days of particle physics, several new particles—such as the muon—were
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discovered by observing tracks in a cloud chamber. When a charged particle enters a cloud
chamber, it produces ions from the supersaturated vapor inside by dislodging some of the
electrons of the vapor molecules. The ionized molecules create a visible track of bubbles
that shows the path of the charged particle. As years of intense research have passed, it
is becoming increasingly unlikely that experimentalists could discover a new particle by
observing its track or other direct evidence. Instead, various indirect methods have been
developed to infer the existence of new particles based on measurements of other particles
involved in a particle collision.
Most theories of physics beyond SM are tested by searching for particles that are heavier
than anything we have observed up to this point. This leads to two challenges. First,
producing these hypothetical heavy particles requires concentrating enormous amounts of
energy into a small volume in order to create the conditions for the materialization of the
new particles. The standard approach to doing this in a controlled manner is to build large
particle accelerators that take lighter particles such as protons or electrons and give them
enough energy that they travel close to the speed of light. When such particles are collided,
they may produce new, heavier particles. The limiting factor is cost: accelerating particles
to high energy requires large assemblies of expensive components. Currently, the most
powerful accelerator in existence is the Large Hadron Collider (LHC) located at CERN, on
the border of Switzerland and France. The main component of LHC is a 17-mile circular
underground tunnel where protons are currently accelerated to an energy of 4 TeV, about
four thousand times their rest mass. The experimentalists plan to increase this energy at
least to 7 TeV, granting an unprecedented access to the world of subatomic particles.
There is another challenge that comes from the large mass of the proposed new particles:
they disintegrate instantaneously after being produced. Their mass contains enough energy
to turn the particle into many lighter particles and nature is always looking for ways to
distribute large concentrations of energy into several smaller packets. In the same way as
with the tau leptons, we seek to collect evidence for the existence of particles beyond SM
by looking for patterns in the lighter particles that would be produced by the decay of a
new heavy particle. The easiest way to infer the existence of a heavy particle would be
if it decayed directly to an electron and antielectron (positron) or a muon and antimuon.
Such pairs of high energy leptons are relatively straightforward to distinguish from all the
particles flying around after a collision. The combined energy of the leptons pair would give
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information about the mass of the new particle and detecting a large number of pairs could
determine the mass accurately.
However, many models of new physics contain particles that do not decay directly to a
pair of leptons. Oftentimes they produce a longer decay chain that may also involve quarks
and gluons. Such models can be tested with less data than those where the new particles do
not feel the strong interactions of QCD. This is because the LHC collides protons—which are
essentially collections of quarks and gluons—and these partons turn most easily into other
particles that have QCD interactions. Hence, any such particles could be observed sooner
than others that only interact with ordinary matter through the weak or electromagnetic
force.
There is a price to be paid, though. At the fundamental level, all of nature’s interactions
proceed in two directions; if a particle can easily be produced from quarks and gluons, it is
also likely to decay into them. This is a challenge because it is much more difficult to make
accurate measurements of quarks and gluons than of electrons and muons.
Ultimately, we want to take advantage of all the different ways to discover new particles.
This is usually done by performing different analyses that focus on various ways for the
particles to decay. In the end, theses analyses are combined in order to maximize the
likelihood of discovery. In this work, we shall focus on collisions involving energetic quarks
or gluons.
1.2 Defining and Measuring Jets
Although individual quarks and gluons have never been observed, they can leave visible
signatures in the pattern of outgoing particles. This collection of outgoing particles is called
the final state of the collision. If a particle collision produces an energetic quark or gluon,
the QCD interactions will turn it into many more quarks and gluons which subsequently
combine into hadrons. Most of the energy is carried by those hadrons that are approximately
collinear with the original parton. Thus, an energetic parton produces what is called a
hadronic jet: a collinear collection of hadrons resembling a jet of water spraying out of a
garden hose.
Jets feature in many final states of interest at the LHC. They form a background for
many new physics processes and also provide probes for QCD interactions at several different
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scales. In this section, we shall explore different ways to define and measure the properties
of jets.
To understand jets, it is helpful to briefly review the main components of a general
purpose particle detector such as the CMS and ATLAS detectors at CERN. The innermost
component is the tracker, which records the path of charged particles. Because the whole
detector is permeated by a magnetic field, the charged particles follow curved trajectories.
Measuring the curvature of the trajectories allows the determination of the charge and mo-
mentum of the particles. After the tracker, there are the electromagnetic and hadronic
calorimeters that measure the energy of the particles. Photons and electrically charged
particles leave energy in the electromagnetic calorimeter. The hadronic calorimeter mea-
sures mainly the energy of hadrons since most other particles have either been stopped
in the electromagnetic calorimeter or do not interact with the detecter enough to be ob-
served. Muons, however, are heavy enough to escape the electromagnetic calorimeter. Since
the muon does not have strong interactions, it also goes through the hadronic calorimeter
mostly unscathed. To take advantage of these special properties of the muon, there are a
collection of muon chambers placed as the outermost layer of the detector. Since all other
charged particles are mostly stopped by the calorimeters, the muon chambers give a very
clean way to detect muons.
We are mainly interested in the tracker and the hadronic calorimeter since they help
us observe the energy and momentum of particles inside hadronic jets. The curved path
of the particles recorded by the tracker is shown in red in Fig. 1-1(a). The green and blue
bars show how much energy is deposited in the calorimeters. This event display is from a
collision in the CMS detector [31]. Another CMS event [32] with multiple jets is shown in
Fig. 1-1(b) with the beam direction perpendicular to the image plane. The green tracks
from the tracker coincide with the large energy deposits in the calorimeters and the shaded
triangles represent jets.
Although these two figures makes it easy to visualize the detector, it is often more
convenient to think of jets by cutting the cylindrical shape of the calorimeter open and
spreading it as a flat surface. This produces the so-called (η, φ)-plane, where η is the
pseudorapidity, which measures the angle with respect to the beam, and φ is the azimuthal
angle. Pseudorapidity is related to the angle between the jet and the beam axis θ by the
relation η = − ln[tan(θ/2)]. Instead of using pseudorapidity η, the jet direction can also be
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(a) The amount of energy deposited in dif-
ferent parts of the calorimeters is visualized
with the height of the bar [31].
(b) The coincidence of the tracks and energy
deposits is evident from a view along the beam
pipe [32].
(c) The cylindrical shape of the calorimeter can
be represented by a flat surface. [19].
Figure 1-1: Different representations help give a full picture of the characteristics of jets.
measured with rapidity y, which equals pseudorapidity for massless particles. In general,
rapidity is given be y = 12 ln[(E + pz)/(E − pz)], where E is the energy of the particle and
pz is the component of the momentum along the beam direction, which is taken to be the
z-axis. Fig. 1-1(c) shows simulated particles in (y, φ)-plane ordered into jets, which are
represented by different colors [19]. Here the vertical axis is slightly different and shows the
transverse momentum instead of the energy in a given cell. Using (y, φ) or (η, φ)-plane is
convenient since the soft particles in the event are distributed approximately uniformly in
these coordinates.
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The last figure also illustrates a specific jet definition called the anti-kt jet algorithm.
Since a hadronic collision produces copious amounts of soft (low-energy) particles in all
directions, the boundaries between different jets are not uniquely defined. In order to
talk about jets, one must specify a jet algorithm that takes the output of a detector or a
theoretical calculation and organizes them into jets.
A simple way to define jets would be to choose a set of jet directions and to fix a jet
angle. A jet would then be defined to consist of all those particles whose direction is within
the jet angle from the jet direction. The jet directions can be set to start from some initial
seed values and they are varied to find directions that coincide with the direction of the
total momentum of all the particles inside the jet. However, such a simple algorithm is
not what is called infra-red and collinear-safe. This means that an additional emission of a
low-energy (infra-red) or collinear particle can significantly change the final configuration
of jets. This is highly undesirable since there is no theoretical way to predict the exact
pattern of infra-red or collinear particles. Furthermore, intuitively it is clear that adding
one low-energy particle to the final state should not make much of a difference to the jet
pattern and neither should the splitting of an energetic particle into two energetic particles
continuing into the same direction.
The first demonstrably infra-red and collinear-safe jet algorithm was the Sterman-
Weinberg (SW) algorithm [52]. The SW algorithm defines a dijet event as one where
all but a fraction β of the total energy is contained within a pair of oppositely directed
cones of half-angle δ. The definition can also be extended for more jets if one specifies a
way to determine the direction of the different jet axes. The SW algorithm is an example
of a class called cone algorithms, which are named based on their shape. Even though
the SW algorithm has been studied extensively due to its early introduction and simple
definition, many of the current experimental studies use instead the Seedless Infrared Safe
Cone (SISCone) algorithm [49]. In addition to being infrared safe, SIScone algorithm gives
jets that are not sensitive to the initial seeds chosen in the jet search procedure.
Another class of jet algorithms are the recombination algorithms, which use a procedure
to combine particles together one by one until in the end there remains a collection of
jets and some particles which are left outside of the jets. Commonly used recombination
algorithms include the kt, Cambridge-Aachen, and the anti-kt algorithm. Both cone and
recombination algorithms have different strengths and weaknesses, depending on how one
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wants to analyze jets. However, as we will explain in the next subsection, both classes
present some challenges for performing precise theoretical calculations.
From theoretical point of view, there is a different and very convenient way to define jets
in a dijet event. We can define hemisphere jets, where the phase space of the final state is
divided into two hemispheres and all the particles in a given hemisphere form a jet. Initially,
this might seem drastically different from cone or recombination algorithms. However, we
are often interested in narrow jets, i.e. jets where the invariant mass of all the particles
inside the jet is small. In this limit, the differences between different jet definitions become
small, and calculations can be simplified by choosing the simplest possible jet definition as
a reasonable starting point. However, the hemisphere jet algorithm can only be applied to
dijet events.
In order to put different jet algorithms into use, we turn our attention to jet cross
sections. A cross section for a given process measures the likelihood of that process taking
place. In analogy with classical mechanics, we can represent the likelihood of a reaction by
the size of the colliding objects. The larger the objects, the more likely they are to interact.
This analogy gives the concept of quantum mechanical cross section both its name and
units, which are length-squared.
A jet cross section quantifies the likelihood of a given jet process taking place. We can
fix a number of jets, say N , and calculate the probability of producing at least N jets in
a given collision. This is called an inclusive cross section. Alternatively, we may require
that an event has exactly N jets as defined by a chosen jet algorithm. Calculating such a
probability will give an exclusive cross section.
The measurement of exclusive jet cross sections, where one identifies a certain number
of signal jets but vetoes additional jets, is an important aspect of Higgs and new-physics
searches at the LHC and Tevatron. In such searches, the experimentalists often analyze
the data separated into bins of different numbers of jets. This is done because the relative
contributions of various signal and background channels often vary with the number of
hard jets in the event. Hence, it is important to optimize the analyses for each jet bin.
An important example is the Higgs search at the Tevatron and LHC [1, 21, 48], where
they analyze the data separately for H + 0 jets, H + 1 jet, and H + 2 or more jets. The
gluon fusion channel dominates the zero jet bin whereas the vector boson fusion channel
contributes strongly to the two jet bin.
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Reliable theoretical calculations of exclusive jet cross sections are essential to take full
advantage of experimental data. The complication compared to the calculation of an in-
clusive N -jet cross section, where one sums over any additional jets, comes from the fact
that the veto on additional jets imposes a restriction on the energetic initial- and final-state
radiation off the primary hard partons, as well as on the overall soft radiation in the event.
This restriction on additional emissions leads to the appearance of large Sudakov double
logarithms in the perturbation theory. For example, if one uses a cut on the perpendicular
momentum pcutT to implement the jet veto in an event with center-of-mass energy Q, the
perturbative series will contain terms proportional to ln2(pcutT /Q). This is a well-known phe-
nomenon and is due to an incomplete cancellation of infrared contributions between virtual
corrections and restricted real radiation. For this reason, the calculation of exclusive jet
cross sections is traditionally carried out with parton-shower Monte Carlo programs, where
the parton shower allows one to resum the most singular leading double logarithms. In
order to go beyond such leading logarithmic resummation, alternative tools must be used.
We shall present one powerful approach in the next section.
1.3 Soft-Collinear Effective Theory
In many processes, the large Sudakov double logarithms produce a sizeable effect and it
is important to resum them beyond leading logarithmic order. An analytic approach to
calculate exclusive jet cross sections is possible using factorization and the methods of soft-
collinear effective theory (SCET) [4, 6, 11, 12]. SCET provides powerful tools to study
processes with a specific number of hard jets. It allows one to factorize the N -jet cross
section into individually calculable pieces and resum the large logarithmic contributions
to obtain a convergent perturbative series. The advantage of this approach is that the
resummation can be carried out to much higher orders than is possible with parton showers.
In addition, it is much easier than in a parton-shower program to include higher-order
virtual corrections, and to correctly reproduce the inclusive cross section in the limit when
the jet-veto cut is eliminated.
Schematically, the cross section for pp → N jets (plus some nonhadronic final state
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which we suppress for now) can be factorized as [5, 7, 54]
σN = HN ×
[
BaBb
N∏
i=1
Ji
]
⊗ SN , (1.1)
where × stands for normal multiplication whereas ⊗ represents a convolution. Later in this
section, we will give concrete examples that illustrate what variables the different factors
depend on. This formula directly applies to observables that implement a veto on additional
jets which restricts the phase space to the exclusive N -jet region (assuming that Glauber
effects cancel as they do in Drell-Yan [24]). The hard function HN encodes hard virtual
corrections to the underlying partonic 2 → N process, the beam functions Ba,b contain
the parton distributions and perturbative collinear initial-state radiation from the colliding
hard partons, and the jet functions Ji describe energetic collinear final-state radiation from
the primary N hard partons produced in the collision. The soft function SN describes the
soft radiation in the event that couples to the in- and outgoing hard partons. Since the
collinear and soft radiation are not separately observable, the soft function is convolved
with the beam and jet functions. The veto on additional jets restricts the collinear initial-
state radiation, the final-state radiation, and the soft radiation, which means the precise
definition of the required beam, jet, and soft functions depends on the veto variable. The
schematic representation in Eq. (1.1) can also be applied to e+e− collisions if we remove
the beam functions.
In order to set the context of the work presented in this thesis, we will give here some
examples of different factorization theorems. A simple application of Eq. (1.1) is the process
of e+e− into dijets. In this case we have the factorization theorem [33, 42]
1
σ0
dσ
dm2a dm2b
= H2j
e+e−(Q,µ)
∫ ∞
−∞
dk+dk− Jn(m2a −Qk+, µ)Jn¯(m2b −Qk−, µ)Shemi(k+, k−, µ) ,
(1.2)
where σ0 is the corresponding Born-level cross section, ma,b are the masses of the jets, Q2
is the invariant mass squared of the e+e−-system, vectors n, n¯ label the jet directions, µ
is the factorization scale, and Shemi is the hemisphere soft function which encodes the soft
radiation from two back-to-back hemisphere jets. We can heuristically think of Ji(m2, µ) as
describing the probability of producing enough collinear radiation to contribute m to the
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mass of a jet. Similarly, Shemi(k+, k−, µ) corresponds to the probability of radiating enough
soft particles to contribute
√
Qk+,
√
Qk− to the masses of the two jets.
Another equally simple example is the inclusive Drell-Yan cross section [18, 24, 25]
1
σ0
dσ
dQ2dY
=
∑
i,j
∫
dξa
ξa
dξb
ξb
1
Q2
H inclij
(
ξa, ξb, Y,Q
2, µ
)
fi(ξa, µ) fj(ξb, µ) , (1.3)
where now Q2 gives the invariant mass squared of the final-state lepton pair and Y is their
rapidity. The sum is performed over partons i, j = {g, u, u¯, d, . . .}, and fi(ξa) is the parton
distribution function (PDF), which gives the probability of finding parton i inside the proton
with momentum fraction ξa along the proton direction. Since we only measure Q2 and Y ,
and stay away from the threshold limit, the hard function H incl contains an inclusive sum
over all soft radiation as well as the collinear radiation from the incoming protons. Only
when additional measurements are made do we need to specify separate beam and soft
scales. The introduction of these scales produces large logarithms that need to be summed.
In order to study the case of an exclusive 0-jet cross section, we must add beam functions.
A beam function describes the probability of radiating collinear particles into a beam jet
that is produced by an incoming hadron. A beam jet resembles a central jet but it lies along
a beam direction. We can write the beam function in a factorized form
Bi(t, x, µ) =
∑
j
∫ 1
x
dξ
ξ
Iij
(
t,
x
ξ
, µ
)
fj(ξ, µ), (1.4)
where we sum over partons j = {g, u, u¯, d, . . .}, t is the virtuality of the parton participating
in the hard collision, x is its momentum fraction, Iij are Wilson coefficients that can be
calculated in perturbation theory, and fj is the standard PDF as before. At tree level,
Itreeij (t, x/ξ, µ) = δij δ(t) δ(1− x/ξ) and we see that the tree level beam function reduces to
the PDF
Btreei (t, x, µ) = δ(t) fi(x, µ) . (1.5)
Inclusive beam functions can be employed by using a simple event-shape variable called
beam thrust τB [54] to veto central jets. Beam thrust is the analogue of thrust for beam
jets. If we consider the limit of small jet masses in the e+e− → jets process, then thrust
is the sum of the squared masses of the jets scaled by the invariant mass squared of the
process. Same applies for beam thrust, except that we consider a hadronic collision with
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two beam jets and no central jets. Then we can write the following expression for beam
thrust
τB ≈ m
2
a +m
2
b
Q2
+O
(m2a
Q2
,
m2b
Q2
)
, (1.6)
where Q2 is the invariant mass squared of the final state particles.
The 0-jet cross section defined using beam thrust has been studied for Drell-Yan pro-
duction in Ref. [57] and for Higgs production in Ref. [17]. The factorization theorem for the
cross section of Higgs production with a jet veto is for example relevant for the H →WW ∗
search channel, where a jet veto is needed to remove the large tt¯ → WWbb¯ background.
The use of an event shape for the jet veto makes a resummation of large logarithms to
next-to-next-to-leading logarithmic (NNLL) order possible.
The factorization theorem for the cross section of Drell-Yan production with no jets can
be written as
1
σ0
dσ
dQ2dY dB+a dB+b
=
∑
ij
1
Q2
Hij(Q2, µ)
∫
dk+a dk
+
b
×Bi(2Ea(B+a − k+a ), xa, µ)Bj(2Eb(B+b − k+b , xb, µ)Sihemi(k+a , k+b , µ), (1.7)
where B+a , B
+
b can be related to the masses of the beam jets and Ea,b are the energies of the
beams. The structure of Eq. (1.7) is very similar to Eq. (1.2). The different hard interaction
is encoded in the hard function and the difference between incoming beam jets and outgoing
final state jets is accounted for by replacing the jet functions with the beam functions.
The generalization of beam thrust to processes with N jets is N -jettiness, TN , introduced
in Ref. [55]. It is designed such that in the limit TN → 0 the final state consists of N narrow
central jets plus two narrow beam jets along the beam axis (for hadron collisions). N -
jettiness is defined as
TN =
∑
k
min
i
{2qi · pk
Qi
}
≡
∑
i
T iN , (1.8)
where k runs over all the hadrons in the final state, i runs over a, b for the two beams and
1, . . . , N for the final-state jets, pk is the momentum of the kth particle, the qi are massless
reference momenta for the jets and beams, and the Qi are normalization factors which we
discuss in more detail in Chap. 3.
The minimization in Eq. (1.8) chooses the value of i that gives the smallest value for
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qi · pk. In other words, it assigns each particle to the jet or the beam that it is closest
to. If an event has N + 2 pencil-like central and beam jets, then none of the particles will
contribute to the sum because its distance from the jet it belongs to is zero. Particles that
are collinear to one of the jet directions will have small distance to that direction and make
a small contribution. Because each term in the sum is proportional to the momentum of
the particle, soft particles will give a small contribution no matter which direction they are
in. Hence, demanding that TN takes a small value restricts the final state particles to be
either soft or collinear to one of the central or beam jet directions.
The contribution from each jet or beam sector is denoted by T iN , and as will be shown in
Chap. 4, it is closely connected to the mass of the jet or the beam. For e+e− collisions, the
terms for the beams are absent and we continue to let N refer to the number of jets. The
complexity of the calculation for the e+e− (N+2)-jettiness is equivalent to N -jettiness for pp
collisions. We will discuss N -jettiness in more detail in Chap. 3 and present a factorization
theorem that extends Eq. (1.7) to the case of N jets in Chap. 4.
Factorization for N -jettiness can be contrasted with factorization for more common jet
algorithms. We illustrate the effect of jet algorithms with the process e+e− into three jets
as derived in Refs. [29, 30]
dσ
dm1 dE1,2,3 d2~n1,2,3
=
dσ(0)
dE1,2,3 d2~n1,2,3
H3j
e+e−(n1,2,3;E1,2,3)
∫
dmJ1 dm
S
1 δ(m1 −mJ1 −mS1 )
×
∫
dn1 ·k1
2pi
∫
dn2 ·k2
2pi
∫
dn3 ·k3
2pi
∫
d4r
(2pi)4
(1.9)
× Jn1,2E1(mJ1 , n1 · k1)Jn2,2E2(n2 · k2)Jn3,2E3(n3 · k3)Salg(mS1 , r) ,
where one of the jets has mass m1 and two of the jets are only constrained by the parameters
of the jet algorithm. The energies and directions of the three jets are denoted by Ei and
~ni, respectively.
When the cross section for jets defined by a traditional jet algorithm is factorized, the
perturbative corrections are complicated by: the presence of non-global logarithms [2, 3,
26, 28], the potential for soft radiation to be strongly influenced by the number of energetic
partons in the jets, and by cuts on soft radiation that introduce additional soft scales
that must be handled within factorization [29, 30]. Depending on the kinematics of the
event, these effects can contribute additional corrections to Eq. (1.9). Jet functions for
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jet algorithms in e+e− → jets have been calculated at next-to-leading order (NLO) in
Refs. [30, 39]. The second of these is the basis of Chap. 2 of this thesis. In Ref. [30] the soft
function for e+e− → jets was calculated at NLO, where a cut on the total energy outside
the jets was used as the jet veto. Using N -jettiness avoids these issues that complicate the
structure of perturbation theory.
For an N -jettiness cross section calculation using Eq. (1.1), the last needed ingredient
for an evaluation of generic processes at NNLL is the one-loop N -jettiness soft function,
SN , the computation of which is detailed in Chap. 4. The hard function in Eq. (1.1) can
be obtained from the corresponding QCD fixed-order calculation, many of which are now
known to NLO. The beam and jet functions are again the inclusive beam and jet functions
(which are known to one [17, 35, 45, 57] and two loops [13, 14], respectively). This is the
case since N -jettiness does not restrict the collinear radiation inside a jet. Furthermore,
since N -jettiness itself covers all of phase space, no additional restriction on the radiation
outside of jets or beams is needed.
1.4 Outline
In Chap. 2 we focus on the the calculation of the quark jet function with a realistic jet
algorithm. We start by treating the case of a general jet algorithm. Next, we review
the SW jet algorithm and give the result for the corresponding jet function. We plot the
renormalized SW quark jet function as well as the hemisphere quark jet function to illustrate
the difference between the two cases.
We describe N -jettiness in more detail in Chap. 3 and address the broader question of
soft radiation in hadron colliders in Chap. 4. In Sec. 4.1, results are given for the fully
differential T iN factorization theorem, and for renormalization group consistency equations
for the N -jettiness soft function. Sec. 4.2 contains details of the NLO calculation of SN ,
including developing a simple method that uses a set of overlapping hemispheres to extract
UV divergences and the corresponding induced logarithmic terms. The remaining O(αs)
terms are then given by finite integrals that do not involve the UV regulator, and we will
refer to these as the non-hemisphere contributions. This hemisphere decomposition is not
specific to the N -jettiness observable, and we show how it can be applied in general. For
the N -jettiness soft function we reduce the non-hemisphere contributions to well-behaved
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one-dimensional numerical integrals (some details are relegated to appendices).
In Chap. 5 we combine our calculation of the 1-jet soft function with the hard, beam, and
jet functions to study the phenomenology of jet mass distributions. We focus on normalized
cross sections, which removes most of the dependence on the hard function. The case of
Higgs production with one exclusive jet will be used as the main example. We find that
the position of the peak in the jet mass spectrum agrees with the recent results from the
ATLAS collaboration.
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Chapter 2
Realistic Dijets at Lepton Colliders
Because there is no unique way to determine which particles should be combined into a jet,
both experimental and theoretical work on jets must start with a choice of a jet definition.
In the framework of SCET, the choice of jet algorithm affects both the jet and the soft
function, as well as the beam functions if the beam jets are defined with a jet algorithm.
Much of the SCET work has considered hemisphere jets since they provide an easy starting
point. In this chapter, we derive a formalism to calculate the quark jet function defined
with a realistic jet algorithm to O(αs) and to leading order in power counting. We focus on
the quark jet function since in the process e+ e− into dijets, the leading order contribution
consists of quark jets. By realistic algorithm we mean one that would be considered useful
by an experimentalist.
Our results apply for any jet algorithm that can be formulated in terms of theta functions
depending on the momenta of the final state particles and that can be regularized using
dimensional regularization. As an example, we look at the SW algorithm, which has been
considered using SCET in Refs. [8, 10, 22, 59]. We calculate the full quark jet function Ji,
including the finite part, as a function of the invariant mass of the jet. The work in this
chapter was first presented in Ref. [39].
2.1 Quark Jet Function with a Generic Algorithm
Our goal is to derive a formalism to accommodate any jet algorithm that can be expressed in
terms of phase space cuts. In this section, we outline the derivation for an expression for the
jet function in the presence of a jet algorithm. Although our calculation for the jet function
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applies for any number of jets, we will present it in the context of dijets. Even when there
are more In this case, there are only two collinear directions, and it is convenient to define
some notation specifically for this chapter. We denote the direction of the quark jet axis by
a unit vector ~n and choose a coordinate system such that ~n = (0, 0, 1). It is convenient to
work in the light cone coordinates with basis vectors nµ = (1, ~n) and n¯µ = (1,−~n) satisfying
n2 = n¯2 = 0, n · n¯ = 2. Because our jets are back-to-back, the vector n¯ both completes
the set of basis vectors and labels the antiquark jet direction. We denote the quark and
antiquark jet functions by Jn(s) and Jn¯(s), respectively. The power expansion is performed
in terms of a parameter λ, which characterizes the ratio of the transverse and the collinear
momentum in a jet.
In our chosen coordinate system, any momentum can be decomposed as
pµ = n·p n¯
µ
2
+ n¯·p n
µ
2
+ pµ⊥ ≡ (n·p, n¯·p, p⊥) ≡
(
p+, p−, p⊥
)
. (2.1)
The momentum of a collinear parton i in n-direction scales as pi ∼ Q(λ2, 1, λ) so we can write
p0i , p
3
i =
1
2p
−
i +O(λ). The invariant mass-squared is given by Q2 and the total jet momentum
is pn + rn = (Q, r+n , 0), where pn is the large label momentum and rn is the smaller residual
momentum. Thus, the invariant mass of the jet is given by s ≡ (pn + rn)2 = Qr+n ∼ Q2λ2.
Because of the specific observable we consider, namely the jet invariant mass, we are free
to use the coordinate system specified above, which removes all dependence on the total
transverse momentum p⊥n . For a general observable, we would also need to include p⊥n . To
define a jet algorithm, we also need to consider the momenta of the final state partons.
At O(αs), momentum conservation and the on-shell condition for the final state partons
make it possible to write all the momenta in the problem in terms of the jet momentum
components p−n = Q and r+n together with the gluon four-momentum pg.
The jet function can be written in terms of the gauge invariant quark jet field χn =
W †n ξn, and it is also convenient to use χn,ω = δ(ω − n¯ · P)(W †nξn), where n¯ · P gives the
large label momentum of the combination W †nξn. The collinear Wilson line is defined as
Wn(x) =
∑
perms
exp
[
− g
n¯·P n¯·An(x)
]
, (2.2)
where An is the collinear gluon field and the sum is taken over the permutations of the
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Figure 2-1: The Wilson line diagrams (a) and (b) give identical contributions. Diagram (c)
vanishes in Feynman gauge. Diagram (d) gives the wavefunction renormalization contribu-
tion. Diagrams (e) and (f) show the real cuts and diagrams (g) and (h) show the virtual
cuts. The mirror image of (h) gives the other virtual cut of (d).
locations that the gluons attach to.
We will use the term inclusive jet function to refer to the case where no jet algorithm is
applied and denote it by J (inc)n . It is discussed in Ref. [9, 14] and we define it as
J (inc)n (s, µ) =
−1
8piNcQ
Disc
∫
ddx eirn·x tr〈0|T{χn,Q(0)/¯nχn(x)}|0〉
=
1
8piNcQ
∑
Xn
∫
ddx eirn·x tr〈0|/¯nχn(x)|Xn〉〈Xn|χn,Q(0)|0〉, (2.3)
where Nc is the number of colors, Disc denotes the discontinuity in the imaginary part,
d = 4 − 2, the trace is over color and spin, and T stands for time ordering. Because
of charge conjugation symmetry, the antiquark jet function Jn¯(s) does not have to be
considered separately. We write Jn as a sum over final states in order to implement a
jet algorithm. The final states are restricted according to a constraint function F (ai),
which defines an algorithm in terms of parameters ai and depends on the momenta of the
particles in |Xn〉. Thus, F (ai) is also a function of the operators pˆj which have the final
state momenta pj as eigenvalues. In this section, we will work with a generic F (ai, pˆj)
and in Sec. 2.2 we will give a concrete example when we specialize to the SW algorithm.
Inserting the constraint function gives the algorithm-dependent jet function
JFn (s, µ) =
1
8piNcQ
∑
Xn
∫
ddx eirn·x tr〈0|/¯nχn(x)F (ai, pˆj)|Xn〉〈Xn|χn,Q(0)|0〉. (2.4)
Eq. (2.4) is valid at any order in αs, but the functional form of F (ai, pˆj) changes from order
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to order. Following the discussion of Hornig et al. on angularity jet functions in Ref. [38],
we implement the needed phase space restrictions on the final states by introducing an F -
discontinuity, where the standard Cutkosky cutting rules are modified by inserting a factor
of F (ai, pˆj) into the cut propagators. The diagrams that contribute to JFn at one loop are
shown in Fig. 2-1 (a) - (d). We note that diagram (c) vanishes in Feynman gauge. At
this order, we can cut through the loop or a single quark propagator, which we call “real”
and “virtual” cuts, respectively. Diagrams (e) and (f) give the real cuts and (g) and (h)
show the virtual cuts. The virtual cuts are independent of the algorithm and are contained
in a proper interpretation of the inclusive jet function. Hence, the algorithm-dependent
contribution is given by taking the real cuts and inserting F (ai, pˆj) to the cut propagators.
In order to use the known results from the literature more conveniently, we add and subtract
the inclusive jet function on the second line.
JFn (s) =
−1
8piNcQ
DiscF
∫
ddx eirn·x tr〈0|T{χn,Q(0)/¯nχn(x)}|0〉
= J (inc)n (s) +
−1
8piNcQ
Disc
∫
ddx eirn·x tr〈0|T{χn,Q(0) (F (ai, pˆj)− 1) /¯nχn(x)}|0〉
≡ J (inc)n (s) + ∆JFn , (2.5)
where we have introduced notation ∆JFn for the algorithm dependent contribution. Note
that setting F = 1 in Eq. (2.5) leads to ∆JFn = 0 leaving only the inclusive contribution,
as expected. To find an expression for ∆JFn , we use the modified cutting rules to add a
factor of F (ai, pˆj) and to replace the gluon and quark propagators in the loop by delta
functions δ
(
p−g p+g +
(
p⊥g
)2) and δ (p−q p+q + (p⊥q )2). Using the momentum conservation
relation pq + pg = (Q, r+, 0) and the above delta functions, the phase space integrals over
the gluon momentum components p+g and p
⊥
g can be performed to give the relations
p+g = −
(
p⊥g
)2
p−g
,
(
p⊥g
)2
= −p
−
g (Q− p−g )s
Q2
. (2.6)
These relations must be used when writing the constraint function. Finally, the calculations
can be simplified by a change of variables y ≡ p−g /Q.
In a factorization theorem the contribution of soft quarks and gluons is encoded in the
soft function. In order to avoid double-counting when the loop momentum of a collinear field
in the jet function becomes soft, a zero-bin subtraction must be performed [44]. This means
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that we remove from the jet function the contribution of those phase space configurations
that include a soft final state particle. The naive collinear result without the subtraction is
obtained by summing over the contributions from the real cut Feynman diagrams in Fig. 2-
1, diagrams (e) and (f), (and counting diagram (e) twice to account for its mirror image).
This gives
∆J˜Fn (s) =
αsCF
4pi
A()
1
µ2
(
µ2
s
)1+∫ 1
0
dy
1
y
(1− y)−
(
4(1− y)
y
+ y(d− 2)
)
(F (ai, y)− 1),
(2.7)
where Eq. (2.6) has been used to write F as a function of y and the algorithm parameters
ai, the tilde denotes that the zero-bin subtraction has not been performed, and A() =
1 − pi2212 + O(3). For the SW algorithm, we will see that after the zero-bin has been
subtracted, ∆Jn is finite as  → 0 so we will eventually take A() = 1. There is a zero-
bin contribution both for the gluon and the quark becoming soft but only the former
contributes at leading order in power counting. Furthermore, as the soft gluon wavefunction
renormalization vanishes in Feynman gauge, we only need to consider a zero-bin for the
gluon in Fig. 2-1 (e). To obtain the zero-bin result, we assign scaling pg ∼ Qλ2 [44] to
all components of the gluon momentum. The effect of the zero-bin scaling to algorithm
constraints is discussed in detail in App. A. The end result is that instead of Eq. (2.6), the
replacement rules for the zero-bin piece are
p+g =
s
Q
,
(
p⊥g
)2
= −p−g p+g = −
p−g s
Q
, p−q = Q, p
+
q = 0, p
⊥
q = 0. (2.8)
Using these relations, the zero-bin contribution to ∆JFn is
∆JFn0(s) =
αsCF
4pi
A()
1
µ2
(
µ2
s
)1+∫ ∞
0
dy
4
y1+
(F0(ai, y)− 1), (2.9)
where F0(ai, y) denotes that the constraints are written using Eq. (2.8). For a sufficiently
inclusive jet algorithm such as the hemisphere algorithm, the zero-bin contribution remains
a scaleless integral that vanishes in dimensional regularization. However, a more restrictive
algorithm can introduce a scale that gives a nontrivial zero-bin subtraction and we will see
that this is what happens for the SW case.
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2.2 Sterman-Weinberg Algorithm
As explained in Chap. 1, the SW algorithm defines a dijet event in terms of the cone half-
angle δ and energy fraction of the soft radiation β. We will keep only the leading order in
δ ∼ β ∼ λ, including both power and logarithmic dependence. As will be seen later, to
leading order in β the final result for the jet function is independent of β, even if we pick
δ ∼ λ, β ∼ λ2. It would seem logical to also consider δ ∼ λ2, β ∼ λ but as has been pointed
out in Ref. [53], one should require sin(δ) > β/(1−β) in order to preserve the back-to-back
orientation of the two jets. To lowest order in the parameters, this corresponds to δ > β.
Finally, one could consider δ, β ∼ λ2 but then it would be more natural to define a new
expansion parameter λ′ ≡ λ2 and set δ, β ∼ λ′. Thus, the natural possibilities to consider
are δ ∼ β ∼ λ or δ ∼ λ, β ∼ λ2 and our results for the jet function are valid for both
cases. For the sake of definiteness, we will take δ ∼ β ∼ λ with the understanding that
sin(δ) > β/(1− β).
When we apply the SW algorithm to the jet function, the question at one loop is whether
the n-collinear quark and gluon create one or two jets. If both partons lie within δ from
the jet axis or if one of the partons has energy Ei < βQ, only a single jet is produced. As
stated before, a soft quark would contribute only at higher order in the power counting so
we have two regions of phase space to consider: a “cone” region where both particles lie
inside the cone and an “outside-cone” region where the gluon is not inside the cone and has
energy Eg < βQ. We take the jet axis to lie along the ~n-direction and then the cone region
corresponds to the momenta of both partons lying within δ of ~n.
The invariant mass s of the jet is related to how far apart the final state particles
are spread. At one loop and using the on-shell condition for massless partons, we find
that s = p−g p−q sin2(φ/2) ≈ p−g p−q (φ/2)2 where φ is the angle between the quark and the
gluon. If no jet algorithm is applied, in the center-of-mass frame momentum conservation
implies s ≤ (Q/2)2. In the SW algorithm with the gluon inside the cone, the maximum
value is reached when p−g = p−q = Q/2 and φ = 2δ, which gives s ≤ (Qδ/2)2. This
constraint is satisfied by the naive contribution to the jet function which only has support
for s ≤ (Qδ/2)2. However, the standard approach to the gluon zero-bin subtraction is to
utilize the result obtained in the zero-bin limit everywhere, and hence there is no upper
limit on p−g or on s. It may be possible to use the freedom in defining a zero-bin subtraction
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scheme to define a non-minimal subtraction where one would obtain a jet function which
is nonzero only for s ≤ (Qδ/2)2. We leave this question to future work. When the gluon is
outside the cone, the maximum is reached when y = 2β and φ = pi, which gives s ≤ 2β Q2.
However, because of the power counting s ∼ Qλ2, this condition is always satisfied to
leading order.
The constraints for the SW algorithm are illustrated in Fig. 2-2 in terms of the variables
p−g and p⊥g . Fig. 2-2 (a) describes the phase space for the naive collinear contribution. If
there were no jet algorithm, p⊥g would be integrated all the way to infinity in the full range
0 ≤ p−g ≤ Q. For the SW algorithm, the region defined by p−g ≤ 2β Q and 2|p⊥g |/p−g ≥ δ
corresponds to a gluon being emitted outside the cone, and the triangular region at the
bottom of the figure gives the cone contribution. The corresponding constraint function
FSW is given by
FSW = θ
(
tan δ − |p
⊥
g |
|p3g|
)
θ
(
tan δ − |p
⊥
q |
|p3q |
)
+ θ
(
|p⊥g |
|p3g|
− tan δ
)
θ
(
βQ− p0g
)
= θ
(
y − 4s
4s+Q2δ2
)
θ
(
Q2δ2
4s+Q2δ2
− y
)
+ θ
(
4s
4s+Q2δ2
− y
)
θ (2β − y) +O(λ, δ, β)
= θ
(
y − 4s
4s+Q2δ2
)
θ
(
Q2δ2
4s+Q2δ2
− y
)
+ θ (2β − y) +O(λ, δ, β), (2.10)
where Eq. (2.6) was used in getting to the second line, and the first theta function in the
second term is always satisfied at leading order in the power counting. This is because
4s/(4s + Q2δ2) ∼ λ0 but y ∼ λ in the second term due to β ∼ λ. We note that the two
theta functions in the first term imply θ(Q2δ2/4− s) and thus limit the maximum allowed
jet mass.
The zero-bin phase space is shown in Fig. 2-2 (b). Without the algorithm, the integration
region would extend to infinity for both p−g and p⊥g . As explained in App. A, the zero-bin
scaling only affects the jet algorithm through the conditions in Eq. (2.8). This results in a
zero-bin constraint function
F0,SW = θ
(
tan δ − |p
⊥
g |
|p3g|
)
+ θ
(
|p⊥g |
|p3g|
− tan δ
)
θ
(
βQ− p0g
)
= θ
(
y − 4s
Q2δ2
)
+ θ (2β − y) +O(λ, δ, β), (2.11)
where we again used the fact that 4s/(Q2δ2) ∼ λ0 to eliminate the first theta function in
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Figure 2-2: Phase space regions for the SW algorithm. Naive collinear (a) and zero-bin (b).
The region at the left-hand side of the figures corresponds to a gluon outside the cone with
energy Eg ≤ βQ. The region at the bottom of the figures describes the region where both
partons are inside the cone. For the zero-bin contribution, p−g is integrated all the way to
infinity.
the second term. (This result for the constraint function in the zero-bin region agrees with
Ref. [30].) We note that the conditions from Eq. (2.8) eliminate the second theta function in
the first term. This theta function constrained the quark to be inside the cone. Its absence
can be understood physically by remembering that in the gluon zero-bin, the quark carries
all of the label momentum and is automatically inside the cone. In this case, there is no
upper limit on the jet mass s.
2.3 Results
We are now ready to apply our general result for the case of the SW algorithm. For both
y and s/µ2, we have used the following distribution identity
θ(y)
y1+
= −δ(y)

+
[
θ(y)
y
]
+
− 
[
θ(y) ln(y)
y
]
+
+O(2), (2.12)
where [θ(y) lnn(y)/y]+ denote plus functions, which we define such that they give zero when
integrated from 0 to 1. The different possible definitions and their relationship with one
another are discussed for example in Appendix B of Ref. [43].
Combining Eqs. (2.7) and (2.10) we find for the naive collinear contribution
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∆J˜ SWn (s)
=
αsCF
4pi
A()θ
(
δ2 − 4s
Q2
){
δ(s)
[
2
2
− 4

{
ln 2β +
1
2
ln
(
Q2δ2
4µ2
)}
+ 2 ln2 2β
− ln2
(
Q2δ2
4µ2
)]
+
4
µ2
[
µ2θ(s)
s
]
+
{
ln 2β + ln
(
Q2δ2
4µ2
)
+
6s
4s+Q2δ2
}
(2.13)
− 4
µ2
[
µ2θ(s) ln
(
s/µ2
)
s
]
+
}
+
αsCF
4pi
θ
(
4s
Q2
− δ2
)
4
µ2
[
µ2θ(s)
s
]
+
{
3
4
+ ln 2β
}
.
Eqs. (2.9) and (2.11) give the corresponding zero-bin contribution
∆J SWn0 (s)
=
αsCF
4pi
A()θ
(
δ2 − 4s
Q2
){
δ(s)
[
2
2
− 4

{
ln 2β +
1
2
ln
(
Q2δ2
4µ2
)}
+ 2 ln2 2β
− ln2
(
Q2δ2
4µ2
)]
+
4
µ2
[
µ2θ(s)
s
]
+
{
ln 2β + ln
(
Q2δ2
4µ2
)}
− 4
µ2
[
µ2θ(s) ln
(
s/µ2
)
s
]
+
}
+
αsCF
4pi
θ
(
4s
Q2
− δ2
){
4
µ2
[
µ2θ(s)
s
]
+
{
ln 2β + ln
(
Q2δ2
4µ2
)}
− 4
µ2
[
µ2θ(s) ln
(
s/µ2
)
s
]
+
}
. (2.14)
The total algorithm-dependent part ∆Jn is given by the difference of Eqs. (2.13) and (2.14)
and reads
∆J SWn (s) =
αsCF
4pi
θ
(
δ2 − 4s
Q2
)
24
4s+Q2δ2
+
αsCF
4pi
θ
(
4s
Q2
− δ2
){
3
s
+
4
s
ln
(
4s
Q2δ2
)}
.
(2.15)
Using the definition of the plus function [43], it can be seen that when [θ(y) lnn(y)/y]+
is integrated against a function f(y) such that f(0) = 0, we can ignore the plus function
prescription because it only makes a difference at y = 0. Hence, we do not need to use
plus functions in Eq. (2.15). We note that the outside-cone region for the gluon cancels
between the collinear and the zero-bin contributions and hence there is no β-dependence in
the final result. This cancellation has been discussed in the literature [22] and has to take
place since the purpose of the zero-bin subtraction is to remove any soft contribution from
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Figure 2-3: The renormalized jet function in units of αs(µ)CF /piQ2, where we choose µ =
0.1 × Q/2. The SW (solid black line) and the inclusive (dashed purple line) jet functions
are plotted as well as the difference of the two (dash-dotted blue line) for δ = 0.2 (left) and
δ = 0.15 (right).
the collinear diagrams and the gluon must be soft to be outside the cone. We have also
grouped the terms according to whether s is limited to be less or greater than (Qδ/2)2.
We will now give an explicit expression for the full SW jet function. To do so, we need
the inclusive jet function J (inc)n , which can be found in the literature [9, 14]. Using the
notation of Ref. [34], it can be written as
J (inc)n (s, µ) =δ(s) +
αsCF
4pi
{
δ(s)
(
4
2
+
3

+ 7− pi2
)
− 4
µ2
[
µ2θ(s)
s
]
+
(
1

+
3
4
)
+
4
µ2
[
µ2θ(s) ln
(
s/µ2
)
s
]
+
}
. (2.16)
The SW jet function is given by the sum of Eqs. (2.15) and (2.16). Since the jet algorithm
does not modify the 1/-poles, the anomalous dimension is
γ SWJn (s, µ) = −
αsCF
4pi
{
8
µ2
[
µ2θ(s)
s
]
+
− 6 δ(s)
}
. (2.17)
The renormalized SW jet function in MS-scheme is given by
JSWn,ren(s, µ) = δ(s) +
αsCF
4pi
{
δ(s)
(
7− pi2)− 3
µ2
[
µ2θ(s)
s
]
+
+
4
µ2
[
µ2θ(s) ln(s/µ2)
s
]
+
+ θ
(
δ2 − 4s
Q2
)
24
4s+Q2δ2
+ θ
(
4s
Q2
− δ2
)[
3
s
+
4
s
ln
(
4s
Q2δ2
)]}
(2.18)
The most important result of this chapter is the renormalized SW jet function in Eq. (2.18).
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It is plotted in Fig. 2-3 for δ = 0.2 and δ = 0.15 while keeping s 6= 0. We have chosen the
jet scale to be µ = 0.1× (Q/2). The SW and the inclusive jet functions are denoted by the
solid black line and the dashed purple line, respectively. The jet function is continuous, but
the derivative of the algorithm dependent contribution given in Eq. (2.15) changes sign at
s = (Qδ/2)2, where one theta function turns off and the other turns on. We note that the
algorithm contribution denoted by the dash-dotted blue line is always positive.
Comparing the algorithm contributions in Fig. 2-3 for the two values of the cone angle,
one can see a change in shape. For δ = 0.15, small values of s — which correspond to narrow
jets — contribute more than large values of s. For δ = 0.2, the algorithm contribution is
flatter, signifying a more equal contribution from jets of different size. This makes physical
sense since a broader cone allows contributions from wider jets. Unlike the shape, the overall
normalization of the algorithm contribution does not follow from physical intuition — we
might have naively expected that increasing the cone angle would give a larger value for the
magnitude of the jet function. However, care must be taken in assigning physical meaning
to the normalization of a jet function computed in an unphysical subtraction scheme (MS),
which is also illustrated by the fact that the inclusive jet-function has a zero at finite s.
Different renormalization schemes include different constant pieces in the jet function and
make its magnitude scheme dependent. Additionally, it should be remembered that a jet
algorithm also affects the soft function, which must be combined with jet functions to see
the full δ dependence of the cross section.
It is also interesting to integrate Eq. (2.18) over s up to smax. We call this the integrated
jet function J¯ SW(smax)n,ren (µ) and it is given by
J¯ SW(smax)n,ren (µ) ≡
∫ smax
0
ds J SWn,ren(s, µ)
=1 + θ
(
δ2 − 4smax
Q2
)
αsCF
4pi
{
7− pi2 − 3 ln
(
smax
µ2
)
+ 2 ln2
(
smax
µ2
)
+ 6 ln
(
4smax +Q2δ2
Q2δ2
)}
+ θ
(
4smax
Q2
− δ2
)
αsCF
4pi
{
7− pi2
− 3 ln
(
Q2δ2
4µ2
)
+ 2 ln2
(
Q2δ2
4µ2
)
+ 6 ln 2 + 4 ln
(
smax
µ2
)
ln
(
4smax
Q2δ2
)}
. (2.19)
The renormalized NLO contribution to the integrated jet function is plotted in Fig. 2-4 as
a function of smax and we have again chosen the jet scale to be µ = 0.1 × (Q/2). On the
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Figure 2-4: The renormalized NLO contribution to the integrated jet function is plotted in
units of αs(µ)CF /4pi, where we choose µ = 0.1 × Q/2. On the first row we plot the SW
(solid black line) and the inclusive (dashed purple line) integrated jet functions as well as
the difference of the two (dash-dotted blue line) for δ = 0.2 (left) and δ = 0.15 (right). On
the second row we compare the integrated SW jet functions for the two values of δ.
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first row of Fig. 2-4, we plot the jet function for the SW case and the inclusive case, as well
as the difference of the two, for δ = 0.2 and δ = 0.15. Since the difference between the SW
and the inclusive jet functions was always positive in Fig. 2-3, we can see that the difference
between the integrated SW and inclusive jet functions in Fig. 2-4 increases monotonically
as a function of smax. On the second row of Fig. 2-4, the integrated SW jet functions for the
two different values of δ are compared. As with the differential jet function, the individual
integrated jet function cannot be directly connected to any measured quantity. Only the
total cross section, which combines the jet function with the hard, soft, and possibly beam
functions, carries physical meaning.
The calculation of the quark jet function defined with a jet algorithm was completed
independently by two separate groups. The other group reported their work in Refs. [29, 30],
where they also calculated the necessary soft function and plotted the full differential cross
section. To see the effect of the jet angle on the full cross section, we show a figure from
their paper, which is obtained by plotting Eq. (1.9). They denote the jet angle by R, which
corresponds to our δ, and their calculation is done as a function of angularity, denoted by
τa. Different values of a correspond to different relative weights to particles in calculating
τa depending on their distance from the jet axis: the larger the value of a, the more weight
is given to the particles far away from the jet axis. The choice a = 0 corresponds to jet
mass, τ0 = s/Q2. In Fig. 2-5, we see the differential cross section as a function of τa for a
quark jet with τ0 corresponding to the central, blue line. The values corresponding to the
different curves from top to bottom are a = −12 ,−14 , 0, 14 , 12 . We can see that decreasing
the jet angle moves the peak to the left, which makes intuitive sense as smaller jet angle
restricts the jet mass to be smaller.
We shall return to the topic of differential jet cross sections in Chap. 5, where we
investigate jets defined by 1-jettiness in the context of hadron colliders. Before doing so,
we will investigate the properties of N -jettiness jets in more detail in the next chapter.
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Figure 2-5: Decreasing the jet angle R moves the peak of the differential cross section to
the left. The different curves correspond to different values of a. From top to bottom, the
values are a = −12 ,−14 , 0, 14 , 12 . Plotted here is a quark jet.
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Chapter 3
N-jettiness
We introduced an event shape called N -jettiness in Chap. 1. In this chapter, we shall
explore how N -jettiness divides the final state phase space into jet and beam regions and
thus functions as a jet algorithm. The work in this chapter was first presented in Ref. [40].
For convenience, we will repeat the definition here:
TN =
∑
k
min
i
{2qi · pk
Qi
}
≡
∑
i
T iN . (3.1)
As stated in Chap. 1, k runs over all the hadrons in the final state, i runs over a, b for the
two beams and 1, . . . , N for the final-state jets, pk is the momentum of the kth particle, the
qi are massless reference momenta for the jets and beams, and the Qi are normalization
factors. For each jet we can take
qµi = ωi (1, ~ni) , (3.2)
where ωi is the jet energy, and ~ni is the jet direction. The ωi and ~ni can be predetermined
with a suitable jet algorithm, and the choice of algorithm only gives power-suppressed
effects, as explained in Ref [55]. Alternatively, using a minimization procedure to determine
the ~ni makes N -jettiness a true jet algorithm [58]. For the beams we have
qµa =
1
2
xaEcm(1, zˆ) , q
µ
b =
1
2
xbEcm(1,−zˆ) , (3.3)
where Ecm is the center-of-mass energy, zˆ points along the beam axis, and xa,b are the
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Figure 3-1: Jet and beam reference momenta for 1-jettiness (left), 2-jettiness (middle) and
e+e− 3-jettiness (right). In the middle plot the jets and beams do not necessarily lie in a
plane.
light-cone momentum fractions of the colliding hard partons. The latter are defined as
xaEcm = QeY , xbEcm = Qe−Y , (3.4)
where Q2 and Y are the total invariant mass-squared and rapidity of the hard interaction.
They are determined from the observed final state by
Q2 = xaxbE2cm = (q1 + · · ·+ qN + q)2 ,
2Y = ln
xa
xb
= ln
(1,−zˆ) · (q1 + · · ·+ qN + q)
(1, zˆ) · (q1 + · · ·+ qN + q) . (3.5)
Here qµ denotes the total momentum of the non-hadronic final state if one is present.
The choice of the qµi is illustrated in Fig. 3-1 for 1-jettiness (left panel), 2-jettiness
(middle panel), and e+e− 3-jettiness (right panel). For the first two cases qµ is given by the
momentum of the W/Z. In SCET the qµi ’s become the large label momenta on the collinear
fields, which can be thought of as the momenta of the partons in the hard interaction.
The minimum in Eq. (1.8) divides the total phase space into N + 2 regions, one for each
beam and jet, as indicated by the dashed lines in Fig. 3-1. This is how TN acts as a jet
algorithm, and we can consider distinct measurements on each of these jets. The simplest
example is T iN which is essentially the same as measuring the invariant mass of the jet. This
correspondence will be made precise in Chap. 4.
The Qi in Eq. (1.8) are dimension-one variables that characterize the hardness of the
jets. Different choices for the Qi correspond to choosing different distance measures in
the minimization in TN . For example, for fixed Qi = Q, the distance measure is just the
invariant mass, 2qi ·pk. The resulting jet and beam regions in this case are illustrated for 2-
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Figure 3-2: The jet and beam regions for two jets using 2-jettiness. On the top left we use
the invariant-mass measure Qi = Q. On the top right we use geometric measure (pT ) with
Qi = |~qiT | for the jets and Qa,b = xa,bEcm for the beams. On the bottom we use geometric
measure (E) with Qi = Ei for the jets and Qa,b = xa,bEcm for the beams.
jettiness in the top left panel of Fig. 3-2. Choosing the jet transverse momentum Qi = |~qiT |
for the jets, gives the geometric measure (pT ), which is boost-invariant along the beam axis,
2qi · pk
|~qiT | = |~pkT | (2 cosh ∆ηik − 2 cos ∆φik)
≈ |~pkT |
[
(∆ηik)2 + (∆φik)2
]
. (3.6)
Here, ∆ηik = ηi− ηk, ∆φik = φi− φk are the differences in (pseudo)rapidity and azimuthal
angle between the direction of jet i and particle k. The second line is valid in the limit of
small ∆η and ∆φ. Equation (3.6) results in approximately circular boundaries for the jet
regions, as illustrated in the top right panel of Fig. 3-2. In this case only the ~ni part of q
µ
i
enters. Another way to have circular boundaries is to employ geometric measure (E), which
is similar to the (pT ) case except that we use Qi = Ei for the jets. This is demonstrated
in the bottom panel of Fig. 3-2. Comparing to Fig. 1-1(c), we can see that the geometric
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measure (E) resembles anti-kt algorithm when the jet is somewhat removed from η = 0
since in those regions both have circular jets of constant size as a function of η.
For the beams we have
2qa · pk
Qa
=
Q
Qa
|~pkT | eY−ηk , (3.7)
with Y − ηk → −Y + ηk for a→ b. Here two potential choices for Qa,b are Qa,b = Q, giving
the invariant-mass distance measure, or Qa,b = Qe±Y = xa,bEcm, which gives
2qa,b · pk
Qa,b
= |~pkT |e∓ηk . (3.8)
We will carry out our analysis and one-loop calculations keeping Qi arbitrary, enabling
various choices to be explored using our results. From an experimental point of view certain
choices will be more advantageous than others. For example, the second choice above for
Qa,b is useful if the total rapidity cannot be measured because there are missing-energy
particles in the final state.
For convenience we define the dimensionless reference momenta and their invariant prod-
ucts
qˆµi =
qµi
Qi
, sˆij = 2qˆi · qˆj . (3.9)
We can then rewrite Eq. (1.8) as follows,
TN =
∑
i
T iN ≡
∑
i
2qˆi · Pi
Pµi =
∑
k
pµk
∏
j 6=i
θ
(
qˆj · pk − qˆi · pk
)
, (3.10)
where Pµi is the total four-momentum in region i. The T iN are thus given by the small
light-cone component of the Pi measured along their respective collinear directions qˆi. In
Chap. 4 we will explore the factorization theorem that is fully differential in the T iN .
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Chapter 4
Soft Radiation at Hadron Colliders
Chap. 2 focused on the production of jets in e + e− collisions, but the expression derived
for the jet function can also be used with hadron colliders, provided that we define the jets
in the same way. However, the most complicated part of calculating the cross section for a
multi-jet process is deriving an expression for the soft function.
The soft function ties together the beams and the jets in the event through the radi-
ation of soft gluons. As reviewed in Chap. 1, there are several complications associated
with factorization for traditional jet algorithms and these are mainly connected with the
calculation of the soft function. Using N -jettiness to determine the jet boundaries and to
define an exclusive jet cross section gives us better control over the factorization and the
resummation of large logarithms. In this chapter, we shall describe the calculation of the
N -jettiness soft function which allows us to perform NNLL-resummation for exclusive N -jet
production. The work in this chapter was first presented in Ref. [40].
4.1 Setup of the Calculation
We shall begin this section by giving the factorization theorem for the individual N -jettiness
contributions. This will be followed by an analysis of the renormalization group running
and the one-loop renormalization of the soft function.
4.1.1 N -Jettiness Differential in Jet Regions
The factorization theorem for dσ/dTN was given in Ref. [55], and is derived in a straight-
forward manner from SCET, see Refs. [5, 7, 54] (with an assumption so far implicit in all
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N -jet factorization formulae about the cancellation of Glauber gluons). Instead of measur-
ing TN , the manipulations leading to the factorization theorem are no more difficult when
we consider the fully differential cross section, where we measure each individual T iN . The
value of T iN determines the transverse mass of region i relative to the direction ~ni since
M2iT = P
2
i + ~P
2
i⊥ = (n¯i · Pi)(ni · Pi)
= 2qi · Pi [1 +O(λ2)]
= QiT iN [1 +O(λ2)] , (4.1)
where nµi = (1, ~ni), n¯
µ
i = (1,−~ni). In the last line we used n¯i · qi = n¯i · Pi +O(λ2), where
λ2 ∼ T iN/Q and the power corrections depend on how the magnitude of qi is fixed.
If the label vector ~ni is chosen to be aligned with the direction of the jet three-momentum
~Pi such that ~ni · ~Pi/|~Pi| ∼ 1 +O(λ4) then ~P 2i⊥ = 0 +O(λ4) and the transverse mass is the
same as the invariant mass.
M2i = P
2
i = QiT iN [1 +O(λ2)] . (4.2)
Thus the differential T iN spectrum corresponds to the spectrum in the invariant mass for
jet i, where M2i → 0 for a pencil like jet of massless partons.
In the limit where all the T iN are assumed to be parametrically comparable but small
compared to Qi ∼ Q, the factorized form for the cross section is
dσ
dT aN dT bN · · · dT NN
=
∫
dxadxb
∫
d4q dΦL(q)
∫
dΦN ({qJ})MN (ΦN ,ΦL)
× (2pi)4δ4(qa + qb − q1 − · · · − qN − q)
×
∑
κ
∫
dtaBκa(ta, xa, µ)
∫
dtbBκb(tb, xb, µ)
N∏
J=1
∫
dsJ JκJ (sJ , µ) (4.3)
× ~Cκ†N (ΦN ,ΦL, µ)ŜκN
(
T aN −
ta
Qa
, T bN −
tb
Qb
,
{
T jN −
sj
Qj
}
, {qˆi}, µ
)
~CκN (ΦN ,ΦL, µ) .
Here, ΦN ({qJ}) denotes the N -body massless phase space for the N reference jet momenta
{qJ}, while ΦL(q) is the “leptonic” phase space for any additional nonhadronic particles
in the final state, whose total momentum is q. The measurement function MN (ΦN ,ΦL)
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enforces all N jets to be energetic and well enough separated so that sˆij  TN/Q. The
index κ runs over all relevant partonic channels, with κa, κb, . . . , κN denoting the individual
parton types. In the soft function arguments, the index j runs over all the jets j ∈ {1, . . . , N}
and the index i also includes the beams i ∈ {a, b, 1, . . . , N}.
The hard Wilson coefficient ~CκN is a vector in the appropriate color space of the external
hard partons in each partonic channel. It only depends on the hard phase-space variables
ΦN and ΦL. The soft function ŜκN is a matrix in the same color space. We can rewrite the
color contraction as
~C†N ŜN ~CN = tr(~CN ~C
†
N ŜN ) = tr(ĤN ŜN ) , (4.4)
so the hard function ĤN = ~CN ~C
†
N is also a color-space matrix.
We want to compute the N -jettiness soft function
ŜκN
(
ka, kb, k1, . . . , kN , {qˆi}, µ
)
. (4.5)
The ki are the soft contributions to the T iN , so from Eq. (3.10) we have
ki = 2qˆi ·
[ ∑
k∈soft
pk
∏
j 6=i
θ
(
qˆj · pk − qˆi · pk
)]
, (4.6)
where the sum now only runs over soft momenta. As indicated by the second to last
argument in Eq. (4.5), the soft function still depends on all the reference momenta {qˆi},
because they enter in the definition of the measured soft momentum components in Eq. (4.6).
The soft function is defined by the vacuum matrix element
ŜκN
(
ka, kb, k1, . . . , kN , {qˆi}
)
=
〈
0
∣∣∣Ŷ κ†({qˆi})∏
i
δ(ki − 2qˆi · Pˆi) Ŷ κ({qˆi})
∣∣∣0〉 , (4.7)
where the Pˆi denotes the momentum operator that picks out the total momentum in region
i. Here, Ŷ κ({qˆi}) denotes a product of eikonal Wilson lines in the qˆi directions in the
appropriate path-ordering and color representation of the external partons in the partonic
channel κ. The Ŷ κ† and Ŷ κ are matrices multiplied in color space. We take their overall
normalization to be such that the tree level result for ŜκN is 1
∏
i δ(ki), where 1 is the color
identity operator (see Eq. (4.14) below).
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In the following, we will often use the short-hand notation
ŜκN ({ki}, µ) ≡ ŜκN (ka, kb, k1, . . . , kN , {qˆi}, µ) , (4.8)
and similarly for other functions that depend on all ki, such as the anomalous dimension
and counterterm for the soft function.
4.1.2 Soft-function RGE
To derive the structure of the renormalization-group equation (RGE) and anomalous dimen-
sion of the soft function ŜκN (ka, ..., µ), we can use the fact that the factorized cross section
in Eq. (4.3) is independent of the renormalization scale µ. For this purpose we can ignore
the phase-space integrals and only consider the last two lines in Eq. (4.3). To simplify the
notation, we suppress the index κ and the momentum dependence on the label momenta
from here on.
As already mentioned, the hard Wilson coefficient ~CN is a vector in the color space
of the external hard partons, so its anomalous dimension γ̂N is a matrix in color space.
For 1-jettiness (or e+e− 3-jettiness), the external partons are qαq¯βga, so the only possible
color structure is T aαβ and the color space becomes one-dimensional. For q
αq¯βgagb there are
already three different color structures ~T abαβ = {(T aT b)αβ, (T bT a)αβ, δabδαβ}, and so on.
The hard Wilson coefficient ~CN from matching QCD onto SCET satisfies the RGE1
µ
d
dµ
~CN (µ) = γ̂C(µ) ~CN (µ) . (4.9)
Its anomalous dimension has the general form [16, 23]
γ̂†C(µ) = −Γcusp[αs(µ)]
∑
i<j
T i · T j ln
[
(−1)∆ij 2qi · qj
µ2
− i0
]
+ γ̂†C [αs(µ)] , (4.10)
where we define ∆ij = 1 if i and j are both incoming or both outgoing partons and ∆ij = 0
if one of them is incoming and the other one outgoing, and with our conventions qi · qj is
always positive. Here, Γcusp(αs) is the universal cusp anomalous dimension [41],
Γcusp(αs) =
αs
4pi
4 +O(α2s) . (4.11)
1Throughout this work we use the convention Leff = ~C†N · ~ON for N-jet operators in the SCET Lagrangian.
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The T ai denotes the color charge of the ith external particle when coupling to a gluon
with color a. It acts on the external color space as
(T ai ~T )···αi··· = T
a
αiβi
~T···βi··· ,
(T ai ~T )···αi··· = −T aβiαi ~T···βi··· ,
(T ai ~T )
···ai··· = ifaiabi ~T ···bi··· , (4.12)
where the first line is for the ith particle being an outgoing quark or incoming antiquark,
the second line for an incoming quark or outgoing antiquark, and the third line for a gluon.
The product
T i · T j =
∑
a
T
a
i T
a
j , (4.13)
appearing in the first term in Eq. (4.10), thus represents a particular color-space matrix T̂ij
for each choice of i and j. We also define the identity operator 1, which acts as
(1 ~T )···ai······αj ··· = ~T
···ai······αj ··· . (4.14)
In particular
T
2
i = 1Ci where Cq = Cq¯ = CF , Cg = CA . (4.15)
With only three partons, qαq¯βga, the only possible color structure is T aαβ, so in this case
the color matrices are just numbers,
1 = 1 , T 2q = T
2
q¯ = CF , T
2
g = CA ,
T q · T q¯ = CA2 − CF , T q · T g = T q¯ · T g = −
CA
2
. (4.16)
Up to two loops [47] (and maybe more [15, 16, 27, 36]), the non-cusp term, γ̂C(αs),
in Eq. (4.10) is diagonal in color and given by a sum over individual quark and gluon
contributions,
γ̂C(αs) = 1
∑
i
γiC(αs) +O(α3s) ,
γqC(αs) = γ
q¯
C(αs) = −
αs
4pi
3CF +O(α2s) ,
γgC(αs) = −
αs
4pi
β0 +O(α2s) . (4.17)
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The RGEs for the beam and jet functions are
µ
d
dµ
Bi(t, x, µ) =
∫
dt′ γiB(t− t′, µ)Bi(t′, x, µ) ,
µ
d
dµ
Ji(s, µ) =
∫
ds′ γiJ(s− s′, µ) Ji(s′, µ) . (4.18)
The beam and jet anomalous dimension are identical to all orders [56], and are given by
γiB(s, µ) = γ
i
J(s, µ) = −2Ci Γcusp[αs(µ)]
1
µ2
L0
( s
µ2
)
+ γiJ [αs(µ)] δ(s) , (4.19)
with
γqJ(αs) = γ
q¯
J(αs) =
αs
4pi
6CF +O(α2s) ,
γgJ(αs) =
αs
4pi
2β0 +O(α2s) , (4.20)
and Ln(x) denotes the standard plus distribution,
Ln(x) =
[
θ(x) lnnx
x
]
+
. (4.21)
Taking the derivative of Eq. (4.3) with respect to µ, we now require
0 = µ
d
dµ
∫ [∏
i
dsi Ji(si, µ)
]
~C†N (µ) ŜN
({
T iN −
si
Qi
}
, µ
)
~CN (µ) , (4.22)
where we use Ji(si, µ) to denote either beam or jet functions (with sa,b ≡ ta,b), since their
RGEs are identical, and as before i = a, b, 1, . . . , N . Using Eqs. (4.9) and (4.18) together
with Eq. (4.22), we get
0 =
∫ [∏
i
dsi ds′i Ji(QiT iN − s′i, µ)
]{[∑
i
γiJ(s
′
i − si, µ)
∏
j 6=i
δ(s′j − sj)
]
ŜN
({ si
Qi
}
, µ
)
+
[∏
i
δ(s′i − si)
][
γ̂†C(µ) ŜN
({ si
Qi
}
, µ
)
+ ŜN
({ si
Qi
}
, µ
)
γ̂C(µ) + µ
d
dµ
ŜN
({ si
Qi
}
, µ
)]}
,
(4.23)
where we divided out the Wilson coefficients and shifted the integration variables si →
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QiT iN − si and s′i → QiT iN − s′i. We can now multiply by
∏
i J −1i (Qiki − QiT iN , µ) and
integrate over T iN , which replaces Ji(QiT iN−s′i, µ)→ δ(Qiki−s′i)/Qi. Renaming k′i = si/Qi,
we obtain
µ
d
dµ
ŜN ({ki}, µ)
=
∫ [∏
i
dk′i
]1
2
[
γ̂S({ki − k′i}, µ) ŜN ({k′i}, µ) + ŜN ({k′i}, µ) γ̂†S({ki − k′i}, µ)
]
, (4.24)
where the soft anomalous dimension is given by
γ̂S({ki}, µ)
= −1
∑
i
Qiγ
i
J(Qiki, µ)
∏
j 6=i
δ(kj)− 2γ̂†C(µ)
∏
i
δ(ki)
= 2Γcusp[αs(µ)]
{∑
i
T
2
i
Qi
µ2
L0
(Qiki
µ2
)∏
j 6=i
δ(kj)
+
∑
i<j
T i · T j ln
[
(−1)∆ij 2qi · qj
µ2
− i0
]∏
i
δ(ki)
}
−
{
1
∑
i
γiJ [αs(µ)] + 2γ̂
†
C [αs(µ)]
}∏
i
δ(ki)
= −2Γcusp[αs(µ)]
∑
i 6=j
T i · T j
[
1√
sˆij µ
L0
( ki√
sˆij µ
)
+
ipi
2
∆ij δ(ki)
] ∏
m 6=i
δ(km)
+ γ̂S [αs(µ)]
∏
i
δ(ki) , (4.25)
with the non-cusp part
γ̂S(αs) = −1
∑
i
γiJ(αs)− 2γ̂†C(αs)
= −1
∑
i
[
γiJ(αs) + 2γ
i
C(αs)
]
+O(α3s)
= 0 +O(α2s) . (4.26)
In the last step above we rescaled the plus distribution λL0(λx) = L0(x) + lnλ δ(x), and
applied color identities like
∑
i
xiT
2
i = −
∑
i 6=j
xiT i · T j = −
∑
i<j
(xi + xj)T i · T j , (4.27)
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which follows from color conservation,
∑
i T i = 0.
This derivation shows that factorization implies that the kinematic dependence of the
soft anomalous dimension γ̂S({ki}, µ) on ki is separable into individual contributions to all
orders. This generalizes the same result obtained for the special case of the hemisphere
(i.e. e+e− 2-jettiness) soft function in Ref. [34], which is reproduced by Eq. (4.25) using
T i · T j = −CF and 2qˆi · qˆj = 1.
Since in Eq. (4.25) Γcusp(αs), γJ(αs), and γ̂C(αs) are all known to two loops, so is
γ̂S({ki}, µ). The general evolution formula in Eq. (4.24) leaves ŜN hermitian, which from
Eq. (4.3) is the only requirement to obtain a real cross section.
4.1.3 Renormalization and One-Loop Divergences
The result for the soft anomalous dimension allows us to infer the one-loop counterterm for
the soft function in MS, which we will need in our calculation to renormalize the bare soft
function. This will provide us with a nontrivial cross check on our calculation.
The structure of the anomalous dimension implies that the bare and MS renormalized
soft functions are related by
ŜbareN ({ki}) =
∫ [∏
i
dk′i dk
′′
i
]
ẐS({k′i}, µ) ŜN ({ki − k′i − k′′i }, µ) Ẑ†S({k′′i }, µ) . (4.28)
The bare soft function is independent of µ, so differentiating both sides with respect to µ
determines the soft anomalous dimension in terms of the counterterm,
γ̂S({ki}, µ) = −2
∫ [∏
i
dk′i
]
(ẐS)−1({ki − k′i}, µ)µ
d
dµ
ẐS({k′i}, µ)
= −2µ d
dµ
ẐS({k′i}, µ) +O(α2s) . (4.29)
Using Eqs. (4.25) and (4.26), the NLO counterterm is thus given by
ẐS({ki}, µ) = 1
∏
i
δ(ki)− αs(µ)2pi
1

∑
i 6=j
T i · T j
[
− 1
2
δ(ki)
+
1√
sˆij µ
L0
(
ki√
sˆij µ
)
+
ipi
2
∆ij δ(ki)
] ∏
m6=i
δ(km) +O(α2s) . (4.30)
Note that since ŜN is color diagonal at tree level, the imaginary part of ẐS does not
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Figure 4-1: One-loop diagrams for ŜN . The vertical line denotes the final-state cut. Dia-
grams (a) and (b) vanish. Diagrams (c) and (d) yield Eq. (4.32).
contribute in Eq. (4.28) at NLO, because it cancels between ẐS and Ẑ
†
S . Hence, from
Eq. (4.30) we expect the UV-divergent parts of the one-loop bare soft function, Ŝbare(1)N , to
have the form
Ŝ
bare(1)
N ({ki}) = −
αs(µ)
pi
1

∑
i 6=j
T i · T j (sˆij µ
2)
k1+2i
∏
m6=i
δ(km) +O(0) . (4.31)
This implies that the UV divergences are given for any N by a simple sum over individual
hemisphere contributions. We will see how this happens explicitly in the next section.
4.2 NLO Calculation
4.2.1 General Setup
Our calculation in the following applies to both hadronic and e+e− collisions, i.e. it is
independent of whether the Wilson lines are in- or outgoing. For simplicity we use the term
“jet” to refer to both beam jets and central jets.
The one-loop diagrams for the soft function are shown in Fig. 4-1, where i and j label
any two Wilson lines, and we work in Feynman gauge. The virtual diagrams, which are
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shown in Fig. 4-1(a), are scaleless and thus vanish in pure dimensional regularization. The
real emission diagrams in Fig. 4-1(b) with the gluon attaching to the same Wilson line
vanish, as it is proportional to qˆ2i = 0. Hence, at one loop we can write the bare soft
function as a sum over contributions where the intermediate gluon attaches to the ith and
jth Wilson line as shown in Figs. 4-1(c) and 4-1(d),
Ŝ
bare(1)
N ({ki}) (4.32)
= −2
∑
i<j
T i · T j
(eγEµ2
4pi
)
g2
∫
ddp
(2pi)d
qˆi · qˆj
(qˆi · p)(qˆj · p) 2piδ(p
2) θ(p0)F ({ki}, {2qˆi · p}) .
The key idea in the hemisphere decomposition method is to first fix i and j and then
analyze the remaining integral. The measurement function resulting from Eq. (4.6), which
measures the contribution of the gluon in the final state to ki, is given by
F ({ki}, {pi}) =
∑
m
δ(km − pm)
∏
l 6=m
δ(kl) θ(pl − pm) , (4.33)
where we denote the component of the gluon momentum pµ along the jet direction qˆµi as
pi = 2qˆi · p . (4.34)
For example, for 1-jettiness (or e+e− 3-jettiness) we have three independent labels i 6=
j 6= m, so
F ({ki}, {pi}) = δ(ki − pi) δ(kj) δ(km) θ(pj − pi) θ(pm − pi)
+ δ(ki) δ(kj − pj) δ(km) θ(pi − pj) θ(pm − pj)
+ δ(ki) δ(kj) δ(km − pm) θ(pi − pm) θ(pj − pm) .
The first two terms correspond to the case where the gluon emitted from the ith and jth
Wilson line ends up in the region of jet i or jet j, respectively. In this case, p can become
collinear with either qˆi or qˆj , resulting in a double UV-IR divergence. In the last term, the
gluon is in the remaining jet m. In this case, both pi > pm and pj > pm are bounded from
below, so there is only a single soft IR divergence. The virtual diagrams, which vanish in
pure dimensional regularization, turn all IR divergences into UV divergences.
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Figure 4-2: Separation of the measurement function into hemisphere and non-hemisphere
measurement functions for 1-jettiness or e+e− 3-jettiness for a gluon emitted from the ith
and jth Wilson line. The phase space is divided into i and j hemispheres into which the
third jet region m is split.
To combine the divergences from the different jet regions, we split the region of jet m
into the two hemispheres pi < pj and pi > pj defined by the directions of jets i and j,
F ({ki}, {pi})
= θ(pj − pi)
[
δ(ki − pi) δ(km) θ(pm − pi) + δ(ki) δ(km − pm) θ(pi − pm)
]
δ(kj) + (i↔ j)
= δ(ki − pi) δ(kj) θ(pj − pi) δ(km)
+
[
δ(ki) δ(km − pm)− δ(ki − pi) δ(km)
]
δ(kj) θ(pj − pi) θ(pi − pm) + (i↔ j)
≡ Fij,hemi({ki}, {pi}) + Fji,hemi({ki}, {pi}) + Fij,m({ki}, {pi}) + Fji,m({ki}, {pi}) .
(4.35)
In the second step we replaced θ(pm − pi) = 1− θ(pi − pm) in the first term to extend the
region for jet i to the full pi < pj hemisphere, which gives the hemisphere measurement
function
Fij,hemi({ki}, {pi}) = δ(ki − pi) δ(kj) θ(pj − pi) δ(km) . (4.36)
The contribution for pm < pi < pj , which overlaps with the region for jet m, is subtracted
in the second term, which gives the non-hemisphere measurement function for region m,
Fij,m({ki}, {pi})
=
[
δ(ki) δ(km − pm)− δ(ki − pi) δ(km)
]
δ(kj) θ(pj − pi) θ(pi − pm) . (4.37)
This splitting up of the measurement function is illustrated in Fig. 4-2. The integrations
over the i and j hemispheres resulting from Fij,hemi and Fji,hemi will now contain all di-
vergences, while the integration over region m resulting from Fij,m and Fji,m will be UV
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and IR finite, as we will see explicitly below. Essentially, the restriction of the emitted
and measured gluon to stay away from the i and j directions, pi,j > pm, cuts off the UV
divergence, while the subtraction of the overlapping hemisphere contribution removes the
soft divergence: In the soft limit, both pi → 0 and pm → 0, and the two terms in square
brackets in Eq. (4.37) cancel each other.
We will see in Sec. 4.2.5 (see Eq. (4.53) below) that this split up of the measurement
function generalizes to any N . Hence, we write the renormalized soft function as
ŜN ({ki}, µ) = 1
∏
i
δ(ki) +
∑
i 6=j
T i · T j S(1)ij ({ki}, µ) +O(α2s) , (4.38)
where we split the NLO contribution into a hemisphere and a non-hemisphere contribution,
with the latter given by a sum over the different jet regions m 6= i, j,
S
(1)
ij ({ki}, µ) = S(1)ij,hemi({ki}, µ) +
∑
m6=i,j
S
(1)
ij,m({ki}, µ) . (4.39)
Here, Sij,hemi and Sij,m are the contributions corresponding to Fij,hemi and Fij,m in Eq. (4.35).
It is instructive to compare our hemisphere decomposition with the method used in
Ref. [30] to calculate the soft function for cone jets. There the authors first specify a
jet region and then sum over all contributions from different gluon attachments for that
fixed jet region. In the end they sum over the different jet regions. In this case there are
nontrivial cancellations between the divergences (and finite terms) arising from the same
gluon attachment contributing to different jets. In contrast, as seen from Eqs. (4.38) and
(4.39), in the hemisphere decomposition we first specify a gluon attachment i, j and then
sum over the contributions to the different jet regions m from this specific attachment.
This allows us to make the cancellations explicit and to isolate the UV divergences into the
hemisphere contributions. In the end we sum over all possible attachments.
4.2.2 Hemisphere Contributions
Using Eq. (4.32) and restricting the measurement function to the hemisphere contribution,
Fij,hemi in Eq. (4.35), we obtain
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S
bare(1)
ij,hemi ({ki})
= −2
(eγEµ2
4pi
)
g2
∫
ddp
(2pi)d
2sˆij
pi pj
2piδ(p2) θ(p0) δ(ki − pi) δ(kj) θ(pj − pi) δ(km)
= −αs(µ)
pi
(eγE )
Γ(1− )
(
sˆij µ
2
) ∫ dpi dpj θ(pi) θ(pj)
(pipj)1+
δ(ki − pi) δ(kj) θ(pj − pi) δ(km)
= −αs(µ)
pi
1

(eγE )
Γ(1− )
(
sˆij µ
2
) θ(ki)
k1+2i
δ(kj) δ(km) . (4.40)
In the second step we used the coordinate decomposition
pµ = pj
qˆµi
sˆij
+ pi
qˆµj
sˆij
+ pµij⊥ (4.41)
to rewrite the phase-space integral as
∫
ddp
(2pi)d
2piδ(p2) θ(p0) =
(4pi)
(2pi)2Γ(1− )
1
4sˆij
∫
dpi dpj
( sˆij
pi pj
)
θ(pi) θ(pj) , (4.42)
and in the last step we integrated over pi and pj . The result in Eq. (4.40) has the expected
form in Eq. (4.31) and reproduces the correct counterterm and anomalous dimension. Ex-
panding Eq. (4.40) and subtracting the 1/ divergences, we obtain the renormalized NLO
hemisphere contribution
S
(1)
ij,hemi({ki}, µ) =
αs(µ)
4pi
[
8√
sˆij µ
L1
(
ki√
sˆij µ
)
− pi
2
6
δ(ki)
]
δ(kj) δ(km) . (4.43)
This generalizes the one-loop result for the hemisphere soft function for two back-to-back jets
with equal energies from Refs. [34, 51] to general hemispheres defined by two jet directions
qˆi and qˆj . Note that, as expected from reparametrization invariance, the dependence on the
jet directions only appears through the invariant sˆij .
4.2.3 Non-Hemisphere Contributions
We now turn to the non-hemisphere contributions. The hemisphere contributions contain all
the divergences but they do not include the full information about the boundaries between
jet and beam regions. The effect of the boundaries is encoded in the non-hemisphere pieces.
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Inserting the second part Fij,m in Eq. (4.35) into Eq. (4.32), we get
S
bare(1)
ij,m ({ki}) = −
αs(µ)
pi
(
eγE2qˆi · qˆjµ2
) ∫ dΩd−2
2pi1−
dpi dpj
θ(pi) θ(pj)
(pipj)1+
(4.44)
×
[
δ(ki) δ(km − pm)− δ(ki − pi) δ(km)
]
δ(kj) θ(pj − pi) θ(pi − pm) .
To perform the integration over pi, we use the rescaled variable x = pj/pi, and rewrite pm
in terms of pi, x, and the angle φ between ~qm⊥ and ~p⊥ in the transverse plane,
x =
pj
pi
,
pm
pi
=
sˆjm
sˆij
+
sˆim
sˆij
x− 2
( sˆjmsˆim
sˆ2ij
x
)1/2
cosφ ≡ z(x, φ) . (4.45)
The limit pm < pi thus implies an upper limit on x, which eliminates the UV divergence
for x→∞. In addition, since pm scales like pi, there is also no IR divergence in Eq. (4.44),
because the term in square brackets vanishes in the limit pi → 0. The integral over pi can
then be performed without encountering any divergences,
µ2
∫
dpi
θ(pi)
(pi)1+2
[
δ(ki) δ(km − pm)− δ(ki − pi)δ(km)
]
= δ(ki)
1
µ
L0
(km
µ
)
− 1
µ
L0
(ki
µ
)
δ(km)− ln[z(x, φ)] δ(ki) δ(km) . (4.46)
Note that the µ-dependence cancels between the first two terms. Taking → 0 everywhere
else, we obtain the NLO non-hemisphere contribution
S
(1)
ij,m({ki}, µ)
=
αs(µ)
pi
{
I0
( sˆjm
sˆij
,
sˆim
sˆij
)[ 1
µ
L0
(ki
µ
)
δ(km)− δ(ki) 1
µ
L0
(km
µ
)
+ ln
sˆjm
sˆij
δ(ki) δ(km)
]
δ(kj)
+ I1
( sˆjm
sˆij
,
sˆim
sˆij
)
δ(ki) δ(kj) δ(km)
}
. (4.47)
The remaining finite phase-space integrals are defined as (rescaling x = y2(α/β) to simplify
the integrands)
I0(α, β) =
1
pi
∫ pi
−pi
dφ
∫
dy
y
θ
(
y −
√
β/α
)
θ
(
1/α− 1− y2 + 2y cosφ) , (4.48)
I1(α, β) =
1
pi
∫ pi
−pi
dφ
∫
dy
y
ln(1 + y2 − 2y cosφ) θ(y −√β/α) θ(1/α− 1− y2 + 2y cosφ) .
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In Eq. (4.47) they are evaluated at α = sˆjm/sˆij and β = sˆim/sˆij . Their numerical evaluation
for fixed α > 0 and β > 0 poses no problem. We were not able to find complete analytic
expressions. Their analytic simplification to one-dimensional integrals is given in App. B,
with the final result in Eq. (B.9).
4.2.4 Extension to Other Observables
As we have just seen, we can extract the divergences in the soft function by dividing up
phase space into hemispheres corresponding to all possible pairings of Wilson lines. We will
now generalize this decomposition to general IR-safe observables and to more than three
regions (in which case the qˆi are in general non-planar).
Consider a measurement that specifies a way to split up the angular phase space into
non-overlapping regions. We use the notation Θi(p) = 1 when the momentum p is inside
region i and Θi(p) = 0 otherwise. We require that the union of all regions covers all of
phase space, and that each region contains at most one of the directions qˆi, i.e.
∑
i
Θi(p) = 1 , Θi(qˆj) = δij . (4.49)
We explicitly allow the possibility that there are regions that do not contain any of the qˆi,
in which case there will be more than N + 2 regions.
In general, we can measure a different observable in each region. At NLO, we only need
to know how the observable for each region i acts on a one-particle state with momentum
p, which we denote by fi(p). We want fi to be IR safe, which implies that fi(p → 0) is
equivalent to measuring no gluon at all. Without loss of generality we can assume that
fi(0) = 0. We will continue to denote the arguments of the soft function by ki, which
are now given by the soft contribution to fi. With this notation, the generalization of the
measurement function in Eq. (4.33) acting on a soft gluon with momentum p is
F ({ki}, p) =
∑
m
δ[km − fm(p)] Θm(p)
∏
l 6=m
δ(kl) . (4.50)
We now want to generalize Eq. (4.35) by splitting up Eq. (4.50) into hemisphere and
non-hemisphere contributions according to which Wilson lines the gluon attaches to. We
continue to use the labels i and j for the directions of these two Wilson lines. The hemi-
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spheres are still determined via the gluon momentum components pi,j = 2qˆi,j · p by pj > pi
and pi > pj . Writing out Eq. (4.50) we now have
F ({ki}, p) = θ(pj − pi)
[
δ[ki − fi(p)]
∏
l 6=i
δ(kl)Θi(p) +
∑
m6=i
δ[km − fm(p)]
∏
l 6=m
δ(kl) Θm(p)
]
+ (i↔ j) . (4.51)
Note that region j is allowed to overlap with hemisphere i, and vice versa. Using Eq. (4.49),
we have
Θi(p) = 1−
∑
m 6=i
Θm(p) , (4.52)
which allows us to replace the regions i and j by full hemispheres analogous to Eq. (4.35),
where the complement of Θi(p) is now split up between the remaining Θm(p) with m 6= i.
Then Eq. (4.50) can be written as
F ({ki}, p) = Fij,hemi({ki}, p) + Fji,hemi({ki}, p) +
∑
m 6=i
Fij,m({ki}, p) +
∑
m 6=j
Fji,m({ki}, p) ,
(4.53)
where the hemisphere contributions are given by
Fij,hemi({ki}, p) = θ(pj − pi) δ[ki − fi(p)]
∏
l 6=i
δ(kl) , (4.54)
and the non-hemisphere contributions by
Fij,m({ki}, p)
= θ(pj − pi) Θm(p)
∏
l 6=i,m
δ(kl)
{
δ(ki) δ[km − fm(p)]− δ[ki − fi(p)] δ(km)
}
. (4.55)
As in Sec. 4.2.3, all the divergences are contained in the hemisphere contributions, while
the non-hemisphere contributions are UV and IR finite. The measurement of either fi or
fm in Eq. (4.55) fixes the magnitude of p, while the restriction of the emitted gluon to
region m forces it to stay away from the i and j directions. Taken together this eliminates
the UV divergence. The IR-safety of fi then ensures that in the limit p → 0 the terms in
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curly brackets in Eq. (4.55) cancel each other, which eliminates the IR divergence. As a
result, for any set of IR-safe observables fi all UV divergences, and hence the anomalous
dimension, are contained in the hemisphere contributions determined by Eq. (4.54). De-
pending on the observable, these contributions can be more complicated than in Eq. (4.43).
Note that this result depends on the fact that an observable fi is measured in each region
i. If we have a region u where only an angular restriction is imposed by Θu(p), the corre-
sponding δ[ku− fu(p)] is absent (an “unmeasured jet” in the language of Ref. [29]). In this
case the hemisphere contributions Suj,hemi are scaleless and vanish. The non-hemisphere
contributions Suj,m and Sij,u are still IR-finite, but now contain a UV divergence in the
term coming from region u, for which the magnitude of p is not fixed anymore. In this
case, the factorization structure is different and the soft anomalous dimension depends on
the parameters determining the boundary of region u, for example the cone radius as in
Ref. [29].
Although we have only applied the hemisphere decomposition method at NLO, the
N -jettiness factorization theorem implies that the UV divergences and soft anomalous di-
mensions factor into pairwise hemisphere contributions to all orders, as shown by Eq. (4.25).
Hence, we believe the hemisphere decomposition will remain useful also at higher orders.
4.2.5 NLO Calculation for N -Jettiness
We now use the general arguments in the previous subsection and apply them to the case of
N -jettiness. In this case the observables are simply the components of the gluon momentum
along the jet directions, while the regions are determined by the smallest pi. Hence,
fi(p) = pi = 2qˆi · p , Θi(p) =
∏
m 6=i
θ(pm − pi) , (4.56)
which turns Eq. (4.50) into Eq. (4.33). From Eqs. (4.54) and (4.55) we get
Fij,hemi({ki}, {pi}) = θ(pj − pi) δ(ki − pi)
∏
m6=i
δ(km) , (4.57)
and
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Fij,m({ki}, {pi}) (4.58)
=
[
δ(ki) δ(km − pm)− δ(ki − pi) δ(km)
]
θ(pj − pi) θ(pi − pm)
∏
l 6=i,m
δ(kl) θ(pl − pm) .
The calculation of the hemisphere contribution for general N is identical to the 1-
jettiness case in Sec. 4.2.2 with the overall replacement δ(kj) δ(km) →
∏
m6=i δ(km) arising
from Eq. (4.57). In particular, we can see immediately that this reproduces the correct
NLO counterterm and soft anomalous dimension in Eqs. (4.30) and (4.25). The final result
for the renormalized hemisphere contribution is given by Eq. (4.43),
S
(1)
ij,hemi({ki}, µ) =
αs(µ)
4pi
[
8√
sˆij µ
L1
(
ki√
sˆij µ
)
− pi
2
6
δ(ki)
] ∏
m 6=i
δ(km) . (4.59)
For the non-hemisphere contribution, there are now several regions m contributing. The
calculation for each region proceeds as in Sec. 4.2.3, except that we now have additional
θ(pl − pm) functions in Eq. (4.58), which separate region m from the remaining regions
l 6= i,m. We can write pm and pl in terms of pi and x = pj/pi,
pm
pi
=
sˆjm
sˆij
+
sˆim
sˆij
x− 2
( sˆjmsˆim
sˆ2ij
x
)1/2
cosφ ,
pl
pi
=
sˆjl
sˆij
+
sˆil
sˆij
x− 2
( sˆjlsˆil
sˆ2ij
x
)1/2
cos(φ+ φlm) . (4.60)
Here φ is again defined as the angle between ~p⊥ and ~ˆqm⊥, while φlm are the angles between
the remaining ~ˆql⊥ and ~ˆqm⊥. The result for S
(1)
ij,m({ki}, µ) has the same form as Eq. (4.47),
S
(1)
ij,m({ki}, µ) (4.61)
=
αs(µ)
pi
{
I0
( sˆjm
sˆij
,
sˆim
sˆij
,
{ sˆjl
sˆjm
,
sˆil
sˆim
, φlm
}
l 6=i,j,m
)[ 1
µ
L0
(ki
µ
)
δ(km)− δ(ki) 1
µ
L0
(km
µ
)
+ ln
sˆjm
sˆij
δ(ki) δ(km)
]
+ I1
( sˆjm
sˆij
,
sˆim
sˆij
,
{ sˆjl
sˆjm
,
sˆil
sˆim
, φlm
}
l 6=i,j,m
)
δ(ki) δ(km)
} ∏
l 6=i,m
δ(kl) .
The finite phase-space integrals are now given by
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I0(α, β, {αl, βl, φl})
=
1
pi
∫ pi
−pi
dφ
∫
dy
y
θ
(
y −
√
β/α
)
θ
(
1/α− 1− y2 + 2y cosφ)
×
∏
l
θ
[
αl − 1 + (βl − 1)y2 − 2y
[√
αlβl cos(φ+ φl)− cosφ
]]
,
I1(α, β, {αl, βl, φl})
=
1
pi
∫ pi
−pi
dφ
∫
dy
y
ln(1 + y2 − 2y cosφ) θ(y −√β/α) θ(1/α− 1− y2 + 2y cosφ)
×
∏
l
θ
[
αl − 1 + (βl − 1)y2 − 2y
[√
αlβl cos(φ+ φl)− cosφ
]]
. (4.62)
An algorithm to systematically evaluate them numerically is given in App. B. The values for
the parameters in Eq. (4.61) are α = sˆjm/sˆij , β = sˆim/sˆij , αl = sˆjl/sˆjm, and βl = sˆil/sˆim.
In the expression for the factorized cross section in Eq. (4.3), the jet and the beam
functions do not depend on how many jets there are. Only the hard and the soft function
know about the global nature of the event. The necessary QCD calculations for the hard
function have been performed for many processes and the last remaining ingredient for a
NNLL resummed N -jet cross section has been the soft function. Our NLO calculation of the
N -jet soft function enables accurate predictions for jet-mass spectra which can be compared
to experimental results. In the next chapter, we shall illustrate the power of this formalism
for the case of 1-jettiness.
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Chapter 5
Exclusive 1-jet Plus Higgs
Production at Hadron Colliders
In this chapter we combine the necessary ingredients to produce NNLL cross sections. We
begin with a short theoretical discussion and then proceed to examine the dependence of
the 1-jet plus Higgs (H + 1j) cross section on several variables and parameters. The results
in this chapter have not been published previously.
5.1 Cross Section Ingredients
The different ingredients of a NNLL resummed cross section are needed at different levels
of perturbative expansion. Our order counting for fixed-order and resummed perturbation
theory is summarized in Tab. 5.1. Most of the details necessary to produce NNLL cross
sections have been explained in Refs. [17, 40]. We will mention these elements of the
calculation only briefly and shall focus on the additional steps we have taken to obtain our
results.
matching (singular) nonsingular γx Γcusp β PDF
LO LO LO - - 1-loop LO
NLO NLO NLO - - 2-loop NLO
LL LO - - 1-loop 1-loop LO
NLL LO - 1-loop 2-loop 2-loop LO
NNLL NLO - 2-loop 3-loop 3-loop NLO
Table 5.1: The order counting we use in fixed-order and resummed perturbation theory.
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We start from equation Eq. (4.3) and consider the cross section for H + 1j produc-
tion. This cross section is needed when analyzing the experimental data in Higgs searches.
Knowing the theoretical prediction enables the experimentalists to determine what a pos-
sible signal above the expected backgrounds signifies. There are two leading-order hard
processes that result in the H + 1j final state: gggH and gqq¯H. In the first case, there are
two initial state gluons, one from each of the protons, and they produce a third gluon and a
Higgs. In the second case, there are several possible permutations. The initial state partons
can be a combination of a gluon and a quark, a gluon and an antiquark, or a quark and an
antiquark. We focus on the gggH channel since it dominates over the gqq¯H channel. The
necessary QCD matrix elements for both channels are given at O(αs) in Ref. [50].
We can specialize the factorization theorem to the case of 1-jettiness:
dσ
dT a1 dT b1 dT J1
=
∫
dxadxb
∫
d4q dΦH(q)
∫
dΦ1(qJ)M1(Φ1,ΦH) (2pi)4δ4
(
qa + qb − qJ − q
)
×
∑
i,j
HH+1jij (Φ1,ΦH , µ)
∫
dtaBi(ta, xa, µ)
∫
dtbBj(tb, xb, µ)
∫
dsJ Jij(sJ , µ)
× Sij1
(
T a1 −
ta
Qa
, T b1 −
tb
Qb
, T J1 −
sJ
QJ
, {qˆi}, µ
)
, (5.1)
where the sum is performed over partons i, j = {g, u, u¯, d, . . .}. Since choosing the initial
state partons fixes the type of the central jet, we can label the hard, jet, and soft functions
with ij. We use the notation ΦH ,Φ1 to refer to the Higgs and jet phase space, respectively.
We can use the explicit delta-function as well as the azimuthal symmetry to write the
cross section as an integral over three degrees of freedom: the parton momentum fractions
xa, xb and the jet angle with respect to the beam θ. Alternatively, we can use the jet
transverse momentum pJT , the jet rapidity η
J , and the event rapidity Y . The definition of
Y is given in Eq. (3.5).
The cross section is differential in the 1-jettiness contributions from the jet and the
beams T J1 , T a1 , and T b1 . For simplicity, we fix T a1 = T b1 and write T B1 = T a1 + T b1 . To
include as much of the experimental data as possible, we usually integrate both T a,b1 up to
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T B,cut1 /2. In that case we use the notation
dσ(T B,cut1 )
dT J1
=
∫ T B,cut1 /2
0
dT a1
∫ T B,cut1 /2
0
dT b1
dσ
dT a1 dT b1 dT J1
. (5.2)
In order for the factorization theorem to hold, we must restrict ourselves to a certain
kinematic region. We require that T i1 ∼ T j1 so that there are no large logarithms inside the
soft function, qˆi · qˆj  T i1 /Qi so that jets are well separated, and Qi ∼ Qj so that we can
have one consistent hard scale.
After performing the phase space integrals mentioned above, we get the expression
dσ
dT a1 dT b1 dT J1
=
∫
dxadxb
∫
d cos θ
1
16pi
2|~p|√
xaxbEcm
×
∑
i,j
HH+1jij (xa, xb, cos θ, µ)
∫
dtaBi(ta, xa, µ)
∫
dtbBj(tb, xb, µ)
∫
dsJ Jij(sJ , µ)
× Sij1
(
T a1 −
ta
Qa
, T b1 −
tb
Qb
, T J1 −
sJ
QJ
, {qˆi}, µ
)
, (5.3)
where ~p is the jet momentum and Ecm is the center-of-mass energy of the collider. The value
of ~p is fully specified by the independent kinematic variables. For most plots we choose one
phase space point by fixing (xa, xb, θ) or alternatively (pJT , η
J , Y ). Unless otherwise specified,
the plots of the cross section are given for Y = 0 since this region is where most of the cross
section lies. The expression for the cross section at a single kinematic point is
dσ
dT a1 dT b1 dT J1 dxa dxb d cos θ
=
∑
i,j
HH+1jij (xa, xb, cos θ, µ)
∫
dtaBi(ta, xa, µ)
∫
dtbBj(tb, xb, µ)
∫
dsJ Jij(sJ , µ)
× Sij1
(
T a1 −
ta
Qa
, T b1 −
tb
Qb
, T J1 −
sJ
QJ
, {qˆi}, µ
)
A(xa, xb, cos θ) , (5.4)
where the kinematic factor is given by A(xa, xb, cos θ) = 116pi
2|~p|√
xaxbEcm
. If we consider a
single phase space point and normalize the cross section by the cumulant, A cancels out.
Much of the power of SCET comes from being able to evaluate the different fixed-order
pieces at their natural scales, which we call µH , µB, µJ , and µS for the hard, beam, jet, and
soft scales, respectively. Since we take T a1 = T b1 , we have only one beam scale. We write the
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fixed order components using the evolution kernels which implement the renormalization
group evolution between the various natural scales and the common scale µ. We follow
the notation of Ref. [17] for the kernels. Since the soft and the hard functions for 1-jet
production are scalars in the color space, each of them has a scalar-valued evolution kernel.
An alternate notation ta,b ≡ sa,b simplifies some of the expressions. Then the cross section
is given by
dσ
dT a1 dT b1 dT J1 dxa dxb d cos θ
=
∑
i,j
UHij (xa, xb, cos θ, µH , µ)H
H+1j
ij (xa, xb, cos θ, µH)A(xa, xb, cos θ)
×
∫
dsa
∫
ds′a U
B
i (s
′
a, µB, µ)Bi(sa − s′a, xa, µB)
×
∫
dsb
∫
ds′b U
B
j (s
′
b, µB, µ)Bj(sb − s′b, xb, µB)
×
∫
dsj
∫
ds′j U
J
ij(s
′
j , µJ , µ)Jij(sj − s′j , µJ) (5.5)
×
∫
ds′′a
∫
ds′′b
∫
ds′′J Uij({QiT iN − si − s′′i }, xa, xb, cos θ, µS , µ)Sij1
({
s′′i
Qi
}
, {qˆi}, µ
)
.
For NNLL resummation, all the fixed order pieces of the calculation—hard, beam, jet,
and soft functions—are needed at O(αs). However, it is not a priori clear whether or not
one should expand them as a series in αs so that after the convolutions the fixed-order cross
section only has terms up to O(αs). The effect of different ways of expanding the cross
section on the normalized differential cross section is very small. We choose to expand the
beam, jet, and soft functions but keep the one-loop hard function unexpanded and multiply
the rest of the fixed-order expression by it.
Eq. (5.5) gives accurate results when T i1 ≈ T j1 . However, in order to match what the
experimentalists do as closely as possible, we want to plot the differential cross section as
a function of T J1 while keeping T B,cut1 constant. This will induce unphysical nonglobal
logarithms ln(T J1 /T B,cut1 ) in the soft function unless we introduce two soft scales. In order
to justify this approach, we first note that the evolution of the soft function factorizes as
follows
S1
(
T J1 , T B,cut1 , µ
)
= USB (µ, µ0)USJ (µ, µ0)⊗ S1
(
T J1 , T B,cut1 , µ0
)
, (5.6)
where the notation implies convolution between the evolution kernels and the soft function.
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At NLO, we can also factorize the soft function as
S1
(
T J1 , T B,cut1 , µ0
)
= SJ1
(T J1 , µ0)SB1 (T B,cut1 , µ0) . (5.7)
At the order we are working, there will not be even O(1) nonglobal logarithms resulting
from this factorization. To implement the NNLL cross section with two soft scales, we write
S1
(
T J1 , T B,cut1 , µ′, µ
)
=
[
USJ (µ
′, µSJ )⊗ SJ1
(T J1 , µSJ )][USB (µ, µSB )⊗ SB1 (T B,cut1 , µSB)] .
(5.8)
We can then minimize all the logarithms by choosing µSB ∼ T B,cut1 , µSJ ∼ T J1 . More
precisely, we use the same profile functions as Ref. [17] except that in their Eq. (2.54),
we replace mH by the final-state center-of-mass energy Q and instead of τ we use the
appropriate T i1 /Q. We also set µH = −iQ in order to resum the pi2-terms coming from
logarithms with a negative argument. For our jet scale, we use the same profile function
as for the beam scale but with the value τJ = T J1 /Q. For both of the soft scales, we use
their soft scale profile function with µSJ determined from T J1 /Q and µSB from T B,cut1 /Q.
In order to satisfy T J1 ∼ T a,cut1 , T b,cut1 in the peak region, we choose T a,cut1 = T b,cut1 =
T B,cut1 /2 = 5 GeV for all of the plots unless we are explicitly varying T B,cut1 .
There is some ambiguity in how to split the soft function into the jet and beam compo-
nents. We assign the Ln(ki)-terms from Eqs. (4.43) and (4.47) into the component indicated
by the index i. This way, the term Ln(kJ) belongs to the jet component of the soft function
etc. The terms which only contain delta functions are split evenly such that beam a, beam
b, and the jet component include one third each. If we had only one soft scale, there would
be no ambiguity and hence its effect can be quantified by introducing some correlation be-
tween the two soft scales. This is discussed in more detail above Eq. (5.10) and Fig. 5-2(d)
shows that the effect is small.
The running for the different soft function components is obtained by noting that the
soft running must exactly compensate for the hard, beam, and jet running. Hence, the
soft evolution kernel is a combination of the inverse of those evolution kernels. Both of
the beam evolution kernels contribute to the running of the beam component of the soft
function and the jet evolution kernel contributes to the running of the jet component. The
hard function anomalous dimension consist of dipole terms and we split each dipole in half
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between the two directions it connects. Hence a dipole connecting the jet and beam a
contributes equally to the running of the jet and beam components of the soft function.
With the soft evolution split into the beam and jet components, we can run both of them
from their respective scales µB,J to the common scale µ.
We calculate the differential jet mass spectrum by finding the cumulant of the cross
section in T J1 and then taking the numerical derivative. We give the cross section as a
function ofmJ =
√
T J1 QJ and include the necessary Jacobian factor coming from the change
of variables. Unless otherwise specified, all the cross section plots use NNLL accuracy. We
use MSTW NLO PDFs [46] to evaluate our beam functions and fix the values mZ =
91.1876 GeV for the Z-mass and αs(mZ) = 0.12018 for the strong coupling constant at the
Z-mass. For Higgs mass we choose mH = 125 GeV. All of our plots are for the LHC so we
use proton PDFs and 7 TeV for the center-of-mass energy.
5.2 Results
5.2.1 Jet Radius
In Chap. 3 we explored the shape of the jet produced by different choice for the normal-
ization factors Qi. Out of the three choices presented, the geometric (E) definition is most
similar to jet algorithms used by experimentalists. However, we can go even further and
define a geometric R = 1 jet by taking the geometric (E) definition and changing the jet
weight factor from QJ = EJ to QJ(R, η) = ρ(R, η)EJ . We define the matching parameter
ρ such that the R = 1 geometric jet always has the same area in (η, φ)-plane as an R = 1
anti-kt jet. The comparison between geometric R = 1 jets and anti-kt jets is shown in
Fig. 5-1. Figs. 5-1(a) and 5-1(b) illustrate the matching of the jet areas. We can match
an anti-kt jet (orange, background) that has ηJ = −1.0 quite well with the 1-jettiness jet
(blue, foreground). A perfectly central 1-jettiness jet does not have a circular shape but we
have matched the areas by choosing an appropriate value for ρ.
From Figs. 5-1(c) and 5-1(d) we can see how the matching parameter behaves as a
function of its two arguments. We have calculated the ρ that matches R = 1 anti-kt jets
for several values of ηJ . We then fit the values to a curve which gives ρ(ηJ) for arbitrary
ηJ . The further out towards the beams a jet lies, the less there is a need to change its size.
The matching parameter ρ scales as R2 when we vary the radius R of the anti-kt jet.
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(a) An anti-kt jet with ηJ = −1.0 (or-
ange, background) is closely matched by a
1-jettiness jet (blue,foreground).
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(b) A central 1-jettiness jet (blue,foreground)
has a different shape than an anti-kt jet (or-
ange, background) but is matched to have the
same area.
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(d) The matching parameter ρ is proportional
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Figure 5-1: The areas of 1-jettiness and anti-kt jets can be matched by introducing a variable
normalization parameter QJ(R, η) = ρ(R, η)EJ .
Except when otherwise noted, all the plots feature a jet with ηJ = 0 which is matched
to R = 1 by setting ρ = 1.67. Whenever other values for jet rapidity ηJ are considered, we
use the fit shown in Fig. 5-1(c) to find the right value for ρ.
5.2.2 Normalization Procedure
It is standard practice for the experimental collaborations to report their data as normalized
cross sections since normalization reduces the uncertainty coming from both experimental
and theoretical factors. We will follow their example for many of our plots and so it is
appropriate to start by discussing the details of the normalization procedure.
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(a) Increasing T B,cut1 increases the unnormalized
cross section.
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(b) Normalization removes virtually all T B,cut1
dependence.
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(c) Correlating soft scales reintroduces some
T B,cut1 dependence.
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(d) Different values of the correlation parameter
r have only a small effect.
Figure 5-2: Normalization removes the effect of T B,cut1 .
We define the normalized differential cross section as follows:
dσˆ
dmJ
(mJ , T B,cut1 , pJT , ηJ , Y,mcutJ ) ≡
dσ(mJ , T B,cut1 , pJT , ηJ , Y )/dmJ∫mcutJ
0 dm
[
dσ(m, T B,cut1 , pJT , ηJ , Y )/dm
] , (5.9)
where the normalization is determined by evaluating the cumulant at the value mcutJ , which
we choose as the end of the x-axis of the plot (200 GeV or 300 GeV). As a technical detail,
it should be noted that we perform the integrals to obtain the cumulant analytically and
determine the jet and soft scales µJ , µSJ from m
cut
J .
The units of the normalized differential cross section dσˆ/dmJ are GeV−1. For the
unnormalized cross section dσ/dmJ we give the plots in units of pb / GeV. All the un-
normalized cross section plots are for a single phase space point and the units are per unit
range of xa, xb, and cos θ. To get an expression which can be compared to experiment, the
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cross section needs to be integrated against a range of these variables.
Fig. 5-2(a) shows how increasing T B,cut1 increases the unnormalized cross section. This
is as expected since we are allowing more events by integrating the cross section to higher
values of T B,cut1 . In Fig. 5-2(b), we can see that the normalization removes virtually all
T B,cut1 dependence. This T B,cut1 independence is connected to the separation of the two
soft scales, µSJ and µSB . In order to model any uncertainty coming from this factorization,
we introduce a correlation parameter r (0 ≤ r ≤ 1) and define the soft scales as (with the
dependence on T B,J1 suppressed for clarity)
µSJ (r) = µ¯
rµSJ (0)
1−r ,
µSB (r) = µ¯
rµSB (0)
1−r ,
µ¯ = µSJ (0)
1/3µSB (0)
2/3 , (5.10)
where the average soft scale µ¯ is the single scale that minimizes the logarithms in the soft
function if we do not use multiple soft scales. By setting r = 0 we recover the original
separate soft scales. Increasing r moves the scales together towards the average value.
Fig. 5-2(c) illustrates the effect of changing T B,cut1 when we use r = 0.4. We see that while
the curves do not overlap perfectly anymore, the overall shape and the peak position is
quite stable. In Fig. 5-2(d), we compare the effects of different values of r and note that
they are small.
Both experimental and theoretical uncertainties usually affect the normalization of a
cross section much more than they effect the shape. Comparing normalized cross sections
eliminates much of this uncertainty. We estimate the uncertainty due to higher order
corrections by varying the various scales in our calculation and use a generalization of the
variations in Ref. [17]. In addition to their hard, beam, and soft scale variation, we have a
second soft scale and a jet scale that we also vary. Both soft variations use the same profile
function but with two different arguments τSJ,B . We combine the uncertainties from the
two soft scale variations by varying both of them up and down simultaneously. The hard,
jet, and beam scales are varied independently. To account for the fact that we have several
comparable variations, we combine the different uncertainties in quadrature.
Figs. 5-3(a) and 5-3(b) illustrate the reduction in uncertainty achieved by the normaliza-
tion procedure. In Fig. 5-3(c) we can see that several of the scale variations give comparable
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(a) The NNLL uncertainty in the unnormalized
cross section is quite large.
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(b) Normalization reduces the uncertainty.
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(c) Several of the scale variations have a com-
parable size.
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(d) The NNLL uncertainty is significantly
smaller than the NLL uncertainty.
Figure 5-3: Normalization reduces the theoretical uncertainty significantly.
contributions. Finally, Fig. 5-3(d) demonstrates how the NNLL result has a much narrower
uncertainty band than the NLL calculation.
We note also that the normalization procedure perfectly cancels the dependence on the
hard function if we are only interested in a single phase space point. The cancellation of
the hard function still takes place approximately for the integrated cross section, since the
dominant contribution comes from a small volume of the phase space. Therefore, our results
are expected to be representative of general jet production.
5.2.3 Kinematics
The precision of modern collider detectors such as ATLAS and CMS allows the experimen-
talists to extract a lot of information about the final state of a collision. For jets, the two
most commonly reported quantities are the jet rapidity ηJ and transverse momentum pJT .
In this section we will explore how these variables as well as the system rapidity Y influence
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(b) Increasing pJT moves the peak position to
higher mass.
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(c) There are more central jets than forward
jets.
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(d) Increasing ηJ moves the peak position to
higher mass.
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(e) Most of the cross section is at low system
rapidities due to parton luminosity.
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(f) Y has only a small effect on the peak posi-
tion.
Figure 5-4: Changing kinematic variables (pJT , η
J , Y ) changes both the normalization and
the shape of the cross section.
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the normalization and the shape of the cross section.
Since the parton luminosity is largest for small values of xa,b, the most likely processes
are those with the lowest partonic center-of-mass energy Q. Higher-pT jets require higher
Q and are produced more seldom, as shown in Fig. 5-4(a). Increasing pJT also moves the
peak of the cross section to higher mass (Fig. 5-4(b)).
Varying the jet rapidity has a large effect both on the normalization and the shape of
the cross section. Figs. 5-4(c) and 5-4(d) show how central jets are much more numerous
than forward jets, and how higher ηJ moves the peak of the cross section to higher mass.
As mentioned earlier, most of our plots use Y = 0 and Fig. 5-4(e) justifies this choice
since this is where the cross section is the highest. At least one of xa,b has to be large to give
large |Y | so the PDFs will suppress the cross section at these values. The system rapidity
has a smaller effect on the peak position than pJT or η
J , as can be seen in Fig. 5-4(f).
5.2.4 Jet Definition
In Chap. 3 we discussed the different choices for the normalization factors Qi and how
they affect the shape of the jet and beam regions. Here we will see how such changes
in jet and beam regions influence the cross section. We look at three different kinematic
configurations by fixing pJT = 300 GeV and choosing η
J = {0.0, 1.0, 2.0}. In the left column
of Fig. 5-5 we compare the invariant mass, geometric (pT ), and geometric (E) measures.
The two geometric measures agree exactly for ηJ = 0.0 and differ progressively more as the
jet becomes more forward. The peak position is lowest for geometric (pT ) and highest for
invariant mass measure with geometric (E) lying in between. The right column of Fig. 5-5
shows that the cross section is only moderately affected by varying the matching parameter
ρ defined in Sec. 5.2.1. A higher value of ρ gives a higher peak position.
5.2.5 Comparison to ATLAS Data
Having studied the effect of various kinematic variables and other parameters on the differ-
ential cross section, let us compare our calculation to experimental data from the ATLAS
collaboration measuring the jet-mass spectrum. The CMS collaboration has not yet pub-
lished a jet-mass spectrum analysis. A few words of explanation are in order about the
differences between our calculation and their measurement. The ATLAS data is based on
an inclusive jet sample which contains all jets lying in the range |ηJ | < 2.0 and in the
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(a) Geometric (pT ) and (E) measures are iden-
tical when ηJ = 0. The invariant mass measure
has a peak further to the right.
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(b) Higher values of ρ make the geometric mea-
sure resemble the invariant mass measure more
closely.
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(c) The difference between geometric (pT ) and
(E) measures becomes visible when ηJ 6= 0.
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(d) Varying ρ changes the peak position only
slightly.
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(e) The geometric (pT ) measure has the most
stable peak position as a function of ηJ .
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(f) For high ηJ , the effect of ρ gets smaller.
Figure 5-5: Changing the jet definition changes the shape of the cross section.
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given pT -bin. This dataset is dominated by dijets which are copiously produced by QCD
interactions at the LHC. Our calculation studies the production of the Higgs boson and
one exclusive jet. As mentioned, normalizing dσ/dmJ causes the hard function to drop
out exactly for a single phase space point and approximately when integrated over phase
space. To the extent that the normalized result is independent of the hard process, we can
compare our calculation to the ATLAS data.
There are two main differences between the data and our calculation that do not cancel.
First, our calculation includes only the gggH channel which produces gluon jets, whereas
the ATLAS data is comprised of a mixture of gluon and quark jets. Second, both of the
major dijet channels gg → gg and gg → qq¯ have color flow that is different from our
calculation.
In Figs. 5-6(a) and 5-6(b) we compare a single phase space point to the experimental
data. The ATLAS data is denoted by black squares with the black error bars showing the
combined statistical and systematic uncertainty. The theoretical NNLL calculation is given
by the solid black line and the blue shaded region around it represents the uncertainty
obtained from scale variation. We note that the peak positions match for both values of pJT
but the tail is too high in our calculation. One possible explanation is that we include only
the singular contribution to the cross section and the nonsingular pieces become relevant
for higher values of mJ . If the nonsingular terms bring the tail down, the normalization
procedure increases the peak height, making the agreement better in both regions.
Most of our plots show only a single kinematic point since the phase space integration is
computationally demanding. For the final comparison to data, we performed the phase space
integrations to match the ATLAS jet selection criteria precisely. Numerical integration is
needed for all three kinematic variables (pJT , η
J , Y ). The phase space integrated cross section
is shown in red in Figs. 5-6(c) and 5-6(d) with the ATLAS data shown as before. We see
that the effect of including the full phase space is small. The theoretical uncertainties for
Figs. 5-6(c) and 5-6(d) will be similar to those in Figs. 5-6(a) and 5-6(b).
The agreement between our calculation and the data suggests that including some quark
jets and changing the color flow are minor effects and that the shape of the jet mass spectrum
is dominated by the evolution of gluon jets that takes place after the hard process.
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(a) The peak location is well reproduced by our
calculation with pJT = 350 GeV.
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(b) The dependence of the peak location on pJT
is similar for the data and our calculation.
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(c) Phase space integration does not change the
result very much.
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(d) Data and our calculation agree also for
500 GeV < pJT < 600 GeV.
Figure 5-6: Our NNLL calculation for H + 1j production has similar peak position as the
inclusive jet sample from ATLAS which contains all jets lying in the range |ηJ | < 2.0 and
in the given pT -bin
When ATLAS and CMS collaborations release jet data binned in jet rapidity ηJ , it will
be interesting to compare our prediction with their results. Our calculation can also be
used to understand the jet-binning uncertainties in Higgs analyses.
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Chapter 6
Conclusions
The recent data from the LHC has started a new era in particle physics. The search for
physics beyond the Standard Model is in full swing and our understanding of the Standard
Model itself continues to improve. In this thesis we have studied the production of hadronic
jets and focused especially on hadron colliders. In order to better predict exclusive N -jet
cross sections, we have studied a global event shape called N -jettiness. We have given a
factorization theorem for the cross section fully differential in the individual N -jettiness
contributions for each region, T iN , which is closely connected to the mass of each jet region.
We have computed the corresponding N -jettiness soft function, differential in all T iN at one
loop.
In our calculation we analytically extract the UV divergences by splitting the phase
space into hemispheres depending on which Wilson lines the soft gluon attaches to. The
hemisphere contributions reproduce the anomalous dimension of the soft function as ex-
pected from the consistency of the factorization theorem. The remaining non-hemisphere
contributions, which encode the dependence on the boundaries between the regions, are re-
duced to one-dimensional numerical integrals. We show that this hemisphere decomposition
can be applied in general to compute soft functions for other observables, such as traditional
jet algorithms and jet shapes, at one loop. We also expect that it can be generalized to two
loops.
Our soft-function calculation provided the last missing ingredient to obtain the exclusive
N -jet cross section resummed to NNLL for any process where the corresponding SCET
hard function at NLO is known from the one-loop QCD calculation. We chose the process
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gg → Hg to study the mass spectrum of an exclusive jet with 1-jettiness. The shape of the
jet region as determined by 1-jettiness depends on the specific distance measure used, and
our results apply to any choice of distance measure. Using a geometric measure, the jet
regions yield jets with circular boundaries, which is a feature desired experimentally. We
further matched the distance measure to produce geometric jets that have the same area
as R = 1 anti-kt jets.
A two-particle final state provides much more freedom compared to producing only the
Higgs boson, and we have explored the effect of different kinematic configurations on the
jet mass spectrum. We have compared our calculations to recent data from the ATLAS
collaboration and noted that although their data contains mainly dijet events, the jet mass
spectrum matches our calculation quite well. It is likely that the spectrum is approximately
independent of the production mechanism of the jet and depends mostly on the jet transverse
momentum and rapidity.
Our results can be used to improve Monte Carlo predictions for LHC data. One possi-
bility is to take an existing event generator and reweight the events to match our jet mass
spectrum. The validity of our approach can be tested by comparing our predictions for
the dependence of the jet mass spectrum on the jet rapidity to future data from the LHC
collaborations.
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Appendix A
Zero-bin with a Jet Algorithm
The purpose of the zero-bin subtraction is to remove double counting between the jet
and soft functions. As explained in Ref. [44], there is some freedom in how to define the
subtraction. This can be compared to freedom in choosing between different renormalization
schemes, all of which remove the UV divergences but can differ by finite constants. Similarly,
all zero-bin subtraction schemes must remove the IR divergences in a universal manner but
may include different constants in the result. The authors of Ref. [44] advocate for a
minimal approach analogous to minimal subtraction for renormalization. We show how
their approach can be extended in a consistent way to apply also in the presence of phase
space restrictions, such as jet algorithms. We expect there to be other consistent zero-bin
subtraction schemes but we leave their exploration to future work.
When dealing with phase space, it is convenient to think about the zero-bin scaling in
terms of final state momenta instead of loop momenta. The two approaches are equivalent
but the former is conceptually simpler to apply to jet algorithms. To begin with, we
write down the Feynman diagrams for the desired process where an initial parton goes
into a final state of several particles. The momenta of all the external particles and all
the internal propagators are considered independent and momentum conservation at the
vertices is implemented by explicit delta functions and integrals over the internal momenta.
At any order in αs, the zero-bin contributions for a Feynman diagram are found by taking
one or more of the collinear final state momenta pi to scale as pi ∼ Qλ2. This only
affects expressions where two different momenta are added or subtracted. In the approach
advocated here such comparisons only take place at the vertices. Performing the integrals
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Figure A-1: Schematic representation of the phase space. The blue parallelogram represents
the hypersurface defined by phase space constraints, the red dashed sphere represents the
zero-bin region, and the blue oval shows the intersection of the hypersurface with the zero-
bin region.
over the internal momenta conveys the information about the zero-bin scaling contained
in the vertices into the rest of the diagram. The same approach can also be taken when
thinking about the zero-bin scaling in loop diagrams that give the cross section via the
optical theorem. As long as the momentum for every propagator is considered independent,
it is possible to apply the zero-bin scaling to a single propagator and let the momentum-
conserving delta functions convey the information about the scaling to the rest of the
propagators. Hence, thinking about the zero-bin this way unifies the treatment of phase
space integrals and loop integrals.
In order to discuss the influence of phase space restrictions, let us consider a cross section
that is fully differential in N variables, i.e. no integrals over physical degrees of freedom
have been performed. In this case, no zero-bin subtraction is needed since we have full
control over the momenta of all particles; we can tell which region of phase space they
are in and hence whether they are soft or collinear. Next, let us perform some integrals
that can cause the integrand to be evaluated in the zero-bin region while keeping the cross
section differential in M variables bk. (For example, think of bk as the invariant masses
of the jets.) In this case, the integration region becomes a hypersurface in phase space,
represented schematically in Fig. A-1 by the blue parallelogram. The red dashed sphere
represents the zero-bin region and the blue oval is the intersection of the zero-bin region
with the hypersurface on which we have restricted the final state particles. The region inside
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the blue oval has to be removed by the zero-bin subtraction but there is no need to perform
a subtraction outside the hypersurface. This is another way of saying that the zero-bin
scaling does not act directly on the phase space constraints that specify the values for the
bk. However, the constraints can be modified indirectly by the momentum-conserving delta
functions.
To state the argument more mathematically, consider two ways to perform the phase
space integrals over the hypersurface. Either we integrate over all N degrees of freedom and
use delta functions to enforce the M constraints or alternatively, we use the constraints to
find a set of N−M independent coordinates qi and integrate over them. The two approaches
can be written as ∫ N∏
i=1
dpi
M∏
k=1
δ(bk − bˆk) =
∫ N−M∏
i=1
dqi. (A.1)
If we use the right hand side of Eq. (A.1) to evaluate the cross section, we can see that the
zero-bin scaling will be applied to the integrand but will not affect the phase space con-
straints δ(bk − bˆk) directly. Similarly, we can apply the phase space constraints required by
a jet algorithm so that the integration is performed over a region of phase space. Again, the
zero-bin subtraction has to be performed on phase space region specified by the algorithm
and the algorithm constraints are only modified by the effect of the zero-bin scaling on the
momentum-conserving delta functions.
To give a concrete example, we look at the zero-bin subtraction for the diagrams in
Fig. 2-1. The correspondence between the original momentum-conserving delta functions
and the associated zero-bin scaled versions is
δ
(
Q− p−q − p−g
)→ δ (Q− p−q )
δd−2
(
p⊥q − p⊥g
)
→ δd−2
(
p⊥q
)
δ
(
s/Q− p+q − p+g
)→ δ (s/Q− p+q − p+g ) . (A.2)
Applying these delta functions to the on-shell condition for the quark gives
δ(p−q p
+
q +
(
p⊥q
)2
)→ δ(Qp+q ). (A.3)
Combining Eqs. (A.2) and (A.3) with the gluon on-shell condition leads to Eq. (2.8), which
together with Eq. (2.10) gives Eq. (2.11).
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It should be cautioned that performing the zero-bin subtraction as explained above
does not give the same result as applying the scaling pg ∼ Qλ2 directly to the jet algorithm
constraints. In the latter approach, the gluon angle with respect to the jet axis would scale
as λ0 and the theta function would never be satisfied according to power counting since
δ ∼ λ.
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Appendix B
Finite Integrals
B.1 1-Jettiness
Here we further study the finite phase-space integrals in Eq. (4.48) that are required for
1-jettiness or e+e− 3-jettiness. The indefinite integrals over y can be carried out explicitly.
In particular, for I1 we have
G(y, φ) =
∫
dy
y
ln(1 + y2 − 2y cosφ) = −2Re[Li2(yeiφ)] . (B.1)
The remaining integrals over φ must be be carried out numerically.1
What remains is to determine the φ-dependent integration limits on y. We use −pi ≤
φ ≤ pi as the fundamental region for φ. Also recall that α = sˆjm/sˆij and β = sˆim/sˆij , which
are positive definite. The θ functions in Eq. (4.48) impose the conditions
(y − cosφ)2 + sin2φ ≤ 1
α
, y ≥
√
β
α
≥ 0 , (B.2)
which are illustrated in Fig. B-1. Solving for y they imply
max
{√
β
α
, y−(φ, α)
}
≤ y ≤ y+(φ, α) , sin2φ ≤ 1
α
,
y−(φ, α) = cosφ−
√
1/α− sin2φ ,
y+(φ, α) = cosφ+
√
1/α− sin2φ . (B.3)
1One could also think about first integrating over φ, since the original φ-integral can be done and the
limits are linear in cosφ. This does not lead to any simplification, however, because the remaining numerical
y-integral will then involve arccos[(1 + y2 − 1/α)/(2y)].
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Figure B-1: Phase-space constraints from Eq. (B.3) in the φ-y plane for α = 0.8 (left) and
α = 1.2 (right). In both cases β/α = 0.5.
We can now distinguish the two cases α ≤ 1 and α > 1.
Case α ≤ 1 For α ≤ 1, we have sˆjm ≤ sˆij , which means that qˆj is closer to qˆm than to
qˆi. In this case, which is illustrated in the left panel of Fig. B-1, the roots always exist and
y−(φ) is strictly negative, so we have√
β
α
≤ y ≤ y+(φ, α) ,
1 ≥ cosφ ≥ max
{α+ β − 1
2
√
αβ
, −1
}
,√
β ≤ √α+ 1 . (B.4)
The lower limit on cosφ is necessary to guarantee that
√
β/α ≤ y+(φ, α). The condition on
α and β is then necessary to guarantee that 1 ≥ (α + β − 1)/(2√αβ), such that the lower
cosφ limit does not exceed the upper one, otherwise the integral vanishes. The lower cosφ
limit itself is only nontrivial for
√
α +
√
β ≥ 1 which means √sˆim +
√
sˆjm ≥
√
sˆij . For a
purely geometric measure this is always true, but it need not be the case for more general
measures.
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Case α > 1 For α > 1, illustrated in the right panel of Fig. B-1, the condition sin2 φ ≤ 1/α
for the roots to exist becomes nontrivial and forces an upper limit on |φ|,
|φ| ≤ arcsin 1√
α
. (B.5)
(The second solution for the arcsin is not allowed for y ≥ 0.) Now, both lower limits on y
are possible. To determine which y-limit applies at a given value of φ, we can distinguish
two cases. First,
√
β
α
≤ y ≤ y+(φ, α) ,
1 ≥ cosφ ≥ α+ β − 1
2
√
αβ
,
√
α− 1 ≤
√
β ≤ √α+ 1 , (B.6)
where the cosφ limits result from enforcing y− ≤
√
β/α ≤ y+ and the conditions on α and
β enforce the lower limit on cosφ to be ≤ 1. Second,
y−(φ, α) ≤ y ≤ y+(φ, α) ,
min
{
1,
α+ β − 1
2
√
αβ
}
≥ cosφ ≥
√
1− 1
α
,
β ≤ α− 1 , (B.7)
where the upper cosφ limit and the condition on α and β arises from requiring
√
β/α ≤
y−(φ, α), while the lower limit on cosφ is equivalent to Eq. (B.5).
Combined Result To write the various conditions in a compact form we define the
following two angles
φmax(α) = arcsin
1√
α
,
φcut(α, β) =

0 |√α−√β| ≥ 1 ,
pi
√
α+
√
β ≤ 1 ,
arccos
α+ β − 1
2
√
αβ
otherwise .
(B.8)
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The conditions for α < 1 and the first case for α > 1 reduce to |φ| ≤ φcut. For the second
case for α > 1, which only applies for β ≤ α− 1, we have φcut ≤ |φ| ≤ φmax. Using the fact
that the integrand is symmetric in φ, the final result for the integrals is given by
I0(α, β) = 2
∫ φcut(α,β)
0
dφ
pi
ln
y+(φ, α)√
β/α
+ 2θ(α− β − 1)
∫ φmax(α)
φcut(α,β)
dφ
pi
ln
y+(φ, α)
y−(φ, α)
,
I1(α, β) = 2
∫ φcut(α,β)
0
dφ
pi
[
G
(
y+(φ, α), φ
)−G(√β/α, φ)]
+ 2θ(α− β − 1)
∫ φmax(α)
φcut(α,β)
dφ
pi
[
G
(
y+(φ, α), φ
)−G(y−(φ, α), φ)] . (B.9)
B.2 N -Jettiness
We now turn to the integrals I0,1(α, β, {αl, βl, φl}), defined in Eq. (4.62), that are needed
for general N . The y-integral is the same as before and can be carried out explicitly. For
a given value of φ, the θ functions split the y integration region into a number of mutually
exclusive y-intervals, which yields
I0(α, β, {αl, βl, φl}) =
∫ pi
−pi
dφ
pi
∑
I
ln
yImax(φ)
yImin(φ)
θ[yImax(φ)− yImin(φ)] , (B.10)
I1(α, β, {αl, βl, φl}) =
∫ pi
−pi
dφ
pi
∑
I
[
G(yImax(φ), φ)−G(yImin(φ), φ)
]
θ[yImax(φ)− yImin(φ)] .
Here, the sum runs over all intervals and yImin(φ) and y
I
max(φ) are the lower and upper limits
of the Ith interval, and can depend on all α, β, αl, βl, φl.
What remains is to determine the y-limits for a given φ. The conditions imposed by the
primary θ functions involving α and β are as in the previous subsection. The additional θ
functions impose the condition for each l
1− αl + (1− βl) y2 − 2y
[
cosφ−
√
αlβl cos(φ+ φl)
] ≤ 0 . (B.11)
Recall that αl = sˆjl/sˆjm ≥ 0 and βl = sˆil/sˆim ≥ 0. They essentially compare the distance
between qˆl and qˆi,j with the distance between qˆm and qˆi,j . The angle φl = φlm is the angle
between ~ˆql⊥ and ~ˆqm⊥. The limits on y coming from Eq. (B.11) are given in terms of the
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roots of the polynomial,
y±(φ, αl, βl, φl) =
1
1− βl
{
cosφ−
√
αlβl cos(φ+ φl)
±
√[
cosφ−
√
αlβl cos(φ+ φl)
]2 − (1− αl)(1− βl)} . (B.12)
To analyze the limits on y imposed by Eq. (B.11) for each l, there are three questions
to ask:
1. Does the parabola open upwards or downwards?
2. Does it have real roots?
3. What are the signs of the roots?
The condition for the roots to exist is
[
cosφ−
√
αlβl cos(φ+ φl)
]2 ≥ (1− αl)(1− βl) . (B.13)
The correct y limits at a given fixed value of φ are then determined as follows:
1. βl < 1: The parabola opens upwards, so y must be in between the two roots, y− ≤
y ≤ y+.
(a) αl ≥ 1: Equation (B.13) is always satisfied, y− ≤ 0, and y+ ≥ 0 gives an upper
limit
y ≤ y+(φ, αl, βl, φl) . (B.14)
(b) αl < 1: Equation (B.13) is nontrivial, and the roots have the same sign if they
exist. Hence,
y−(φ, αl, βl, φl) ≤ y ≤ y+(φ, αl, βl, φl) ,
cosφ−
√
αlβl cos(φ+ φl) ≥
√
(1− αl)(1− βl) . (B.15)
The y-integral vanishes if the condition on φ is not satisfied.
2. βl > 1: The parabola opens downwards, so y must be outside the two roots, y ≤ y−
or y ≥ y+.
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(a) αl ≤ 1: Equation (B.13) is always satisfied, y− ≤ 0, and y+ ≥ 0 gives lower limit
y ≥ y+(φ, αl, βl, φl) . (B.16)
(b) αl > 1: Equation (B.13) is nontrivial, and the roots have the same sign if they
exist. Hence,
y ≤ y−(φ, αl, βl, φl) or y ≥ y+(φ, αl, βl, φl) ,
cosφ−
√
αlβl cos(φ+ φl) ≥
√
(1− αl)(1− βl) . (B.17)
There are no constraints on y if the condition on φ is not satisfied.
3. βl = 1: There is no parabola.
(a) αl ≤ 1: The limits are
y ≥ 1− αl
2 cosφ− 2√αl cos(φ+ φl) ,
cosφ ≥ √αl cos(φ+ φl) , (B.18)
and the y-integral vanishes if the condition on φ is not satisfied.
(b) αl > 1: The limits are
y ≤ αl − 1
2
√
αl cos(φ+ φl)− 2 cosφ ,
cosφ ≤ √αl cos(φ+ φl) . (B.19)
There are no constraints on y if the condition on φ is not satisfied.
In principle one can now combine all limits and determine all possible φ-intervals in
which a particular set of lower and upper y-limits applies, as we did in Eq. (B.9). However,
although this is straightforward it quickly becomes very cumbersome. Alternatively, it is
easy to devise an algorithm to obtain the correct y-limits in Eq. (B.10) for a given value of φ
in the numerical integration over φ. One starts with the y-limits in Eq. (B.3), call them ymin
and ymax. Next, one loops over all l and determines the limits imposed by each l as above.
If one encounters a stronger lower or upper limit, ymin and/or ymax are updated to the new
98
stronger limit. If one encounters a necessary condition on φ that is violated, the integrand
vanishes and one can stop. Case 2(b) requires special attention. If it is encountered, the y
interval is split in two if necessary and one continues by maintaining two (or more) mutually
exclusive y-intervals each having its own lower and upper limit. Newly encountered stronger
limits are then applied to each interval. An interval is eliminated whenever its lower limit
exceeds its upper limit. If the last existing interval is eliminated the integrand vanishes.
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