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Abstract
We apply the principles of Bayesian statistics to the main probes of cosmology, in order
to refine our knowledge of the Standard Model and possibly extend it. Notably, we
investigate the basic elements of the model in detail in order to reinforce this basic
foundation of the field, and lay down a systematic way of obtaining model-independent
constraints on parts of the Standard Model.
We further try to constrain some of the unknown properties of Dark Matter, namely its
decay or annihilation rates, to help reducing the range of possibilities for model builders.
By using recent cosmological probes and making as little assumptions as possible, we
are able to meaningfully constrain these properties in the prospect of narrowing down a
particle physics search.
Eventually, we show how future experiments will be able to put strong bounds on the
neutrino total mass, as long as the theoretical uncertainty is handled carefully. Despite
being cautiously pessimistic, we prove how euclid will be able to detect even the lowest
possible allowed neutrino mass, by simply using properly the linear scales. We also
show the target precision for the theoretical prediction in order to make full use of the
forthcoming wealth of data at mildly non-linear scales.




Il est difficile d’expliquer en quoi consiste la cosmologie à des non physiciens. Il y a
pourtant une analogie qui parle en général suffisamment aux gens : celle de l’archéologie.
En effet, la cosmologie consiste à regarder loin dans le passé pour comprendre comment
était l’univers, comprendre d’où l’on vient, mais aussi où l’on va. Le jeu est d’autant
plus intéressant qu’il ne s’agit pas uniquement d’un simple exercice d’observation et de
déductions – il est en effet possible de construire des modèles prédisant ce qui s’est passé
avant. Notamment, en sachant quelles sont les particules élémentaires de la nature, il est
possible de dérouler de façon consistante l’évolution de l’univers.
Dans cette dissertation, il sera question principalement de comprendre comment, à
l’inverse, l’observation précise de l’univers primordial va nous permettre de contraindre
les propriétés manquantes de la physique des particules. Les bases du modèle cosmologique
seront aussi interrogées afin de consolider nos connaissances à leur sujet.
Nous appliquons les principes de statistique Bayésienne aux observations cosmologiques,
dans le but de raffiner notre compréhension du Modèle Standard et potentiellement aussi
de le compléter. Notamment, nous étudions en détail les bases de ce modèle pour les
consolider, en présentant une façon systématique d’obtenir des contraintes sur une partie
du Modèle Standard, indépendamment du reste.
Nous présentons ensuite une étude tentant de contraindre certaines des propriétés
inconnues de la matière noire, à savoir ses taux de désintégration et d’annihilation, pour
aider à réduire l’éventail des possibilités pour la construction de modèles. En utilisant les
données d’expériences récentes, et en ne faisant qu’un nombre minimal d’hypothèses, il
est de fait possible de contraindre de façon significative ces propriétés et par conséquent
concentrer l’effort de leur recherche du côté de la physique des particules.
Enfin, nous montrons comment les expériences à venir seront à même d’encadrer la masse
totale des neutrinos, pour autant que les incertitudes théoriques reliées aux prédictions
soient pris en compte avec attention. En dépit d’un pessimisme prudent, nous montrons
comment euclid sera capable de détecter même la plus petite masse des neutrinos
permise, et cela en utilisant seulement l’information venant des échelles linéaires. Nous
montrons également la précision à atteindre dans nos prédictions théoriques pour pouvoir
réellement exploiter l’abondance de donnée qui sera disponibles aux échelles faiblement
non linéaires.




Es ist schwierig, einem Nicht-Physiker zu erklären, was Kosmologie ist. Es gibt dennoch
eine Analogie, die normalerweise vielen Leuten einsichtig ist. Man kann Kosmologie als
die Archäologie des Universums ansehen. Tatsächlich, besteht die Kosmologie darin, in
die ferne Vergangenheit zu schauen, um zu verstehen, wie das Universum einmal war,
woher es kommt, aber auch wohin es sich entwickelt. Es ist umso interessanter da es sich
nicht nur um eine Aufgabe von Beobachtungen und Folgeschlüssen handelt, sondern es
ist in der Tat möglich, Modele zu bauen, die vorhersagen, was davor passiert ist. Genau
gesagt ist es möglich die Evolution des Universums konsistent zu beschreiben, indem
man die Elementarteilchen in der Natur kennt.
Diese Dissertation beschäftigt sich hauptsächlich mit der Fragestellung, wie man an-
dersherum durch präziese Beobachtungen des primordialen Universums die fehlenden
Eigenschaften der Teilchenphysik eingrenzen kann. Die Grundlagen des kosmologischen
Models werden unter die Lupe genommen, um unser Vertrauen in das Model zu verstärken.
Wir wenden die Prinzipien der Bayessche Statistik auf die Haupt-Experimente der Kos-
mologie an, um unser Wissen über das Standardmodell zu vertiefen und es eventuell zu
erweitern. Wir präsentieren einen systematischen Weg, modellunabhängige Einschrän-
kungen in Teilen des Standardmodells zu erhalten.
Des Weiteren versuchen wir unbekannte Eigenschaft der Dunklen Materie zu beschrän-
ken, im Speziellen die Zerfallsrate und die Paarvernichtungsrate, um die vielfältigen
Möglichkeiten für Modellbauer einzuschränken. Indem man aktuelle kosmologische Expe-
rimente verwendet und indem man möglichst wenige Hypothesen macht, ist es möglich,
starke Beschränkungen der Parameter zu finden, um die Suche nach neuen Teilchen zu
einzugrenzen.
Zum Schluss zeigen wir wie zukünftige Experimente sinnvolle Grenzen der gesamten
Neutrinomasse aufstellen können, solange theoretische Unsicherheiten sorgfältig behandelt
werden. Trotz einer verhalten pessimistischen Haltung zeigen wir, dass euclid bei
alleiniger Benutzung der linearen Ordnung fähig sein wird, selbst die niedrigst mögliche
Neutrinomasse nachzuweisen. Wir berechnen die Zielpräzision theoretischer Vorhersagen,
um die zukünftigen grossen Datenmengen von leicht nicht-linearer Ordnung nutzen zu
können.
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1.1 Focus of the thesis
It is a fascinating period for cosmology, where the Standard Model of Cosmology is
being refined, with its properties carefully measured, but where hints about novelties,
upcoming experiments and conclusions from Particle Physics stir some excitement. So
far, this field of study stands out as promising to shed light on the mysterious Dark
Matter component, an important component of the model. Already, strong constraints
are put on the nature of this component through cosmology, that are complementary to
the push from Particle Physics.
It is crucially important in a time like this to be completely sure of the foundations of
the model. The two first articles [1, 2] presented in chapters 2 and 3 of this dissertation
address this issue by questioning the way the Standard Model is usually thought of. Only
by thoroughly understanding how the reference model works can we gain understanding
about potential hints of new physics. As cosmology is based on many different aspects of
physics, it is important to keep the relative merit of each part well in mind: the physics
related to early-time on one side and to the late-time evolution on the other. These two
studies are a first step in putting strong, model independent constraints on the early-time
part of the Standard Model, and present a novel way of shedding light on the late-time
part as well.
In chapters 4 and 5, we present a study [3, 4] in which we used cosmology, and in particular
the less known reionization era, but also the temperature anisotropies and the large
scale structures, in order to constrain the nature of Dark Matter. As our understanding
of this elusive particle is very weak, lacking any confirmed direct or indirect detection,
the ability to constrain some of its properties is very appealing. It turns out that one
can provide stringent constraints on its stability, both as a decaying particle or as an
annihilating, that are on par with Particle Physics measurements. This would help with
the effort to build a model for a complete description of Dark Matter.
1
Chapter 1. Introduction
In chapter 6, the focus is set on a future mission, euclid, and its potential predictive
power to constrain the total neutrino mass [5]. The mission will embark several probes
of the large scale structures, but we focus here on the two main ones, the galaxy power
spectrum, and the weak lensing. We show how the detection of even the lowest possible
total neutrino mass can be observed by the satellite, even when taking conservative
assumptions about our theoretical understanding of the non-linear evolution.
Finally, in chapter 7, we will discuss about software development and its role in science in
general, and in cosmology in particular. Complex, extensive and intricate codes provide
the basis of most of the papers published daily in this field, and yet proper development
practice is still lacking. By having developed a code from scratch during my PhD,Monte
Python,1 I became aware of this issue, and I will argue why I believe that we should, as
a community, pay more attention to this field as a topic of its own.
The rest of this introductive chapter will be devoted to explain the basic physics behind
the research work presented in the other chapters, with a particular emphasis on Bayesian
parameter extraction.
1.2 Standard Model of Cosmology
Cosmology as a scientific description of the universe is a young field, regardless of the fact
that it was introduced shortly after the formulation of General Relativity, almost one
hundred years ago. The Standard Model (SM) of cosmology evolved massively during
the last three decades, narrowing down on a unified, if not still polemical, view of the
Universe. The goal of this short section is by no means to provide a complete historical
overview of the building of this theory, but instead to give a brief summary of its current
status.
The model relies on a fundamental assumption: the Cosmological Principle. It states
that, when looked at sufficiently large scales, the Universe is homogeneous and isotropic,
wherever the observer might be located inside it. It includes in a sense the older Coperni-
can Principle, simply stating that our planet Earth does not hold any particular place in
the Universe. This principle has been confirmed by the observation of the acceleration of
the Universe, the homogeneity of the early Universe, the uniform distribution of galaxies.
It is still under scrutiny by large scale experiments, but it held up so far.
In addition to this assumption, cosmology is based on the theory of General Relativity
to compute the evolution of matter and radiation in the Universe, which describes the
interplay between space-time and matter. The gravitational force is understood as a
deformation of space-time, created by matter particles. In turn, the matter feels the
deformations and move in space-time.
1https://github.com/baudren/montepython_public
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1.2. Standard Model of Cosmology
1.2.1 General Relativity and Homogeneous Cosmology
A point in space-time is defined by the 4-dimensional space-time coordinate xµ = (ct, xi),
simply composed by the time t multiplied by the constant speed of light c, and of the
3-dimensional space vector. We follow the convention of choosing natural units in the
following, where c = ~ = kB = 1. The field equation of Einstein’s theory are:
Gµν + Λgµν = 8piGTµν , (1.1)
with gµν the space-time metric, G the Newton Gravitational constant, Λ the Cosmological
Constant. The other tensorial quantity that appears on the left hand side, Gµν , is the
Einstein tensor, defined as Gµν = Rµν − 12Rgµν , with Rµν the Ricci tensor. The latter is
a contraction of the Riemann tensor, and can be expressed in terms of the Christoffel
symbols Γ:




ij (∂lgjk + ∂kgjl − ∂jgkl) . (1.3)
The Einstein convention is used for repeated indices being summed over. On the right
hand side of eq. (1.1), Tµν stands for the Energy-Momentum tensor of the matter content
of the universe, as opposed to the geometrical content.
The unknown in eq. (1.1) is the metric gµν , and it appears non-linearly in the equation.
Hence, searching for a general solution to this equation is a complicated problem that
cosmology does not tackle. Instead, we focus on finding a solution to this equation that
would describes the geometry of our universe. For this, we restrain our choice for gµν : it
should be homogeneous and isotropic. The most general form of such a metric is called
the Friedmann-Lemaître-Robertson-Walker (FLRW) metric, and is expressed by:
gµν dxµdxν = ds2 = −dt2 + a(t)
(
dr2












where a is a function of time. This ensures that all the spatial part can be rescaled, with
a change in a, without selecting a particular point in the metric. Within the parenthesis,
it is a simple metric corresponding to a positively, negatively curved or flat space, with
k = −1, 1, 0 respectively, r the radius and dΩ2 the solid angle. Note that r, θ and ϕ are
called comoving coordinates, since they move with the expanding universe: they only get
globally rescaled by the scale factor. τ is the comoving time, which also gets rescaled by
the scale factor, whereas t stands for proper time.
3
Chapter 1. Introduction
To further simplify the equation, we will assume that the constituents of the universe can
be described as perfect fluids, i.e. that their Energy-Momentum tensor can be written as
Tµν = diag(−ρ, pi) with ρ the density, and pi the pressure in the i-th spatial direction.











= −4piG3 (ρ+ 3p) +
Λ
3 , (1.7)
where we introduced the a˙ notation as the derivative with respect to proper time. These
two equations relate the expansion of the universe (the rate of variation of the scale
factor a as a function of time) to the behaviour of the matter content. We usually define
the Hubble parameter, H ≡ a˙a . We denote by H0 the value of this parameter at present
time. This number is still not completely fixed, as will be discussed in chapter 3, so it is
usual to parametrise it this way: H0 = 100× h km/s/Mpc, where h is called the reduced
Hubble constant, whose numerical value is around 0.7. H0 is readily interpreted as the
speed of an object sitting at a distance of 1Mpc from us, comoving with the universe
expansion.
By measuring the speed of galaxies in our vicinity, Hubble was the first to make a
measurement of this quantity [6], and observed the behaviour that the further the galaxy
is away from us, the faster it recedes from us. This is sometimes referred to as the Hubble
flow, but is nothing more than the manifestation that our universe is expanding.
Another important quantity to define is the redshift z such that 1 + z = a0a where a0 is
simply the scale factor today. In a flat universe where k = 0, we can set this normalising
quantity to 1. The redshift is thus a quantity varying from 0, today, to large values as we
go further in the past. This scale is usually confusing, as it is very far from a linear scale
in proper time. Indeed, for our standard model, there is 7.7 billion years between today
and redshift 1 (more than half the age of our universe), while there is only 5.7 billion
years between redshift 1 and 1000. It is however a good scale to understand the growth
of the universe. At a redshift of 999, it was 1000 times smaller than it is today.
We finally introduce the critical density ρc = 3H
2
8piG , and define the total energy density in
units of ρc, Ω = ρ/ρc, to recast eq. (1.6) to:
k
a2H2
= Ω(a)− 1, (1.8)
where we have inserted into Ω the contribution from the cosmological constant. We
introduce Λ as the source of the late homogeneous accelerated expansion of our universe [7,
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8]. Despite the major concerns about the huge fine tuning required to have Λ become
dominant only around a redshift of 1, there are currently no alternative explanations
that come close to the simplicity of this proposition.2
We see from this equation that the curvature of the universe is directly linked to the
total amount of energy in it, compared to the critical density. The geometry of our
universe is very close to flat, as measured by both Large Scale Structure experiments [10]
and the analysis of the Cosmic Microwave Background [11]. It means that at all times,
the total energy density is very close to the critical one, a fact that will be explained
in section 1.3.3. It is interesting to compute the critical density of the universe today,
ρ0c = 3H20/8piG = 1.88×10−29 h2 g.cm−3, as it is less dense than the intergalactic medium,
suggesting the domination of voids in the matter distribution.
Until now, the actual components adding up to the total energy budget of the universe
were left unspecified. Nonetheless, it is useful to note that, for any component which
can be described as a perfect fluid, it is possible to actually relate the pressure p to the
density ρ of this component through a simple equation, called the equation of state.
p = wρ. (1.9)
Generally, w will be a constant, though one can envision particular species with a non-
constant w, as we will be discussing in section 1.2.2. For the remainder of this chapter,
though, we will consider w to be a constant. With eqs. (1.6), (1.7) and (1.9), we can now
describe the time evolution of a simple universe.
1.2.2 Content of the Universe
Now that we have all the basic equation, we can try and understand what are exactly
the components of the universe, and identify the phases through which it passed. To
start with, one can reformulate eq. (1.7) by using eq. (1.6) into:
ρ˙+ 3 a˙
a
(ρ+ p) = 0. (1.10)







For matter, radiation, or the cosmological constant Λ, the w are respectively equal to
0, 13 and −1, which translate into ρ being (resp.) proportional to a−3, a−4 and const.
2See [9] for an attempt at an alternative explanation.
5
Chapter 1. Introduction
So as the universe grows, a becomes bigger, pressureless matter dilutes as the volume,
radiation dilutes even faster, while the cosmological constant stays the same. From this
observation, it is clear that these different components will dominate at some stage in
the universe, depending on their initial quantity. A figure helps in representing this
knowledge, and a sketch of the situation in our universe is presented in fig. 1.1.
Figure 1.1 – Sketch of the evolution of densities of species in our universe as a function
of the scale factor. We live somewhere inside the Λ-dominated epoch.
In the very early universe, radiation was driving the expansion (Radiation Domination,
RD), which was followed by a matter dominated (MD) era, where structures formed.
The final stage, which has been taking place for roughly half the age of the universe, is
dominated by the cosmological constant (ΛD). Indeed, as the only density which is not
diluted with the expansion of the universe, this term will always end up dominating the
evolution in an expanding universe.
The whole fate of the universe, whether it expands or collapse, is readily computed from









Evidently, this result holds for the time where a particular species dominates the energy
density of the universe. For instance, we switched from a decelerated expansion under the
matter-dominated era to an accelerated one with the Λ dominated era. If the cosmological
constant is indeed the explanation for dark energy, then it seems likely that our universe
will continue to expand faster and faster.
1.3 Perturbed Cosmology
In section 1.2, we have discussed about the homogeneous cosmological evolution. It
provides an important insight in the nature of the components of our universe, and can be
probed by measuring the redshift of distant galaxies. It gives us the age of our universe,
and tells us about the ultimate fate of the universe. However, it does little to tackle in
any sense what happens at small scales. It should be clear, however, that this part is of
the highest importance, for several reasons. First of all, we are ourselves the products
of the collapse of matter - all our environment is constituted by highly inhomogeneous
media. It is therefore of crucial importance to understand how collapsed objects came to
be. Moreover, the theoretical challenge to understand how such a homogeneous universe
at large scale (variation of 10−5 in density at the largest scale observable) can generate
such an inhomogeneous one at short scale (compare the density inside a neutron star,
around 1017 kg/m3, with the density of the intergalactic medium, around 10−27 kg/m3)
leads to fascinating developments. The goal of cosmology is however limited in this
direction - it does not plan and explain how to form stars, or planets, which are rather
the domain of Astrophysics. But the non-linear description of the structure collapse is
part of cosmology, even though I will not describe it in details in this introduction.
1.3.1 Perturbed Friedmann equations
Considering the above arguments, it is clear that our universe is not only constituted by
a homogeneous fluid, but also by perturbations on this background field. To describe
this now perturbed universe, we also need to introduce a perturbed metric. However we
know from observations of the early universe that these perturbations must be small,
making it unnecessary to restart from the Einstein field eq. (1.1). At zeroth order in
perturbation, the Friedmann eqs. (1.6) and (1.7) will still be valid, and we will have
new equations to describe the perturbations on top of the expanding background. The
new metric gµν is now simply the sum of the FLRW metric plus a perturbed metric:
ds2 = (g¯µν + δgµν)dxµdxν .
This new tensor is also symmetric, so has only 10 degrees of freedom (d.o.f.). It is
convenient to separate them under the spatial rotations [12] into three sectors: 4 scalar
d.o.f., 4 vector d.o.f. and 2 tensor d.o.f. The advantage of such a classification is that
these components separate at first order in perturbations, such that it is possible to
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study their evolution independently. The total metric can be cast in the following way:
ds2 = a2(τ)
[
(1 + 2ψ)dτ2 +Bidxidτ − {(1− 2φ)δij +Hij}dxidxj
]
(1.13)
Where φ and ψ are scalar modes. The other two scalars are constituted by b, defined
by the decomposition of ~B, Bi = ∂ib+ ijk∂jbk and µ, defined by the decomposition of
Hij into Hij = 2(∂i∂j − 1/3δij∆)µ + (∂iAj + ∂jAi) + HTij . The four vector modes are
composed by the rest of the vector ~B as well as the transverse divergence part of Hij ,
while the remaining two tensor modes are constituted by the other components of the
symmetric matrix Hij . However, this separation between background and perturbation
is slightly arbitrary, and it is possible to perform a change of gauge, i.e. a change of the
background plus perturbations to recover the same physical deformation of the metric.
By keeping gauge invariant quantities, it is possible to continue the reasoning, because
each of these d.o.f. have a physical meaning. However, any physical observation is
independent of the gauge, it can thus be consistently fixed, to simplify as a consequence
the equations. There are two common choices for the gauge, the Newtonian and the
synchronous one, as discussed in the following
As a further simplification in the following, we will set the vector and tensor modes to
zero. For the vector part, this is justified, at least in the linearized theory, because there
are no sources for these modes in the SM. Even if they were initially excited, they would
rapidly decay to zero with the expansion of the universe. Note, nonetheless, that this
is only true at linear order, since already at second order, vector modes are generated
through gravitational collapse [13]. The situation is also entirely different if there is an
active source of vector modes, for example cosmic defects, such as cosmic strings. It
could then produce significant observable quantities [14].
Concerning the tensor modes, it is also meaningful to set them to zero, as there is so far
no evidence of them being relevant today.3
The expression of the perturbed metric in the Newtonian gauge, with both vector and
tensor modes fixed to zero, is the following:
ds2 = a2(τ)
[
−(1 + 2ψ)dτ2 + (1− 2φ)d~x2
]
Newtonian (1.14)
The synchronous gauge is instead defined as a gauge in which all the perturbations lie in
the spatial part of the metric. We can therefore see that its expression is the following:
ds2 = a2(τ)
[
−dτ2 + ((1− 2φ)δij +Hij) dxidxj
]
Synchronous (1.15)
3Apart from the recent claim from the bicep2 collaboration [15] to have observed primordial gravita-




Note however that this does not completely fix the gauge, as there is a remaining degree
of freedom [19]. It is arbitrarily removed by setting the velocity divergence of the dark
matter component to zero – a point that will be discussed in the context of decaying
dark matter in chapter 5.
The Newtonian gauge is slightly easier to understand physically, because in the Newtonian
limit, φ = ψ = Φ, where Φ designates the Newtonian potential. Notice however that this
result does not hold if there is a species with a non vanishing traceless and longitudinal
part in its energy momentum tensor (such as massive neutrinos). As all the results inside
the Hubble radius are gauge independent, the choice of gauge for computing the physical
observables is not important. Notice that it is possible to extend this formalism described
here for flat universes to non-flat ones, as described in [20].
Now that we decided for a shape of the metric perturbation, we can describe the
energy-momentum tensor perturbations. Following the convention in [19], we will write:
T 00 = T¯ 00 + δT 00 = −(ρ¯(τ) + δρ(τ, ~x)), (1.16)
T 0i = T¯ 0i + δT 0i = (ρ¯(τ) + p¯(τ)) vi(τ, ~x), (1.17)
T ij = T¯ ij + δT ij = (p¯(τ) + δp(τ, ~x))δij + Σij(τ, ~x), (1.18)
with ρ¯ and p¯ designating the average density and pressure, only time-dependent. Σij
is a traceless tensor, vi = dxidτ the comoving velocity, and we usually define θ as the
divergence of the velocity. We introduce δ as the relative density contrast, such that
δ = δρρ . We also define the scalar σ as the anisotropic stress, defined, in Fourier space, as





The fully non-linear equation to solve for the species is the collisionless Boltzmann
equation, as explained in [21]. To find a solution to this fully non-linear equation of the
phase space constitutes a branch of cosmology in itself, and will not be discussed here.
It is however possible to linearize this equation, assuming that the velocity has only a
divergence part. This gives the continuity and Euler equation for each species, in Fourier
space:












θ˙ = − a˙
a
(1− 3w)θ − w˙1 + wθ +
δp/δρ
1 + wk
2δ − k2σ2 + k2ψ. (1.20)
There are two main motivations for going to Fourier space. One is that a linear system in
real space has independent mode evolution in Fourier space. Another motivation is that,
if the source of these perturbations is random, we will not learn much by observing in
detail the exact placement of each over and under density. Instead, it would be interesting
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to determine the properties of the random process that sourced these seeds. To this end,
it is customary to use Fourier space, as the quantities defined there are more readily
interrelated. It exists of course a one to one correspondence between the two, and it
is therefore irrelevant which one is studied. Considering a random variable δ(~x), all its
properties are encoded in its Fourier transform: 4 δ(~k) ∝ ∫ d3xe−i~k~xδ(~x).
If the species we follow are perfect fluids, then eqs. (1.19) and (1.20) are sufficient in
a first approximation to solve their entire evolution. This is the case for baryons after
decoupling from the photon-baryon fluid, or for cold dark matter. For more complicated
species, like photons or neutrinos, it is however needed to solve the Boltzmann equation.
1.3.2 Boltzmann Equation
To follow the classical (as opposed to quantum) evolution of photons, we use the
Boltzmann equation. It is expressed in its simplest form as:
Df
Dt = C[f ], (1.21)
where f is the distribution function of the particles, and D stands for the total derivative.
The distribution function is a generic function of time τ , space xi and conjugate momenta
Pi, which simply defines the amount of particle per unit space and momentum. Note that
the conjugate momenta Pi are related to the proper momenta (the ones measured by an
observer at rest) by the following equations in the Newtonian gauge: Pi = a(1− φ)pi.
To avoid having to deal with metric perturbations in the definition of the momenta, we
introduce, following the common practice, the variable qi = api, decomposed in its norm
q and direction unit vector nˆ. The distribution function is split between background and
perturbations, in the following way:
f(τ, xi, q, nˆ) = f0(q) [1 + Ψ (τ, xi, q, nˆ)] . (1.22)
f0 refers to the background distribution. This function depends on the way the species
was produced initially. For a thermally produced species, this background distribution is





e/T0 ± 1 , (1.23)
with the − sign for bosons, and the + sign for fermions,  = a(q2 +m2)1/2 the energy,




T0 the species’ temperature today, and gs the number of degrees of freedom. It means
that the background distribution function evolves with time, albeit slowly. Moreover, for
a relativistic species, where the mass m is negligible, there is no more time dependence
– this is the case for photons, and for most of the time evolution of neutrinos. From






f(xi, Pj , τ), (1.24)














As a reminder, this equation needs to be solved for relativistic species (photons and
neutrinos), 5 where simply tracking the density and velocity dispersion is not enough, as
it was the case for baryons and CDM. The actual principles behind the solving of this
equation would be too lengthy to cover in this introduction. In practice, the code class6
was developed to solve it efficiently [23, 24].
1.3.3 Inflation
With the concepts previously introduced, it is possible to realise that a key issue is the
source of the perturbations. The theory of cosmology would not be complete without a
way to explain the origin of the seeds of perturbations. The theory of inflation proposes a
mechanism to generate these initial conditions. We will see that it addresses also several
puzzling facts about our universe.
We already know that the universe expands - at different rates depending on which
species dominate the evolution. By looking at one point in the sky, the furthest we can
reach, we receive photons that were emitted around 300.000 years after the Big Bang
– almost nothing compared to the 13.7 billion years of the universe. On the other side
of the sky, we can also look at these photons, that travelled from the other end of the
universe. We can then ask the following question: were these photons ever in causal
contact? They are meeting here, on Earth, after having travelled towards each other for
almost 14 billion years. If they were never in contact before, should we really expect that
they have almost the same temperature?
It is possible to determine the size of the sky, on the last scattering surface, where
photons could influence each other (in terms of GR, being in the past light-cone of each
5Though the latter require a different set of approximations [22].
6Standing for cosmic linear anisotropy solving system.
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other), as will be described in section 1.4.1. Roughly, it corresponds to one degree of
separation in the sky. It means that all the points separated by more than one degree
should never have been in thermal equilibrium. How to explain, under these conditions,
that the universe is so homogeneous? Indeed, all around us, the sky, the distributions of
galaxies, the CMB, all these quantities are very uniformly distributed.
A very natural way of solving this issue is to speculate the existence of a new field, the
inflaton, which will drive an early period of accelerated expansion of the universe. By
having an accelerated expansion, the universe can actually expand so fast that modes
will exit the Hubble horizon. When this period of inflation finally ends, the modes will
slowly reenter the horizon and be in causal contact again.
Of course, introducing a new field in the SM requires careful consideration. Since it can
be a scalar field, a simple proposition is that this could actually be the recently discovered
Higgs boson [25, 26]. This model, called Higgs inflation, extends the quartic interaction
of the Higgs particle at high energy to provide for the inflation (see [27] and references
therein for a complete review). More generally, a review of the currently allowed models
in the light of Planck data can be found in [28].
Regardless of the exact model, it is possible with this mechanism to have a physical process
responsible for fluctuations (quantum fluctuations), that are afterwards causally separated
by the accelerated expansion of the universe. In a sense, it is only a reformulation of
the problem: instead of having to explain why different patches of the sky have the
same overall fluctuations, it is now needed to understand how a particle can generate a
sufficiently long period of inflation, then stop.
The basic idea that inflation can be realised by a scalar-field is easily understood. Consider
a scalar-field ϕ, with a generic potential V (ϕ). Its Lagrangian is Lϕ = 12gµν∂µϕ∂νϕ−V (ϕ).
Assuming that it is homogeneous in space, i.e. that ϕ(~x, t) = ϕ¯(t), the energy momentum
tensor of this field is composed by:
ρ = 12
˙¯ϕ2 + V (ϕ¯) (1.26)
p = 12
˙¯ϕ2 − V (ϕ¯) (1.27)
The condition p < −13ρ to obtain accelerated expansion, as seen in eq. (1.7), translates
into a relation between the kinetic energy of the field, ˙¯ϕ and its potential energy V (ϕ),
namely: ˙¯ϕ < V (ϕ). This is the first Slow-Roll Condition (SRC). To be sure that this
condition is enforced for a sufficiently long time, we impose as well that the time derivative
of this condition is fulfilled – which is then the second SRC.
The name comes from the fact that the kinetic energy of the field is related to the
derivative of the potential – it is therefore clear that, to have inflation, the potential
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needs to be flat enough.
The exact details on the generation of the fluctuations, as well as the decay of the inflaton
to SM particles via (p)reheating7 is not the focus here. It is enough to understand that
the exact details are model dependent. There is however a way to gather all possible
predictions in terms of their statistical properties. Each model will generate fluctuations
according to some probability distribution, as a stochastic process of generating the
seeds of over and under densities. What is significant here is not the particular place of
each trough and peak, but rather their statistical distribution. Therefore, by switching
to Fourier space, one can define the power spectrum (two-points correlator) at a wave-
number k of the original fluctuations as a generic function of k. It is traditionally





)ns−1+ 12αs log( kk? )
. (1.28)
The subscript s stands for scalar perturbations. As is the initial amplitude of fluctuations
at the (arbitrary) pivot scale k?, ns the tilt, αs the running of the tilt. It is of course
possible to further refine this modelling by introducing a running of the running, and so
on and so forth.
Different theories will predict different preferred value for As, ns and αs. All inflation
models predict nearly scale invariant power spectrum for scalars, that is to say that the
total exponent should be close to 0: ns is therefore a number very close to 1.
The overall amplitude is parametrized by a single value, As which will hence control the
global amplitude of fluctuations. Considering that the over-densities grow during the RD
epoch, the initial amplitude has to be fairly low for the fluctuations to be of the order of
10−5 at the time of recombination (see section 1.4.1) – in the SM, the best-fit value of
As lies indeed around 2.4× 10−9).
It is also possible to apply the same formalism to the tensor perturbations, defining the





)nt+ 12αt log( kk? )
. (1.29)
7Preheating designates a non-perturbative effect that can produce SM particles, while reheating takes
place later in most scenarios, and supposes that the decay rate of the inflaton is bigger than the Hubble
expansion, allowing for the decay to take place.
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It is customary to introduce the parameter r as the tensor-to-scalar ratio, defined by:
r = Pt(k = k?)Ps(k = k?) , (1.30)
as an alternative parametrisation for the tensor amplitude. Generically, r is expected to
be small, although with the recent attention given to the bicep2 result, most models
have been shown to possibly accommodate larger r values (see for instance [29] for an
example in the context of Higgs inflation).
1.4 Cosmological probes
In order to understand the work presented in chapters 2 to 6, it is crucial to understand
the main observables of cosmology. Now that the basic equations and principles have
been laid down, it is possible to explain the principles behind these experiments.
The observations roughly fall in two main categories. One concerns the observation of
the primordial radiation emitted at decoupling, and the other the description of large
scale structures of our universe (namely galaxies, and cluster of galaxies). Both provide
interesting insight in the constitution of our universe.
1.4.1 Cosmic Microwave Background
As the universe expanded, at a time roughly coinciding with the end of the radiation
dominated era, the electrons and protons recombined into hydrogen atoms. This stage
is called the recombination, and is the event that lead to photon decoupling. The
temperature and polarization fluctuations present at this stage in the plasma get imprinted
in the distribution of photon as they decouple. By travelling through the universe until
reaching us, the photons get lensed by the structures in between, and their properties
are slightly altered. By observing these patterns of fluctuation on the sphere around
us (see on fig. 1.2 for the observation of these fluctuations by the Planck satellite, it is
possible to extract information on the composition of the plasma, the amplitude of the
primordial fluctuation, and also some information on the large scale structures in our
universe through the lensing effect.
In this section, we will focus in explaining the main characteristics of the photon
decoupling, and therefore the properties of the CMB, as it stands out as one of the
most important probes for cosmology. We will focus on the temperature anisotropies for
clarity, and refer to [30] for an in-depth explanation of polarization effects.
Before starting to describe the physical process powering this particular moment in
the cosmological history, it is important to notice that the CMB is usually described
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Figure 1.2 – The anisotropies of the CMB as observed by Planck. Credits: ESA and the
Planck Collaboration
in multipole space, as it is observed on a sphere. Just like the Fourier transform is
adapted for describing statistical properties in a flat space, this harmonic transformation
is designed to analyze the statistical properties of a function on a sphere. The spatial
variables xi are replaced by the multipoles ` ∈ [0,∞[. The multipole ` = 0 is called a
monopole, and simply corresponds to the average temperature on the sphere, ` = 1 is
the dipole, and so on.
During the radiation dominated era, and inside the Hubble radius, the baryon-photon
plasma presents oscillations, due to the nature of its components. The gravitational
force tends to collapse the plasma, while the pressure from the photons resists against
it. It leads to the propagation of sound waves in the fluid, which get imprinted in the
statistical properties of the fluctuations in temperature, as the main scale present in the
fluid. This phenomenon, referred to as Baryon Acoustic Oscillation (BAO), will therefore
be present in the CMB, and its imprint will be present in the statistical distribution
of LSS as well, since the CDM component follows the evolution of density of the fluid
during the radiation dominated period.
A peak of correlation in real space translates to a series of oscillations in harmonic space.
The position of these peaks depends on the sound horizon of the plasma at decoupling,
but also on the apparent size on the last-scattering surface. It is also clear that the
amount of matter will have an impact on the amplitude of the peaks. For an in-depth
description of all the effects of the SM parameters on the CMB, see section 2.2.
This series of peaks and troughs, as measured with extreme precision by the Planck
satellite, is one of the most convincing proof of the presence of DM. It is very difficult to
explain the contrast between the odd and even peaks without an additional pressureless
particle, that mostly interact through gravitation with the other SM particles.
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It is also important to realise that the six parameters of the ΛCDM model induce a
variety of effects on the CMB temperature spectrum which are not exactly degenerate
with each other. Hence the CMB alone allows to constrain all the parameters of ΛCDM.
When adding new ingredients in the model, it can happen that there are no new effects,
leading to parameter degeneracies; or on the contrary, that the new ingredients introduce
new physical effects, and remain measurable. Hence the CMB can provide a lot of
independent information on different aspects of the cosmological model. This is why it
is possible to constrain additional parameters with cosmological data, as it is done in
chapters 4 and 5 with non-minimal properties of the DM particle.
1.4.2 Large Scale Structures
The second main cosmological observable (or rather, group of observables) is the Large
Scale Structure (LSS) of the universe. It consists in recovering the statistical distribution
of gravitationally collapsed objects, mostly composed of DM, but also of baryons.
The origin of the seed from which the collapsed objects evolved was explained in the
previous section. After decoupling, the universe entered a phase of Matter Domination,
where the perturbations of CDM and baryon grow faster than the universe expands.
For the baryonic matter, pressure complicates the evolution, as it prevents the collapse
through gravitation. Through the emission of radiation, however, dust can cool down and
eventually collapse into stars. The description of the entire process of forming galaxies,
stars and planets lies beyond the scope of cosmology, and therefore the interesting objects
to study for us are mostly clusters of galaxies, but can go down to galactic scales (around
the kpc).
The basic equations have already been introduced. Once baryons and DM are free, they
each obey eqs. (1.19) and (1.20), as long as the perturbations remain small. Obviously,
by solving only the linearized equation, we are effectively restricting ourselves to very
low wavenumbers, i.e. very large scales, where objects are barely collapsed. In real space,
this would correspond to above galaxy cluster size, meaning around 10Mpc. In Fourier
space, knowing that the reduced Hubble constant h is around 0.7, it corresponds to a
wavenumber of k = 0.14h/Mpc. All the scales with higher wave-numbers correspond
to collapsed objects – deeply non-linear –, whereas scales above this are still more or
less linear today [21]. The major problem with this perturbative expansion is that it
appears to be not convergent, as discussed in a recent study [31], and will therefore not
be presented here.
Even when restricting the study range to large scales, and treating the CDM evolution
linearly, there are several remaining caveats to look out for when dealing with LSS. The
first is obviously to be sure to stay well within the linear regime, where predictions are
robust, at the expense of losing constraining power from smaller scales. When trying to
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Figure 1.3 – Slices through the SDSS 3-dimensional map of the distribution of galaxies.
Earth is at the center, and each point represents a galaxy. Galaxies are colored according
to the ages of their stars, with the redder, more strongly clustered points showing galaxies
that are made of older stars. The outer circle is at a distance of two billion light years.
The region between the wedges was not mapped by the SDSS because dust in our own
Galaxy obscures the view of the distant universe in these directions. Both slices contain
all galaxies within -1.25 and 1.25 degrees declination. Credit: M. Blanton and the Sloan
Digital Sky Survey.
predict the power spectrum at larger wavenumbers, it is then crucial to keep in mind the
uncertainty of the prediction, whether it depends on the accuracy of a fitting formula or
on a partial solution of the fully non-linear evolution. As will be discussed in chapter 6,
this uncertainty will play a central role in the interpretation of future experiments.
The second issue is related to the method of observation. One way of measuring the
distribution of matter in the nearby universe is to observe luminous galaxies, as seen in
fig. 1.3. Baryons being not the dominant matter component, their perturbations should
follow the ones of CDM. Galaxies being collapsed objects, we commonly assume that
they lie in the bottom of the CDM density wells. Therefore, they do not show anything
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of the actual shape of the well they are sitting in – we can qualify them as biased tracers
of the underlying distribution. When inferring the total matter power spectrum from
the galaxy power spectrum, it is therefore compulsory to take into account this bias
parameter [21].
One promising way of sidestepping this difficulty is to use another probe of the matter
density, which is directly sensitive to the total matter density: weak lensing. It is based
on the principle of the deflection of light by the presence of mass along the line of sight,
between the source of the light and the observer. With GR, it is possible to compute
how much the light will get deflected. This overcomes completely the issue of bias, but is
however still plagued, although not as strongly, from the issue of non-linearities.
Finally, another drawback of these methods is the uncertainty associated to the mea-
surement of the radial position of galaxies. Indeed, while the two angular positions are
measured as accurately as possible, the radial coordinate is measured via its redshift,
as a tracer for its distance from the observer. However, the redshift is a function of the
scale factor a, which in turns depends on the composition of the universe. Moreover, it
is assumed to be linked to the coherent velocity (the Hubble flow), but the effect coming
from the peculiar velocity can also influence it. Consider two galaxies, A and B, with B
being further away from the observer than A. Both experience a certain Hubble flow,
but B should have a higher redshift, because it is further away. If now B has its peculiar
movement towards A and the observer, while A moves away from the observer, then
their redshift measurement could indicate that they sit in the same position, degrading
the precision of the analysis.
As a last remark on the topic of the LSS, it can be noticed that the CMB is not observed
independently of them. Indeed, as the light from the CMB travels towards the observer,
it gets lensed. This has the effect of smoothing out the contrast between the peaks.
The evidence for slightly too strong lensing in the Planck results will be discussed in
chapters 2 and 3.
1.4.3 Experimental confirmation of the Standard Model
As a summary of this section, it is interesting to remind all the experimental proofs that
led to our SM of cosmology.
• The precise observation of the CMB from Planck has nailed down a universe
composed of baryons, DM, currently dominated by Dark Energy (DE, of which the
simplest model is the cosmological constant).
• The apparent homogeneity and near flatness of the universe can be explained
by an unspecified scalar field, the inflaton, which is responsible for the seeds of
perturbations.
• The observation of the LSS confirmed the presence of DM and DE, and established
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that the universe is currently experiencing an accelerated stage of expansion.
• The observation of the reionization of our universe, through the decrease of tem-
perature anisotropies on small scales, and the Gunn-Peterson effect, introduced in
the model a parameter, zreio, to determine the time of reionization.
• The abundance of primordial element abundances, confronted with the predictions
from standard Big Bang Nucleosythesis, confirmed that the universe was radiation
dominated when the temperature of the universe was of the order of 10 to 100 keV,
with a radiation density close to that of thermalised photons and neutrinos, and a
baryon density compatible with that inferred from CMB observations.
All these observations led to the construction of the Big Bang scenario, with the following
six parameters. As and ns for the initial amplitude and tilt of the scalar perturbations. ωb,
ωcdm for the current amplitude of baryons and CDM. ΩΛ is introduced to parametrize the
importance of the late-time acceleration of the universe, and zreio controls the reionization
effect. Technically, the amplitude of radiation today, ωr should be a free parameter, but
the temperature of the CMB photons has been so well measured by the experiments that
it is considered a fixed quantity.
Even though the nature of DM has not been explained, the fact that it is an important
block for the whole cosmological theory is not disputable anymore. Concerning DE, the
cosmological constant Λ constitutes a simple, if not completely satisfactory, explanation.
It stands today as the seemingly simplest candidate. As far as DM is concerned, there is
unfortunately no such simple situation. There exist simple DM candidates, but none
of them have been so far observed or pinned down by other mean than its cosmological
influence.
Nonetheless, the following section will be devoted to present the current status of DM
from the particle physics side, and explain how cosmology can help constraining its
nature.
1.5 Dark Matter
From the previous sections, we arrived at the conclusion that a special kind of matter
was filling our universe: Dark Matter. We know it has to behave as pressureless matter
(i.e. it has to dilute as ρ ∝ a−3), and it must emit very little light, or it would have been
seen already. It also should be extremely long-lived in order to be stable on cosmological
time-scales.
The other piece of information which we did not discuss so far is that the DM has to
be cold, that is to say that it should have very little thermal velocity. It can not be,
for instance, made only of the SM neutrinos, which still have a large thermal velocity
today (a neutrino with m = 0.05 eV, for instance, would have a thermal velocity of the
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order of 3000 km/s at redshift 0 [32]). Indeed, with large proper velocities, the particles
would stream outside of the potential well, effectively dampening them, and forming less
structures. A dominant Hot DM component is therefore excluded. However, Warm DM
(WDM) is still in agreement with observations.
By assuming further that there is only one particle responsible for the DM, we also know
the total energy density that this particle should have. Note however that this is not
enough to pinpoint the mass. It can be realised that a particle with a mass of order GeV,
interacting weakly with the rest of the SM particles, would be produced thermally with
approximately the right abundance. This has been referred to as the “WIMP” miracle,
for Weakly Interacting Massive Particle, and is one among the many possible candidates
for DM.
1.5.1 Particle Physics
The first fact to realise is that there is no candidate in the SM of particle physics that
could act as CDM. As discussed already, neutrinos are too hot to be the only DM particle.
The two other particles which would be sufficiently long lived, the proton and the electron,
are respectively a baryon and a lepton. Both interact with photons, and are therefore
not dark.
Neutrinos are weakly interacting neutral species, and would therefore satisfy most of the
constraints. They are, however, too light, giving them a high peculiar velocity. This
would in turn prevent clustering because of the particles leaving their potential wells.
Their special case will be reviewed in section 1.5.2.
A candidate for DM thus belongs to Beyond the Standard Model (BSM). One such
possibility, which was very compelling for a long time, was the Lightest Supersymmetric
Particle, (LSP), in the supersymmetry (SUSY) theory. 8 It provides an example of
a WIMP, stable on cosmological scales. Indeed, in such a scenario, the introduced
R-parity guarantees the proton stability, which also ensures the LSP stability. This
does not prevent however a possible annihilation between a supersymmetric particle and
its antiparticle. To have the proper relic abundance through thermal production, such
SUSY particles would typically lie in the TeV range (see [33] for a model independent
study). Currently, though, the most stringent lower bound from collider searches is
of the order of 50GeV for a neutralino as LSP, and 90GeV for charginos (LEP data).
Surprisingly enough, the LHC data did not improve this bound, illustrating the fact that
SUSY has a wide range of predictions, and it is particularly hard to make a single truly
model-independent statement.
If such a particle were found in a collider experiment, it would be possible to assess
8Note that this theory was not introduced to solve the DM problem, but rather to provide a natural
explanation for the lightness of the Higgs mass.
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its contribution to the DM energy density. However, despite the continuous efforts in
searching for SUSY particles in colliders, nothing has been discovered yet. Notice as well
that collider experiments are also performing Missing Energy searches, which are harder
to do, but are also more model independent.
As previously pointed out, the WIMP is but one of many possible form for a DM
candidate, and this absence of result should therefore not hinder cosmology in trying to
characterize in more details the properties of the unknown particle. This is the approach
followed in chapters 4 and 5, respectively with the annihilation rate and the decaying
rate of these particles.
It is important to note that another viable alternative for DM has been proposed in
the neutrino Minimal Standard Model (νMSM) under the form of sterile neutrinos [34].
It proposes a simple extension of the SM with three right-handed neutrinos, one of
which could play the role of a WDM component. Two recent studies [35, 36] detected a
promising decay line in the keV range, which would be a smoking gun signal for such a
candidate. Although more statistics have to be gathered on other galaxies in order to
make a more statistically robust claim, it is an encouraging signal nonetheless.
With these two examples, we already covered six orders of magnitude in terms of mass. It
is however but a small portion of candidates, ranging from the µeV (axions) to 1050 GeV
(primordial black holes), passing by very heavy particles of 1016 GeV (wimpzillas). From
this point of view, the need for a cosmological study being as model-independent as
possible is even more striking.
1.5.2 Neutrinos
Neutrinos have a somehow peculiar place in the SM of particle physics: they are assumed
to be massless. Oscillation experiments, initially prompted by the missing solar neutrino
puzzle, have on the other hand led to the theory of the flavor eigenstates being different
than the mass eigenstates – and related through the Pontecorvo-Maki-Nakagawa-Sakata
matrix (PMNS) matrix. This theory however stipulates that the mass states must be
non-degenerate, leading to at least two massive neutrinos. Indeed, the rate of oscillation
is proportional to the mass difference.
This observation leads to a lower bound on the total neutrino mass of 0.05 eV. On the





By imposing simply that the neutrinos should not contribute more than the DM compo-
nent (Ωcdm ' 0.3), we find, for three degenerate masses and a reduced Hubble constant
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h of 0.7, that mi < 5 eV. Therefore, we know, even before looking in details at how
neutrinos affect the cosmological evolution, that cosmology is very sensitive to their total
mass, and that most probably future experiments will be able to reduce the upper bound
to levels close to the lower one.
Since they have a very small mass, these particles were relativistic in the past. It is
important to notice that they might not be the only relativistic species present in the
early universe. As discussed in section 1.5.1, the presence of sterile neutrinos would
also play a similar role. In order to quantify these relativistic degrees of freedom in the











where ργ is the density of photons, which is observationally fixed by measuring the
temperature of the CMB. The SM prediction of Neff is a number close to 3 (for the three
neutrinos): Neff = 3.046. The small deviation from 3 comes from considering a refined
decoupling model, instead of the usual instantaneous decoupling limit.
Thus an increase by one unit to this number will not necessarily mean that another
relativistic degree of freedom has been found in the data. This relation is for instance
also altered if the neutrinos do not follow a standard Fermi-Dirac statistic, or if there is
additional late-time cooling of the photons [37]. In general, though, an increase to Neff
indicates a departure from the SM [38]. Such an excess was reported by one ground-based
telescope, the South Pole Telescope, and triggered the research presented in chapter 2.
The last effect that will be discussed in this section is the impact of neutrinos on the
matter power spectrum. As massive particles, they undergo a transition from relativistic
to non-relativistic during the evolution of the universe. The smaller their mass, the later
they entered the non-relativistic regime. Since they usually enter it rather late, they still
possess large thermal velocities, and will therefore not collapse on small scales – they will
stream out of the potential wells, essentially smoothing out the perturbations below their
free-streaming scale at the time of the transition [32]. The free-streaming wavenumber
kFS is proportional to the mass of the neutrino with the following dependence:
kFS(τ) ' 0.82
√







It means that at redshift z = 0, and for a minimal neutrino mass of 0.05 eV, the
scale at which the loss of power due to neutrino streaming out of the potential well is
k ' 0.04h/Mpc – as discussed in section 1.4.2, this is well within what is considered to
be the linear regime of LSS.
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The fact that such large scales are influenced for very light neutrinos is what drives the
surprisingly good detection power of a future LSS experiment like euclid, as discussed
in chapter 6. Indeed, the precision of our prediction on linear scales is very good, and
the effect of neutrinos is already present. Note that the entire discussion here is at the
linear level – it has been shown [39] that the non-linear effect is a further suppression of
the power spectrum, at slightly smaller scales.
Notice finally that this last fact is what allows the bound on the neutrino mass to be really
competitive, even compared to direct detection experiments, like the katrin experiment.
Since their impact can be largely felt in the structure formation, corresponding to a
suppression of power on small scales, we know that they can not constitute the entire
DM – there would be a significant lack of structures on low scales. It drives the previous
estimate of 5 eV down by a factor of a few, which significantly closes the allowed mass
range.
1.6 Bayesian Statistics and Parameter Extraction
As discussed previously, cosmology is a stochastic theory. Therefore, observables need
to be statistical ones, and this is why we only described the two-points correlators of
density, whether in Fourier space or in harmonic space. But the problem with cosmology
goes even further in the sense that we observe the universe today, and want to infer
information on its initial conditions.
In Mathematics, this is called a boundary condition problem. You want to infer the
initial condition, given the universe observable quantities today. You then need to utilize
a shooting method, where you essentially “shoot in the dark”, i.e. you start from random
initial conditions, and compare the resulting observable to the experiment. You then
shoot a second bullet, i.e. you start from different initial conditions, and see if you moved
away or closer to the goal. By iterating this process, you can converge to a set of initial
values for your parameter that reproduce the experiment you made.
One should keep in mind that any observation has uncertainties linked to it, whether
they are instrumental noise or foreground coming from different sources. All this should
reflect in the way we infer the values of our parameters. There is an entire framework
to deal with these issues, the Bayesian framework, which is used widely in the scientific
community when dealing with uncertain measurements, which I will introduce briefly,
and explain how it is used in cosmology. The notation used here follows the book by




The very first concept to comprehend is that all our knowledge depends on the data we
have at our disposition. What is true today, given the results from Planck, SDSS, and
all the current experiments, can become not accurate anymore when euclid will come.
In this sense, truth is really a moving target, modified by each new piece of evidence.
The Bayesian word used to describe the ensemble of our knowledge is the data, D.
Given the data D, one can assume a model to describe these experiments. This is referred
to as the context, I. Having in mind the previous warning, the goal of the framework is
to answer two fundamental questions: i) is this model I better than another one and ii)
in this model, what are the credible intervals for the parameters.
Both questions, once answered, provide very valuable pieces of information, but one
has to notice two things. First, this framework can not answer the question: “is this
model true?” It will always be a comparison between two models, and as such, the only
question it can answer is: “given the current data, is this model better than the others?”
Second, the answer to ii) does not provide an absolute credible interval of the parameter
value. Indeed, in another model, it might be that another parameter is degenerate with
the former, thus enlarging its credible interval. It is important to keep in mind that all
credible intervals are thus model-dependent.
Inside the context I, we regroup the values of the parameters in a vector θ ∈ RN , where
N is the number of free parameters in the context. The Standard Model holds only six
free cosmological parameters, but this number is greatly increased when analyzing some
experiments, due to the addition of nuisance parameters. They parametrize our ignorance,
be it of the exact amplitude of a foreground signal, or of the intrinsic configuration of
the experiment.
We will also consider probabilities associated with the vector of parameters θ. For a
function “pr” to be a probability, it must satisfy pr(θ) ≥ 0. Its sum over the whole
parameter space must also be normalized to 1,
∫
pr(θ)dθ = 1. The integral runs on the
entire prior volume, which is a restriction of RN in the sense that some parameters can be
left to vary only within a closed range, instead of the whole real axis. The probabilities
must also satisfy the product rule, pr(ϕ, θ) = pr(ϕ|θ)pr(θ), where the joint probability of
having ϕ and θ is expressed in terms of the conditional probability of having ϕ knowing
we have already θ, times the probability of having θ.
1.6.2 Bayes Theorem
With all these definitions laid out, we come to the formulation of the Bayes Theorem.
Given a context I, it links our input knowledge (the model and the data) to an output
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knowledge (the credible intervals of the parameters, and the relative merit of the model).
pr(θ)pr(D|θ) = pr(θ,D) = pr(D)pr(θ|D) (1.34)
pi(θ)L(θ) = · · · = EP(θ)
It is more widely known under the name of its terms: Prior pi times Likelihood L equals
Evidence E times Posterior P.
The prior pi(θ) is a probability that has to be assigned before-hand, which corresponds to
the knowledge preceding experimental data. Whether it comes from a previous experiment
or from a theoretical preference (this number should be Gaussian distributed around this
value), it will impact significantly the credible interval. Its choice is a non-trivial matter,
and not the point of this brief introduction, but we can note that it can be conveniently
chosen to be a flat distribution - thus, by not preselecting a particular region in the prior
volume, the result of the Bayesian framework will truly reflect the results of the data D.
The likelihood L(θ) is a function of the parameter vector. It is the probability of measuring
the data D, given that a theoretical model θ is responsible for the universe. This term
is better understood when thinking about a simple experiment. When performing a
measurement of any sort, you always have to make sure that the machine performs as
expected on a known input: you calibrate it. You can then be confident that, if you
observe a given output, it corresponds reliably to a certain input - up to the precision
of your machine. The likelihood is exactly a formulation of this concept of calibration
through a probabilistic statement: to observe D knowing that θ was the input.
For a complicated experiment, this function might be arbitrarily complicated to come up
with. It requires an excellent knowledge about the actual sensors, and all the electronics
and optics. It can be numerically expensive to compute, and can also be a non-analytical
function of the vector θ. The importance of this fact will be highlighted in section 1.6.3.
On the right hand side of eq. (1.34), the output of the procedure is composed of the
Bayesian evidence E , which gives a relative number describing how likely it is that the
model I produce the universe observed by the data D. By taking ratios of this quantity
computed for several models, one can compare the merits of the two models and decide
which one is favored by the data. According to the Kass and Raftery scale [41], any
number between 1 and 3 is not an indication of anything, while more than 150 would be
a decisive proof. Note that it does not depend at all of a particular value of θ, since it
truly is the merit of the model as a whole to explain the data.
Finally, the posterior distribution P(θ) represents the credible interval where we are
confident that the parameters of the underlying theory live. It is an a posteriori knowledge,
since it takes into account the data. It is also a probability, so it also sums to 1. After
having described all the terms, and by taking into account their properties, one can
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P(θ) = L(θ)pi(θ)E (1.36)
There are two things to note in these equations. The first one is that the evidence appears
as an N -dimensional integral of a (potentially) non-analytical function of the vector of
parameters θ. Even if the prior distribution, pi(θ) is flat, and thus does not complicate the
computation further, this is possibly a tough integral to compute numerically. However,
we can also notice that E only appears at the denominator in the expression of the
posterior distribution: it acts as a normalization constant. If one would be interested
only in the posterior distribution, then the integral could be ignored completely. It is
indeed what is being done in the Metropolis-Hastings method described in section 1.6.4.
1.6.3 Parameter Extraction
The application of the Bayesian Framework to cosmology is straightforward. Whenever
a new experiment gives a result, we want to test whether we still believe in the Standard
Model or not (computing the evidence). If we still do, we want to know what are the
preferred values of the parameters according to the experiment, and which values are
allowed (computing the credible intervals for each parameter). In any case, it will require
an exploration of the parameter space constituted of the six standard cosmological
parameters, in addition to any other parameter needed to describe the experiment. For
instance, the Planck experiment requires the exploration of 14 nuisance parameters,
which model the remaining uncertainty on the astrophysical foregrounds.
When considering cosmological applications, it is important to realise that computing the
likelihood is a two-step process, one of which being very time-consuming. As described
in the previous part, the likelihood relates the probability to observe the data given the
input. However, it is not possible to go directly from the values of the parameters, θ,
to what the experiment should observe: the step in between consists in computing how
should the universe look like, given the value of θ.
This first step is the resolution of the Boltzmann Equation 1.25, by using a program such
as class or camb, to compute the CMB temperature anisotropies, polarization, and/or
the matter power spectrum. The execution of the code, depending on the model and the
desired precision, can take up to a few seconds.
Once this is done, the second step consists only in comparing the output of the Boltzmann
code with the observation of the experiment. This is typically a much faster operation.
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Exploring an unknown function (the likelihood) over such a high number of dimensions
in the parameter space (20 for the Standard Model and Planck data) requires a better
method than brute-force sampling. As one does not know beforehand what the likelihood
looks like, it would be indeed very time-consuming to systematically scan the parameter
space with an arbitrary sampling. Indeed, even when knowing the position of the
maximum of likelihood, sampling the likelihood on a regular grid of m values around
this maximum would require mN evaluations of the likelihood. For as little as 10 values
in each dimension, and considering an evaluation time of 5 seconds for each point, this
would require a computing time slightly below 16 trillion years, on one core.
An alternative solution is to rely on a random sampling of the parameter space. In the
context of cosmology, this idea has been introduced in [42], and many techniques are
currently using it. Instead of deciding on an a priori exploration of the parameter space,
the idea is instead to explore randomly the space, starting from a random position. There
are several ways of choosing exactly how to move in the space, but they are all based
on somehow selecting a new point, comparing the likelihood between the current one
and the proposed one, and deciding to move there or not. If a point is accepted, it is
appended to the chain, and the process restarts. If rejected, then a new proposition is
made, while the weight associated to the current point is increased by one. As long as
the jumping process only depends on the previous point in the chain, and on no other,
the resulting chain of points is called a Markov Chain.
It is then clear that, if a point is accepted only when the likelihood is higher, the chain
will quickly converge to the maximum of likelihood, and stay there. If instead the goal is
to explore the space and find the entire posterior distribution, then one needs to also
accept points which have a smaller likelihood. The chain should then trace the underlying
distribution, with more weight given to more likely points.
1.6.4 Metropolis Hastings
The Metropolis-Hastings (MH) algorithm is one illustration of a Markov Chain process.
It is very simply described by the following list of steps for the n−th iteration:
1. Propose a random point in the parameter space, following an arbitrary Gaussian
distribution (the proposal density) around the last point in the chain n− 1.
2. Compute the likelihood at this point n, L(n), and the ratio a = L(n)/L(n− 1)
3. If a > 1, append this point to the chain
4. Else:
• with probability a: append this point to the chain
• with probability 1− a: increase the multiplicity of the n− 1 by one.
In fig. 1.4, this process is illustrated. The underlying probability distribution is shown
in orange. Obviously, this precise shape and contours is precisely what is meant to be
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The consequence of these facts is that the MH algorithm, though able to converge on
the target distribution in principle, can in practice be inconveniently slow to do so.
Alternative techniques have to be employed, such as Nested Sampling (see [45] for a
numerical implementation with MultiNest).
As a final note on this technique, it is important to remark that a peculiarity of cosmology,
particularly in recent experiments, can be used to improve the convergence speed of the
algorithm: numerous nuisance parameters. These parameters represent the remaining
uncertainty on certain phenomena, such as the amplitude of a foreground effect, or an
instrumental noise. They have a different role than the other cosmological parameters
for two reasons: i) they correspond to an information we are generally not interested in
and ii) they are much cheaper to vary. Indeed, if we were to vary during one step only
the value of a nuisance parameter, the entire Boltzmann hierarchy would not need to
be recomputed, since the cosmological parameter retained their values. To compute the
likelihood of this new point would therefore only consist in comparing the result of the
Boltzmann code to the observation, a task typically much shorter.
By taking advantage of this fact, is is possible to devise a scheme in which these fast
directions in parameter space are exploited. From time to time, several fast steps will be
taken in these directions where the update of the likelihood will be almost immediate.
It is based on the Cholesky decomposition, and has been introduced in the context of
cosmology in [46].
1.6.5 Structure of Monte Python
After having presented the basic concepts behind Bayesian parameter estimation, we will
describe hereafter the structure of Monte Python, the code that I developed during
my PhD to perform cosmological parameter extraction. In appendix A, the motivations
and goals of the code are being presented, and we instead focus here on understanding
the different parts of the code, and how they work together. This section focuses on two
goals. It should first serve as an introduction to my existing slides on the topic9, that
can be consulted for a more thorough explanation. But it is also a mean of illustrating
the content of the previous section into the concrete example of cosmology. As advocated
in chapter 7, the code is obviously under version control, and its main branch is publicly
available on Github.10
Modules
The main folder contains all the modules (.py files), as well as the likelihoods folder,
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only handle basic behaviour:
MontePython.py: Main file. It currently only checks for mpi support, and launches
the corresponding run function (either run or run_mpi).
parser_mp.py Handles the parsing of the command-line arguments, and the display
of the help.
io_mp.py Deals with all the input-output, display on the terminal, and writing to files.
The modules that follow are instead handling all the Monte Carlo process. The one
part that will not be described here is the link with the Boltzmann solver, class. This
interface was built using Cython, a language allowing to build a Python library out of a C
code. It is enough to understand that it will feed the parameters’ value to class, which
will return whatever observables needed by the experiments to compute the likelihood,
such as the CMB anisotropies or the matter power spectrum.
data.py: Defines the Data class that will hold information on the parameters, the prior
volume, the list of experiments tested.
likelihood_class.py: Defines the generic Likelihood class of which all other special-
ized likelihoods should inherit from. It sets up the handling of likelihood data in a
unified way in order to reduce the time spent in developing new likelihoods.
run.py: Initialises all the quantities needed according to the input file, a file with
extension .param. It then launches the sampler.
sampler.py: Generic sampling file, with a direct call to the specialized sampling methods
(Metropolis Hastings, Nested Sampling, Importance Sampling). It also contains
the definition of a few functions of general interest across the samplers, such as
compute_lkl. This function returns the log-likelihood at the current point in the
chain, which is then used by the sampling method to determine where to go next
in the chain.
The last module, analyze.py, is used to extract the posterior distribution from the
samples of the distribution stored in the Markov chains produced by the algorithm.
Extensions
The modular structure makes it easy to implement another sampling algorithm. It is
enough to add a new Python module, and refer to it from the file sampler.py.
In order to add a new likelihood, it is enough to add a new folder in the existing
montepython/likelihoods/, for instance: montepython/likelihoods/Euclid. This
new folder should contain a minima two files: __init__.py and Euclid.data. The
.data file should contain information on the path of the data provided by the experiment,
and other important settings. The Python file will contain the definition of a new class,
called Euclid, inheriting from Likelihood. Apart from the initialisation, it should also
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contain the redefinition of the loglkl function, returning the log likelihood at the current
point in parameter space.
Another possible thing to do for the end user is to introduce non-standard parameters. By
default, any parameters understood by class can be asked to be marginalized over in the
Monte Carlo process. Indeed, Monte Python does not interpret by itself the meaning
of the cosmological parameters, they are simply transfered to class. There is however
a method of the class Data where the parameters can be altered before being send to
the Boltzmann code: update_cosmo_arguments. The purpose of such a modification
can have several sources. One common instance is to define combinations of parameters,
such as e−2τAs (see section 2.2). This parameter is unknown to class, but the known
ones are readily computed from it. Another reason would be to marginalize over custom
parameters, for example log(1010As) instead of As.
The rest of the documentation is available online,11 and was automatically generated
from the source code via the program Sphinx.
1.7 Additional open issues in Cosmology
The previous sections have but brushed the surface of the current status of the field, in
order to provide the reader with the basic knowledge needed to understand the following
chapters. From this concise presentation, it could be wrongly inferred that there are
very little open questions in the field apart from the nature of dark matter. This section
is here to discuss some of the main other outstanding problems in the domain that are
closely related to the other topics that I tackled during my PhD, but did not present in
this dissertation. This, in turn, covers only a very small fraction of all the open problems
in the field.
The Dark Energy question is also a central topic, and since the simplest explanation
(a non-zero cosmological constant Λ) suffers from a naturality point of view, there are
many attempts to try and propose an alternative mechanism for expansion which will be
natural. Unfortunately, as it is the case for instance in [9], the approach is always to set
first the cosmological constant to zero. After doing so, it is sometimes possible to find a
more natural candidate for the large-scale acceleration of the universe, but it comes at
the cost of arbitrarily setting Λ to zero – an assumption arguably even more contrived
than having it very small.
Another important question concerns the non-linear evolution of perturbations. As
discussed in chapter 6, non-linear effects will be crucially relevant in order to understand
properly the upcoming generation of LSS experiments. This includes: i) predicting
accurately the DM perturbations on mildly non-linear scales [31, 47, 48], ii) having a
11http://baudren.web.cern.ch/baudren/documentation/index.html
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good handle on the non-linear and non-local bias, and iii) understanding in details the
redshift-space distortions. All these three items are currently being studied from the
analytical and numerical points of view, and there has been promising developments
(see for instance [49] for including massive neutrinos within the halo bias), but it is still
very much an open field. We showed for instance in an early paper [50] how the Time
Renormalization Group method proposed in [51] was not performing numerically as
expected. The previously found agreement was shown to be the result of wrongly set
initial conditions.
Finally, the recent excitement over the bicep2 prompted us to verify some claims
presented in the original paper [15]. We pointed out in a brief arXiv note [17] several
misleading points in their analysis. Notably, we highlighted their omission of the pivot
scale, rendering the comparison with Planck data very slippery. We also pointed out





At the time of writing of this paper, the cosmological community was buzzing with
excitement over the high value of Neff reported by WMAP [52] (3.84 ± 0.40) and the
South Pole Telescope [53] (3.91 ± 0.42), a ground-based experiment. The Atacama
Cosmology Telescope [54] (ACT), however, did not observe such an excess. As presented
in section 1.5.2, this adimensional variable characterizes the effective number of relativistic
species. If the Standard Model of Particle Physics is correct, we expect this number to be
equal to 3.046 [32] - but these two experiments were hinting at a value much closer to 4.
In order to have such an excess, it would be needed to have extra relativistic particles
at early times. It can be accomplished for instance by introducing an extra species of
neutrinos, that do not interact with the rest of the SM particles - a sterile neutrino.1
As these particles form by themselves an interesting branch of particle physics and
cosmology, it was very tempting for the community to find in this small excess a hint of
detection. Even though the excess was never more than 2 or 3σ away from the Standard
Model value, this measurement understandably prompted a lot of activity in the field.
The approach taken in this paper is instead in the exact opposite direction. Instead
of assuming that the high value of Neff was pointing towards the need of introducing
new physics, we wondered if this excess could be caused by our assumptions on the
late-time evolution of the universe, contaminating our measurement of this early quantity?
Assuming that this is not the result of a measurement error, or a calibration problem,
our point is simply to ensure that this excess can not be explained by the weakest part
of our model being slightly different than expected.
To understand more clearly the proposition, let us recall that the Standard Model of
1Though it should be noted that increasing Neff is not a strong prediction of this model in general.
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cosmology can be described with 6 free parameters. There is some freedom in choosing
which ones are set to be explored, i.e. which ones will have a flat prior. A customary
choice of parametrisation is the following set:
{ωb, ωcdm, drecA , τreio, As, ns}. (2.1)
As cosmology explores a wide range of scale and epoch, some parameters in this list
correspond to the early universe (the amplitude and tilt of the primordial scalar pertur-
bations, As and ns, and the initial amount of baryonic and cold dark matter), whereas
the others refer to the late universe (τreio and drecA ). The distinction between early and
late is set after recombination, when the structures start to form. Whereas the early
cosmology is very well understood, the late part is less under control. The parameters
entering the Standard Model are based on several assumptions that are not yet tested
at the same level than the early cosmology ones. The study presented here addresses
two very simple questions: i): can our (mostly untested) assumptions about the late
cosmology contaminate our knowledge of the early part, and if yes, ii) is it possible to
design a way to analyze data that constrains the early parameters only, while being
model-independent concerning the late-time evolution?
If the answer to the first question is yes, then it can be that, after answering the second
one, we find that this excess of Neff can be explained away by our uncertainties on the
rest of our Standard Model, instead of introducing new physics. It is by no way because
of strong feelings against sterile neutrinos that the study was designed, on the contrary.
If one wants to properly build an extension to the Standard Model, one has to make sure
that it stands on a firm basis. This paper addresses the firmness of this basis, and in
particular, shows that when extracting constraints on the entire model, our uncertainties
on the late time universe is spoiling some of our understanding about the early universe.
The questions is timely, as CMB experiments keep pushing the precision of the mea-
surement of the temperature anisotropies. Every assumption making up our Standard
Model needs to be assessed, as independently as possible, in order to reinforce our trust
in its structure. It is a very similar situation than the one in particle physics, where the
current uncertainty on the mass of the top quark is affecting other predictions of the SM.
To beat down this uncertainty, and make a more precise determination of the mass will,
among other things, tighten the predictions of the Higgs inflation model [55].
Note that this study was done before the release of Planck results, and therefore only uses
WMAP7 data. It was updated, as well as expanded, in the work presented in chapter 3.
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Abstract: Models for the latest stages of the cosmological evolution rely on a less solid
theoretical and observational ground than the description of earlier stages like BBN and
recombination. As suggested in a previous work by Vonlanthen et al., it is possible to
tweak the analysis of CMB data in such way to avoid making assumptions on the late
evolution, and obtain robust constraints on “early cosmology parameters”. We extend
this method in order to marginalise the results over CMB lensing contamination, and
present updated results based on recent CMB data. Our constraints on the minimal early
cosmology model are weaker than in a standard ΛCDM analysis, but do not conflict with
this model. Besides, we obtain conservative bounds on the effective neutrino number and
neutrino mass, showing no hints for extra relativistic degrees of freedom, and proving in
a robust way that neutrinos experienced their non-relativistic transition after the time of
photon decoupling. This analysis is also an occasion to describe the main features of the
new parameter inference code Monte Python, that we release together with this paper.
Monte Python is a user-friendly alternative to other public codes like CosmoMC,
interfaced with the Boltzmann code class.
2.1 Introduction
Models for the evolution of the early universe between a redshift of a few millions and a
few hundreds have shown to be very predictive and successful: the self-consistency of
Big Bang Nucleosynthesis (BBN) model could be tested by comparing the abundance
of light elements and the result of Cosmic Microwave Background (CMB) observations
concerning the composition of the early universe; the shape of CMB acoustic peaks
matches accurately the prediction of cosmological perturbation theory in a Friedmann-
Lemaître Universe described by general relativity, with a thermal history described by
standard recombination. The late cosmological evolution is more problematic. Models
for the acceleration of the universe, based on a cosmological constant, or a dark energy
component, or departures from general relativity, or finally departure from the Friedmann-
Lemaître model at late times, have shown no predictive power so far. The late thermal
history, featuring reionization from stars, is difficult to test with precision. Overall, it is
fair to say that “late cosmology” relies on less solid theoretical or observational ground
than “early cosmology”.
When fitting the spectrum of temperature and polarisation CMB anisotropies, we make
simultaneously some assumptions on early and late cosmology, and obtain intricate
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constraints on the two stages. However, Vonlanthen et al. [56] suggested a way to carry
the analysis leading to constraints only on the early cosmology part. This is certainly
interesting since such an analysis leads to more robust and model-indepent bounds than
a traditional analysis affected by priors on the stages which are most poorly understood.
The approach of [56] avoids making assumptions on most relevant “late cosmology-related
effects”: projection effects due to the background evolution, photon rescattering during
reionization, and the late Integrated Sachs Wolfe (ISW) effect.
In this work, we carry a similar analysis, pushed to a higher precision level since we
also avoid making assumptions on the contamination of primary CMB anisotropies by
weak lensing. We use the most recent available data from the Wilkinson Microwave
Anisotropy Probe (WMAP) and South Pole Telescope (SPT) data2, and consider the
case of a minimal “early cosmology” model, as well as extended models with free density
of ultra-relativistic relics or massive neutrinos.
This analysis is an occasion to present a new cosmological parameter inference code.
This Monte Carlo code written in Python, called Monte Python3, offers a convenient
alternative to CosmoMC [58]. It is interfaced with the Boltzmann code class4 [23, 24].
Monte Python is released publicly together with this work.
In section 2, we explain the method allowing to get constraints only on the early
cosmological evolution. We present our result for the minimal early cosmology model
in section 3, and for two extended models in section 4. Our conclusions are highlighted
in section 5. Finally, in appendix A, we briefly summarize some of the advantages of
Monte Pyhton, without entering into technical details (presented anyway in the code
documentation).
2.2 How to test early cosmology only?
The spectrum of primary (unlensed) CMB temperature anisotropies is sensitive to various
physical effects:
• (C1) the location of the acoustic peaks in multipole space depends on the sound
horizon at decoupling ds(ηrec) (an “early cosmology”-dependent parameter) divided
by the angular diameter distance to decoupling dA(ηrec) (a “late cosmology”-
dependent parameter, sensitive to the recent background evolution: acceleration,
spatial curvature, etc.)
• (C2) the contrast between odd and even peaks depends on ωb/ωγ , i.e. on “early
cosmology”.
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• (C3) the amplitude of all peaks further depends on the amount of expansion
between radiation-to-matter equality and decoupling, governing the amount of
perturbation damping at the beginning of matter domination, and on the amount
of early integrated Sachs-Wolfe effect enhancing the first peak just after decoupling.
These are again “early cosmology” effects (in the minimal ΛCDM model, they are
both regulated by the redshift of radiation-to-matter equality, i.e by ωm/ωr).
• (C4) the envelope of high-` peaks depends on the diffusion damping scale at
decoupling λd(ηrec) (an “early cosmology” parameter) divided again by the angular
diameter distance to decoupling dA(ηrec) (a “late cosmology” parameter).
• (C5-C6) the global shape depends on initial conditions through the primordial
spectrum amplitude As (C5) and tilt ns (C6), which are both “early cosmology”
parameters.
• (C7) the slope of the temperature spectrum at low ` is affected by the late integrated
Sachs Wolfe effect, i.e. by “late cosmology”. This effect could actually be considered
as a contamination of the primary spectrum by secondary anisotropies, which are
not being discussed in this list.
• (C8) the global amplitude of the spectrum at `  40 is reduced by the late
reionization of the universe, another “late cosmology” effect. The amplitude of this
suppression is given by e−2τ , where τ is the reionization optical depth.
In summary, primary CMB temperature anisotropies are affected by late cosmology only
through: (i) projection effects from real space to harmonic space, controlled by dA(ηrec);
(ii) the late ISW effect, affecting only small `’s; and (iii) reionization, suppressing equally
all multipoles at `  40 . These are actually the sectors of the cosmological model
which are the most poorly constrained and understood. But we see that the shape of
the power spectrum at `  40, interpreted modulo an arbitrary scaling in amplitude
(C` → αC`) and in position (C` → Cβ`), contains information on early cosmology only.
This statement is very general and valid for extended cosmological models. In the case of
the ΛCDM models, it is illustrated by figure 2.1, in which we took two different ΛCDM
models (with different late-time geometry and reionization history), and rescaled one of
them with a shift in amplitude given by e−2τ−τ ′ and in scale given by dA/d′A. At ` 40,
the two spectra are identical. For more complicated cosmological models sharing the
same physical evolution until approximately z ∼ 100, a similar rescaling and matching
would work equally well.
If polarization is taken into account, the same statement remains valid. The late time
evolution affects the polarization spectrum through the angular diameter distance to
decoupling dA(ηrec) and through the impact of reionization, which also suppresses the
global amplitude at ` 40, and generates an additional feature at low `’s, due to photon
re-scatering by the ionized inter-galactic medium. The shape of the primary temperature
and polarization spectrum at ` 40, interpreted modulo a global scaling in amplitude
and in position, only contains information on the early cosmology.
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Figure 2.1 – Dimensionless temperature (left) and E-polarization (right) unlensed spectra
of two ΛCDM models with the same value of “early cosmology” parameters (ωb, ωcdm,
As, ns) (fixed to WMAP best-fitting values), and different values of “late cosmology”
parameters: (ΩΛ, zreio) = (0.720,10) (solid curves) or (0.619, 5) (dashed curve). The
dashed curves have been rescaled vertically by the ratio of e−2τ and horizontally by
the ratio of dA(ηrec) in each model, using the values of τ and dA(ηrec) calculated by
class for each model. At ` = 40, the difference between the dashed and solid line in the
temperature plot is under 2µK2. At ` = 80, it is already below 1µK2.
However, the CMB spectrum that we observe today gets a contribution from secondary
anisotropies and foregrounds. In particular, the observed CMB spectra are significantly
affected by CMB lensing caused by large scale structures. This effect depends on the small
scale matter power spectrum, and therefore on late cosmology (acceleration, curvature,
neutrinos becoming non-relativistic at late time, possible dark energy perturbations,
possible departures from Einstein gravity on very large scales, etc.). In the work of [56],
this effect was mentioned but not dealt with, because of the limited precision of WMAP5
and ACBAR data compared to the amplitude of lensing effects, at least within the
multipole range studied in that paper (40 ≤ ` ≤ 800). The results that we will present
later confirm that this simplification was sufficient and did not introduce a significant
“late cosmology bias”. However, with the full WMAP7+SPT data (that we wish to use
up to the high multipoles), it is not possible to ignore lensing, and in order to probe
only early cosmology, we are forced to marginalize over the lensing contamination, in the
sense of the method described below. By doing so, we will effectively get rid of the major
two sources of secondary (CMB) anisotropies, the late ISW effect and CMB lensing.
We neglect the impact of other secondary effects like the Rees-Sciama effect. As far as
foregrounds are concerned, the approach of WMAP and SPT consists in eliminating
them with a spectral analysis, apart from residual foregrounds which can be fitted to the
data, using some nuisance parameters which are marginalized over. By following this
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approach, we also avoid to introduce a “late cosmology bias” at the level of foregrounds.
Let us now discuss how one can marginalize over lensing corrections. Ideally, we should
lens the primary CMB spectrum with all possible lensing patterns, and marginalize over
the parameters describing these patterns. But the lensing of the CMB depends on the
lensing potential spectrum Cφφ` , that can be inferred from the matter power spectrum at
small redshift, P (k, z). In principle, we should marginalize over all possible shapes for
Cφφ` , i.e. over an infinity of degrees of freedom. We need to find a simpler approach.
One can start by noticing that modifications of the late-time background evolution
caused by a cosmological constant, a spatial curvature, or even some inhomogeneous
cosmology models, tend to affect matter density fluctuations in a democratic way: all
Fourier modes being inside the Hubble radius and on linear scales are multiplied by the
same redshift-dependent growth factor. CMB lensing is precisely caused by such modes.
Hence, for this category of models, differences in the late-time background evolution lead
to a different amplitude for Cφφ` , and also a small tilt since different `’s probe the matter
power spectrum at different redshifts. Hence, if we fit the temperature and polarization
spectrum at ` 40 modulo a global scaling in amplitude, a global shift in position, and
additionally an arbitrary scaling and tilting of the lensing potential that one would infer
assuming ΛCDM, we still avoid making assumption about the late-time evolution.
There are also models introducing a scale-dependent growth factor, i.e. distortions in the
shape of the matter power spectrum. This is the case in the presence of massive neutrinos
or another hot dark matter component, of dark energy with unusually large perturbations
contributing to the total perturbed energy-momentum tensor, or in modified gravity
models. In principle, these effects could lead to arbitrary distortions of Cφφ` as a function
of `. Fortunately, CMB lensing only depends on the matter power spectrum P (k, z)
integrated over a small range of redshifts and wave numbers. Hence it makes sense to stick
to an expansion scheme: at first order we can account for the effects of a scale-dependent
growth factor by writing the power spectrum as the one predicted by ΛCDM cosmology,
multiplied by arbitrary rescaling and tilting factors; and at the next order, one should
introduce a running of the tilt, then a running of the running, etc. By marginalizing
over the rescaling factor, tilting factor, running, etc., one can still fit the CMB spectra
without making explicit assumptions about the late-time cosmology. In the result section,
we will check that the information on early cosmology parameters varies very little when
we omit to marginalize over the lensing amplitude, or when we include this effect, or
when we also marginalize over a tilting factor. Hence we will not push the analysis to
the level of an arbitrary lensing running factor.
We could have followed a slightly different approach based on principal components.
Ref [59] showed that the lensed T and E modes depend on very few degrees of freedom
in Cφφ` , since only the first two principal components are well constrained by the data.
Hence we could have marginalized over the coefficients of these two components. Our
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method with arbitrary amplitude and tilt has the same number of degrees of freedom
and should be roughly equivalent.
2.3 Results assuming a minimal early cosmology model
We assume a “minimal early cosmology” model described by four parameters (ωb, ωcdm,
As, ns). In order to extract constraints independent of the late cosmological evolution,
we need to fit the CMB temperature/polarisation spectrum measured by WMAP (seven
year data [60]) and SPT [61] only above a given value of ` (typically ` ∼ 40), and to
marginalize over two factors accounting for vertical and a horizontal scaling. In practice,
there are several ways in which this could be implemented.
For the amplitude, we could fix the reionization history and simply marginalize over
the amplitude parameter As. By fitting the data at ` 40, we actually constrain the
product e−2τAs, i.e. the primordial amplitude rescaled by the reionization optical depth
τ , independently of the details of reionization. In our runs, we fix τ to an arbitrary value,
and we vary As; but in the Markov chains, we keep memory of the value of the derived
parameter e−2τAs. By quoting bounds on e−2τAs rather than As, we avoid making
explicit assumptions concerning the reionization history.
For the horizontal scaling, we could modify class in such way to use directly dA(ηrec) as
an input parameter. For input values of (ωb, ωcdm, dA(ηrec)), class could in principle
find the correct spectrum at ` 40. It is however much simpler to use the unmodified
code and pass values of the five parameters (ωb, ωcdm, As, ns, h). In our case, h should
not be interpreted as the reduced Hubble rate, but simply as a parameter controlling
the value of the physical quantity dA(ηrec). For any given set of parameters, the code
computes the value that dA(ηrec) would take in a ΛCDM model with the same early
cosmology and with a Hubble rate H0 = 100hkm/s/Mpc. It then fits the theoretical
spectrum to the data. The resulting likelihood should be associated to the inferred value
of dA(ηrec) rather than to h. The only difference between this simplified approach and
that in which dA(ηrec) would be passed as an input parameter is that in one case, one
assumes a flat prior on dA(ηrec), and in the other case a flat prior on h. But given that
the data allows dA(ηrec) to vary only within a very small range where it is almost a linear
function of h, the prior difference has a negligible impact.
To summarize, in order to get constraints on “minimal early cosmology”, it is sufficient
to run Markov Chains in the same way as for a minimal ΛCDM model with parameters
(ωb, ωcdm, As, ns, τ , h), excepted that:
• we do not fit the lowest temperature/polarization multipoles to the data;
• we fix τ or zreio to an arbitrary value;
• we do not plot nor interpret the posterior probability of the parameters As and h.
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100 ωb ωcdm ns dArec(Mpc) 109e−2τAs Alp nlp
ΛCDM
2.241+0.043−0.044 0.1114+0.0048−0.0048 0.960+0.011−0.011 12.93+0.11−0.12 2.069+0.085−0.092
same lensing potential as in ΛCDM
` ≥ 40 2.204+0.048−0.047 0.1160+0.0056−0.0059 0.946+0.014−0.014 12.85+0.13−0.13 2.20+0.12−0.13
` ≥ 60 2.203+0.050−0.053 0.1163+0.0063−0.0065 0.945+0.016−0.016 12.84+0.14−0.14 2.20+0.13−0.15
` ≥ 80 2.190+0.053−0.057 0.1180+0.0067−0.0073 0.940+0.019−0.018 12.81+0.15−0.15 2.26+0.15−0.18
` ≥ 100 2.184+0.054−0.056 0.1187+0.0067−0.0079 0.935+0.020−0.019 12.80+0.16−0.15 2.29+0.16−0.20
marginalization over lensing potential amplitude
` ≥ 100 2.159+0.060−0.064 0.1227+0.0083−0.0088 0.926+0.022−0.022 12.73+0.18−0.17 2.39+0.20−0.23 0.88+0.12−0.13
marginalization over lensing potential amplitude and tilt
` ≥ 100 2.160+0.064−0.068 0.1222+0.0088−0.0094 0.927+0.024−0.024 12.74+0.18−0.18 2.38+0.20−0.25 0.78+0.20−0.15 −0.16+0.55−0.33
Table 2.1 – Limits at the 68% confidence level of the mininum credible interval of model
parameters. The ΛCDM model of the first line has a sixth independent parameter (zreio)
that we do not show. We do not show either the limits on the three nuisance parameters
associated to the SPT likelihood.
We only pay attention to the posterior probability of the two derived parameters
e−2τAs and dA(ηrec), which play the role of the vertical and horizontal scaling
factors, and which are marginalized over when quoting bounds on the remaining
three “early cosmology parameters” (ωb, ωcdm, ns).
Hence, for a parameter inference code, this is just a trivial matter of defining and storing
two “derived parameters”. For clarity, we will refer to the runs performed in this way as
the “agnostic” runs.
In the second line of Table 2.1, we show the bounds obtained with such an agnostic
run, for a cut-off value ` = 40. These results can be compared with those of a minimal
ΛCDM model, obtained through the same machinery but with all multipoles ` ≥ 2.
Since the agnostic bounds rely on less theoretical assumptions, they are slightly wider.
Interestingly, the central value of ωb and ns are smaller in absence of late-cosmology
priors, and larger for ωcdm. Still the ΛCDM results are compatible with the agnostic
results, which means that on the basis of this test, we cannot say that ΛCDM is a bad
model. Our agnostic bounds on (ωb, ωcdm, ns) are simply more model-independent and
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Figure 2.2 – Constraints on the five parameters of the minimal early cosmology model
(red), compared to usual constraints on the minimal ΛCDM model (black). The ΛCDM
has a sixth independent parameter, the reionization optical depth. The constraints on
early cosmology (called “agnostic constraints” in the text) includes a marginalization
over the amplitude and tilt of the matter power spectrum leading to CMB lensing, and
takes only data for ` ≥ 100. We do not show here the posterior of the three nuisance
parameter used to fit SPT data.
robust, and one could argue that when using CMB bounds in the study of BBN, in
CDM relic density calculations or for inflationary model building, one should better use
those bounds in order to avoid relying on the most uncertain assumptions of the minimal
cosmological model, namely Λ domination and standard reionization.
The decision to cut the likelihood at ` ≥ 40 was somewhat arbitrary. Figure 2.1 shows
that two rescaled temperature spectra with different late-time cosmology tend only
gradually towards each other above ` ∼ 40. We should remove enough low multipoles in
order to be sure that late time cosmology has a negligible impact given the data error
bars. We tested this dependence by cutting the likelihood at ` ≥ 60, ` ≥ 80 or ` ≥ 100.
When increasing the cut-off from 40 to 100, we observe variations in the mean value
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that are less important than from 2 to 40. To have the more robust constraints, we will
then take systematically the cut-off of ` = 100, which is the one more likely to avoid any
contamination from “late time cosmology”.
Until now, our analysis is not completely “agnostic”, because we did not marginalize
over lensing. We fitted the data with a lensed power spectrum, relying on the same
lensing potential as an equivalent ΛCDM model with the same values of (ωb, ωcdm, ns,
As, dA(ηrec)). To deal with lensing, we introduce three new parameters (Alp, nlp, klp)
in class. Given the traditional input parameters (ωb, ωcdm, As, ns, h), the code first
computes the Newtonian potential φ(k, z). This potential is then rescaled as





φ(k, z) . (2.2)
Hence, the choice (Alp, nlp)=(1,0) corresponds to the standard lensing potential predicted
in the ΛCDM model (if zreio is the same as the fixed arbitrary value of the agnostic
analysis, here zreio = 10). Different values correspond to an arbitrary rescaling or
tilting of the lensing potential, which can be propagated consistently to the lensed CMB
temperature/polarization spectrum.
The sixth run shown in Table 2.1 corresponds to nlp = 0 and a free parameter Alp. The
minimum credible interval for this rescaling parameter is Alp = 0.88+0.12−0.13 at the 68%
Confidence Level (CL), and is compatible with one. This shows that WMAP7+SPT data
alone are sensitive to lensing, and well compatible with the lensing signal predicted by the
minimal ΛCDM model. We note that the error bars on other cosmological parameters
increase more from ΛCDM to the previous agnostic run (≈ 30%) than from the latter to
this run (≈ 10%), showing that “agnostic bounds” are robust.
In the seventh line of Table 2.1, we also marginalize over the tilting parameter nlp (with
unbounded flat prior). A priori, this introduces a lot of freedom in the model. Nicely,
this parameter is still well constrained by the data (nlp = −0.16+0.55−0.33 at 68%CL), and
compatible with the ΛCDM prediction nlp = 0. Bounds on other parameters vary this
time by a completely negligible amount: this motivates us to stop the expansion at the
level of nlp, and not to test the impact of running. The credible interval for Alp is the
only one varying significantly when nlp is left free, but this result depends on the pivot
scale klp, that we choose to be equal to klp = 0.1/Mpc, so that the amplitude of the
lensing spectrum Cφφ` is nearly fixed at ` ∼ 100. By tuning the pivot scale, we could have
obtained bounds on As nearly equal for the case with/without free nlp. The posterior
probability of each parameter marginalized over other parameters is shown in Figure 2.2,
and compared with the results of the standard ΛCDM analysis.
Our results nicely agree with those of [56]. These authors found a more pronounced drift
of the parameters (ωb, ωcdm, ns) with the cut-off multipole than in the first part of our
analysis, but this is because we use data on a wider multipole range and have a larger
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lever arm. Indeed, Ref. [56] limited their analysis of WMAP5 plus ACBAR data to
` ≤ 800, arguing that above this value, lensing would start playing an important role.
In our analysis, we include WMAP7 plus 47 SPT band powers probing up to ` ∼ 3000,
but for consistency we must simultaneously marginalize over lensing. Indeed, the results
of Ref. [56] are closer to our results with lensing marginalization (the fully “agnostic”
ones) that without. Keeping only one digit in the error bar, we find (100ωb = 2.16± 0.07,
ωcdm = 0.122± 0.009, ns = 0.93± 0.02), when this reference found (100ωb = 2.13± 0.05,
ωcdm = 0.124± 0.007, ns = 0.93± 0.02). The two sets of results are very close to each
other, but our central values for ωb and ωcdm are slightly closer to the ΛCDM one. The
fact that we get slightly larger error bars in spite of using better data in a wider multipole
range is related to our lensing marginalization: we see that by fixing lensing, this previous
analysis was implicitly affected by a partial “late cosmology prior”, but only at a very
small level.
Our results from the last run can be seen as robust “agnostic” bounds on (ωb, ωcdm,
ns), only based on the “minimal early cosmology” assumption. They are approximately
twice less constraining than ordinary ΛCDM models, and should be used in conservative
studies of the physics of BBN, CDM decoupling and inflation.
2.4 Effective neutrino number and neutrino mass
We can try to generalize our analysis to extended cosmological models. It would make
no sense to look at models with spatial curvature, varying dark energy or late departures
from Einstein gravity, since all these assumptions would alter only the late time evolution,
and our method is designed precisely in such way that the results would remain identical5.
However, we can explore models with less trivial assumptions concerning the early
cosmological evolution. This includes for instance models with:
• a free primordial helium fraction YHe. So far, we assumed YHe to be a function
of ωb, as predicted by standard BBN (this is implemented in class following the
lines of Ref. [63]). Promoting YHe as a free parameter would be equivalent to relax
the assumption of standard BBN. Given the relatively small sensitivity of current
CMB data to YHe [60], we do not perform such an analysis here, but this could be
done in the future using e.g. Planck data.
• a free density of relativistic species, parametrized by a free effective neutrino
number Neff , differing from its value of 3.046 in the minimal ΛCDM model [64].
This parameter affects the time of equality between matter and radiation, but
this effect can be cancelled at least at the level of “early cosmology” by tuning
5In the case with spatial curvature, the result would remain identical only in first approximation. As
explained in Ref. [62], section II-B-2, the finite thickness of the last-scattering surface projects slightly
differently depending on curvature, such that the geometrical degeneracy is not exact. This is however
an effect of the order of 10−3, for Ωk = 0.02, so that the results of the previous section still extend to
curved models in very good approximation.
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100 ωb ωcdm ns Neff dArec(Mpc) 109e−2τAs Alp nlp
ΛCDM
2.279+0.053−0.056 0.124+0.011−0.013 0.979+0.019−0.019 3.77+0.58−0.66 12.35+0.46−0.53 2.01+0.10−0.10
` ≥ 100, marginalization over lensing potential amplitude and tilt
2.03+0.13−0.16 0.113+0.011−0.015 0.862+0.065−0.077 2.04+0.78−1.26 13.59+0.96−0.87 2.84+0.49−0.59 0.69+0.21−0.18 −0.23+0.57−0.43
Table 2.2 – Limits at the 68% confidence level of the minimum credible interval of model
parameters. The ΛCDM+Neff model of the first line has a seventh independent parameter
(zreio) that we do not show. We do not show either the limits on the three nuisance
parameters associated to the SPT likelihood.
appropriately the density of baryons and CDM. Even in that case, relativistic
species will leave a signature on the CMB spectrum, first through a change in the
diffusion damping scale λd(ηrec), and second through direct effects at the level of
perturbations, since they induce a gravitational damping and phase shifting of the
photon fluctuation [65, 66]. It is not obvious to anticipate up to which level these
effects are degenerate with those of other parameters. Hence it is interesting to
run Markov chains and search for “agnostic bounds” on Neff .
• neutrino masses (or for simplicity, three degenerate masses mν summing up to
Mν = 3mν). Here we are not interested in the fact that massive neutrinos affect
the background evolution and change the ratio between the redshift of radiation-
to-matter equality, and that of matter-to-Λ equality. This is a “late cosmology”
effect that we cannot probe with our method, since we are not sensitive to the
second equality. However, for masses of the order of mν ∼ 0.60 eV, neutrinos
become non-relativistic at the time of photon decoupling. Even below this value,
the mass leaves a signature on the CMB spectrum coming from the fact that,
first, they are not yet ultra-relativistic at decoupling, and second, the transition
to the non-relativistic regime takes place when the CMB is still probing metric
perturbations through the early integrated Sachs-Wolfe effect. Published bounds
on Mν from CMB data alone probe all these intricate effects [60], and it would
be instructive to obtain robust bounds based only on the mass impact on “early
cosmology”.
For the effective neutrino number, we performed two runs similar to our previous ΛCDM
and “fully agnostic” run (with marginalization over lensing amplitude and tilt), in
presence of one additional free parameter Neff . Our results are summarized in Table 2.2
and Figure 2.3. In the ΛCDM+Neff case, we get Neff = 3.77+0.58−0.66 (68% CL), very close to
the result of [67], Neff = 3.85±0.62 (differences in the priors can explain this insignificant
difference). It is well-known by now that the combination of WMAP and small-scale
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Figure 2.3 – One and two-dimensional posterior distribution (solid line) of the parameters
of the “agnostic” run with a free effective neutrino number. The dashed line stands for
the average likelihood distribution. The concentric contour lines in the two-dimensional
posteriors stand for 68, 95 and 99% CL.
CMB data shows a marginal preference for extra relativistic degrees of freedom in the
seven-parameter model. The surprise comes from our “agnostic” bound on this number,
Neff = 2.04+0.78−1.26 (68% CL). As explained before, this bound cannot come from a change
in the time of equality, nor in the scale of the first peak, nor in the late integrated
Sachs-Wolfe effect; it can only result from the measurement of the the sound horizon
ds(ηrec) relatively to the diffusion damping scale λd(ηrec), and from the direct effects of
extra relativistic degrees of freedom on photon perturbations. Hence it is normal that
Neff is much less constrained in the agnostic runs, but the interesting conclusion is that
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without assuming ΛCDM at late time, the CMB does not favor high values of Neff . It is
compatible with the standard value Neff = 3.046 roughly at the one-σ level, with even a
marginal preference for smaller values. This shows that recent hints for extra relativistic
relics in the universe disappear completely if we discard any information on the late
time cosmological evolution. It is well-known that Neff is very correlated with H0 and
affected by the inclusion of late cosmology data sets, like direct measurement of H0 or
of the BAO scale. Our new result shows that even at the level of CMB data only, the
marginal hint for large Neff is driven by physical effects related to late cosmology (and in
particular by the angular diameter distance to last scattering as predicted in ΛCDM).
The triangle plot in Figure 2.3 shows that in the agnostic run, Neff is still very correlated
with other parameters such as ωb, ωcdm and ns. These degeneracies are easily explained.
Increasing Neff increases the damping scale λd(ηrec) relatively to the sound horizon
ds(ηrec). So, in terms of angles, it increases the damping angular scale θD relatively
to the peak angular scale θs. Increasing ns can compensate this enhanced damping
by tilting the whole spectrum, so there is a positive correlation between Neff and ns.
Increasing ωb + ωcdm together with Neff can preserve the redshift of matter-radiation
equality, so there is also a positive correlation between Neff and ωb, and between Neff
and ωcdm. The correlation with ωb is stronger, because increasing ωb also has the effect
of decreasing θD relatively to θs (as shown in Ref. [68]), which counteracts the effect of
increasing Neff . Low values of Neff (significantly smaller than the standard value 3.046)
are only compatible with a very small ωb, ωcdm and ns. Note that in this work, we
assume standard BBN in order to predict YHe as a function of ωb (and of Neff when this
parameter is also left free), but we do not incorporate data on light element abundances.
By doing so, we would favor the highest values of ωb in the range allowed by the current
analysis (ωb ∼ 0.022), and because of parameter correlations we would also favor the
highest values of ωcdm, ns and Neff , getting close to the best-fitting values in the minimal
early cosmology model with Neff ∼ 3.046.
For neutrino masses, we performed two similar runs (summarised in Table 2.3 and
Figure 2.4), with now Mν being the additional parameter (assuming three degenerate
neutrino species). In the ΛCDM case, our result Mν < 1.4 eV (95%CL) is consistent with
the rest of the literature, and close to the WMAP-only bound of [60]: measuring the
CMB spectrum does not bring significant additional information on the neutrino mass.
In the agnostic run, this constraint only degrades to Mν < 1.8 eV (95%CL). This limit is
consistent with the idea that for sufficiently large mν , the CMB can set a limit on the
neutrino mass not just through its impact on the background evolution at late time (and
its contribution to ωm today), but also through direct effects occurring at the time of
recombination and soon after. It is remarkable that this is true even for neutrinos of
individual mass mν ∼ 0.6 eV, becoming non-relativistic precisely at the time of photon
decoupling. The conclusion that the CMB is not compatible with neutrinos becoming
non-relativistic before zrec appears to be very robust, and independent of any constraint
on the late cosmological evolution.
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100 ωb ωcdm ns Mν (eV) dArec(Mpc) 109e−2τAs Alp nlp
ΛCDM
2.205+0.046−0.049 0.114+0.0052−0.0050 0.949+0.014−0.013 < 1.4 12.86+0.13−0.13 2.16+0.10−0.12
` ≥ 100, marginalization over lensing potential amplitude and tilt
2.136+0.065−0.072 0.123+0.009−0.010 0.920+0.025−0.025 < 1.8 12.69+0.19−0.19 2.43+0.21−0.28 0.81+0.22−0.16 −0.11+0.58−0.32
Table 2.3 – Limits at the 68% confidence level of the minimum credible interval of
model parameters (excepted for Mν , for which we show the 95% CL upper limit). The
ΛCDM+Mν model of the first line has a seventh independent parameter (zreio) that
we do not show. We do not show either the limits on the three nuisance parameters
associated to the SPT likelihood.
2.5 Conclusions
Models for the latest stages of the cosmological evolution rely on a less solid theoretical
and observational ground than the description of earlier stages, like BBN and recom-
bination. Reference [56] suggested a way to infer parameters from CMB data under
some assumptions about early cosmology, but without priors on late cosmology. By
standard assumption on early cosmology, we understand essentially the standard model
of recombination in a flat Friedmann-Lemaître universe, assuming Einstein gravity, and
using a consistency relation between the baryon and Helium abundance inferred from
standard BBN. The priors on late cosmology that we wish to avoid are models for the
acceleration of the universe at small redshift, a possible curvature dominated stage,
possible deviations from Einstein gravity on very large scale showing up only at late
times, and reionization models.
We explained how to carry such an analysis very simply, pushing the method of [56] to a
higher precision level by introducing a marginalization over the amplitude and tilt of the
CMB lensing potential. We analyzed the most recent available WMAP and SPT data
in this fashion, that we called “agnostic” throughout the paper. Our agnostic bounds
on the minimal “early cosmology” model are about twice as weak than in a standard
ΛCDM analysis, but perfectly compatible with ΛCDM results: there is no evidence that
the modeling of the late-time evolution of the background evolution, thermal history and
perturbation growth in the ΛCDM is a bad model, otherwise it would tilt the constraints
on ωb, ωcdm and ns away from the “agnostic” results. It is interesting that WMAP and
SPT alone favor a level of CMB lensing different from zero and compatible with ΛCDM
predictions.


















































































































































Figure 2.4 – One and two-dimensional posterior distribution (solid line) of the parameters
of the “agnostic” run with a total neutrino massMν (assuming three degenerate neutrinos
of individual mass mν). Again, dashed line stands for average likelihood distribution,
contour lines indicate the 68, 95 and 99% CL.
with either a free density of ultra-relativistic relics, or some massive neutrinos that could
become non-relativistic before or around photon decoupling. In the case of free Neff , it is
striking that the “agnostic” analysis removes any hint in favor of extra relics. The allowed
range is compatible with the standard value Neff = 3.046 roughly at the one-sigma level,
with a mean smaller than three. In the case with free total neutrino mass Mν , it is
remarkable that the “agnostic” analysis remains sensitive to this mass: the two-sigma
bound coincides almost exactly with the value of individual masses corresponding to a
non-relativistic transition taking place at the time of photon decoupling.
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The derivation of these robust bounds was also for us an occasion to describe the main
feature of the new parameter inference code Monte Python, that we release together
with this paper. Monte Python is an alternative to CosmoMC, interfaced with the
Boltzmann code class. It relies on the same basic algorithm as CosmoMC, but offers a
variety of user-friendly function, that make it suitable for a wide range of cosmological
parameter inference analyses.
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3 Separate constraints on Early and
Late Cosmology
Foreword
The study presented in chapter 2 only focuses on disentangling the early and late
cosmology, in order to obtain model independent bounds for the early parameters. In
this study, the goal is to push the reasoning one step further and utilize this knowledge
on the early cosmology in order to assess, separately, the merit of different assumptions
about the late universe.
Indeed, after having obtained constraints independently of any assumptions, it is in
principle possible to add back, one by one, the hypothesis that were removed. This
way, you can test separately how good one part of the model works, independently of
another one. Here, we focus on addressing the single question: can a simple cosmological
constant, Λ, be responsible for the late homogeneous evolution of our universe. Indeed,
this assumption is often reassessed, and alternatives are proposed.
By introducing only this hypothesis, and still maintaining an agnostic attitude towards
the reionization history and on the clustering of matter, we can check whether or not Λ
provides a valid model for this part of the cosmological history. It will therefore only
address this specific question, centered on the homogeneous evolution.
The motivation for this works lies in the measurement by Planck [11], which found a value
of the Hubble rate close to H0 = 67 km/s/Mpc, whereas other homogeneous probes found
a value closer to H0 = 73 km/s/Mpc. Even though being only of the order of 2σ, this
observed small tension raised some questions. Since the two measurements are actually
probing H0 at different scales (the CMB measures it globally, while the homogeneous
measurements are essentially probing the value only locally), it might be an indication of
the small scale inhomogeneity of our universe. Since this explanation was proven to be
not sufficient [69], the need to somehow reconcile the two measurements stayed. Some
favored explanations were revolving around replacing the cosmological constant by a
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more refined explanation for the late-time acceleration of the universe. It was therefore
interesting to test the hypothesis of Λ using our framework.
It is important to keep in mind that, as explained in section 3.2, in order to render
the study agnostic, the information concerning the lower multipoles has been discarded.
Thus, no matter how much we manage to relax the hypothesis about Λ, we will still
be using less information than what we started with. This would in turn widen the
constraints on H0, and potentially resolve by itself the observed tension. It is not a
trivial point to resolve, however, because it is impossible to perform a standard analysis
with only the large multipoles. Indeed, as it can be realized by looking at section 2.2, the
low multipoles are the only one constraining the global amplitude of the initial curvature
power spectrum, As, leaving effectively this direction unconstrained - a difficult problem
for any parameter exploration. This fact is irrelevant for the agnostic analysis because
this amplitude appears only in the product e−2τAs. There is therefore not much that can
be done to alleviate this potential problem, except to remember this as being a limiting
factor of the analysis.
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Separate Constraints on Early and Late Cosmol-
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Abstract: Since the public release of Planck data, several attempts have been made
to explain the observed small tensions with other data-sets, most of them involving an
extension of the ΛCDM Model. We try here an alternative approach to the data analysis,
based on separating the constraints coming from the different epochs in cosmology,
in order to assess which part of the Standard Model generates the tension with the
data. To this end, we perform a particular analysis of Planck data probing only the
early cosmological evolution, until the time of photon decoupling. Then, we utilize this
result to see if the ΛCDM model can fit all observational constraints probing only the
late cosmological background evolution, discarding any information concerning the late
perturbation evolution. We find that all tensions between the data-sets are removed,
suggesting that our standard assumptions on the perturbed late-time history, as well as
on reionization, could sufficiently bias our parameter extraction and be the source of the
alleged tensions.
3.1 Introduction
It is a well established fact that early cosmology history until photon recombination is
well understood. What happens after this epoch relies however on a less solid ground.
The nature of dark energy, the details of reionization, the collapse of structures, all this
is based on priors that are not well tested, or non-linear physics, and thus might bias our
analysis.
As was done originally in [56], it is possible to devise an analysis of the early cosmology
parameters that is independent of assumptions concerning the late universe, providing
so-called “agnostic” constraints, i.e. constraints without believing in any late-time
cosmology model. In [1], this analysis was done with the data sets available at the time,
and improved in order to be also independent of the CMB lensing contamination. It
provided a consistency check of our current standard model of early-cosmology.
The purpose of this paper is two-fold. On the one hand, we refine the “agnostic” analysis
with a better treatment of the lensing marginalization, and update it to the current
Planck data. On the other hand, we propose to utilize this newly acquired knowledge
about the early universe and treat it as a measurement of early quantities, in the sense
that it gives posterior distribution on a set of cosmological parameters. From there, one
can assume a model for the homogeneous late-time evolution, and test the implications
of the previous measurement on this model, as well as the constraints coming from other
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probes. The goal would then be to exclusively test the merit of the cosmological constant
as an explanation for the late time acceleration, without any contamination from other
assumptions. This second point could be extended in the future to more general models
for late cosmology, involving e.g. neutrino masses or dynamical dark energy.
The main idea behind this approach is to be able to separate the effects of different
assumptions on parameter extraction. In order to say that the ΛCDM model is in tension
with current measurements, one must be sure that this tension is a failure of the model
to describe the late-time acceleration, and is not due to some of our assumptions about
structure formation, or about reionization, for instance. We will therefore adopt a simple
ΛCDM model for the late homogeneous cosmology.
With the recent release of Planck temperature anisotropies map, it is possible to apply
these ideas and see how it affects the analysis. Indeed, there are some tensions between
the current Planck analysis [11, 70] and the results of other cosmological probes: as it
has for instance been pointed out in [71], current existing constraints on the value of H0
disagree with each other. One example is the discrepancy between the Planck result of
the Hubble parameter: H0 = 67.3± 1.2 km s−1 Mpc−1, and the Hubble Space telescope
measurement: H0 = 73.8± 2.4 km s−1 Mpc−1, at 1σ. Although only a 2σ tension, it
could be seen as a sign of something wrong in the theoretical assumptions. It has been
proposed in [69] that this tension could be partially lifted by taking into account the
local gravitational potential at the position of the observer in the HST measurement,
but this effect is not enough to sufficiently relieve the tension. Another mismatch exists
between the value of σ8 as probed by the weak lensing of the CMB or through the
Sunyaev-Zel’dovich cluster count identified with Planck - it may advocate for neutrino
mass although this is not favored by Planck temperature anisotropies spectrum alone. A
recent proposition states that these anomalies are alleviated when analysing in a different
way the 217 GHz map [72]. We are assuming here that the standard, publicly available
likelihood is correct.
The idea of the paper is to see if one can reduce the observed tensions, by assuming
only a minimal number of hypotheses. It is interesting to check whether one can make
all current experiments agree with each other, by performing first an “agnostic” early
universe analysis, and then assuming ΛCDM for the late-time homogeneous evolution.
At the very least, it would show the importance of the missing assumptions, especially in
the case of studying extended standard models.
In section 3.2, we will present an improved “agnostic” analysis method, and discuss its
similarities and differences with the standard analyses. In section 3.3, we will show how
to take one further step and derive constraints on a standard ΛCDM model coming from
different homogeneous probes. We will show and discuss the results in section 3.4 and




The main idea on which the so-called “agnostic” study [1] relies on is the realisation
that, at the level of the primary (unlensed) power spectrum, the late-time cosmological
parameters of some standard scenarios have a clear effect. They simply globally rescale
in amplitude (C` → αC`), or shift the position of the peaks through a rescaling of
the multipoles (C` → Cβ`). In the Standard Model, the amplitude is controlled by
a combination of the initial amplitude of perturbations As and the optical depth at
reionization τreio, while the rescaling of the multipoles is affected by the angular diameter
distance at decoupling drecA - as far as large multipoles (i.e. ` ≥ 50) are concerned.
Thus, by removing the low-multipole from the analysis, and marginalizing over these
two quantities, one should in principle be able to extract constraints on early cosmology
parameters, independently on our assumptions for the late evolution.
By contrast, a standard analysis of the Standard Model would constrain the following
set of parameters:
{ωb, ωcdm, As, ns, τreio, drecA }
Where ωb and ωcdm designate respectively the physical baryon and cold dark matter
density, As and ns the amplitude and tilt of the initial scalar perturbations, and drecA
the angular diameter distance at recombination. On the other hand, by performing an
“agnostic” analysis, hence removing low multipoles and marginalizing over the parameters
controlling the rescaling in amplitude and multipole, one would actually constrain:
{ωb, ωcdm, e−2τreioAs, ns, drecA }
The relevant extracted information would then lie in the marginalized posterior distribu-
tion of the remaining, early parameters: ωb, ωcdm and ns.
Note that this discussion is also valid for extensions of the Standard Model where only the
late evolution is different (e.g. with spatial curvature, non-zero neutrino mass, dynamical
Dark Energy, but not for models with free Neff , varying constants, or Lorentz-violating
dark energy).
Since one observes in reality lensed anisotropies, it is crucial to treat the effect of lensing
on the CMB photons in the same agnostic way. In the standard analysis, the lensing
potential is generated by the same initial power spectrum amplitude and tilt than the
one generating the perturbations. However, this assumes that ΛCDM is valid for the
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late-homogeneous evolution, and this assumption should not be used here.
If one wants to be as general as possible, the lensing power spectrum can have any
shape and amplitude, and should not be the same as the one generated by As and ns.
In [1], two parameters Alp and nlp were introduced for the lensing potential, that simply
modified the shape of the original spectrum. Hence, Alp = 1 and nlp = 0 correspond
there to the standard amount of lensing generated by the underlying power spectrum
in a ΛCDM universe. In this parametrisation, the meaning of these value changes from
one point in parameter space to the other, because they are defined with respect to the
initial power spectrum.
Instead, in this paper, we reformulate the approach, and we use these two parameters
Alp and nlp to define, on their own, respectively the amplitude and the tilt of the lensing
potential, and allow to marginalise over them. In this way, if they are equal to As and
ns, respectively, it will mean that the lensing is caused by a late-time ΛCDM universe.
By allowing them to vary freely, we do not impose this prior knowledge. We moreover
set the pivot scale of this lensing potential to coincide with the maximum of the lensing
potential, which is roughly k = 0.012/Mpc from Planck data.
Finally, we set the effective number of relativistic species Neff to 2.03351, and we take one
massive neutrino of a total mass of 0.06 eV, as specified in the base analysis of the Planck
study. These values impact the prediction of H0 by 0.6 km s−1 Mpc−1 - a significant
change considering Planck error bars on the Hubble rate.
We run the Markov Chain Monte Carlo code Monte Python1 on Planck data, in which we
only take the high-` likelihood (starting at ` = 50). We discard the information coming
from the WMAP polarisation data, and from the low-` likelihood. We also discard the
lensing reconstruction likelihood to avoid making hypotheses on structure formation.
Note also that, due to the way the Planck likelihood is coded, it was not possible to
use only the multipoles above 100, as was advocated in [1]. The error introduced by
not taking the same starting multipole is readily estimated from the previous analysis.
Indeed, Planck and WMAP have the same sensitivity around these multipoles, so one
expects the contamination from the late-time cosmology to be of the same order than
for WMAP. From table 1 in this reference, one can estimate the similarity between the
distributions A (starting at ` = 100), B (starting at ` = 60) and C (taking all multipoles),
for each parameter. In average, we see that the distributions B overlap with 85% of
A, whereas the distributions C overlap with 60% of A. It is then clear that starting
the analysis at ` = 50, while not removing the entire contamination from the late-time
cosmology, manages nonetheless to suppress a significant part of it.
1http://montepython.net
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The final set of varied parameters is then
{ωb, ωcdm, e−2τreioAs, ns, drecA , Alp, nlp}.
Through this analysis, one can obtain model-independent information on the values of
ωb, ωcdm and ns.
It has to be noted that a similar approach was performed in the standard analysis [11],
with only the lensing amplitude being varied (parameter Al in this paper), but not the
lensing tilt. This was simply done to highlight the fact that the CMB alone preferred a
value slightly higher than 1 for this parameter. The test was done both with Al defined
with respect to the initial power spectrum, and with Al defined on its own2. These results
were however not further investigated.
3.3 Constraining the late time homogeneous evolution
We have seen in the previous section how to obtain in principle a constraint on early
cosmological parameters, with their posterior distribution and correlations, in a model-
independent way. We want now to push the analysis further, and utilize this knowledge to
determine whether or not ΛCDM is a good model to explain the homogeneous evolution
of the late-time universe.
The idea is to choose a model for the late-time evolution, namely the cosmological
constant, and test its merit to explain the accelerated expansion. By basing our analysis
on the “agnostic” study, we have indeed the possibility to test this single assumption,
without involving any other one. This approach thus differs from the standard one by the
fact that we test separately the hypotheses of the standard model, instead of evaluating
the general merit of all of them considered at the same time.
We will restrict ourselves to a flat universe. Therefore, since we only look at the
background evolution, the only relevant parameters are:
{h,ΩΛ} (3.1)
or other ones related to these two through the budget equation, such as Ωm and H0.
We then test this cosmological set of parameters against the following existing data on
homogeneous cosmology:
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supernovae, as well as its spectroscopic redshift. One can then ask the angular
diameter distance from the cosmological code, compute the luminosity distance
with the relation dL = (1 + z)2dA, and compare it with the observed one. Recalling
that










Ωm(1 + z)3 + ΩΛ
, (3.2)
one would expect this probe to be sensitive both to the values of h and ΩΛ.
However, the likelihood formula uses a simple χ2 formula for each data point, with
non zero correlations between them, as well as a marginalized nuisance parameter
accounting for the absolute magnitude of the measurement. This leads that only the
information on ΩΛ is extracted from this experiment. We used the data from [74]
(Union2 data) in this study.
3. BAO: The observed Baryonic Acoustic Oscillation scale at a given redshift is given





where rdrags is the baryon drag scale (photon and baryon are usually considered to
decouple at the same time, but since there are much less baryons, they actually
decouple slightly later than the photons (around z = 1000). This period where
they are still in equilibrium with the remaining photons is called the drag epoch,
and the drag scale thus marks the end of this epoch). The baryon drag scale is
determined by the agnostic analysis (it is followed as a derived parameter), with
an accuracy better than 1%.
dA(zsurvey) and dR(zsurvey) = zsurvey/h(zsurvey) are respectively the angular diameter
and radial distances, measured at the redshfit of each galaxy. The denominator
consists of the geometric mean of these two quantities, that both vary strongly
with h and ΩΛ. The BAO likelihood is then simply built as a χ2 formula on every
measured point. The data used comes from 6dFGRS [75], SDSS-II [76] (Data
Release 7),and BOSS [77] (Data Release DR9).
The standard analysis of the BAO data relies on computing the baryon drag scale,
as well as angular and radial distances at a given redshift, for each point in the
parameter space during the parameter extraction. We adapted this method to
consider the baryon drag scale as a measured quantity, coming from the agnostic
study, with a best-fit and an error. We add both the measurement error from
the BAO data and this measurement error from the agnostic study in quadrature,
and keep the simple χ2 formula. It has to be noted that the baryon drag scale is
measured with a precision of 0.5%, so the error is dominated by the BAO error.
4. Time Delay: Quasar Time-Delay measurements probe cosmological parameters
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through the time delay between different images of gravitationally strongly lensed
quasars. The chosen quasars have a highly intrinsic variable light curve, which is
then observed coming from separate positions, and thus having travelled through
different path. The time-delay between the different images accounts for differences
in the path, but also from the different Shapiro delays induced by the lensing
galaxy (for an in-depth explanation of the measurement, see [78]). This time-delay
distance D∆t is defined as follows:




where Dd is the angular diameter distance to the lens, zd the redshift of the lens, Ds
the angular diameter distance to the source and Dds the angular diameter distance
between source and lens. The data we used for this study is taken from [79] and [80],
with a shifted log normal distribution.
Finally, we have to take into account the information coming from the early parameter
analysis. To do this, we can realise that this first analysis gives the posterior distribution
for ωb, ωcdm and drecA . As seen previously, drecA is a function of {h,ΩΛ}, and ωb + ωcdm =
ωm = 1−ΩΛh2 , for a flat universe. As mentioned previously, since ωb is measured to a much
greater precision than ωcdm, and since only the sum of the two is involved in the late-time
evolution, we fixed ωb to its best-fit value.
We thus use the 2-dimensional posterior distribution of drecA and ωcdm found with an
“agnostic” analysis to define a multi-Gaussian likelihood, which seems a reasonable choice
considering Fig 3.1. As these two parameters are found to be correlated in this first
study, it is crucial that our likelihood takes into account this degeneracy. If one did not
take into account this correlation, one would have lost a factor of two in the marginalised
error bars. In the next section, this last experiment will be referred to as Planck (this
work). It corresponds then to the constraint coming from Planck data alone, which will
be compared with the aforementioned probes of homogeneous cosmology.
3.4 Results
3.4.1 “Agnostic” early universe results
We used for this study the public Boltzmann code class [24]. After running MCMC
chains with monte python3, with a modified Metropolis-Hastings algorithm [46], we
obtain the best-fit, mean and one-sigma constraints for our “agnostic” parameters, as
shown in table 3.1. In this table, we compare with the standard results based on the




Parameters This work Planck Standard
100 ωb 2.243+0.038−0.042 2.205± 0.028
ωcdm 0.1165+0.0036−0.0038 0.1199± 0.0027





Table 3.1 – The “agnostic” analysis gives a value for − lnLmin = 3895.34, and a minimum
χ2 = 7791, to compare with χ2 = 7797.91 from the standard analysis - an expected
improvement considering the two additional parameters. Note that the 1σ interval of
“this work” has always an overlap with the 1σ interval of “Planck”, even though the
central value falls outside for both ωb and ωcdm.
there are only minor shifts in central values for most of the parameters. The error bars
are however degraded by around 40%.
Note that it was not possible to perform a comparison of the posterior distribution of the
cosmological parameters between the agnostic approach and a standard analysis using
only the high-` likelihood. Indeed, this data set alone leaves unconstrained a degeneracy
between As and zreio, leading to extremely poor convergence. It is only with the inclusion
of the low-` likelihood and the WMAP polarisation that convergence is reached.
Notice as well that it is not possible to compare the distribution of the parameter
10+9e−2τAs, even though the Planck analysis provides the distribution for the parameters
that appear in this combination. This is due to the fact that there is a flat prior on this
specific combination of parameters, whereas in Planck analysis, the flat prior is set on τ
and ln(1010As).
3.4.2 Late time universe results
The most important differences with respect to the standard analysis start to appear
when analysing the late-time universe with minimal assumptions.
The mean values for the H0 parameter, for all the different experiments, are summarised
in table 3.2. One can notice on the first hand that, in addition to a wider error bar on
the Hubble parameter, the central value is significantly different than the one from the
published Planck analysis. The central value and marginalised posterior distribution at
1σ are H0 = 69.8± 1.9km s−1 Mpc−1, to contrast with H0 = 67.3± 1.2km s−1 Mpc−1.
Note first that the two values are in agreement at the level of 1σ, and that the discrepancy
in both central value and marginalised width can be attributed to i) the contaminating
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eters. We then utilized this knowledge to constrain the parameter space of {H0,Ωm},
and compared this analysis with other experimental probes of the homogeneous late-time
universe.
We showed that, in contrast with the standard analysis, this study reconciles the local
measurement of H0 and Planck data, without sacrificing the agreement with the other
data-sets.
Our analysis demonstrated that some of the less often tested assumptions behind the
Standard Model of Cosmology, like the reionization history and the growth of structures,
can play an important role in the determination of the posterior distribution of its
parameters. It seems striking that the effects described here are on par with existing
propositions for evidence for new physics in Planck data.
It is at the best of our knowledge not possible to further refine and pinpoint which
assumption in particular is biasing the most the standard analysis in the direction of
lower H0 values. Indeed, to achieve this goal, one would need to compare this “agnostic”
analysis of the high-` likelihood with a standard analysis of the same. However, as
discussed above, the presence of a large degeneracy between As and zreio prevents the
convergence of the parameter extraction in this case.
It is not our point to suggest that this method is a better way to reconcile the data-
sets than any other proposition, but rather to highlight the importance of testing as
thoroughly as possible every underlying assumptions of our standard model of cosmology.
This only further illustrates the fact that the Planck satellite opened the doors of a
precision era in our field. Such effects were previously considered unimportant, because
of the lack of resolution of past experiments. With access to such a high sensitivity
experiment, a better understanding of the underlying assumptions behind our Standard
Model, notably the role of reionization and structure formation, seems to be in order.
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Foreword
The two following chapters are focused on constraining the nature of DM from cosmology.
It has to be seen as a complementary approach from the usual three competitors: direct
detection, indirect detection, and collider searches.
In a sense, this approach is closer to indirect detection, since it merely consists in trying
to find any unusual signature on cosmological probes that would indicate a non-standard
property of DM. The distinct advantage of this approach over collider searches or direct
detection is that it can be more model-independent.
The study presented in this chapter addresses a simple question: could a DM candidate
annihilating into SM particles produce a sufficiently strong emission to account for the
entire reionization of the universe? This would effectively solve two problems at once. On
the one hand, reionization is one of the less understood aspects of the SM of cosmology:
it corresponds to a period where stars are supposed to reionize the Inter-Galactic Medium
(IGM), but is modelled by a simple empirical formula. On the other hand, many models
of DM from particle physics predict a non-zero annihilation rate to SM particles. It could
then be possible to explain reionization completely or partially as a signal of annihilating
DM, and derive as a consequence some constraints on the nature of the DM candidate.
Knowing that DM clusters and forms halos, our attempt was to verify whether the
bounds inferred from halo emission are stronger or not than the diffuse signal coming
from background emission. By letting the halo parameters vary freely, we checked that
except for very sharp halo profiles, the effect from the annihilation from within halos is
less strong than the one from the mean background density. It is worth mentioning that
the halo profiles are still an open question in the field, and that there are two orders of
magnitude difference in the predicted density in the center of the halos, depending on
the model. Sharp profiles are therefore not excluded so far by the data.
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The reionization computation was implemented numerically by modifying two existing
codes, recfast and hyrec. Assuming that all reionization is performed by DM annihila-
tion, we performed a parameter extraction against WMAP and SPT data. The resulting
reionization is however very smooth in redshift, which is in tension with the Gunn-
Peterson observation, stating that the level of gas ionization changed abruptly around a
redshift of six. This represents also an obstacle for the standard reionization scenario, but
by deciding for a hybrid reionization process, it was possible to accommodate for both
observations. We show in fig. 4.11 the three different models, and highlight in fig. 4.14
the consequence of this extraction on the mass/cross-section plane. It covers the three
different profiles that we considered in this study, which characterise our uncertainty.
The horizontal blue line represents the thermal cross-section for the WIMP to have the
proper abundance. If we assume a realistic prior on the IGM temperature (green lines),
we notice that cosmology excludes DM masses below 10GeV to 1TeV, depending on the
halo model.
Finally, it is worth mentioning that the annihilation presented here is assumed to have no
impact on the gravitational behaviour of CDM. As will be discussed in further details in
chapter 5, where only the gravitational effect will be taken into account, it is subdominant
compared to the effect on reionization.
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Abstract: The annihilation or decay of Dark Matter (DM) particles could affect the
thermal history of the universe and leave an observable signature in Cosmic Microwave
Background (CMB) anisotropies. We update constraints on the annihilation rate of DM
particles in the smooth cosmological background, using WMAP7 and recent small-scale
CMB data. With a systematic analysis based on the Press-Schechter formalism, we
also show that DM annihilation in halos at small redshift may explain entirely the
reionization patterns observed in the CMB, under reasonable assumptions concerning
the concentration and formation redshift of halos. We find that a mixed reionization
model based on DM annihilation in halos as well as star formation at a redshift z ' 6.5
could simultaneously account for CMB observations and satisfy constraints inferred
from the Gunn-Peterson effect. However, these models tend to reheat the inter-galactic
medium (IGM) well above observational bounds: by including a realistic prior on the IGM
temperature at low redshift, we find stronger cosmological bounds on the annihilation
cross-section than with the CMB alone.
4.1 Introduction
In the minimal ΛCDM model, the CMB has very little to say about Dark Matter (DM),
apart from a measurement of the relic abundance parameter ΩDMh2. However, there is a
chance that DM could leave another signature in the CMB. In the case of annihilating DM,
if the ratio of the annihilation cross section over the mass is not too small, annihilation
products could contribute to the ionization of the thermal bath, and affect the history
of recombination and reionization. This has already been discussed in detail in several
references including [81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92]. In the case of decaying
dark matter, similar effects could take place if the particle lifetime is not too large
[93, 94, 95, 96, 97].
In a detailed study of these mechanisms, assumptions concerning the nature of dark matter
are of course crucial. Different DM particles may annihilate or decay in different channels
(into hadrons, leptons, gauge bosons, etc.). The produced particles can themselves
decay in several steps, until only stable particles like electrons, photons and neutrinos
remain. While the energy contained in neutrinos is lost for the cosmic plasma, other
decay products can contribute to the ionization and heating of this plasma. The
authors of [87] computed f(z), the redshift-dependent fraction of the energy produced
by annihilations that contributes to the ionization and heating of the plasma, for several
WIMP models. Similar calculations could be carried on any type of annihilating or
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decaying DM particles. In a cosmological analysis like that presented in this paper,
we don’t need to refer specifically to a given DM particle, and we may incorporate all
model-dependent particle physics assumptions in the unknown fraction f(z).
In this work, we revisit the impact on the CMB of annihilating DM. We will not introduce
any new physical ingredients, neither from the point of view of particle physics, nor
from that of structure formation models. However, we will present some new generic
parametrizations of the relevant phenomena, in order to perform a systematic comparison
of various models to recent CMB data sets. This will allow us to tighten some of the
bounds presented previously in the literature.
In section 2, we summarize the impact of DM annihilation on recombination, and explain
how we took it into account by modifying the public Boltzmann code class. This code
can simulate recombination with either of the two public codes recfast and hyrec. We
double-checked our results by modifying the two algorithms. We show that they give
the same results, but for non-trivial models like those assumed in section 4, only hyrec
remains numerically stable.
In section 3, we focus on the effects of annihilation in the smooth DM background
distribution. We find similar but slightly stronger bounds than in recent studies, thanks
to our updated CMB data set. With a generic parametrization of the redshift-dependence
of the function accounting for the fraction of energy released to the gas, we confirm that
current CMB data is not sensitive to this dependence.
In section 4, we consider the additional effect of enhanced DM annihilation in halos at
small redshifts. This effect has been previously discussed in several references including [83,
84, 85, 88, 91, 92]. Some of these works suggest that it could account for a significant
fraction (if not the totality) of the reionization of the universe at low redshift. We derive
an approximate but rather generic parametrization of this effect, and carry on the first
systematic parameter inference using current CMB data in a model with reionization from
annihilation. We also confront to the data a mixed model, with reionization explained
both by DM annihilation and star formation, and discuss the relevance of this model for
explaining simultaneously CMB data and Gunn-Peterson bounds. Finally, we show that
these models tend to reheat the inter-galactic medium (IGM) well above observational
bounds; by including a realistic prior on the IGM temperature at low redshift and allowing
most of the reionization to be due to star formation, we find stronger cosmological bounds
on the annihilation cross-section than with the CMB alone.
Our general conclusions and future directions of research are outlined in section 5.
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4.2 Equations of recombination with Dark Matter annihi-
lation
4.2.1 Standard recombination
Before discussing the impact of DM annihilation (or alternatively dark matter decay)
on the recombination history, we first briefly review the standard recombination model.
We start by describing the simple three-level atom model of Peebles [98, 99] and then
discuss the subsequent improvements of this model.
In what follows we shall assume that helium has entirely recombined (which is indeed
the case for all redshifts of interest) and only deal with hydrogen recombination. We
denote ne the number density of free electrons, nH the total number density of hydrogen
(in ionized and atomic forms), xe = nenH the free electron fraction and TM (resp. Tr) the
matter (resp. photon) temperature.
The effective three-level atom (TLA) model
It is well known that direct recombinations to the ground state are highly inefficient: if a
hydrogen atom forms directly in its ground state, it emits a photon which is going to
immediately ionize an other atom, leaving the overall free electron fraction unchanged.
The basic idea of Peebles’ “case B recombination” is that efficient recombination only
takes place when the electron gets first captured into an excited state n ≥ 2, from
which it cascades down to n = 2. The newly formed atom may then eventually reach
the ground state, either by emitting a Lyman-α photon from 2p, or by the 2s → 1s
two-photon process. The Lyman-α line being very optically thick, the net rate of 2p→ 1s
transitions is, to a first approximation, the rate at which Lyman-α photons redshift
across the resonance. At early times (z & 900), the net rate of transitions from the
n = 2 state to the ground state is much smaller than the rate at which excited atoms are
photoionized by CMB photons, and the slow 2→ 1 transitions constitute the bottleneck
of the recombination process. At late times (z . 900), the intensity of the radiation
field drops, and atoms that do recombine to an excited state almost certainly reach the
ground state; during this period the new bottleneck is the rate at which free electrons
and protons can encounter each other and recombine.
To correctly describe recombination, accounting for the effects mentioned above, Peebles
introduced the pre-factor C defined as
C = 1 +KHΛHnH(1− xe)1 +KH(ΛH + βH)nH(1− xe) , (4.1)
where ΛH = 8.22458 s−1 is the decay rate of the 2s level, KH =
λ3Lyα
8piH(z) accounts for the
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cosmological redshifting of Lyman-α photons1, and βH is the effective photoionization
rate from n = 2 (per atom in the 2s state). C represents the probability for an electron
in the n = 2 state to get to the ground state before being ionized. The evolution equation
for the free-electron fraction is then given by
dxe
dz









where αH is the case-B recombination coefficient and να is the Lyman-α frequency.
Because the effective recombination rate per free electron CαHxenH is always much
smaller than the Hubble rate (due to the two bottlenecks mentioned above), primordial
recombination proceeds much slower than in Saha equilibrium.
In addition, the matter temperature is determined from the Compton evolution equation:
dTM
dz




1 + fHe + xe
(TM − Tr) + 2TM1 + z . (4.3)
= 1(1 + z) [2TM + γ(TM − Tr)] , (4.4)






1 + fHe + xe
,
where σT is the Thomson cross-section, ar the radiation constant, me the electron mass,
c the speed of light and fHe the fraction of helium by number of nuclei. When γ  1,
the matter temperature is locked to the radiation temperature by Compton heating,
TM ≈ Tr ∝ (1 + z); it decays adiabatically as TM ∝ (1 + z)2 when γ  1.
Beyond the TLA model
With the prospect of upcoming high-precision data from the Planck satellite, several
groups have revisited the simple TLA model presented above and introduced important
corrections. Here we use the codes recfast [100] and hyrec [101] which implement
these corrections, approximately for the former and exactly for the latter. The corrections
are of two types:
• Highly excited states of hydrogen are not in Boltzmann equilibrium with each other,
and one must account for all bound-bound and bound-free transitions involving them,
including stimulated transitions. The original recfast code accounted for these transi-
tions approximately by multiplying the case-B recombination coefficient (and effective
photoionization rate) by a “fudge factor” F = 1.14, fitted to reproduce multilevel compu-
tations [100]. The original computation of Seager et al assumed that angular momentum
1[KHnH(1− xe)]−1 is the rate of escape of Lyman-α per atom in the 2s state
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substates were in statistical equilibrium. This approximation, however, was shown not
to be accurate enough [102, 103]. The latest version of recfast2 attempts to account
for these more detailed high-n computations approximately by using a new fudge factor
F = 1.125.
It turns out that the effect of highly-excited states can be exactly and efficiently accounted
for by generalizing the case-B coefficient to a non-zero CMB temperature [104, 105].
The code hyrec is using precomputed effective recombination coefficients in an effective
few-level atom model, at virtually no speed cost compared to the TLA model, and with
the advantage of being exact.
• Being the recombination bottleneck at early times, the Lyman-α escape and two-
photon 2s → 1s decays need to be modeled very precisely. Several radiative transfer
effects were shown to be important for high-accuracy predictions of CMB anisotropies
(see for example Refs. [106, 107, 108, 109, 103] and references therein). Detailed codes
such as hyrec and cosmorec [103] account for all important radiative transfer effects
exactly, by evolving the radiation field numerically. This part of the calculation is heavier
computationally, but efficient implementations render the runtime for the recombination
calculation comparable with the runtime of the Boltzmann code itself. recfast accounts
for radiative transfer effects by adding a correction function to the recombination rate
x˙e|corr, fitted to reproduce the detailed codes for cosmologies close to the current best-fit
value.
4.2.2 Parametrization of Dark Matter annihilation
We wish to express the rate at which the energy released by DM annihilations is injected
in the thermal bath. In the next subsection, we will summarize how this energy is used
and in which proportions.
We can write the energy injected into the plasma per unit of volume and time as the
product of the number of DM particle pairs npairs, the annihilation probability per unit of
time Pann, the released energy per annihilation Eann, and the redshift-dependent fraction





(z) = npairs·Pann·Eann· f(z) = nDM2 · 〈σv〉·nDM· 2mDMc
2· f(z)




In Eq. (4.5), σ is the annihilation cross-section, v is the relative velocity of DM particles,
〈σv〉 is the average of σ × v over the velocity distribution, mDM the mass of the DM
2This work was completed using recfast v1.5.1. The next version 1.5.2, including new fudge factors
leading to very good agreement with HyRec, was released after the submission of this paper.
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particle, ρc = 3H
2
0
8piG the critical density of the universe today (with H0 the Hubble constant
today), and ΩDM the Dark Matter abundance today relative to the critical density. In
the case where DM consists of Dirac Fermions, there should be an extra factor 1/2 in
the last two equalities (since only half of the pairs are made of one particle and one
anti-particle). If this is the case, we can decide to absorb this factor in a redefinition
of f(z). Then, for a given cosmological evolution, all the model-dependent part of the





The authors of [87] computed f(z) for several WIMP models. They found that f(z)
is a smoothly decreasing function, lying in the range from 0.2 to 0.9 at redshift 2500
(depending on the WIMP mass and dominant annihilation channel), and decreasing by
a factor 2 to 5 at small redshift. Similar calculations could be carried for any type of
annihilating or decaying DM particles.
4.2.3 Effects of Dark Matter annihilation on the thermal history of
the universe
The energy injected by DM annihilation has three effects: ionizing the plasma, exciting
hydrogen atoms , and heating the plasma [110, 86]. A fraction of the atoms excited by
the second mechanism will be subsequently ionized by CMB photons. Hence, the first
two effects (illustrated in Figure 4.1) have a direct impact on the free electron fraction,







Figure 4.1 – Illustration of the impact of DM annihilation on Peeble’s “case B recombina-
tion” model. The upper dashed line correspond to the ionized state, with separate proton
and electron. The two red arrows correspond to the two cases considered in this paper
for the DM energy injection. IXi is the rate of direct ionization per redshift interval,
while IXα is the transition rate from the ground state, both due to DM annihilation only.
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For simplicity, let us introduce the basic equations describing the three effects of DM
annihilation using the on-the-spot approximation, which supposes that all interactions
between the decay products of DM annihilation and the plasma take place locally, on a
time scale negligible with respect to the expansion time scale.
Ionization of the plasma. In the on-the-spot approximation, if χi(z) denotes the
fraction of the injected energy going into ionization, and Ei the average ionization energy









where we used dz/dt = −(1 + z)H. Shull and Van Steenberg found that for a neutral
gas, approximately 1/3 of the energy goes into ionization [111]. For an ionized gas, none
of the energy can be used for ionization. Thus, for a partially ionized gas, Chen and
Kamionkowski proposed to approximate χi by (1−xe)/3 [93]. The fact that χi ∝ (1−xe)
makes physical sense, since the ionization rate must be proportional to the abundance of
neutral hydrogen.
Excitation of hydrogen. The rate of collisional excitation of hydrogen (1s→2p and
1s→2s transitions, etc.) due to DM annihilation is similar to that of direct ionization,
with Ei replaced by the Lyman-α energy Eα and χi(z) by the fraction χα(z) of the
injected energy going into excitations. Once a given atom is in the n = 2 state, it has a
probability (1− C(z)) to be ionized by CMB photons. Thus, the net ionization rate per









Chen and Kamionkowski showed that in first approximation one may assume χi = χα =
(1− xe)/3. Note that this process is subdominant with respect to the direct ionization of
the plasma.
Heating of the plasma. Finally, DM matter annihilation heats the plasma at a rate











with χh = 1− χi − χα = (1 + 2xe)/3 the remaining fraction of the total injected energy.
The range of validity of these equations extends beyond the on-the-spot approximation,
provided that the ratio dEdV dt
∣∣∣
DM
stands for the effective injection rate at redshift z coming
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from DM annihilation at all redhsifts z′ ≥ z, taking into account energy transfer and
absorption processes between z′ and z. The function f(z) was actually computed by
[87, 112, 91] beyond the on-the-spot approximation.
4.2.4 Recombination equations with DM annihilation
We can now write the modifications needed for each of the two recombination codes
recfast and hyrec, both implemented in the Boltzmann code class3 [23, 24] used
throughout this work. The point of using two different codes is to compare the results
and check that our approach for including annihilation effects is robust and consistent.
In addition, we will see that in some of the cases discussed below, the second code is
more stable numerically and allows to explore more general models.
Given equations (4.5 – 4.9), implementing DM annihilation in the two codes only requires
to add two new terms proportional to pann(z) in the basic equations for hydrogen










































where the subscript “st” stands for the standard rates, given by eqs (4.2,4.3) for case
B recombination. These equations neglect the possibility that a fraction of the energy
released by DM annihilation would serve for helium ionization. As in ref. [89], we checked
that such a refinement would have a negligible impact on the CMB spectra.
In hyrec, it is also necessary to write separately the impact of DM annihilation in the
equations accounting for approximation schemes, like the steady-state approximation for
the matter temperature at early times. In appendix B, we write explicitly our modified
hyrec equations.
In section 4.4, we will introduce extra modifications allowing to account for DM annihila-
tion at small redshift beyond the on-the-spot approximation. Our modification to class,
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4.3 Dark Matter annihilation before structure formation
and reionization
In this section, we wish to better understand the impact of DM annihilation on the CMB
at relatively high redshift, i.e. roughly for z & 100. At lower redshift, enhanced DM
annihilation in non-linear structures might be responsible for additional effects that we
will study separately in the next section. Since the two regimes have a rather different
impact on the CMB spectra, it is legitimate to split the discussion in this way. DM
annihilation effects on the CMB at high redshift have been thoroughly investigated by
Galli et al. [86, 89, 90]. In this section, we will only update previous results, before
exploring new models including halo effects in the next section.
For simplicity, we first assume in subsections 4.3.1, 4.3.2, 4.3.3 that the annihilation
parameter pann is independent of redshift, as in [86, 89]. We will relax this assumption
in subsection 4.3.4.
4.3.1 Annihilation effects on xe and TM
In fig. 4.2, we show the evolution of xe(z) and TM(z) computed with either recfast or
hyrec for four values of the annihilation parameter. We tested recfast and hyrec





















Figure 4.2 – Free electron fraction and matter temperature as a function of the redshift
with, from bottom to top, pann = 0, 10−6, 5· 10−6 or 10−5 m3s−1kg−1. For each value of
pann, we used either recfast or hyrec, and two different options for each of the two
codes; the four results agree to better than a few percent, and the difference would be
indistinguishable on the plots.
in two modes: for recfast, with or without taking into account the hydrogen physics
effects described in [113] (using the switch Hswitch), and for hyrec, using the mode
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RECFAST (mimicking a simplified version of recfast) and FULL (including a state-of-the
art description of an effective multi-level hydrogen atom as well as radiative transfer
near the Lyman lines). The FULL mode uses interpolation tables requiring TM < Tr.
This is the case at all times provided that the annihilation parameter does not exceed
pann ≤ 3· 10−6 m3s−1kg−1. In order to test hyrec/FULL above this value, we removed
the condition TM < Tr from the code, letting it extrapolate from the table. For all used
values of pann, TM never exceeds Tr by a large fraction and the extrapolation is therefore
accurate.
In the results presented in fig. 4.2, we assumed a ΛCDM model without reionization. The
first two small steps seen on the electron fraction curve correspond to the two helium
recombinations, and bring the ratio xe = ne/nH down to one. The third and biggest
step accounts for hydrogen recombination. As expected, the energy injected by DM
annihilation inhibits recombination, and the free electron fraction freezes out at a larger
value. Moreover, the matter temperature decreases more slowly after photon decoupling
due to energy injection in the gas resulting from DM annihilation.
For each value of pann, the difference between the four algorithms is extremely small4. We
checked that the shifts induced in the CMB power spectra are well below the sensitivity
level of current CMB data sets, and lead to the same observational bounds on pann. This
means that the four approaches can be used indifferently in the rest of this analysis.
Whenever we could, we sticked to recfast with Hswitch on, in order to speed up the
computation. We will mention below that for some models, we had to use instead hyrec
with the RECFAST or FULL mode, found to be the more stable numerically. In these cases,
the increase in computing time in the full parameter extraction process was less than a
factor of two.
4.3.2 Effects on the CMB Power spectrum
We could expect the effect of DM annihilation to be degenerate with that of reionization,
since both mechanisms increase the ionization fraction after photon decoupling, and
therefore the optical depth to last scattering τ(zdec). Indeed, a high ionization fraction
at z < zdec implies that more photons interact along the line of sight, which tends to
damp temperature and polarization anisotropies on sub-Hubble scale, and to regenerate
extra polarization around the Hubble scale at the time of re-scattering.
In fig. 4.3, we compare the effect of varying pann with that of changing the redshift of
reionization, under the usual simplifying assumption of a single reionization step, such
that xe(z) follows a hyperbolic tangent centered on zreio. The two effects turn out to be
rather different for reasons that are easy to understand.
4It would be even smaller using the fudge factor values of version 1.5.2 of recfast, that was released
after the submission of this work.
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Figure 4.3 – Temperature and polarization power spectra for several models with DM
annihilation or reionization, rescaled by a reference model with none of them. The curves
with oscillatory patterns correspond to different values of pann (expressed in the key in
m3s−1kg−1) and no reionization. The last curve was obtained with pann = 0 and with
reionization at zreio = 11.
First, the annihilation effect is already present around z = zdec, and results in a small
delay in the decoupling time (defined as the maximum of the visibility function −τ ′e−τ ).
Hence, the sound horizon at decoupling has the time to grow, while the diffusion damping
scale has sufficient time to reach larger scales. The increased sound horizon results in
peaks visible under larger angles or smaller l’s: this shifting of the peak explains the
oscillatory patterns clearly visible in fig. 4.3. The increased diffusion damping scale
enhances Silk damping at large l′s, leading to the negative high-l slope in fig. 4.3.
Second, DM annihilation increases the ionization fraction and the optical depth at all
redshifts in the range 0 < z < zdec. This means that some power is removed from the
temperature and polarization spectrum on all scales, with a maximum suppression for
l > 200, corresponding to modes being always inside the Hubble radius in the range
0 < z < zdec. In the temperature spectrum, multipoles with l < 200 are less and less
affected when l decreases. In the polarization spectrum, the rescattering of the photons
generate extra polarization on all scales in the range 2 < l < 200 corresponding to the
variation of the Hubble scale between decoupling and today.
In contrast, reionization enhances xe(z) only at small redshift, z ≤ 10 in our example.
It does not affect recombination and does not shift the peaks: the reionization curve in
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fig. 4.3 has no oscillatory patterns. Power is maximally suppressed for all scales being
inside the Hubble radius at reionization, i.e. all multipoles l > 20. The regeneration of
power in the polarization spectrum is limited to l < 20 for the same reason (but is very
strong, since reionization enhances xe(z) much more than DM annihilation).
Hence, DM annihilation effects are clearly not degenerate with reionization effects. In
order to check that the impact of pann cannot be mimicked by other parameters in the
ΛCDM model, we should however run a parameter extraction code and marginalize the
posterior distribution of pann over other cosmological parameters.
4.3.3 Analysis with WMAP and SPT data
We compared to observations a model described by the six free parameters of the
vanilla ΛCDM model, the annihilation parameter pann, and the effective neutrino number
Neff , accounting e.g. for extra relativistic degrees of freedom. Since the South Pole
Telescope (SPT) collaboration reported an intriguingly high best-fit value of Neff [67],
we wish to check whether pann and Neff are correlated in some way, such that the
effect of one parameter could be confused with that of the other. A priori, this is not
impossible, because both parameters impact the amplitude of the high-l damping tail of
the temperature spectrum, relatively to the amplitude of the first acoustic peaks.
We compared this model to WMAP 7-year data [60] and SPT data [67], using the code
monte python [1], based on Monte Carlo Markhov Chains and on the Metropolis-
Hastings algorithm (like CosmoMC [58], but monte python is interfaced with class
instead of camb [114], written in python, and has extra functionalities; this software will
soon be released publicly). On top of the cosmological parameters, we vary three nuisance
parameters related to the foreground contamination of the SPT data and constrained
by gaussian priors, following strictly the recommendations and the software released by
the SPT collaboration. All results on cosmological parameters are marginalized over
these three nuisance parameters. We took flat priors on all parameters and just imposed
pann > 0.
Our results, summarized in the first column of Table 4.1 and in the triangle plot of
figure 4.4, are in excellent agreement with those of the SPT collaboration for the first
seven parameters (last column of Table 3 in ref. [67]). For DM annihilation, we obtain a
bound
pann < 0.89× 10−6m3/s/kg (WMAP7 + SPT, 95%C.L). (4.12)
We observe no correlation between pann and any other parameter in the analysis (in
particular, we checked that there is no correlation at all with Neff). The marginalized
posterior probability for pann is displayed on figure 4.4, and shows no evidence for DM
annihilation in current data. Our bound is stronger than the most recent one, presented
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in ref. [89],
pann < 2.09×10−27cm3/s/[GeV/c2] = 1.17×10−6m3/s/kg (WMAP7 + ACT, 95%C.L),
(4.13)
due to the inclusion of the SPT dataset. It is also stronger than that from ref. [91].
We refer the reader to ref. [89] for a discussion of derived limits on the DM annihilation
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Figure 4.4 – One and two-dimensional marginalized posterior probabilities for the free
parameters of a ΛCDM model with a free effective neutrino number Neff and time-
independent annihilation parameter pann, compared to WMAP7 + SPT data. For the
two-dimensional posterior, we show the contours corresponding to the 68.3%, 95.4% and
99.7% credible regions. The last three parameters are nuisance parameters accounting
for foregrounds contributions to the SPT data set.
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annihilation neglected neglected yes yes yesin halos:
reionization yes yes neglected yes yesfrom stars:
data: CMB CMB CMB CMB + CMB +Gunn-Pet. TM prior
section: 3.3 3.4 4.4 4.4.5 4.4.6
100 ωb 2.282+0.055−0.055 2.281+0.054−0.057 2.267+0.052−0.052 2.267+0.052−0.053 2.280+0.055−0.055
ωcdm 0.125+0.011−0.013 0.125+0.011−0.013 0.126+0.011−0.013 0.126+0.011−0.013 0.126+0.011−0.013
ns 0.987+0.020−0.020 0.987+0.020−0.020 0.980+0.019−0.019 0.980+0.019−0.018 0.985+0.019−0.021
109As 2.39+0.11−0.12 2.39+0.11−0.12 2.44+0.11−0.13 2.42+0.11−0.12 2.38+0.11−0.12
h 0.753+0.038−0.042 0.753+0.038−0.042 0.750+0.036−0.040 0.751+0.037−0.039 0.760+0.039−0.043
Neff 3.84+0.60−0.67 3.85+0.66−0.60 3.89+0.59−0.64 3.88+0.59−0.65 3.96+0.58−0.67
zreio 10.9+1.3−1.4 10.9+1.3−1.4 - 6.58+0.10−0.09 12.2+1.6−1.6
106pann
m3/s/kg < 0.89 < 0.91 < 0.78 < 0.75 < 0.78
α - flat - - -
fh
m3/s/kg - - 12600
+4100
−8800 13000+3100−8400 < 1400
zh - - 23.4+2.7−8.4 20.7+3.7−5.2 flat
[−2 lnL]min 3752.7 × 2 3752.7 × 2 3753.1 × 2 3753.2 × 2 3752.7 × 2
Table 4.1 – Mean and edges of the 68% Minimum Credible Interval (MCI) for the
cosmological parameters of the five models that we compared to WMAP7 and SPT data.
We don’t show results for the nuisance parameters associated to SPT data, that have
been marginalized over. The second model differs from the first one by the inclusion of a
z-dependent annihilation function parametrized by α. All parameters have been assigned
top-hat priors, and never reach prior edges except pann (limited to positive values), α
(limited to the range −0.2 < α < 0) and zh (on which we imposed a prior 20 ≤ zh ≤ 30
only in the last column). For pann (and fh in the last column), we indicate the 95%
Confidence Level (C.L.) upper bound.
4.3.4 Redshift dependent annihilation parameter
In any realistic model, the fraction of energy absorbed by the overall gas is a function of
the redshift f = f(z), as shown in Figure 4 of Slatyer et al. [87] for several examples.
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The shape of f(z) depends on the DM annihilation channel(s). The impact of the
redshift-dependence of f(z) on current/future CMB constraints on DM annihilation has
been questioned with different methods in various papers [91, 89, 90]. Here we will check
this issue with yet another approach, and confirm the results of other references showing
that taking this dependence into account is of very little relevance.
All examples for f(z) shown in [87] have strong similarities: f(z) is always a smooth
step-like function, with plateaux at z > 2500 and z < 30. In view of performing a
model-independent comparison to the data, it is tempting to approximate f(z) with a
family of simple analytic functions, capturing the essential behavior of f(z) in all cases.
The CMB is marginally affected by the behavior of f(z) at low z even in the case of a
constant pann, and even more if f(z) decreases; moreover, the effect of DM annihilation
at low z is superseded by that of reionization. Hence, a given approximation scheme
doesn’t need to be accurate at low z, but should capture the essential behavior for
z > 100. Figure 4 in [87] suggests that f(z) could be chosen to be constant at z > 2500,
to decrease like a parabola in log-log space for 30 < z < 2500, and to remain again














Figure 4.5 – Redshift dependent pann(z), approximated as a two-parameter family of
functions as described in the text, with p¯ann ≡ pann(z = 600) = 1· 10−5 m3s−1kg−1 and
α = −0.05,−0.1,−0.2.
The work of [90] analyzed the amount of information that one can extract from current and
future CMB data on f(z) or pann(z) (we recall that these two functions are simply related
to each other by a time-independent factor, as long as we assume that the annihilation
cross section does not vary with temperature). A model-independent analysis, based
on the expansion of pann(z) in principal components, reveals that the CMB is mainly
sensitive to the first principal component, peaking around z = 600, and at the next order
83
Chapter 4. Annihilating Dark Matter
to the second principal component, accounting for the redshift variation of f(z) around
this same value.
The goal of this section is to check these results with a simpler approach than a full
principal component analysis. We will stick to the simple approximation for pann(z)
suggested above, involving two plateaus and one parabola. This family of functions has
two free parameters, one amplitude and one curvature. We can choose to define the



































for z < 30,
(4.14)
with p¯ann ≡ f(z = 600)〈σv〉/mDM and α < 0. With respect to the previous section,
we now have a new dimensionless parameter α, that expresses the redshift dependence
of pann(z). The question is whether this new parameter can be detected with current
data: if not, the analysis of the previous section captures all the information that we can
extract, with pann standing for the value of the annihilation parameter near z ∼ 600.
We show in figure 4.6 the evolution of xe and TM for fixed p¯ann and several values of α. As
long as α remains small in absolute value (|α|  1), its impact is mainly on the slope of
xe(z) in the region z  zdec. We expect this slope to be difficult to probe experimentally,
since the CMB is mainly sensitive to the optical depth, which is an integrated quantity
over redshift.
When the redshift dependance of pann(z) increases with a fixed normalization at z = 600,
the annihilation rate at high redshift increases. We expect to reach such large values
that the decoupling time is not just slightly affected by DM annihilation, but radically
postponed to a later time, because the massive energy injection from DM annihilation
forbids hydrogen recombination. This happens for α < −4, as illustrated in figure 4.6. In
this regime, the sound horizon at recombination is dramatically increased, and the CMB
data will enforce a similar increase in the angular diameter distance to last scattering, in
order to keep the same peak scale in multipole space. This will generate a correlation
between α and parameters such as the Hubble rate. However, the scale of the acoustic
peaks and of Silk damping react differently to such a transformation, so we expect that
α cannot be pushed to arbitrary negative values. This “extreme” regime could not be
reached in the previous subsection: as long as we assumed a constant pann, observational
bounds on pann prevented the annihilation rate to be too high around z ∼ 1000. When
comparing this model with CMB data, we first imposed no prior on α (apart from α < 0).
We obtained a bound α > −5.3 (95% C.L.) and some non-trivial correlation between
very negative values of α and other parameters.
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Figure 4.6 – Free electron fraction xe and matter temperature TM as a function of redshift
for a constant pann = 0, 1· 10−6 and 1· 10−5 m3s−1kg−1(black and gray curves) and a
redshift dependent pann(z) with p¯ann = 1· 10−5 m3s−1kg−1 and α = −0.1,−2 and 4, using
recfast and assuming no reionization.
However, this region in parameter space should not be taken seriously, because the
realistic examples provided in [87] correspond to values of |α| at most of the order of
0.1 or 0.2. We performed a more “realistic” run with a top-hat prior −0.2 < α < 0.
The results are summarized in the second column of Table 4.1. The data still gives no
indication in favor of DM annihilation. The posterior probability of α is flat throughout
the prior range, and the bounds on other parameters are essentially unchanged with
respect to the run with a constant annihilation parameter, i.e. with α = 0. Even the
two-dimensional probability contours in the space (p¯ann, α) show no significant correlation
between these parameters.
These results are fully consistent with those of [90], showing that the first principal
component peaks near z ∼ 600. They also prove that current data is not sensitive to
the second principal component, unless it has an unreasonably large amplitude like in
the run with no prior on α. We could have defined our parameter p¯ann at a different
redshift: in that case, we would have expected to find a correlation between p¯ann and α.
The maximum of the first principal component can be seen as the “decorrelation redshift”
between p¯ann and α.
In conclusion of this section, it appears that the moderate variation of f(z) (or equivalently
pann(z)) in the range 40 < z < 1000 suggested by the realistic examples of [87] is far from
being detectable with WMAP7+SPT data. Ref. [89, 91] reached a similar conclusion by
comparing bounds on pann for some particular cases out of the possible f(z) functions
presented in [87]. In the next section, it will be legitimate to neglect any variation of
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pann(z) at least until the redshift of halo formation.
4.4 Annihilation in Dark Matter halos and Reionization
Until now we considered that Dark Matter is uniformly distributed in the universe. It is
well-known that structure formation generates a concentration of DM in halos that is
likely to enhance DM annihilation. This issue has been widely discussed in the context of
dark matter indirect detection in cosmic rays. It has also been pointed out that enhanced
DM annihilation could be relevant for the reionization of the universe, and therefore for
CMB physics [83, 84, 85, 88, 91, 92]. In this section, we wish to propose a systematic
investigation of such effects, based on a generic parameterization of DM annihilation in
halos, and a full parameter extraction from CMB data.
4.4.1 Energy density release in DM halos







where ρ2χ is the squared dark matter density averaged over space, that exceeds the square
of the average dark matter density in presence of non-linear structures. In the halo model,
this quantity is given by:











Here Mmin is the minimal mass of DM halos, dndM the differential comoving number
density of DM halos of mass M , r200 the radius of a sphere enclosing a mean density
equal to 200 times the background density, and ρh the spherical DM halo density profile.
The shape of density profiles is still a subject of controversy. If we consider for instance










where zF is the redshift of halo formation, ρ¯(zF) = 200ρcΩM(1 + zF)3 the average matter
density within a radius r200, and fNFW a function of the so-called halo concentration
parameter ch. We recall that the critical density ρc and density fraction parameters Ωi
are defined today. In order to get an analytic approximation to dn/dM , one can use the
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Press-Schechter formalism [116], leading to
dn
dM





where ρM = ρcΩM is the average matter density today, and f(σ) the differential mass




P (k, z)W 2(k,M)k2dk, (4.19)
with P (k, z) the linear power spectrum at redshift z, and W (k,M) the window function.
Assuming that the collapse of the high density regions can be described by a spherical
model, one can use a top-hat filter for W [117]. For the differential mass function, we















with δsc = 1.28, or the more accurate function proposed by Seth and Thormen [118]. We
could compute these terms exactly within the Boltzmann code, but the CMB spectra are
not highly sensitive to the details of the halo model: they can only provide constraints on
integrated quantities. Hence, it is irrelevant to search for high accuracy in this context.
Instead, it would be very useful for the purpose of fitting CMB data to derive a simple,
approximate parametric form for the energy injection function. To start with, we can
use the fact that in a universe dominated by matter (i.e. any time between decoupling
and z ∼ 1), the redshift dependence of the variance σ is somewhat trivial:
σ(M, z) = σ(M, 1) 21 + z . (4.21)






=ρ2c Ω2DM c2 pann(z) (1 + z)3
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where we used the original Press-Schechter differential mass function for simplicity. The
redshift-dependent integral simplifies with the change of variable u = δsc(1+z)2√2σ(M,1) . If we
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= erfc(umin(z)) , (4.23)
where erfc(x) is the complementary error function. It is suppressed at high redshift,
before halo formation, i.e. as long as umin(z)  1. At low redshift, we do not expect
the function pann(z) to vary significantly, as can be seen in figure 4 of [87] for several
examples. Hence, we can replace it by a nearly constant value pann(0). In this case,






' ρ2cΩ2DMc2 (1 + z)3 fh erfc









σ(Mmin, 1)− 1 , (4.25)
and fh is a parameter related to the formation redshift and concentration of halos, and
to the DM annihilation function at low redshift,
fh ≡ 2003 (1 + zF)
3 fNFW(ch) pann(0) . (4.26)
The parameter fh shares the same units as pann. In principle, zh and the ratio fh/pann(0)
should be inferred from a fit of the Press-Schechter formalism to detailed simulations
of structure formation. However, there is no full consensus yet on the dynamics of halo
formation and on halo density profiles. Moreover, these parameters should have a strong
dependence on cosmological parameters, and also on the matter power spectrum at large
k, which is poorly constrained by observations. Hence we will treat zh and fh as free
parameters in our analysis.
4.4.2 Beyond the on-the-spot approximation
Sticking to the on-the-spot approximation, we could express the net ionization rate per
interval of redshift IXi + IXα using eqs. (4.7,4.8). The equation of evolution for xe and






























1 + fHe + xe(z)
]
, (4.28)
5In fact, the functions erfc(x) starts to raise at x ≤ 2, so halos contribute below z ≤ 2zh.
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with dEdV dt(z) given by the sum of the smooth density and halo density contributions.
However, this approximation becomes inaccurate at low redshift, as we shall see below.
Well after recombination, the energy injection responsible for ionization and heating at
a given redshift z comes from the decay products of DM annihilation at all redshifts
z′ ≥ z, taking into account the fact that particle energies are redshifted between z′ and
z, and that a fraction of the particles created at z′ interact along the line-of-sight and
do not play a role at z. Moreover, in general, the interaction cross-section between z′
and z depends on the energy of each particle. Hence, the ionization rate obeys a rather
complicated equation involving two integrals: one over dz′, and one over the energy of
the particles created at z′, and interacting with the plasma at intermediate redshift.
However, ref. [84] found that at low redshift, most of the ionization and heating is
caused by photons produced by the inverse Compton scattering (ICS) of charged particles
resulting from DM annihilation over CMB photons. It was shown by the authors of [88]

















where eκ(z,z′) is an absorption factor: it represents the fraction of photons produced
around z′ by ICS that already interacted with the inter-galactic medium and deposited
their energy before z. Hence κ can be approximated as






not to be confused with the optical depth of CMB photons, featuring an extra factor










The integral in κ(z, z′) can be performed analytically:





















1 + z′ eκ(z,z′) = 1 . (4.33)
Hence, the function ∆(z, z′) ≡ α√1 + z′ eκ(z,z′) peaking in z′ = z can be approximated
with the Dirac function δ(z − z′) in the limit in which it decreases with z′ much faster
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= − γ(z)(1 + z)H(z)
∫ ∞
z
dz′ ∆(z, z′) nH(z′)−1





we see that in the approximation mentioned above, one recovers exactly the on-the-spot
expression of eq. (4.27). But in the general case, we have to deal with the full integral.
This is mathematically equivalent to keeping expression (4.27), with the on-the-spot
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Figure 4.7 – Effective energy injection rate rescaled by (1 + z)6, computed with or
without the on-the-spot approximation, for either fh = 10000 or 1000. Other annihilation
parameters are fixed to pann = 10−6 and zh = 20.
4.4.3 Effects on xe, TM and the CMB spectra
In figure 4.8, we compare the effect of DM annihilation in halos with that of the default
reionization model implemented in class and camb, based on a hyperbolic tangent
centered in zreio. The effect of DM annihilation on the ionization fraction is found to be
very similar, except that it induces a slower reionization. The parameter zh controls the
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onset of reionization from halos, while fh controls its amplitude. For large enough values
of fh, DM annihilation in halos can entirely reionize the universe before the current
epoch, as shown previously in [84, 88, 92]. With the default reionization model, the
ionization fraction xe is larger than one at low redshift, because Helium reionization is
also taken into account. In our model for DM annihilation in halos, we neglect helium















































pann=0,      fh=0,    zreio=10
Figure 4.8 – Free electron fraction and matter temperature for pann = 0, 10−6 and 10−5
m3s−1kg−1 (from bottom to top) and different values of fh and zh, compared to the usual
results for pann = 0 and a single-step model for reionization from stars. All curves were
obtained using hyrec in mode RECFAST.
When including the effect of DM annihilation in halos, we work with the RECFAST mode
of hyrec. Indeed, with recfast, we experienced numerical instability issues: the free
electron fraction explodes and oscillates very rapidly already for small value of our
parameters fh and zh. With hyrec in FULL modes, the only problem is that for large
values of zh and fh, the ratio TM/Tr may exceed one, falling outside the range of one
interpolation tables. The RECFAST mode of hyrec is always well behaved.
The right plot in figure 4.8 shows that the matter temperature increases a lot due DM
annihilation in halos. Note also that for extreme values of the temperature TM > 2×104 K,
using RECFAST’s case-B recombination coefficient becomes inaccurate [119]. We will
see anyway in section 4.4.6 that such large values are in contradiction with constraints
on the temperature of the inter-galactic medium at z ≤ 4, as inferred from Lyman-α
observations: this will provide an addition constraint on the DM annihilation rate.
The signature of DM annihilation on the primary CMB anisotropy spectrum is found to
be very similar to that of reionization. In addition to the peak shifting and damping
due to a non-zero pann parameter, the halo effect controlled mainly by fh leads to an
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overall suppression of temperature/polarization power for l > 30, and an enhancement of
polarization for l < 30. We can anticipate that the CMB alone can hardly discriminate
between the contribution of reionization from stars and from halos, since the CMB
spectra probe mainly the optical depth, i.e. the integral of xe over time. However, the
fact that DM induces a slow reionization process starting at high redshift6 implies that
the step-like suppression of temperature and the low-l polarization bump are smoother
and wider than with the default reionization model. To illustrate this, we compare in
figure 4.9 the low-l polarization spectrum for two models with the same optical depth.
Accurate CMB polarization data limited only by cosmic variance on large angular scale
















Reionization by DM halos
Reionization by DM halos and stars
Figure 4.9 – Low-l polarization spectrum for the three best-fitting models assuming reion-
ization from stars (with the usual single step parameterization), from DM annihilation
in halos, or from both with an additional Gunn-Peterson prior.
4.4.4 Can Dark Matter annihilation alone explain reionization?
We wish to check whether WMAP7 and SPT data are compatible with the assumption
that the reionization of the universe can be explained entirely by DM annihilation in
halos, as suggested in [84, 88, 92]. It is rather obvious that the free parameters zh
and fh of our model can be adjusted in such way that the reionization optical depth is
be compatible with the WMAP7 best-fitting value. However, we have seen that DM
annihilation can only induce slow reionization starting at high redshift, and induce a
wider step (resp. bump) in the low-l temperature (resp. polarization) spectrum. A priori,
this may lead to a value of the maximum likelihood significantly lower for the annihilation
6In the CMB analysis of the next subsections, zh is found in the range from 20 to 30, implying that
halos start contributing between 40 and 60, well before star formation.
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model. In addition, an analysis with free zh and fh could lead to preferred values in
strong contradiction with expectations from structure formation and halo models.
The results of our montepython run with WMAP and SPT data are summarized in the
third column of Table 4.1 and in the triangle plot of figure 4.10. The new free parameters
zh and fh are not degenerate with other parameters, so the credible interval for the
usual ΛCDM parameters and Neff are unchanged with respect to the standard model
without annihilation. There is instead a significant correlation between zh and fh: if
halos form very late, a very large amplitude parameter fh is needed in order to get the
same optical depth. The effective chi square χ2eff ≡ −2 lnL is higher for DM reionization
than single-step star reionization, but only by 0.8, showing that the data shows no strong
preference for one model against the other.
The characteristic redshift zh is found in the range 12 < zh < 40 (95%C. L.). This
parameter has a strongly non-gaussian posterior probability, with a mean value of 23, but
a best-fit value of 19. The shape of the erfc(x) function is such that the halo contribution
starts raising around z ∼ 2zh. Values of zh close to 20 imply a raise in the range 40-50,
which is plausible from the point of view of structure formation.
To see whether the required value of halo concentration is sensible, we need to make
an assumption about the DM annihilation amplitude, since the data is sensitive to fh,
i.e. to the product fNFW(ch) × pann(0). If we first assume a value of pann at z ∼ 600
saturating our CMB bound, pann(600) ∼ 9× 10−7, we expect that at low redshift this
parameter will fall to approximately pann(0) =∼ 2× 10−7. Then the best-fitting value
fh ∼ 12600 m3/s/kg requires
fNFW(ch) ∼ 3fh200(1 + zF)3pann(0) ∼ 4200 , (4.36)
where we also assumed zF ∼ 60. The quantity fNFW(ch) is poorly constrained, but
models of halo formation suggest an order of magnitude ranging from 103 to 105. Hence
the “reionization from DM annihilation” model points towards a reasonable value of
the concentration parameter. If fNFW(ch) is of the order of 4 × 103, then constraints
on DM annihilation from the smooth background and from halos are comparable. If
fNFW(ch) is of the order of 103 (resp. 104 or 105), then constraints from annihilation in
the smooth background (resp. in halos) are stronger. Indeed, the bound on pann coming
from annihilation from halos can be found using the relation






Taking fmaxh = 25600 m3/s/kg (95% C.L.) from our analysis, this implies






































Figure 4.10 – Assuming a ΛCDM model with free electron fraction, dark matter an-
nihilation (background and halos) and no extra reionization from stars, marginalized
probability distribution of the annihilation parameters pann, fh and zh given WMAP7
and SPT data.
The low-l polarization spectrum for the best fitting model is shown on figure 4.9. Given
its distinct shape due to an early and slow reionization process (with respect to star
reionization), we expect future small-scale polarized measurements by Planck and other
CMB experiments to improve the bound on fh.
4.4.5 The Gunn-Peterson effect
It was realized in 1965 by Gunn and Peterson [120] that the observation of redshifted
Lyman-α absorption lines in quasar spectra was a very sensitive probe of the presence
of neutral hydrogen along the line of sight, and hence of the ionization fraction of the
universe at different redshifts. Since even a small fraction of neutral hydrogen leads to a
clear signature, we have some evidence that the universe was almost fully ionized until
z ∼ 6, since quasars at such a redshift show a very small level of Lyman-α absorption.
More precisely, according to [121], the fraction of neutral hydrogen xHI has to satisfy:
• for z ≥ 6, xHI ≥ 10−3 (xHI might even be equal to 10−1),
• for z ≤ 5.5, xHI ≤ 10−4,
(see also [122] for a recent constraint at z ' 7). Thus there seems to be an abrupt
transition between z = 5.5 and z = 6. This raises some tension with the simplest model
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of single-step reionization from stars, in which the ionization fraction is assumed to evolve
roughly like a hyperbolic tangent centered on a reionization redshift zreio. The problem
is not related so much to the precise shape of the step, but to the fact that any abrupt
step should be centered near z = 6 or 7 to comply with Gunn-Peterson observations,
instead of zreio = 10.6± 2.4 (95%C.L.) to explain the optical depth τreio = 0.088± 0.015
measured by WMAP [60]7. A single-step reionization at z ∼ 10 or even 8 would lead to
xHI < 10−3 at z = 6.
The model of the previous subsection, in which reionization is caused entirely by DM
annihilation in halos, also fails to explain Gunn-Peterson observations for the opposite
reason: reionization is then so slow that all allowed models have xHI > 10−4 at z = 5.5.
There could be several solutions to this problem:
• the Gunn-Peterson bounds may be wrong or not correctly interpreted. These bounds
are in fact model-dependent and controversial, since they rely on assumptions
concerning the density and temperature of the inter-galactic medium, and the
ultra-violet background. Observations at z ∼ 6 could be explained with alternative
models for the IGM and UV background, instead of incomplete reionization [123].
The evidence that the universe is fully ionized below z ∼ 5.5 could also disappear
with different assumptions, for instance in the context of inhomogeneous reionization
[124].
• the cosmological model describing our universe may have extra ingredients (not
necessarily related to reionization) such that a good fit to WMAP data can be
obtained with single-step reionization at zreio ∼ 6 or 7.
• reionization may be caused by different population of stars forming at different
redshifts. The single-step model is too naive and should be replaced by a model
with at least two steps. The late one should take place around z ∼ 6 or 7 to account
for Gunn-Peterson observations. The early one, possibly related to the generation
of massive, metal-free stars [125, 126], should partially reionize the universe and
enhance the optical depth.
• reionization may be caused both by star and by the decay or annihilation of some
particles. The possibility of enhancing reionization with sterile neutrino decay has
been proposed by [127]. In the case of annihilating DM, ref. [88] suggested that
DM annihilation in halos may start to slowly reionize the universe. At a redshift
close to six, star formation processes take over and quickly ionize the remaining
hydrogen atoms.
In this subsection, we wish to test the last paradigm. It is a priori not obvious that any
model of this type can work, because in order to explain the observed optical depth, DM
annihilation may need to be so large that in any case xHI < 10−3 at z = 6. Fortunately, we
7To be more precise, the CMB constraint is dominated by the measurement of low-l E-type polarization
by WMAP, and depends on the assumed cosmological model
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will see that this mixed model nicely complies with Gunn-Peterson and CMB constraints,
and points to plausible halo parameter values.
We added a Gunn-Peterson prior to WMAP7 and SPT data and ran montepython again.
More precisely, we impose two top-hat priors 10−3 ≤ xHI(6) ≤ 1 and 0 ≤ xHI(5.5) ≤ 10−4.
We neglect Helium reionization for simplicity. In this approximation, xe just represents
the fraction of ionized hydrogen, and we have xHI = 1 − xe. Our Boltzmann code
class simulates mixed reionization in the following way. For each model, the ionization
fraction is first computed down to z = 0 neglecting reionization from stars, using hyrec
(in RECFAST mode) in order to avoid numerical instability. The effect of stars is then
implemented “by hand”: below some arbitrary redshift zreio, xe(z) is cut and matched
continuously to a half-hyperbolic tangent centered on zreio, reaching an asymptotic value
of one for z → 0 (see one example of such models in figure 4.11). The precise shape of
this function is in fact identical to that for ordinary single-step reionization in class
and camb, except that only the side z ≤ zreio of the step-like function is used, and that












Reionization by DM halos
Reionization by DM halos and stars
Figure 4.11 – Free electron fraction for the three best-fitting models assuming reionization
from stars (with the usual single step parameterization), from DM annihilation in halos,
or from both with an additional Gunn-Peterson prior. All curves were obtained using
hyrec in mode RECFAST.
Our results are summarized in the second-last column of Table 4.1 and in the triangle
plot of figure 4.12. With respect to the previous model of section 4.4.4, we have one more
parameter zreio, that is very well constrained by the Gunn-Peterson prior: it can only
fluctuate in the range 6.4 < zreio < 6.8 (95% C.L.). The posterior probability of fh and
zh are shifted to slightly smaller values, since DM annihilation in halos is only expected
to contribute to a fraction of the optical depth. For all other parameters, the results are
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Figure 4.12 – Assuming a ΛCDM model with free effective neutrino number, dark
matter annihilation (background and halos) and single-step reionization from stars,
marginalized probability distribution of the annihilation parameters pann, fh, zh and zreio
given WMAP7 and SPT data and an additional Gunn-Peterson prior.
essentially identical to those of the previous case. The minimum effective chi square is
also unchanged. The discussion of section 4.4.4 concerning fh and zh still applies: zh is
fixed to a range that coincides with expectations from structure formation, and values of
fNFW(ch) in the range from 103 to 105 could be accommodated provided that pann and
fNFW(ch) fulfill the relation (4.37) with fh in the range 2100 < fh < 28600 (95% C.L.).
In conclusion of this subsection, we see that this mixed model for reionization is interesting:
DM annihilation in halos could explain the value of the optical depth probed by CMB
data, while reionization from star formation at z ' 6.5 would complete the reionization
process and explain Gunn-Peterson observations.
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4.4.6 Including an upper bound on the IGM temperature
The best-fitting models of sections 4.4.4 and 4.4.5 have a halo parameter fh of the order
of 104 m3/s/kg, leading to a matter temperature of the order of 105K at low redshift (see
figure 4.8). This estimate of the average matter temperature in the universe should be
taken with a grain of salt, since we did not account for inhomogeneities in the matter
distribution, nor for the thermodynamical evolution of the inter-galactic medium (IGM)
during structure and star formation.
However, Lyman-α observations suggest that the IGM temperature is of the order of
a few times 104K in the redshift range 2 ≤ z ≤ 4.5. Reference [85] pointed out that
these measurements should provide at least an upper bound on the average temperature
enhancement due to DM annihilation.
In other words, the results of the previous two subsections are compatible with Lyman-α
observations only if we are modelling the temperature evolution incorrectly. The ansatz
that a fraction (1 + 2xe)/3 of the energy injected into the gas by DM annihilation goes
into heating might be incorrect at low redshift; or the IGM temperature growth might
be limited by some temperature regulation mechanisms not described by our simplistic
set of equations (such as, for instance, line cooling or Bremsstrahlung effects). If instead
our temperature evolution law is realistic, then DM annihilation cannot explain the
reionization of the universe alone, and cannot even contribute sufficiently to reionization
at z ∼ 6 in order to explain Gunn-Peterson bounds with a mixed reionization model,
based on annihilation plus a single-step star formation process.
It is still interesting to perform a parameter extraction with a prior on TM, while assuming
a mixed reionization from halos and stars, in order to check whether IGM temperature
estimates provide a stronger bound on pann than the CMB alone. In this section, we will
repeat our analysis with a conservative upper bound on the IGM temperature at low
redshift, inspired from figure 6 (left) in [128]:
TM(z = 2) ≤ 3.2× 104K. (4.39)
We implemented this constraint in the form of a top-hat prior in montepython. We
checked in the presence of such a prior, the model of section 4.4.4 in which reionization
is caused entirely by DM annihilation requires unrealistically high values of zh ∼ 100,
totally incompatible with structure formation models.
Like in the previous subsection, we implemented star reionization into class “by hand”:
below some arbitrary redshift zreio, xe(z) is cut and matched continuously to a half-
hyperbolic tangent centered on zreio, reaching an asymptotic value of one for z → 0. We
kept the transition width parameter at its default value: δz = 1.5. We also imposed
a top-hat prior 20 ≤ zh ≤ 30 in order to ensure that halos form at a realistic redshift,
compatible with simulations of structure formation.
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Figure 4.13 – Assuming a ΛCDM model with free effective neutrino number, dark
matter annihilation (background and halos) and single-step reionization from stars,
marginalized probability distribution of the annihilation parameters pann, fh, zh and zreio
given WMAP7 and SPT data, a prior 20 ≤ zh ≤ 30 and an upper bound on the IGM
temperature.
Our results are summarized in the last column of Table 4.1 and in the triangle plot
of figure 4.13. The upper bound on fh is reduced by one order of magnitude due to
the IGM temperature constrain: the 95%CL upper limit on fh decreases from fmaxh =
25600 m3/s/kg to 1400 m3/s/kg. This leads to a stronger bound on pann:










Assuming that the factor between brackets is equal to one, this bound is almost twenty
times stronger than the one inferred from annihilation in the smooth component only.
The heating effect of DM annihilation may also enhance the kinetic Sunyaev-Zel’dovich
effect [129], leave a signature in secondary CMB anisotropies, and provide a further test
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of this model [92]. We do not study this aspect in our work.
4.5 Conclusion and Outlook
We studied different possible contributions of annihilating Dark Matter to the thermal
history of the universe. We confirmed previous results that the annihilation of the
background DM distribution has non-trivial effects on the CMB, leading to the constraint
pann(z ∼ 600) < 0.91× 10−6m3/s/kg (WMAP7 + SPT, 95%C.L), (4.41)
with a negligible impact of the variations of pann(z) in the range 100 < z < 2500 suggested
by a realistic study of DM annihilation channels.
We also showed that DM annihilation in halos could explain entirely the reionization of
the universe from the point of view of CMB observations. In addition, if the constraints
xHI(6) ≥ 10−3, xHI(5.5) ≤ 10−4 inferred from the Gunn-Peterson effect hold, and if we
assume that reionization from stars takes place abruptly in one step, then a mixed model
with DM annihilation in halos and star formation at z ' 6.5 could explain simultaneously
CMB observations and the above bounds. However, these models tend to reheat the
IGM well above the typical temperatures indicated by Lyman-α observations, unless our
modeling of the matter temperature evolution at low redshift is incorrect.
Our most important conclusion is that constraints on DM annihilation in halos tend to
be stronger than those from the smooth background distribution of DM, especially if we
include a realistic upper bound on the matter temperature at low redhsift. Assuming
Press-Schechter theory and NFW profiles, we see from eq. (4.40) that for fNFW(ch) = 103,
zF = 60 and [pann(600)/pann(0)] = 5, the constraint coming from halos and from the
smooth background are comparable. If in reality halos are more concentrated than in
this simple model, then constraints on pann from annihilation in halos superseed those
from annihilation in the background. We summarize our constraints on pann and their
implications for the DM mass and cross-section in figure 4.14. A WIMP with standard
thermal cross-section 〈σv〉 ' 3 × 10−26 cm3/s is constrained by annihilations in the
smooth background to have a mass larger than 18 × f(z = 600) GeV/c2 (95% C. L.).
According to our simple model for DM annihilation in halos, the bound increases to
about 100[ fNFW104 ]f(0) GeV/c
2 in order to avoid reionizing the universe too early (or even
1700[ fNFW104 ]f(0) GeV/c
2 when including IGM temperature bounds).
This work contains a systematic analysis of DM annihilation in halos, where values of
unknown parameters (including those describing structure formation) are freely varied
and fitted to the data. Several authors have previously investigated the effect of DM
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Figure 4.14 – Summary of our bounds on pann translated into constraints for the DM
annihilation thermal cross-section 〈σv〉 and mass mDM. Points in the shaded regions
are above the 95% preferred region for pann(z = 600), considering only annihilation
in the smooth DM background, and assuming either f(z = 600) = 0.2 (dark shade)
or f(z = 600) = 0.9 (light shade): these two extreme assumptions cover the plausible
range for f(z = 600) in the case of WIMP annihilation, see [87]. The three black
lines correspond to the CMB bounds inferred from DM annihilation in halos, assuming
fNFW(ch) = 103 (top), 104 (middle) or 105 (bottom), and taking in all three cases zF = 60
and f(z ' 0) = 0.1 (or in other words, f(z = 600) = 0.5 and [pann(600)/pann(0)] = 5).
When a realistic upper bound on the matter temperature at low redshift is taken into
account, the bounds move to the green lines. The horizontal lines shows the standard
WIMP thermal cross-section.
annihilation in halos, for particular models with fixed parameter values. The authors
of [84, 85, 91] reached the conclusion that annihilation in halos is usually inefficient.
Indeed, they choose some DM density profiles corresponding roughly to fNFW = 100 or
400. We found that halo bounds become stronger than smooth background bounds only
for fNFW > 4200. Hence our results are not contradicting these previous works.
Many aspects of this analysis could be improved. For example, we neglected Helium
throughout the whole discussion. The effect of Helium has been studied by Galli et al. [89]
(neglecting halo effects) and does not change the result significantly. The energy fraction
going into ionization χi and Lyman-α excitation χα was also approximated, motivated by
a common sense argument by Chen and Kamionkowski [93]. However, the exact behavior
of these quantities have a negligible effect on the CMB. The average DM density during
non-linear structure formation has been approximated with a basic Press-Schechter model
and NFW profiles. We could have imposed priors on the parameters of this model inferred
from N-body simulations, or tried different profiles (Einasto profile, etc.), or a more
realistic differential mass function [118]. Instead of the Press-Schechter model, we could
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have accounted for halo formation using the excursion set formalism [130]. One could
try to model the matter temperature evolution at low redshift more accurately, taking
into account matter inhomogeneities and the complicated thermodynamical evolution of
the IGM (including, for instance, line cooling or Bremsstrahlung effects). However, all
these refinements are probably unnecessary at the moment, given the large error bars on
the optical depth inferred from CMB observations.
Throughout this work, we assumed that DM annihilates. A similar study can be performed
in the case of decaying dark matter [93, 95, 96, 97]. In that case, the energy injection
rate varies like ρ¯DM (instead of ρ¯2DM), i.e. like (1 + z)3. Hence, the effect of DM decay in
the smooth DM background is not very different from the effect of DM annihilation in
halos, studied in section 4.4. Note however that for a wide range of masses, constraints
on the DM lifetime inferred from current CMB observations are not as strong as those
inferred from cosmic rays [131, 132].
In a few months from now, results from the Planck satellite data may lead to a significant
improvement of these bounds, and bring complementary information on the DM mass
and cross-section (or lifetime) with respect to direct and other indirect DM search.
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Foreword
In chapter 4, we focused in particular on a stable DM component, and only studied the
potential impact of its annihilation. In this chapter, we instead investigate the eventual
decay of DM. As a first remark, it is important to understand that there is still some
amount of model dependence in the work presented here. Indeed, we assumed that the
decay product of theses particles were relativistic – an assumption that could be relaxed
in a future work. We also supposed that they were sterile, as they would otherwise reheat
the plasma, and refer to the work presented in the previous chapter. It nonetheless
already covers a large fraction of the models, where the decay products are much lighter
than the DM particle. Note that it is an effect present in any case, although it might be
subdominant in some scenarios.
We mention in the paper the case of the majoron particle (that can act as both a DM
candidate and an explanation for the neutrino masses), but it is worth noting that it
is possible to have such decaying particles within the SUSY framework. Although such
decays would be forbidden by R-parity, one could easily imagine this symmetry to be
slightly broken, allowing the LSP to decay into SM particles. An additional advantage
from having R-parity violating SUSY would be to provide an alternative to sphalerons
for generating the baryon asymmetry of the universe [133].
By implementing the equations of motion of this decaying DM in the synchronous gauge,
comoving with a standard DM component, there was one potential caveat: the definition
of the gauge normally imposes to the velocity divergence of DM to vanish. With two DM
components, it could be problematic to decide which one to fix. We show in section 5.2.2
that it actually causes no problem, and is rigorously defined – the result was cross-checked
with coding the equations in Newtonian gauge as well. In any case, this result was not
used in the paper because we studied only the case where DM is entirely decaying.
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The final bound, obtained by doing a complete parameter extraction using Planck
likelihoods, WMAP polarization, LSS data from WiggleZ and the BAO measurement
from BOSS, is of the order of 200Gyr for a DM particle decaying into relativistic species.
Although being largely model-independent, it can be translated to direct implications for
some models. The impact on the majoron case is discussed in the conclusion, but the
impact on R-parity violating SUSY models is not easily quantified. Indeed, by allowing
R-parity violation, the size of the SUSY parameter space increases greatly – essentially
by 45 additional Yukawa couplings, and the possibility for a different LSP than the usual
neutralino [134]. Nonetheless, with such a signature, neutralino LSP would be favored,
and the loose constraint of τLSP > 1 s coming from the primordial abundance of light
nuclei is severely tightened.
Finally, it has to be noted that if the decay products are SM neutrinos, much tighter
constraints exist on the lifetime of DM particles with a mass in the range of 1GeV to a
few TeV, coming from gamma-ray flux [135]. This, however, leaves a window of possible
SUSY candidates unconstrained, as well as lighter DM candidates.
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Strongest model-independent bound on the life-
time of Dark Matter
Benjamin Audren, Julien Lesgourgues, Gianpiero Mangano, Pasquale Dario Serpico, and
Thomas Tram
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Abstract: Dark Matter is essential for structure formation in the late Universe so it
must be stable on cosmological time scales. But how stable exactly? Only assuming
decays into relativistic particles, we report an otherwise model independent bound on the
lifetime of Dark Matter using current cosmological data. Since these decays affect only
the low-` multipoles of the CMB, the Dark Matter lifetime is expected to correlate with
the tensor-to-scalar ratio r as well as curvature Ωk. We consider two models, including r
and r+ Ωk respectively, versus data from Planck, WMAP, WiggleZ and Baryon Acoustic
Oscillations, with or without the BICEP2 data (if interpreted in terms of primordial
gravitational waves). This results in a lower bound on the lifetime of CDM given by
160Gyr (without BICEP2) or 200Gyr (with BICEP2) at 95% confidence level.
5.1 Introduction
5.1.1 Stability and particle physics
Although the existence of dark matter (DM) is well established by a large number of
observations in cosmology and astrophysics, we have presently very few clues on its
particle physics nature. This is mostly due to the purely gravitational origin of the
evidence collected so far, which does not provide any handle for particle identification.
While a number of strategies are ongoing to constrain or detect different classes of models,
it is worth remarking that already some of the most basic DM properties can help
shedding light on its nature. One such example is provided by the high stability that this
species must possess. If one thinks of the Standard Model (SM) of particle physics, most
of its particles are unstable: exact stability is in fact the exception and must be enforced
by some exact symmetry, such as the unbroken QED gauge symmetry for the electron
or Lorentz symmetry for the lightest neutrino. Much more frequent are examples of
meta-stability due to some approximate symmetries, such as for the heavier neutrino
states, for the ones often found in nuclear physics (including the neutron decay) due
to mass quasi-degeneracies, and, possibly, for the proton itself if the accidental baryon
number symmetry is broken at some very high energy scale as in Grand Unified gauge
theories. In fact, this kind of considerations provides a useful guideline in DM model
building, see e.g. [136].
Loosely speaking, one knows that the DM lifetime should be at least comparable to the
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lifetime of the universe, otherwise it could not fulfil its role in structure formation and
astrophysical observations. However, inferring from that phenomenological condition an
infinite lifetime is a strong prejudice dictated by simplicity, but with very little empirical
or theoretical justification. For example, for typical WIMP candidates one often assumes
a discrete Z2 symmetry under which the SM particles and DM have opposite charge, but
it is easily conceivable that this symmetry is broken at a more fundamental level, with
the only requirement that the lifetime of the DM particle is sufficiently long. Stringent
bounds on the lifetime τ of WIMP DM candidates with electroweak scale masses come, for
example, from the diffuse gamma ray flux , at the level of τ  1026 s, see for instance [132].
Hence, allowed timescales for the decay should be longer than a billion times the lifetime
of the universe, which would exclude any plausible effect on gravitational structures.
5.1.2 Gravitational effects
The drawback of these considerations is their model-dependence. In particular, the
bounds depend on the nature and energy distribution of the by-products of the decay.
Interestingly, however, looser but way more general and robust constraints can be obtained
again from purely gravitational considerations. The key property that allows one to
constrain the DM lifetime gravitationally is that in the decay process, a non-relativistic
(usually cold) DM component is replaced by a combination of radiation and of massive
particles, which in turn have a finite velocity dispersion. This alters notably the growth
of structures. More specifically, if significant DM decay takes place, the background
evolution of the universe can show departure from the standard case and affect several
cosmological observables (e.g. the size of the sound horizon at recombination). At the
perturbation level, one also expects an enhancement of the Late Integrated Sachs-Wolfe
(LISW) effect, beyond the one due to the cosmological constant, as shown in [94] and
described in section 5.3 below.
5.1.3 Previous works
In the past decade, several studies have derived constraints on the DM lifetime using
cosmological data, starting from the study of decaying hot neutrino DM in [137]. The
case of decaying cold DM was first analysed by Ichiki et al. [94], who found a 95% C.L.
bound of 52 Gyr using WMAP-1yr temperature C` data, and assuming decay into fully
relativistic species. Ref. [138] developed the formalism to describe the cosmological effects
of an unstable relic and its relativistic decay products, both at the background and
perturbation levels. Since then, the bounds have been refined in two ways. First, more
data sets on CMB temperature/polarization and on large scale structures have been
included in the analysis. For example, by including WMAP-5yr, Type Ia supernova data,
Lyman−α forest, large scale structure and weak lensing observations, Ref. [139] obtained
a bound of 100 Gyr (and also updated or corrected previous bounds from [140, 141, 142]).
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Second, some more general bounds have been obtained by allowing the daughter particles
to be massive and thus non-relativistic or only mildly relativistic, see for instance [143,
144, 145, 146, 147]. Most recently, a detailed formulation of the problem, both in presence
of massless or massive decay products, has been given in [148]. In this reference, it has
been additionally shown that the impact of σ8 constraints are also important, and that a
possible tension between the value of σ8 inferred from Planck SZ cluster data and the one
extrapolated from CMB temperature data could be resolved by assuming τ ∼ 200Gyr
and relativistic daughter particles. However, this estimate did not account for parameter
degeneracies, and relied on the assumption that Planck SZ cluster results are not affected
by systematic errors.
5.1.4 Scope and outline of this paper
In this paper, we aim at updating cosmological bounds on the DM lifetime with a proper
statistical analysis, accounting for degeneracies and correlations with other cosmological
parameters, as well as estimating the cosmological model dependence of the bound thus
obtained. In particular, we will check for degeneracies between decaying DM and spatial
curvature, since both can have somewhat similar effects on the CMB. We also consider
the impact of including or not BICEP2 results [15] on B-mode polarisation interpreted
in terms of r.
In the following, we limit ourselves to the case of relativistic decay products, leaving the
case of non-relativistic species for future investigation. Note that this case is nonetheless
representative of several DM candidates, for which the decay products are either massless,
or at least well inside the relativistic regime. This is usually the case, provided that the
produced particles have a much smaller mass than the decaying DM matter particle,
and that the decay happens reasonably late. The decay products could consist either in
non-standard particles, or in standard model neutrinos produced with typical momenta
much larger than their mass. A notable case of such a DM candidate is represented by
the majoron J , with mass in the keV range [149, 140, 141, 150, 151]. In the simplest
see-saw-like models, the leading decay channel is in two relativistic neutrinos. The








Here mJ is the Majoron mass, and v the lepton number breaking scale [152]. Bounds
on τJ can be used to constrain the value of v as function of the standard neutrino mass
scale. Note that while the results of our study apply also to heavier DM candidates
producing energetic neutrinos, these scenarios are better constrained using e.g. limits
on the neutrino flux in the Milky Way, leading to stronger bounds (exceeding 106 Gyr,
see for instance [135]) than what is found by using cosmological data only. On the other
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hand, the constraints discussed here are basically the only limits applying to dark matter
decaying into unspecified, non-standard forms of dark radiation.
This paper is structured as follows. In Section 5.2 we recall the formalism describing
a cosmological scenario with a decaying DM candidate, both for the background and
perturbation evolution. Note that we present perturbation equations both in the syn-
chronous gauge (the only case treated in the previous literature) and in Newtonian gauge,
which allowed us to double-check the numerical results we obtained. We then describe
their implementation in the public numerical code class1 [23, 24]. Section 5.3 contains
a short description of data sets used in the analysis and our results, and in Section 5.4
we conclude and give our outlooks.
5.2 Equations and implementation
5.2.1 Background equations
The background density of the decaying cold DM (dcdm) and of the produced decay










ρdr + aΓdcdm ρdcdm , (5.3)
where Γdcdm is the decay rate defined with respect to proper time, and primes denote
derivatives with respect to conformal time. In the language of class, ρdr and ρdcdm
fall into the category of {B}-variables since they must be evolved alongside the scale
factor2. Choosing the fractional energy density in decaying DM plus decay radiation
today, Ωdcdm + Ωdr, class then finds the corresponding initial condition by using a
shooting method. However, since the initial scale factor is set dynamically by the code,
we must formulate our initial condition such that it is independent of a in the infinite
past. Hence, the target of the shooting method is to find the correct value of the DM
energy in a typical comoving volume, Eini ≡ a3ini ρdcdm(aini). At the same time, we fix
the initial condition for the density of decay radiation using the asymptotic solution of




5.2. Equations and implementation
5.2.2 Perturbation equations in synchronous gauge
At the level of scalar perturbations, the transfer of energy between the dcdm and dr
species is encoded into the continuity and Euler equations of the type
Tµ0dcdm;µ = −C , Tµ0dr ;µ = C , (5.4)
∂iT
µi
dcdm;µ = −D , ∂iTµidr ;µ = D . (5.5)
The coupling terms C,D accounting for the decay of non-relativistic particles take a
trivial form in the synchronous gauge comoving with the decaying species dcdm, i.e.
in the gauge such that the metric perturbations δg00, δgi0 and the velocity divergence
θdcdm vanish. In this gauge, denoted by the index (s), C(s) is given by the product of
the conformal decay rate, the dcdm particle rest mass and the local value of the number
density of these particles. Expanding this quantity in background and perturbations, one
gets
C(s) = aΓdcdm ρdcdm (1 + δdcdm) . (5.6)
In the same gauge, the decays do not create any additional flux divergence, and D(s) = 0.
Note that assuming similar expressions for C and D in other gauges would lead to wrong











dcdm = 0 . (5.7)
Given adiabatic initial conditions there is no reason for ordinary DM (cdm) and dcdm
not to be aligned at early times. Hence, one can fully specify the synchronous gauge
by choosing an initial equal-time hypersurface such that θdcdm = θcdm = 0. It follows
that they will remain zero at any time and we conclude that the synchronous gauge
comoving with cold DM is simultaneously comoving with dcdm. Therefore, one can refer
to a single synchronous gauge (s), in which the Euler equations for both cdm and dcdm
can be omitted.
5.2.3 Perturbation equations in Newtonian gauge
Since the class code is written in both synchronous and Newtonian gauge, we wish to
derive the full set of equations in both gauges, while the previous literature only presented
synchronous equations. Implementing both gauges allows for a useful consistency check,
since one must recover the same observables in the two gauges. After writing the
continuity and Euler equations in the synchronous gauge, we gauge-transform them using
Eqs. (27a-27b) of [19], which take a slightly more complicated form in presence of a
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dr − k2α = 0 , (5.10)
with k the wavenumber, α ≡ (h′ + 6η′)/2k2 and where we address the reader to [19] for
the (by now standard) notation of the different potentials. The final set of equations in
both gauges can be written as
δdcdm





θdcdm + k2mψ , (5.12)
δdr
′ = −43 (θdcdm +mcont) + aΓdcdm
ρdcdm
ρdr
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where the metric source terms mcont and mψ are given in Table 5.1.
5.2.4 Boltzmann hierarchy for decay radiation
The full perturbations of the decay radiation distribution function can be written in
different ways. We adopt here the same set of equations as in [138], in which the












5.3. Comparison with data
where the the critical energy density today, ρcr,0, has been introduced to make rdr
dimensionless. The derivative of rdr is given by
rdr
′ = aΓdcdmρdcdm/ρdr , (5.17)
so that rdr is constant in absence of a source. The point of introducing such a factor in the
definition of Fdr is to cancel the time-dependence Fdr due to the background distribution
function f0dr in the denominator of equation (5.15). This simplifies the Boltzmann
hierarchy for the Legendre multipoles Fdr,`, which obey the following equations
F ′dr,0 = −kFdr,1 −
4
3rdrmcont + rdr





















2`+ 1 (`Fdr,`−1 − (`+ 1)Fdr,`+1) , ` > 2 . (5.21)
The expression for mshear can be found in Table 5.1. For the sake of simplicity, we have
reported these equations in a spatially flat universe, but for our analysis we implemented
the equations in a general curved FLRW model, following [20]. The Boltzmann hierar-
chy is truncated at some `max following the prescription of [19] generalised to spatial
curvature [20].
5.3 Comparison with data
5.3.1 Observable effects
When discussing the effect of a given parameter on the CMB describing some new
physics, one should specify which other parameters are kept fixed. The best choice is the
one allowing to cancel all trivial effects, in order to isolate the distinct residual effect
associated to the new physics.
Here the focus is on the effect of the DM decay rate Γdcdm. If we were varying Γdcdm
while keeping the DM density fixed today (either the physical density ωdcdm = Ωdcdmh2
or fractional density Ωdcdm), the code would automatically adjust initial conditions in
the early universe. The direct effect of Γdcdm on the perturbations would then be mixed
with that of changing the early cosmological evolution, and in particular the redshift of
equality.
Hence, a better choice is to fix all initial conditions, so that varying Γdcdm only affects
the late cosmological evolution. In order to do this easily, we implemented an alternative
parametrisation in class. Instead of providing ωdcdm+dr or Ωdcdm+dr as input and letting
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the code compute the initial dcdm density, the user can choose to pass the initial density
of decaying DM (in dimensionless units, as Ωinidcdm ≡ (ρinidcdma3/ρcr,0) or ωinidcdm ≡ Ωinidcdmh2),
and the code will find the correct density today. Note however, that this procedure
also involves a shooting method in order to satisfy the closure equation ∑i Ωi = 1− Ωk.
With this approach, we preserve the full cosmological evolution at least until photon
decoupling, since for realistic values of Γdcdm allowed by observations, the DM decay is
only significant at late time, long after photon decoupling. In particular, the effects of
Γdcdm on the CMB are the following:
i) a change in the angular diameter distance to decoupling, shifting the whole CMB
spectra in multipole space;
ii) a late Integrated Sachs-Wolfe (ISW) effect, since a modification of the homogeneous
and perturbed density of DM at late times affects the evolution of metric fluctuations
through the Poisson equation;
iii) a different amount of CMB lensing, affecting the contrast between maxima and
minima in the lensed CMB spectra.
To check (ii), we plot in Figure 5.1 the unlensed temperature spectrum of models with
Γdcdm set either to 0 or 20 km s−1Mpc−1 3. To keep the early cosmological evolution
fixed, we stick to constant values of the density parameters (ωinidcdm, ωb), of primordial
spectrum parameters (As, ns) and of the reionization optical depth τreio. Of course, for
Γdcdm = 0, the dcdm species is equivalent to standard cold DM with a current density
ωcdm = ωinidcdm. We need to fix one more background parameter in order to fully specify
the late cosmological evolution. Possible choices allowed by class include h, or the
angular scale of the sound horizon at decoupling, θs = rs(tdec)/ds(tdec). We choose to
stick to a constant value of θs, in order to eliminate the effect (i) described above, and
observe only (ii). We see indeed in Figure 5.1 that with such a choice, the spectra of
the stable and decaying DM models overlap everywhere except at small multipoles. To
check that this is indeed due to a different late ISW effect, we show in Figure 5.2 the
decomposition of the total spectrum in individual contribution, for the stable model and
a dcdm model in which the decay rate was pushed to 100 km s−1Mpc−1.
Since the dominant effect of decaying DM is a modification of the small-` part of the
CMB temperature spectrum, in the rest of the analysis, it will be relevant to investigate
degeneracies between Γdcdm and other parameters affecting mainly the large-angle CMB
spectra, like the spatial curvature parameter Ωk or the tensor-to-scalar ratio r (defined
throughout this paper at the pivot scale k∗ = 0.05/Mpc). We show examples of such
models in Figure 5.1, from which it is not obvious that very small variations of Γdcdm,
Ωk and r can be distinguished, given the cosmic variance uncertainty on low `’s. It is
useful to plot the matter power spectrum P (k) of the same models, to see whether CMB
lensing or direct measurements of P (k) can help to reduce the degeneracy. This is done
in Figure 5.3. We see that all the parameters discussed here have a different effect on
3It is useful to bear in mind the conversion factor 1 km s−1Mpc−1 = 1.02× 10−3Gyr−1.
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Figure 5.1 – CMB temperature power spectrum for a variety of mod-
els, all with the same parameters {100 θs, ωinidcdm, ωb, ln(1010As), ns, τreio} =
{1.04119, 0.12038, 0.022032, 3.0980, 0.9619, 0.0925} taken from the Planck+WP best
fit [11]. For all models except the “Decaying CDM” one, the decay rate Γdcdm is set to zero,
implying that the “dcdm” species is equivalent to standard cold DM with a present density
ωcdm = ωinidcdm = 0.12038. The “Decaying CDM” model has Γdcdm = 20 km s−1Mpc−1,
the “Tensors” model has r = 0.2, and the “Open” (“Closed”) models have Ωk = 0.02
(−0.2). The main differences occur at low multiples and comes from either different late
ISW contributions or non-zero tensor fluctuations.
P (k). Playing with tensor modes leaves the matter power spectrum invariant, since it
is related to scalar perturbations only. Varying Γdcdm changes P (k) slightly for several
reasons:
• the different background evolution of ρdcdm leads to an overall vertical shift of the
spectrum;
• the different values of h needed to get the same θs changes the ratio of the Hubble
scale at equality and today, hence shifting the spectrum horizontally;
• on top of these shifting effects, the different evolution of δdcdm is such that dcdm
has a reduced linear growth factor, affecting the actual shape of the matter power
spectrum.
When introducing the curvature parameter, one gets a combination of the first two effects
only. Moreover, variations of Γdcdm and Ωk leading to an effect in the CMB of the same
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Figure 5.2 – The single contributions to the CMB temperature spectrum (Sachs-Wolfe,
early and late Integrated Sachs-Wolfe, Doppler and polarisation-induced) for a stable
model (solid) and a dcdm model (dashed) with Γdcdm = 100 km/s/Mpc. The value of
other parameters is set as in Figure 5.1. We see that only the late ISW effect is sensitive
to the decay rate (for other contributions, solid and dashed lines are indistinguishable).
amplitude give effects on the P (k) with very different amplitudes. This comparison
shows that, at least in principle, CMB lensing effects and direct constraints on P (k) may
help to break degeneracies, and to measure Γdcdm independently of Ωk and r. This can
only be confirmed by a global fit to current observations.
5.3.2 The data
The parameter extraction is done using a Metropolis Hastings algorithm, with a Cholesky
decomposition to better handle the large number of nuisance parameters [46]. We
investigate two combinations of experiments which we denote by A and B. Both share
the Planck likelihoods, consisting of the low-`, high-`, lensing reconstruction and low-`
WMAP polarisation, as well as the WiggleZ data [153], and the BOSS measurement of
the Baryon Acoustic Oscillation scale at z = 0.57 [154]. The set B adds the BICEP2
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Figure 5.3 – Matter power spectrum P (k) (computed in the Newtonian gauge) for the
same models considered in Figure 5.1. The black curve (Stable CDM) is hidden behind
the red one (Tensors).
We performed the analysis selecting flat priors for the following set of parameters
{ωb, H0, As, ns, τreio, ωdcdm+dr,Γdcdm, r,Ωk} ,
in addition to the other nuisance parameters for the Planck likelihood, omitted here for
brevity. The first five cosmological parameters stand respectively for the baryon density,
the Hubble parameter, the amplitude at k∗ = 0.05/Mpc and tilt of the initial curvature
power spectrum, and the optical depth to reionisation. The next parameter ωdcdm+dr
denote the physical density of decaying dark matter plus its decay product today (in
practise, ωdcdm+dr is extremely close to ωdcdm up to typically 4%). Finally, the last two
parameters are the dcdm decay rate and the tensor-to-scalar ratio, also measured at
the pivot scale k∗ = 0.05/Mpc. In some of our runs, we vary the curvature parameter
Ωk = 1− Ωtot.
The tensor tilt nt is set to satisfy the self-consistency condition from inflation, i.e
nt = −r/8(2− r/8− ns), whereas the tensor running αt is neglected. For the neutrino
sector, for simplicity, we performed the same assumption as in [11] (two relativistic
neutrinos and one with a mass of 0.06 eV).
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5.3.3 Results
The results are summarized in table 5.2 and figs. 5.4 and 5.5.
Model ΛCDM + {Γdcdm, r} ΛCDM + {Γdcdm, r,Ωk}
Data A B A B
100ωb 2.231+0.025−0.024 2.226+0.024−0.024 2.247+0.028−0.030 2.247+0.028−0.029
H0 [km/s/Mpc] 68.89+0.62−0.61 68.92+0.61−0.62 68.21+0.79−0.79 68.07+0.83−0.80
109As 2.145+0.044−0.050 2.143+0.044−0.047 2.157+0.046−0.054 2.156+0.045−0.052
ns 0.9643+0.0055−0.0056 0.9666+0.0055−0.0056 0.9705+0.0071−0.0077 0.9742+0.0072−0.0076
τreio 0.082+0.012−0.011 0.082+0.011−0.011 0.08676+0.012−0.013 0.08792+0.011−0.013
ωdcdm+dr 0.1142+0.0016−0.0014 0.1142+0.0017−0.0014 0.1117+0.0026−0.0023 0.1113+0.0025−0.0023
Γdcdm [km s−1Mpc−1] < 5.9 < 5.0 < 6.0 < 4.9
r < 0.13 0.164+0.032−0.040 0.05273+0.012−0.053 0.1713+0.033−0.039
102Ωk – – −0.3517+0.28−0.26 −0.4405+0.30−0.27
τdcdm [Gyr] > 160 > 200 > 160 > 200
Table 5.2 – Marginalised Bayesian credible intervals for the cosmological parameters of the
models considered in our analysis. We quote either mean values and 68% confidence levels
or 95% upper/lower bounds. The last lines show the results for the derived parameter
τdcdm = 1/Γdcdm representing the dcdm lifetime (assuming a flat prior on the rate Γdcdm,
and not on the lifetime).
For the ΛCDM + {Γdcdm, r} model, we find that the best-fit model has a negligible decay
rate. Using the A dataset, the upper bound is Γdcdm < 5.9 km s−1Mpc−1 (95% CL). The
decay rate is not significantly correlated with any other cosmological parameter, except
ωdcdm+dr and r, as can be seen in Figure 5.4. Indeed, the data prefer a certain amount of
DM at early times, corresponding to the correct redshift of equality. Hence models with
a large decay rate have a smaller DM density today, explaining the negative correlation
between Γdcdm and ωdcdm+dr. There is also a correlation between Γdcdm and r: both
parameters can enhance the small-l CMB temperature spectrum, so larger values of r
lead to a stronger bound on Γdcdm. Still, since r is peaked in zero (as usual using Planck
data), we know that the bound on Γdcdm that we would obtain under the assumption
r = 0 would be very similar to what we get here.
For the same model and the B dataset, the bounds on the tensor-to-scalar ratio moves
close to r ' 0.17 at k∗ = 0.05/Mpc (slightly lower than in the ΛCDM + r model, because
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bound on the lepton number breaking scale v






This is just an example of how a strong constraint on DM stability can provide relevant
information on its yet unknown nature and constrain models of new non-standard
interactions. Finally, we would like to remark that these bounds are expected to become
even stronger in the near future. Indeed, a key role in their improvement will be played
by future weak lensing surveys, which will also help in reducing degeneracies with massive
neutrinos, see e.g. [155, 156].
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6 Neutrino Masses Forecast
Foreword
This chapter deals with a different observable entirely: the clustering of the Large Scale
Structures (LSS). There are already several available datasets that measured some simple
statistical properties of the galaxy distribution in our observable universe (the Baryon
Oscillation Spectroscopic Survey, BOSS, for instance), but many more are being planned.
One of the most promising ones is the euclid mission, that has recently been approved
by the European Space Agency to be launched in 2020.
The satellite will actually contain several probes, as it will try to shed some new lights on
many fundamental questions at once. We focused in this paper in the potential predictive
power of euclid concerning the total neutrino mass, and we therefore looked at the
spectroscopic redshift survey, and the cosmic shear survey (or weak lensing). Obviously,
with the launch being still far away, the final sensitivity of these two measurements is
not yet definitive, but we followed the design documents of the experiment at the time of
publication.
Another important thing to notice is that, evidently, there is no data yet - and considering
this, any Bayesian analysis seems fruitless. Nonetheless, it is possible to proceed with a
fiducial analysis.1 The principle is rather simple to understand: before performing the
analysis, a model is chosen, along with values for its parameters. In our case, this would
be the standard model, plus three degenerate massive neutrinos with a given total mass,
with all the parameters set at the best-fit of Planck measurement, and a non-zero mν
chosen arbitrarily.
Once this reference values are chosen (the fiducial cosmology), a fake observation is
generated, with these data points stored, alongside the expected error bars of the
measurement. This step is a simplification, because it assumes that the central value
1Not to be understood in the sense of Fiducial statistic, as opposed to Bayesian or frequentist.
121
Chapter 6. Neutrino Masses Forecast
measured in each wave-number bin is the exact theoretical prediction. However, since
the experimental error is also taken into account, this should not bias the result. In any
case, once this fake measurement has been recorded, a standard Metropolis-Hastings
analysis can be performed, which will give the posterior distribution of the parameters of
the model.
As was explained in section 1.6.2, the posterior distribution is the a posteriori information
on the parameters given the data. Since in this case, the data was chosen by hand, it
may appear to be a useless quantity to compute. It is important to realize indeed that
the central value recovered by the analysis is a trivial information, as it corresponds to
the input. Nevertheless, the width of the posterior distribution is an interesting piece of
information in itself - with the caveat that it will depend on the fiducial model chosen
(for instance, a high neutrino mass will present a deep, characteristic dent in the matter
power spectrum, which would be more precisely captured by the experiment than the
weaker effect coming from a smaller total mass).
In the case of neutrino mass, though, it is an important exercise to play. Indeed, the
total mass mν is bounded, both from above and below - respectively by observations
of the CMB (the Planck mission gave an exclusion of mν < 0.23 eV [11], by combining
their high-` and low-` measurements, with WMAP polarization, SPT and ACT data,
along with the BAO observations) and neutrino flavor oscillation (0.056(0.095) eV < mν
for normal (inverted) hierarchy [32]). This gives a relatively limited range in which the
neutrinos may be hiding, rendering the fiducial study very significant. The arbitrary
choice for the fiducial value of the total neutrino mass is therefore restricted to this range,
and the exact value will have therefore a smaller impact on the analysis. It seems thus
nearly certain from the start that a future LSS experiment should finally be able to close
the gap and find a non-zero preferred value.
There is however a significant problem standing in the way of reconstructing the neutrino
mass from observations, no matter how good they become. So far, in the previous
chapters, we more or less carefully avoided to talk about the non-linear evolution of
perturbations. By studying the CMB, even with the effect of lensing, we only tackled
mostly linear evolution. But structure formation is a strongly non-linear effect, with
density variations of forty four orders of magnitude (see section 1.3). It is therefore
crucial to understand these non-linearities in order to extract properly all the information
contained in LSS surveys.
To follow completely non-linear equations, the brute-force approach embodied by the
N-body simulation is certainly the most straightforward, albeit not necessarily the most
practical. It consists in following the evolution of individual particles, representing
themselves an ensemble of particles, by solving numerically the full equations for the
species represented, i.e. eqs. (1.19) and (1.20). This approach presents several problems:2
2Although recent developments [157] indicate a possible way forward
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1) the simultaneous simulation of cold dark matter, baryon and neutrinos is particularly
tricky since they each have very discrepant behaviours, and 2) it is very expensive
numerically to run, of the order of a few days on one CPU.
Concerning the first problem, if the simulation would only contain CDM, it would be
rather straightforward. But if it also needs to take into account baryonic effects – notably
pressure, reheating by supernovae explosions, star formation – the situation is much more
complicated. It has been so far done in a rather empirical way for baryons. Neutrinos
are even more difficult to handle because of their large peculiar velocity: because of their
relatively small mass, they travel much faster than the rest of the particles, crossing the
volume of the simulation several times over the timespan of one simulation step [158].
There are currently some codes able to handle the situation, but it obviously slows down
the simulation.
In any case, the second problem is even more concerning. A direct method to solve
these equations for N particles would be of order O(N2), because for each particle,
you need to compute the influence of all the N − 1 other particles. By using instead a
Tree-Particle Mesh (Tree-PM) method, one can bring down the computing time scaling to
a O(N log(N)). The simulation is then divided in cells, where inside, the direct method
is used, but from outside, it is only the average gravitational effect that is taken into
account. Nonetheless, the typical running times are of the order of days: as explained
in section 1.6.3, such a long execution time is incompatible with parameter extraction,
where several hundreds of thousands of points are sometimes needed. This is why most
studies have been so far limiting the range at which they use the data from LSS to
low wavenumbers, typically of the order of k ' 0.1h/Mpc at redshift 0, to stay within
the linear regime as much as possible. While keeping only low wavenumbers eases the
analysis, it also means that much of the information collected by the experiment will be
discarded. Ideally, one would like to find a fast way of computing a theoretical prediction
for at least the mildly non-linear scales (up to k ' 0.3h/Mpc), in order to use more of
the available data.
In this paper, we thus used a refined halofit3 method [39] that includes the effect of
massive neutrinos. It predicts the power spectrum of matter, with a certain uncertainty.
What is crucial to realize, however, is that on the mildly non-linear scales, this theoretical
uncertainty is actually bigger than the observational one. The situation, therefore, is
much different than the usual one in cosmology, with a sharp prediction from the model
and a rather vague measurement. Consequently, we had to develop a new way to handle
the theoretical uncertainty in the modelling of the experiment. As expected from the
discrepancy between uncertain theory and precise data, and despite being very optimistic
in the expected accuracy of the theoretical prediction, extending the range of used
wavenumber values does not significantly improve the constraint on the total neutrino
mass, as can be seen in tables 6.1 and 6.2. Nevertheless, the sensitivity is enough to
3It is a fitting formula that was calibrated on N-body simulations [159]
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almost ensure a detection of a non-zero total mass from euclid. This will never be as
good as a direct detection of the mass of a single neutrino, since the process used here is
rather indirect, but it will be an important milestone for neutrino physics nonetheless.
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Neutrino masses and cosmological parameters from
a Euclid-like survey: Markov Chain Monte Carlo
forecasts including theoretical errors
Benjamin Audren, Julien Lesgourgues, Simeon Bird, Martin G. Haehnelt, Matteo Viel
Published in JCAP 1301 (2013) 026 [5]
Abstract: We present forecasts for the accuracy of determining the parameters of a
minimal cosmological model and the total neutrino mass based on combined mock data
for a future Euclid-like galaxy survey and Planck. We consider two different galaxy
surveys: a spectroscopic redshift survey and a cosmic shear survey. We make use of
the Monte Carlo Markov Chains (MCMC) technique and assume two sets of theoretical
errors. The first error is meant to account for uncertainties in the modelling of the
effect of neutrinos on the non-linear galaxy power spectrum and we assume this error
to be fully correlated in Fourier space. The second error is meant to parametrize the
overall residual uncertainties in modelling the non-linear galaxy power spectrum at small
scales, and is conservatively assumed to be uncorrelated and to increase with the ratio
of a given scale to the scale of non-linearity. It hence increases with wavenumber and
decreases with redshift. With these two assumptions for the errors and assuming further
conservatively that the uncorrelated error rises above 2% at k = 0.4 h/Mpc and z =
0.5, we find that a future Euclid-like cosmic shear/galaxy survey achieves a 1-σ error
on M(ν) close to 32 meV/25 meV, sufficient for detecting the total neutrino mass with
good significance. If the residual uncorrelated errors indeed rises rapidly towards smaller
scales in the non-linear regime as we have assumed here then the data on non-linear
scales does not increase the sensitivity to the total neutrino mass. Assuming instead a
ten times smaller theoretical error with the same scale dependence, the error on the total
neutrino mass decreases moderately from σ(M(ν)) = 18 meV to 14 meV when mildly
non-linear scales with 0.1 h/Mpc < k < 0.6 h/Mpc are included in the analysis of the
galaxy survey data.
6.1 Motivations
Several ambitious ground-based and space-based galaxy surveys have been planned for
the next decade (e.g. ska4, lsst5), or are about to take place (e.g. des6). One of the
most ambitious approved missions, the Euclid7 satellite [160], is expected to be launched
by ESA in 2019. It will combine a galaxy redshift survey with weak lensing observations,
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accuracy. This will offer a unique opportunity to improve measurements of cosmological
parameters, including the neutrino mass, known to slow down structure formation on
intermediate and small scales[32], as well as constraints on dark energy and modified
gravity models.
Recent constraints on the total neutrino mass appear to have converged on an upper limit
of about 0.3 eV at the 95% confidence level (e.g. [161, 162, 163, 164, 165, 166, 167]),
with the notable exception of Lyman−α forest data, which gives an even lower bound of
0.17eV [168]. These constraints rely on a combination of data from Cosmic Microwave
Background (CMB) experiments such as WMAP, Baryonic Acoustic Oscillations (BAOs),
SuperNovae (SN) distance moduli, galaxy clustering and cosmic shear (especially from
the SDSS8 and CFHTLS9 surveys). Data sets provided by Large Scale Structure (LSS)
are particularly important, since they are able to probe scales and redshifts affected by
neutrino free streaming both in the linear and non-linear regimes. Neutrino oscillation
experiments provide a lower bound of 0.05eV on the total neutrino mass, meaning that
the allowed range is now significantly squeezed by cosmological data, and well within
reach of future planned surveys.
Several forecasts have already been published on the sensitivity of Euclid to cosmological
parameters, with a focus on dark energy, modified gravity, the neutrino mass, or other
extensions of the minimal ΛCDM model (see e.g. [169, 170, 171, 172, 173, 174, 175,
176, 177]). However reliable forecasts are difficult to obtain; interpreting Euclid data
on small (non-linear) scales will require a more accurate modeling of systematic effects
than is currently achievable. This is true for both non-linear corrections to the matter
power spectrum, and for effects specific to each survey. In the case of the galaxy redshift
survey, for instance, redshift space distortions and scale-dependent bias. In the case of
the cosmic shear survey, noise bias in shape measurements [178]. Some authors have
pointed out that without considerable progress in modeling these effects, the sensitivity
to cosmological parameters might degrade considerably (see e.g. [176]).10
Current forecasts tend either to incorporate only linear scales and neglect these sys-
tematics, or to include a small range of mildly non-linear scales and model systematics
by including nuisance parameters which are then marginalized over. Introducing such
nuisance parameters (for instance, in order to describe redshift-space distortions) still
assumes that we can predict the shape of these effects, and reduce them to a simple
family of curves. Hence, this approach is not the most conservative.
On top of this, many forecasts are affected by a methodology issue: apart from two
recent works [177, 180], they are based on a Fisher matrix technique, which assumes that
the posterior distribution is a multivariate gaussian of the parameters, and whose results
8http://www.sdss.org/
9http://www.cfht.hawaii.edu/Science/CFHLS/
10A study [179] made after the publication of this paper shows also that combining the two different
experiments improve significantly the constraining power than either alone.
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depend on the step chosen in the calculation of numerical derivatives of the spectrum
with respect to the parameters (see e.g. [180, 181]). It is possible to choose the step
size in a careful and consistent way, but the chosen steps are not always mentionned
explicitely.
The present forecast has three objectives:
• First, we wish to use a reliable forecast method for the sensitivity of a Euclid-like
survey to ΛCDM parameters and to the total neutrino mass, based not on Fisher
matrices, but on a parameter extraction from mock data with Markov Chain Monte
Carlo (MCMC). This goal has also been achieved very recently by [177], although
with a different approach for modeling the galaxy redshift survey. To our knowledge,
the present analysis is the first MCMC forecast of a Euclid-like galaxy redshift
survey using as an observable the power spectrum P (k) in wavenumber space.
• Second, we wish to incorporate non-linear corrections using the most accurate
available fitting formula accounting for neutrino mass effects, namely the version of
halofit [159] presented in Ref. [39]. This formula has been obtained by fitting
to a suite of N-body simulations which incorporate neutrinos as free-streaming
dark matter particles, using the code first presented in Ref. [182]. The error in this
formula specific to the neutrino mass was estimated by Ref. [39] to be Gaussian,
with squared variance
α(k, z) ≡ ∆P (k, z)
P (k, z) =
ln[1 + k/kσ(z)]
1 + ln[1 + k/kσ(z)]
fν , (6.1)
where fν = ων/ωm and kσ(z) is the non-linear wavenumber as defined and computed
in halofit. We include this in the likelihood as a fully correlated error, as described
in detail in Appendix C.1, associated to a unique nuisance parameter.
• In order to obtain conservative results while keeping the analysis simple, we
will combine this correlated error with a second uncorrelated error. This second
uncorrelated error is assumed to account for extra uncertainties in our approximate
modeling of non-linear corrections, redshift space distortions, scale-dependent bias
and other systematic effects. By assuming an uncorrelated error on each data point,
we remain more conservative than if we marginalized over a small set of nuisance
parameters representing several types of fully correlated errors. Throughout this
work, we assumed for convenience that the relative theoretical error on the power
spectrum was given by Eq. (6.1), with fν replaced by a constant factor, by default
0.05. This error grows smoothly from zero on linear scales up to 5% on deeply
non-linear scales. For a concordance cosmology and at redshift z = 0.5, it reaches
1% near k = 0.1hMpc−1 and 2.3% around k = 0.6hMpc−1. This choice matches
roughly the estimate of halofit errors in Figure 16 of Ref [183]. We assume that
ten years from now, this will provide a reasonable description of the total uncertainty
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coming from all systematic effects in each of the two surveys11. Occasionally, we
will consider the effect of dividing the magnitude of the error by two or ten, to
evaluate the effect of better control of non-linear systematics. We emphasise that
the exact form of the uncorrelated error is obviously just an educated guess and
that a different k-dependence will e.g. influence the assessment of how useful
pushing to smaller scales will be. Of course, introducing a fully uncorrelated error
(or alternatively, form filling functions as in [184]) is very conservative in that it
assumes that no modeling of systematics is accurate enough. In several years from
now, it might become realistic to model most systematics with several types of
correlated errors, and to reduce the residual uncorrelated theoretical error to a
smaller level than assumed in this work.
6.2 Galaxy redshift survey
Throughout this paper, our fiducial model is chosen to be a flat ΛCDM model with
three degenerate massive neutrino species. The fiducial parameter values are taken to be
ωb = 0.02258, ωc = 0.1109, As = 2.43× 10−9 (pivot scale k∗ = 0.05hMpc−1), ns = 0.963,
h = 0.710, zreio = 10.3, mν = 0.07 eV (so Mν = 0.21 eV). For the power spectrum of the
mock data, we could take directly the fiducial power spectrum, or generate a random
spectrum realization corresponding to the same model. As illustrated in [181], the two
options lead to the same forecast errors, so for simplicity we assume an observed power
spectrum equal to the theoretical power spectrum of the fiducial model.
We fit the mock and Euclid-like spectra using the MCMC code MontePython [1].
MontePython uses the Metropolis-Hastings algorithm like CosmoMC [58], but is
interfaced with class [23, 24] instead of camb [114], is written in python, and has extra
functionality; it will soon be released publicly, including the Euclid-like likelihood codes
used in this work.
Technical details of the assumed likelihood and our analysis are presented in Appendix C.1.
Let us summarize here the essential points. As in most of the recent Fisher-matrix-
based forecasts, we assume that the reduced data is described by a set of observable
power spectra P obs(kref , µ, z), related to the familiar non-linear matter power spectrum
PNL(k, z) in a non-trivial way in order to take into account redshift space distortions,
linear light-to-mass bias, spectroscopic redshift errors and the Alcock-Paczynsky effect
(see C.1.1). Of course, this modeling is imperfect: for this reason we introduce a
theoretical error. For instance, we do not take into account galactic feedback [185],
assuming that this contamination can be predicted by simulations up to the level of
our residual theoretical error function. The arguments kref and µ of the observable
power spectrum stand respectively for the observed wavenumber assuming the fiducial
11This description is obviously more optimistic for the galaxy survey, due to the extra complications
generated by bias and redshift-space distortions.
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Figure 6.1 – Observable spectrum (top) and relative error on this spectrum (bottom),
for the first redshift bin (left) and last redshift bin (right) of a Euclid-like galaxy redshift
survey. The quantity displayed in the top is the galaxy power spectrum Pg(kref , µ, z) as a
function of the fiducial wavenumber kref , for fixed redshift and perpendicularly to the line
of sight (µ = 0), rescaled by the inverse squared bias b(z)−2 and by a factor H(z)/DA(z)2:
it is therefore a dimensionless quantity. The upper plots show a comparison between
a model with massless neutrinos and our fiducial model (Mν = 3mν = 0.21 eV). Solid
lines are derived from the non-linear matter power spectrum using the updated halofit
version of ref. [39], while dashed lines are derived from the linear power spectrum. The
lower plots show the part of the relative error coming from observational or theoretical
errors only (cosmic variance is included in the observational error). In these plots, the
individual 1-σ error on each data point has been rescaled by the square root of the
number of points, in such a way that the edges of the error bands correspond to a shift
between theory and observation leading to ∆χ2 = 1, when only the observational or
theoretical error is incorporated in the likelihood expression. In these lower plots, we also
show for comparison the ratio between a massless model and a model with the minimum
total mass allowed by neutrino experiments, Mν = 0.05 eV.
cosmology, and the cosine of the angle between the observed wavevector and the line of
sight. We assume sixteen redshift bins with mean redshift ranging from 0.5 to 2, and
bin widths of ∆z = 0.1. For a fixed theoretical model, each observed value of P obs in
a bin centered on the point (kref , µ, z) follows, to a good approximation, a Gaussian
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P th + 1/ng
)2
, (6.2)
where dµ is the size of the bins in µ space, and [dkref/kref ] the size of the logarithmic
bins in wavenumber space (see C.1.2). The characteristics of the survey are encoded in
Vsurvey, the survey volume, and ng, the comoving number density of galaxies accounting
for shot noise (see C.1.3). Hence, if for every observed data point the theory and the
observation differed by this amount, the effective χ2 would increase with respect to its
minimum value by the number of data points, namely





where B is the number of redshift bins.
To illustrate this error, in figure 6.1, we show the relative error bar on the observed
spectrum in the first and last redshift bin, assuming no additional theoretical error. For
the purpose of comparing with the theoretical error introduced below, we do not show
as usual the error corresponding to a one-sigma deviation for each given data point; we
divided each error by
√
N , in such a way that the edge of the error band corresponds to
a deviation between the observed and theoretical spectrum leading to ∆χ2 = 1. Note
that the displayed quantity ±∆P obs/(P obs√N) does not depend on the width of the
bins in (kref , µ, z) space, but only on P th, Vsurvey and ng.
We incorporate the theoretical error in the likelihood in the way described in section
C.1.4. In few words, this error is normalized in such a way that a shift between theory
and observations by a relative amount α (the quantity defined in eq. (6.1)) leads to
an increase of the χ2 by one. This is achieved simply by adding a term N(αP th)2 to
the total error variance. Figure 6.1 shows the relative theoretical error on the observed
spectrum, normalized in such a way that the edge of the error band corresponds to a
deviation between the observed and theoretical spectrum leading to ∆χ2 = 1 when the
observational error is switched off. These edges are directly given by ±α.
We see in this figure that our assumption for α leads to an error of 1% at k = 0.1hMpc−1
and 2.5% at k = 0.6hMpc−1 for the first redshift bin centered on z = 0.5. For the last
redshift bin in the galaxy survey, centered on z = 2, non-linear corrections appear on
smaller scales, and the error is only 1% at k = 0.6hMpc−1.
We performed several forecasts for a combination of Planck data and a Euclid-like galaxy
redshift survey data. It should be stressed that the characteristics of Euclid are not yet
finalized. Our choice for Vsurvey and ng(z¯), detailed in C.1.3, should be taken as indicative
only. For Planck, we follow the method presented in [181] and do not include lensing
extraction. For the experimental Planck sensitivity, we use the numbers presented in the
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kmax un. co. 104ωb 104ωc 103ns 1011As 103h zreio
3mν = Mν
(h/Mpc) err. err. (meV)
0.1 – – 1.2 6.2 2.8 3.0 4.1 0.38 18
0.1 1/10 – 1.2 6.9 2.8 3.1 4.5 0.39 18
0.1 1/2 – 1.3 9.5 3.2 3.5 6.1 0.39 23
0.1 • – 1.3 11 3.4 3.6 6.7 0.40 25
0.1 • • 1.3 11 3.4 3.6 6.7 0.40 25
0.6 – – 0.86 2.1 0.37 1.2 0.40 0.23 5.9
0.6 1/10 – 1.1 4.8 2.5 2.7 3.0 0.37 14
0.6 1/2 – 1.2 8.6 3.2 3.4 5.7 0.39 22
0.6 • – 1.3 10 3.4 3.6 6.7 0.39 25
0.6 • • 1.3 10 3.4 3.6 6.7 0.39 25
Table 6.1 – Marginalized 1-σ error for each model parameter, in a fit of Planck + Euclid-
like galaxy survey data. The different lines correspond to different choices of kmax, to
the inclusion or not of the global uncorrelated theoretical error (un. err.), divided by ten
(1/10), by two (1/2), or full (•), to that of the specific neutrino-related correlated error
(co. err.), and to the use of the non-linear or linear power spectrum. The models with
correlated error have one more nuisance parameter eν not shown here, with unit 1-σ
error.
Planck Bluebook12. This is a rather conservative model since the sensitivities are based
on 14 months of observations instead of 30.
The differences between our forecasts reside in the maximum wavenumber, equal to
kmax = 0.1 or 0.6hMpc−1, and in various prescription for the theoretical error: no error
at all, the uncorrelated error described above and in C.1.4 (divided by ten, by two, or
full), or additionally the correlated error accounting for neutrino-mass-related effects
(described in C.1.5). Since we are using an increasing theoretical error on non-linear
scales, we expect the amount of information contained in the data to saturate above some
value of kmax: this is the reason we can consider such a high value as 0.6hMpc−1. We did
not try even higher values, first because our result would not change, and second because
our forecast would become unrealistic: deep in the non-linear regime, the Gaussian
assumption for the likelihood breaks down.
Our results are presented in Table 6.1. Parameters like ωb and zreio are well determined
by CMB data, and their forecast error depends very mildly on our different assumptions.
For other parameters, the redshift survey plays a crucial role in removing parameter
degeneracies. In that case, even with kmax = 0.1hMpc−1, including the uncorrelated
theoretical error makes a difference: the parameter sensitivity degrades by up to 70%
for h. The 68% neutrino mass error bar degrades by 40%, from σ(Mν) = 0.018 eV to
12http://www.rssd.esa.int/SA/PLANCK/docs/Bluebook-ESA-SCI(2005)1_V2.pdf, page 4, Table 1.1
(using only the best three HFI channels: 100, 143 and 217 GHz).
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σ(Mν) = 0.025 eV.
Assuming only this uncorrelated error, the cases kmax=0.1hMpc−1 and kmax=0.6hMpc−1
give almost the same results. Hence, our assumption for the theoretical error magnitude
is such that most of the information is contained on linear scales. Thanks to realistic (or
at least conservative) assumptions for the theoretical error, the results of our forecast are
nearly independent of the cut-off kmax. Without a theoretical error, increasing kmax to
0.6hMpc−1 would lead to a spectacular (but totally unrealistic) decrease of the error
bars, with σ(Mν) = 0.0059 eV.
If we are more optimistic and half the uncorrelated error, the error bars decrease
marginally, as can be seen in the Table (lines starting with “1/2”). The error on the
neutrino mass only decrease by ∼ 10%. Assuming no error at all implies that the
spectrum can be predicted up to the 0.1% level or better on small scales. In comparison,
assuming a precision of one percent is not very different from assuming two percent. With
the halved error, the sensitivity to the neutrino mass increases from σ(Mν) = 0.023eV to
σ(Mν) = 0.022eV when including data in the range from 0.1 to 0.6hMpc−1.
Finally, in a very optimistic forecast with an error ten times smaller, we start to see
how extra information can be extracted from non-linear scales; the error decreases from
σ(Mν) = 0.018 eV to σ(Mν) = 0.014 eV when pushing kmax from 0.1 to 0.6hMpc−1.
The inclusion of an additional correlated error accounting for neutrino-mass-related
systematics has a negligible impact on our results. In our forecast, the uncorrelated
and correlated part of the error have similar amplitudes and the same shape; however
the uncorrelated error allows much more freedom and thus leads significantly more
conservative results: this explains why the correlated error has a comparatively small
effect. It should be stressed that our results depend not only on the assumed error
amplitude at a given scale and redshift, but also on the wavenumber dependence of
the error function α. Different assumptions, with a steeper or smoother step in the
error function around the scale of non-linearity, would lead to different forecasts. In
particular, as already mentioned the actual benefit from pushing to smaller, non-linear
scales depends on the assumed k-dependence of the residual uncorrelated theoretical
error.
For the case with kmax = 0.6hMpc−1 and no neutrino-related correlated error, we
show the one and two-dimensional posterior probability on cosmological parameters in
figure 6.2. We see several pronounced parameter degeneracies. For instance, the neutrino
mass is very correlated with ωc and h. This suggests that further progress could be made
by including extra data sets, such as direct measurements of the Hubble parameter, the
cluster mass function, supernovae luminosity, 21-cm anisotropies, and so on.
The results in Table 5 of [172] and Table 2.1 of [186] agree very well with our prediction in
the case with no non-linear scales and no theoretical error included. A similar sensitivity
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Figure 6.2 – Marginalized posteriors and two-dimensional probability contours in a fit of
Planck plus a Euclid-like galaxy survey mock data, with kmax = 0.6hMpc−1 and a global
uncorrelated theoretical error (second line starting from the bottom in Table 6.1).
was found by [177] for a Euclid-like photometric redshift survey, referred to as “cg” in their
Table 2. However, this reference presents other results based on even more conservative
assumptions than ours. We assumed that the bias function for each redshift bin could be
determined in advance (up to corrections on non-linear scales contained in our global
theoretical error). This assumption has also been made in most recent forecasts, since
both N-body simulations and higher-order statistics in the real data allow the prediction
of the redshift-dependent bias of a given population of galaxies, at least on linear scales.
Were this approach found to be unreliable, it would be necessary to marginalize over the
linear bias in each redshift bin, b(zi). Ref. [177] did such a marginalization in the runs
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called “cgb” and “cgbl”, with no prior at all on each b(zi). They found roughly the same
error bar on ωc and h than in our forecast with theoretical error, but a much larger error
on the neutrino mass. However, it seems unlikely that at the time when Euclid data will
be analyzed, no information at all will be available on the linear bias of the observed
population of galaxies. Finally, [175] finds more pessimistic results when studying the
case of a Euclid-like photometric cluster catalogue.
6.3 Cosmic shear survey
For the case of a Euclid-like cosmic shear survey, we stick to the same fiducial model and
methodology as in the previous section. The likelihood is now a function of the observed
lensing power spectrum Cobs ijl in harmonic space and for each pair ij of redshift bins,
taking into account photometric redshift errors and shot noise (for details, see C.2.1
and C.2.2). We assume experimental sensitivities summarized in C.2.3, and cut the
observations in five redshift bins covering the range 0 < z < 3.5 (although a negligible
amount of galaxies contribute between 3 and 3.5). We do not take into account intrinsic
alignment, assuming that this contamination can be removed up to the level of our
residual theoretical error function [187, 188].
As explained in detail in C.2.4, there is a small technical difference between the likelihood
of the galaxy survey and the shear survey in the way we incorporate the uncorrelated
theoretical error. For the galaxy survey, the theoretical error was encoded as an ex-
tra contribution to the total error variance. This can be justified mathematically by
marginalizing over one nuisance parameter for each data point. The shape of the galaxy
survey likelihood allows for an analytical minimization over each nuisance parameter,
in such a way that nuisance parameters do not appear explicitly in the final likelihood.
We found that no such scheme is accurate enough in the case of the (chi-square type)
shear likelihood. Hence our likelihood routine performs an explicit minimization over
one nuisance parameter per data point. For simplicity, we assume that the error is
uncorrelated between different values of l, but not between different bins for a given l:
this assumption could be relaxed, at the expense of increasing the computing time.
We fixed lmax = 2000, since beyond this value both the shot noise term and the theoretical
error are large, as shown in figure 6.3. This figure also shows the relative error on the
observed spectrum in the first and last redshift bins, coming either from observational
errors (including cosmic variance) or from the theoretical error, and using exactly the
same conventions as in the previous section: the edges of each of the two error bands
correspond to a shift between the theory and the observation leading to ∆χ2 = 1 when
either the observational or the theoretical error are included in the likelihood. The lowest
redshift bin incorporates small non-linear scales: this explains why at l = 2000, the
theoretical error reaches 3.5%.
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Figure 6.3 – Observable cosmic shear power spectrum (top) and its relative error (bottom)
for the first redshift bin (left) and last redshift bin (right) of a Euclid-like shear survey.
The quantity displayed above is the lensing auto-correlation spectrum Ciil (dimensionless).
The upper plots show the comparison of a model with massless neutrinos to our fiducial
model (Mν = 3mν = 0.21 eV). Solid lines are derived from the non-linear matter power
spectrum using the recent update of halofit [39], while dashed lines are derived from the
linear power spectrum. The lower plots show the part of the relative error coming from
observational or theoretical errors only (cosmic variance is included in the observational
error). In these plots, the individual 1-σ error on each data point has been rescaled by
the square root of the number of points, in such a way that the edges of the error bands
correspond to a shift between theory and observation leading to ∆χ2 = 1, when only the
observational or theoretical error is incorporated in the likelihood expression. In these
lower plots, we also show for comparison the ratio between a massless model and a model
with the minimum total mass allowed by neutrino experiments, Mν = 0.05 eV.
Our results are presented in Table 6.2 for three cases: no theoretical error, uncorrelated
error only (described in C.2.4), or additional neutrino-related correlated error (described
in C.2.5). The impact of the uncorrelated error is again important, but not as pronounced
as in the galaxy power spectrum case, because on small scales the precision of the shear
survey is limited by a significant shot noise contribution. The neutrino mass error
degrades only from σ(Mν) = 0.026 eV to 0.028 eV. For the shear survey we did not
perform runs with a twice or ten times smaller error: the result for σ(Mν) would simply
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un. co. 104ωb 104ωc 103ns 1011As 103h 10zreio
3mν = Mν
err. err. (meV)
– – 1.1 3.9 2.4 2.8 4.0 3.7 26
• – 1.2 6.3 2.7 2.9 5.2 3.8 28
• • 1.2 6.6 2.7 3.0 5.3 3.9 32
Table 6.2 – Marginalized 1-σ error for each model parameter, in a fit to Planck + Euclid-
like shear survey data. The different lines correspond to the inclusion or not of the global
uncorrelated theoretical error (un. err.), and of the specific neutrino-related correlated
error (co. err.). Our preferred prediction is given on the last line, and is very close to
that of the second line.
lie between those two numbers. The impact of the neutrino-related error is small but
further degrades the sensitivity to σ(Mν) = 0.032 eV. While in the absence of theoretical
error the galaxy survey seems more sensitive to the neutrino mass, the performance of
the two methods are roughly identical once the same theoretical error ansatz is included.
The triangle plot of figure 6.4 shows that the parameter degeneracies are very similar
for the two cases of the galaxy survey and shear survey. Nevertheless, [177] showed that
combining the two data sets (with a proper cross-correlation matrix) leads to sensitivity
improvements. It would be interesting to test this conclusion in presence of theoretical
errors.
Our results are consistent with those of [169], although a direct comparison is difficult,
since these authors include several extra parameters (w0, wa, r, αs) in their forecast.
The predictions of [177] (case “cs” in their Table 2) lie between our results with and
without theoretical errors. This is consistent since on the one hand, these authors use
more optimistic survey characteristics (d, 〈γ2rms〉, σph), and on the other hand, we are
including much larger values of l (which is legitimate if our theoretical error is realistic).
6.4 Conclusions
We have presented forecasts of cosmological parameters by using, in combination with
Planck data, two Euclid-like mock future data sets: a galaxy spectroscopic redshift survey
and a cosmic shear survey. We focused our attention on constraints that can be achieved
on the total neutrino mass by using the data in the linear and non-linear regimes.
In order to do this conservatively we adopt the following improvements with respect to
similar works performed recently in the literature: i) we make use of Markov Chain Monte
Carlo rather than the Fisher Matrix, which results in more reliable error bars, as well as
considering degeneracies between parameters. Ultimately, we found that the posterior












































































Figure 6.4 – Marginalized posteriors and two-dimensional probability contours in a fit
of Planck + Euclid-like shear survey data, with a global uncorrelated error of 5% on
non-linear scales (second model in Table 6.2).
Fisher matrix approach could not have confirmed this, and would not have been explicitly
independent of the stepsize in the numerical derivatives. ii) we rely on a modification
of HALOFIT that accounts for massive neutrinos, and predicts the non-linear matter
power spectrum to small scales, based on the results of N-body and hydro simulations.
iii) we conservatively consider errors both on the non-linear observable power at small
scales and on the neutrino induced suppression, and explictly show how to implement
these errors in the likelihood calculation.
It is instructive to see that with the shape assumed for the uncorrelated theoretical
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error, and a conservative assumption on its amplitude (leading to a 2% error at kmax =
0.4h/Mpc and z = 0.5), the sensitivity to cosmological parameter is still satisfactory.
The error bar on the total neutrino mass, of the order of 32 meV (cosmic shear) or 25 meV
(redshift survey), would still allow for a two sigma detection of the total neutrino mass in
the minimal normal hierarchy scenario13. However, with this amplitude and k-dependence
of the theoretical error, essentially all the information comes from linear scales. The next
interesting question is to check how much the uncorrelated error should be controlled
in order to start being sensitive to mildly non-linear scales. Assuming a twice smaller
error does not change the parameter sensitivity by a significant amount. Extracting
significant information from non-linear scales requires an error ten times smaller, at the
level of 0.2%. Here the error on the neutrino mass decreased from σ(Mν) = 18 meV to
14 meV when adding scales with 0.1 < k < 0.6h/Mpc to the analysis. This shows that it
would be extremely useful to be able to predict the observable power spectrum of a given
cosmological model up to a residual uncorrelated error of the order of 0.1% (resp. 0.2%)
at k ∼0.1h/Mpc (resp. k ∼0.4h/Mpc) and z = 0.5. This will be a major challenge for
theoretical and numerical cosmology in the next decade.
13For a more precise statement, one should study the dependence of the error on the fiducial mass.
We did not perform such an analysis because the HALOFIT version that we are using is valid for three
degenerate masses, which is only consistent with assuming a large fiducial. The results of [189, 172]
suggest that the error would be slightly larger when assuming a smaller value of the total fiducial mass
close to 0.1 eV or 0.05 eV.
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ment
7.1 Introduction
As opposed to Numerics, which has earned its rank among other scientific fields of study,
Software Development has still an outlier place in Physics. Open source, version control
and testing are words that are not usually associated with the software created or used
in publications - with the massive exception of the field of Particle Physics, and the
root software, used to analyse data coming from the Large Hadron Collider. The
common practice is rather the opposite, with most of the time not even a link to the
code. However, a vast majority of results in today’s Cosmology are heavily dependent on
numerical methods and complex softwares, ranging from algebraic computations using
Mathematica, differential equations solved with Boltzmann codes, or N-body simulations.
Obviously, an algebraic result can be checked manually, and a numerical result can be
verified in a simple limiting case. But one needs to trust the output of a code even on a
case where there is no simple verification – otherwise it simply is not a sane foundation
for a rigorous work.
This peculiar position is further enhanced by the fact that, by mostly using the online
resource arXiv to exchange papers in our field, our scientific community is adhering to
these very concepts of open source, version control and testing for our papers. All our
research papers are always accessible, readable by anyone, and their history is preserved,
too, as you can select a specific revision of the paper. Moreover, we consider this as
granted, and fundamental to the communication of scientific knowledge: no one would
claim any result, any theory, without presenting a clear argumentation, alongside the
main lines of the computation, for everyone to read and convince oneself that it is correct.
Naturally, we also strongly rely on peer-review to accept a result from a paper, but we do
not rely on this step only. Without access to the source material, no result is considered
valid.
How can we follow these important concepts on one aspect of our work, and so blatantly
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ignore them in another? Perhaps the confusion lies in the view of available software
by the community: it is not sufficiently clear for everyone that any complex code has
bugs. These are mostly avoidable given enough time, and proper development practice.
In science, as in the corporate world, the first item is severely constrained, albeit for
different reasons. Without applying basic principles from software development, we are
bound to using severely bugged code. The consequences of this may seem inconsequential,
but are as embarrassing as publishing a paper with a faulty algebraic computation. I
would even argue that they can be worse than this, especially if the code is never made
public. Indeed, given time, the scrutiny of the community will eventually reveal typos
and errors in a paper’s computation. But when the code is hidden from view, except
by duplicating independently the code, there is no way for the community to identify a
problem.
I wanted to highlight through this small discussion a few of these best practice that, if
followed, would help increasing the trust of the entire community in every branch of
knowledge that would follow them. All these recommendations of course will look strange
for a physicist not trained in developing, as they are mostly considered as an absolute
waste of time. However, no one would consider shunning experimentalists for maintaining
a lab-book, calibrating their machine regularly, or testing it against simple samples.
Should the software developed for scientific research avoid to aim for the same amount
of rigor? Can we accept a series of paper on an untested and undisclosed complicated
software?
More than this, scientists will also criticise open-source because it gives the feeling of
losing the benefit of their own effort. After having worked tremendously to produce a
complex code, implementing a complicated algorithm, why would they want to release
it publicly so that everyone can perform the same work, without effort? What would
sharing the code bring them back?
7.2 Version Control
The first stepping stone for a proper development hygiene is to set up a system for version
control. At its core, this simple tool allows the developer to revert to an older version
of the code at anytime. Many softwares provide this functionality, falling in two broad
classes: centralized and distributed. Distributed version control systems, such as git, or
mercurial, offer two additional functionalities compared to centralized ones: it is possible
to work on the code without being connected to a centralized server, and every copy on
every machine will contain the entire history of development.
This last feature easily reminds us of the strategy of a biological virus. It maximizes its
chances of never losing its identity – its DNA – by duplicating the entire information at
every possible occasion. From every single entity of the virus, the biological code survives.
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The analogy is not perfect, since the DNA is prone to errors in copying, resulting in an
altered code - a situation that we want to avoid at any cost in our case. However, it
brings the point that this distributed system is very robust against a disk failure of any
sort. Where a centralized version control scheme requires a careful back-up of the main
server, the security of the decentralized system is enforce by its usage. Note however that
the decentralized system also has a central repository where the official version is read
from. This can be on a server, and will serve as the intermediate between the different
revision on the separate machines.
In a very rough sense, scientists already use a mild system of distributed version control
when collaborating on papers, through a remote repository, which is locally shared by all
collaborators - via proprietary tools such as Dropbox, for instance. This allows everyone
to edit the same file without sending it by email at each iteration, which is of course a
tremendous boost in productivity. It also provides some basic control over the versions
of the file, allowing one to revert to previous state of the text.
When developing a piece of scientific software, on the other hand, one needs additional
features, which are only present in more complex version control systems. The two first
items are equally well implemented by both groups of version control softwares, whereas
the last two are the strong arguments in favor of the distributed ones.
i. A clear history of all the features implemented: as a code grows in complex-
ity, new features are added to the source code. Considering the changing nature of
science, these features were not necessarily foreseen, and so the code might need
some extra reworking to accommodate for it. When debugging, being able to revert
to a previous version where a specific feature was absent is of crucial importance.
ii. A good branching system: oftentimes, we need the code to perform separate
tasks for two different projects: it is a daily reality in any collaboration. Without
an efficient branching system, the only way around this issue is to create an entire
copy of the source code in a separate folder, and modify this version. But as the
original code expands, or fixes bug, the task of keeping updated this separate folder
becomes unmaintainable, and leads to the abandon of the code. The inverse task –
merging a separate branch into the main code – should also be an easy step.
iii. Being able to work at the same time on the same code: as every computer
possesses the entire source code, it is possible to work at the same time on the
file, committing changes. The merging will be made when pushing to the central
repository, and should be painless, even when the same file was modified by two
parties.
iv. Being able to work at any time on the code: another very important aspect
of this system is the ability to develop meaningfully even oﬄine. With a centralized
system where modification of the main code is only possible with internet access,
any length of developing oﬄine will lead to commits containing many separate
changes, reducing the clarity of the development history.
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These points come for free when using such a system, and by themselves offer a sufficient
justification to adopt it. But there is an added benefit that is even more desirable. With
such a system, it becomes trivial to merge changes from a scientist who is not a part of
the developing team.
It is of such a frequent occurrence that patches for scientific code are found on researchers’
web-page, only accessible through advertisement in a publication, or by word of mouth.
This state is highly undesirable, but is a direct consequence of the difficulty to implement
such a change for the owners of the original code. Without a good version control tool,
it is delicate to incorporate the changes made at a certain stage in the code’s history.
An obvious, clear disadvantage of using a version-control system instead of none at all is
the time it takes to use it. It requires a significant amount of time, at first, to master
the commands needed for a daily usage. Arguably, this is more a one-time investment,
because using the system becomes very automatic after a while.
7.3 Testing
This step is probably the most overlooked component of proper software development.
Arguably, it is also the least straightforward to adopt, and use practically. However, by
the very nature of scientific programming, it is a corner stone of any important software.
Indeed, agile development is crucial in research, as we have to adapt to a moving target
at all time. A new experiment can crush an interesting development for the code, or on
the contrary, favor a model that the code was not designed to handle in the first place.
Following this constantly shifting target while continuing to support older functionalities
is specifically what testing can allow us to do. Testing, in its stricter sense, is to make
sure the program that was created behaves in the way it was designed to be. Said like
that, it also sounds like a tautology – surely, if it was designed to do this, the author
of the code checked that it indeed performed the task? But precisely, because of the
constant changes that are applied to the source code, an old functionality, that was
working before, might suddenly not work anymore. The problem is very prominent
in duck-typed language,1 such as Python, but it does not mean that non duck-typed
languages are free of these issues – they are simply more subtle to find.
It is very easy to give an example of this problem. Imagine a Python function that was
dealing with an array of integers. At the time of writing, the array was small, and thus a
simple list was used. But as the code evolved, the list was found to be very intensely
used, and was therefore changed into a numerical array (Numpy). The original function
1One of the design principle behind some high-level languages. Instead of typing every variable before
its first use, as an integer, float, or array for instance, the type is determined by the methods of the
object. Hence, if a part of the code receives an object that quacks and has feathers, it is assumed to be a
duck, even though it might not be of the class Duck. This allows a more flexible approach to coding.
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will work as intended if it only replaced numbers in the list, but if it inserted numbers
inside the list, or appended the list, then the functionality will break.
An example in non-duck-typed language is even easier to understand for a scientist. The
inclusion of a new set of parameters in the code can force the author to change some
default precision values. This might, in turn, affect another part of the computation,
which could break with these new settings. As long the old model is not computed again,
this issue will remain undetected.
Such examples can be arbitrarily easy or hard to notice. It all depends on the frequency
of use of each part of the code. And it is in this precise domain that testing becomes
crucial. It is indeed possible in high-level languages such as Python, Ruby or C#, to
specify in the header of a function a basic set of input and their corresponding expected
output. In the first example given, one would have then tested the behaviour of the
function given a certain list in input, and expecting a certain return statement.
By regularly running this set of little code snippets, with the help of robust testing
frameworks, one can ensure that at least some basic functionality is being maintained
as the code evolves. But, as is evident from the example, this way of testing does not
ensure that the code, as a whole, still works. Indeed, the small test of the function used
lists, and not a numerical array. In order to also prevent these type of errors, it is crucial
to globally test the behaviour of the code by running entire modules in a situation as
close as possible from its real use.2
There are also tools, such as the nosetests framework for Python, that facilitates this
process. Every test is then designed with a set-up and a tear-down phase, were quantities
are initialised to reproduce a given scenario. Then, a series of question is asked to the
code, or to a submodule, which should behave as expected. It is also possible to make
sure that the code would fail given a nonsensical input, in order to assess the correct
behaviour of the error messaging system.
As explained at the beginning of the section, writing such tests can be hard. If the code is
usually running for days on a cluster, how is it possible to test for any possible outcome?
Of course, the more the users of the code, the easier it is to find out bugs. And it is
tempting to believe that it is sufficient to fix bugs as they appear. But it is considerably
more useful to fix them once and for all by testing that they are not there anymore.
With the help of these automated testing tools, it is possible to launch all these tests
with a simple one-liner, just before committing a change to the repository, for instance.
The clear drawback of such a system, just as for version-control, is that it requires
time to setup properly, and also time to test regularly. All this time could be devoted
to add another feature in the code, or work on a more scientific topic. Contrarily to
2It would also work to test the function for all possible misuse case, but this would quickly blow out
of proportions, and will never be as fool-proof as proper global testing.
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version-control, however, it is a constant fight against bugs and missing functionalities,
which requires constant dedication. In addition to continuously writing new tests as
functionalities are added, the previous ones have to be checked for problems.
7.4 Open-source
If the advice proposed in sections 7.2 and 7.3 are followed, one would think that this last
step, making the code open to everyone, is not necessary. It might seem that if all good
practice are respected in the privacy of development, there is no additional need to show
the code to everyone. There are however three major advantages for doing this, that I
will try to highlight here.
Firstly, having a version controlled code is not nearly enough in order to allow users to
send modifications. Indeed, without having access to the current version of the code,
but only a few releases, developing modifications and sending them to the author is still
complicated. What if the code evolved so much during the modification that merging
is bothersome? It is only through publicly showing the code as it evolves that a true
communication can take place between the author and the users.
Obviously, this can be seen as incompatible with the competitive nature of scientific
research. How can the authors of the code be sure not to be “scooped” when they publish
the source code of the computation before the release? This issue can be solved efficiently,
by simply putting the source code online after the release of the first paper. This will
never prevent people from using the code and publishing more papers using the code after
that, but this is precisely a scientific goal: to bring the field forward and allow people to
research on topics that were previously inaccessible. It is also possible to develop new
features in a parallel branch, not available online with the main code, until a new paper
using it is published. At that moment, that development branch gets merged into the
main code, and everyone can use it.
A second clear advantage of open sourcing the code is to reduce the chances of a code
going to waste if abandoned by the original author. By sharing it openly, it encourages
people to get involved in the development, which makes it more certain to find someone
with enough knowledge of the code to continue the effort. With a private code, no matter
how well written, it is an extremely time-consuming task to try and understand its inner
working, and therefore unmaintained codes like that are more often than not completely
abandoned, and a new code is created in its place to replace it.
Another strong justification for this approach might be the tougher to understand for
someone that never shared any code: it is what might be referred to as public pressure. It
is the exact same mechanism that makes you feel uncomfortable with guests if your house
is not clean enough: it is deeply embarrassing to share badly written code. The simple
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knowledge that someone will look at these lines trying to understand what happens
usually triggers a reaction from the author, that improves the overall quality, legibility
and functionality of the code.
As a last remark, it is important to realize that open sourcing the code does not imply
losing the control over it. With the help of licensing, the author is still acknowledged as
the creator of the code, and decides what to implement. Copies of the code can be made,
that will be managed by other users, but a trace will be kept of the original author, such
that proper credits and citations can be given. But more than this, by allowing people
to participate in the code evolution, through proper use of version control and testing,
the level of quality that can then be reached beats any attempt by a single developer.
7.5 Concluding remarks
What has been briefly discussed here might look like an idealized version of what scientific
programming should look like. Given unlimited time and resources, everyone can program
like this - the issue is always with the time and effort. Having to learn all these habits
of programming takes time, thinking properly ahead of coding is also complicated, and
retracts from the time that should be devoted to research.
Another point that was not mentioned previously because of its evidence, but which also
detracts from research, is writing good documentation. With the help of modern tools,
like Sphinx or Doxygen, it is possible to have the documentation extracted automatically
from the source code and presented as a website, simplifying considerably the reading
experience. It nonetheless requires a careful and constant updating of the documentation,
as the code evolves. It is obviously nice to have a clear documentation for oneself, but
again, the public pressure makes scientists more likely to keep maintaining it.
By not following these guidelines, our community tends to waste a considerable amount
of energy. Continuously, a lot of effort is spent to reproduce existing codes that fell into
disuse, and do not possess an intelligible enough documentation to be recovered. When
the code in question requires two days of work, it is not an issue. But when it represents
months, or years, it becomes a dramatic waste of time.
A major step in trying to follow these advice would be to start using a modern, high-level
language as the outside shell of the code. A language such as Python provides, as
mentioned already, efficient automatic tools for documentation and testing, and brings
a clarity to the structure that is hard to reach with any low-level language. It also
integrates robust libraries doing many low-level operations, such as file access, saving the
developer the effort to redevelop everything. But using such a high-level language does
not save the scientists the time needed to develop properly – it simply makes it easier.
It seems therefore obvious to me that a research laboratory could increase its global
145
Chapter 7. Plaidoyer for Software Development
productivity by hiring a professional software developer. As a person already trained in
these fields, the developer could construct the code from the science goals and numerical
precision desired from the scientific collaborator – therefore saving the scientists from
wading through complicated programming concepts and lose focus. Most importantly, an
enormous amount of time could be saved by avoiding to lose the energy of a post-doc or
student that would prefer, reasonably, to focus on writing good papers instead of good
code. The latter takes time, and is not currently rewarded nearly as much as it could be,
leading to poorly constructed and commented code, that soon fall into disuse. It should
therefore be self-evident that a numerical laboratory needs a software developer as much
as an experimental laboratory needs a technician.
It is probable that the highest obstacle to overcome would be the initial reticence of
scientists to the usefulness of testing, and in general proper development practice. There
is hope in this direction nonetheless, as only a few demonstrations of bug finding from
automated testing is usually enough to convince people.
What we could do also, as a community, to reinforce the importance of these points
would be to take inspiration in the field of collider particle physics, where these standards
are held and applied daily. We should remember that without them, no trustworthy
result would have come out of the LHC experiment.
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8 Conclusions
In this manuscript, we presented several analyses covering a broad range of topics in
cosmology. The guiding principle that links them together is the will to refine our
understanding of the Standard Model of cosmology in order to meaningfully interpret
the results from current and upcoming experiments.
Chapters 2 and 3 focused on disassembling the early and late parts of the model, and
understanding them separately. Indeed, the SM incorporates assumptions about very
varied stages, as discussed in sections 1.2 and 1.3. Most notably, our knowledge about
the late universe, the formation of structure, reionization, is much less precise than our
knowledge about the initial amplitude of fluctuations, or the abundance of matter and
radiation. These chapters therefore focus primarily on preventing the uncertainty from
the late universe to spoil our knowledge about the early universe. We showed how any
evidence for an extra relativistic degree of freedom is removed when analysing the data
in the agnostic way, described in chapter 2. In a second step, the goal was centered
on utilizing this model-independent knowledge to probe the uncertainty associated to
one background effect: the late-time homogeneous accelerated expansion of the universe.
We then demonstrated that the already weak tension between Planck data and BAO
measurements can not be interpreted as a failure of the cosmological constant Λ to
explain the present-day accelerated expansion of the universe.
In chapters 4 and 5, the focus was instead on the properties of dark matter, another
relatively unknown part of the Standard Model. As mentioned in the introduction, the
range of potential DM candidates is extremely large, and therefore the possible effects on
cosmology are very varied. In chapter 4, we dealt with DM particles able to annihilate
and produce SM particles that would in turn reionize the Inter-Galactic Medium. In this
setup, bounds on the decay of these particles coming from gamma-ray data are extremely
stringent, and exclude any observable cosmological effect. We therefore concentrated
on annihilation, finding out that a simple model with reionization coming both from
stars and DM annihilation would fit both CMB data and work with the Gunn-Peterson
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effect, but reheat the IGM too much. By taking a prior on the IGM temperature, we
set competitive bounds on the DM annihilation cross-section. In chapter 5, we instead
investigated a completely model-independent setup: the gravitational effect of relativistic
products of DM decay. If the decay products are not sterile, then other constraints will
be stronger, but our analysis also stands in the case of sterile products. We found that
the life-time of such a species should be above 160GeV at 95% confidence level.
Finally, chapter 6 tackled the question of the neutrino mass sensitivity of a future
experiment, euclid. We introduced a systematic and realistic way to take into account
the uncertainty of our theoretical predictions – a crucial issue as observations of large
scale structures will reach a much sharper precision than we presently have. With this
framework, and using the current expected sensitivity of euclid, we demonstrated that a
significant detection of a non-zero total neutrino mass is an almost guaranteed result of the
experiment. However, we showed that almost no additional information will be possibly
extracted from the mildly non-linear scales, due to the poor theoretical precision. A joint
effort from the CDM non-linear power spectrum, bias and redshift-space distortions is in
order to start using the coming wealth of data efficiently.
The other main theme in these five papers is the usage ofMonte Python, a Monte-Carlo
code that I developed in order to perform cosmological parameter extraction. Designed
to work with the Boltzmann solver class from the beginning, it was developed from the
ground up with many goals in mind, as presented in appendix A. Opening the source
code to the general public, via the code sharing platform Github1 allowed me to increase
its visibility and improve its efficiency as the user-base grew over time. It was also a
time-consuming activity to maintain, as discussed at length in chapter 7. Recently, a
lot of effort was dedicated to improving the quality of both codes, through the usage of
automatic documentation tools, giving workshops on the codes, and most importantly
implementing a robust automated-testing environment. This last item, especially for
class, significantly increased the robustness and trustability of the code – key factors





Cosmology only recently entered an era of precision experiments. After having measured
with definitive precision the temperature anisotropies1, Planck will now leave place for
other measurements. The E-mode polarization anisotropies have already been measured
by WMAP, but will be further refined with Planck and possible future experiment, such
as prism. The B-mode is a currently hot topic, with the recent detection claim from the
BICEP collaboration [15]. Hopefully, upcoming information from Planck should settle
the debate, and determine whether or not primordial B-modes have really been observed.
If it were true, the SM would need to add a non-zero tensor-to-scalar ratio r to its list of
parameters – showing once more how young this field is.
On the side of LSS, two exciting experiments will soon bring a lot of data. On the
one hand, Euclid will deploy a series of cosmological probes that should map with
unprecedented accuracy our universe up to a redshift of 2. We discussed in chapter 6
about the two main ones, the galaxy power spectrum and the weak-lensing survey, but
there will also be a galaxy cluster count probe, and galaxy cluster power spectrum
computation. Theoretically, the information coming from these two other probes should
further refine the precision on cosmological parameters thanks to their complementarity
(for a detailed example concerning dark energy, see [190])
On the other hand, experiments probing LSS at large redshift (2 to 4) through the Ly-α
forest [191] will also soon be available, from the boss collaboration. Having several
measurements of the matter power spectrum will shed light on many topics, such as the
nature of dark energy through the measure of the growth factor.
As emphasized in chapter 6, the prediction of non-linearities has a long way to go before
possibly being used in a parameter extraction. There was a recent regain in the activity
of the field through the discovery of several new techniques [31, 47, 48], but no agreement
is reached yet. It would be interesting to follow these developments, and perform a
1The error bars in Planck are mostly dominated by cosmic variance
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systematic comparison between them and a suite of N-body simulations. Indeed, until
now, this sort of comparison has never been performed, leading to accidental agreement
with particular sets of parameters, as was pointed out originally in [192]. In practice, this
would require the source code of each of these methods to be part of the public domain,
or to set up a close collaboration with the original authors, in order to merge them with
class. This is a long term project of our group.
On the side of N-body simulations, recent progress has been made, in the form of
a code able for the first time to follow simultaneously the time evolution of baryons
and CDM [157]. This is certainly an interesting development, and should increase our
knowledge about bias by giving the community reliable and precise benchmarks.
Finally, the hunt for dark matter is a tough and ongoing process, with four simultaneous
directions of research – collider searches, cosmological effects, indirect detection and
direct detection. The recent hint of a signal as an X-ray emission in nearby galaxies
is not confirmed, and needs further observation. Moreover, it is not the first time that
such a signal excited the dark matter community. It provides nonetheless an interesting
research direction, as current particle physics experiments are not designed to look in
this keV mass range.
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A Advantages of Monte Python
The results of this paper were obtained with the new parameter inference code Monte
Python, that we release publicly together with this article. Currently, Monte Python
is interfaced with the Boltzmann code class, and explores parameter space with the
Metropolis-Hastings algorithm, just like CosmoMC1 (note however that interfacing it
with other codes and switching to other exploration algorithms would be easy, thanks to
the modular architecture of the code). Hence, the difference with CosmoMC [58] does
not reside in a radically different strategy, but in several details aiming at making the
user’s life easy. It is not our goal to describe here all the features implemented in Monte
Python: for that, we refer the reader to the documentation distributed with the code.
We only present here a brief summary of the main specificities of Monte Python.
Language and compilation. As suggested by its name, Monte Python is a Monte
Carlo code written in Python. This high-level language allows to code with a very concise
style, and the implementation of e.g. new likelihoods requires very few lines. Python is
also ideal for wrapping other codes from different languages: Monte Python needs to
call class, written in C, and the WMAP likelihood code, written in Fortran 90. Python
codes do not require a compilation step, which further simplify the installation on many
different machines.
Modularity. A parameter inference code is based on distinct blocks: a likelihood
exploration algorithm, an interface with a code computing theoretical predictions (in our
case, a Boltzmann code solving the cosmological background and perturbation evolution),
and an interface with each experimental likelihood. In Monte Python, all three blocks
are clearly split in distinct modules. This would make it easy, e.g., to interface Monte
Python with camb [114] instead of class, or to switch from the in-build Metropolis-
Hastings algorithm to another method, e.g. a nested sampling algorithm.
The design choice of the code has been to write these modules as different classes, in the
1In this paper we refer to the version of CosmoMC available at the time of submitting, i.e. the version
of October 2012.
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sense of C++, whenever it served a purpose. For instance, all likelihoods are defined as
separated classes. This allows basic properties inheritance that simplify the writing of
new likelihoods, as well as offering an easy and intuitive way of comparing two runs
Memory keeping and safe running. Each given run, i.e. each given combination of
a set of parameters to vary, a set of likelihoods to fit, and a version of the Boltzmann
code, is associated to a given directory where the chains are written (e.g. it could be
a directory called chains/wmap_spt/lcdm). All information about the run is logged
automatically in this directory, in a file log.param, at the time when the first chain
is started. This file contains the parameter names, ranges and priors, the list of extra
parameters, the version of the Boltzmann code, the version and the characteristics of
each data likelihood, etc. Hence the user will always remember the details of a previous
run. If a later run is send to this folder with a different input file, the code will refuse to
start
No need to edit the code when adding parameters. The name of cosmological
parameters is never defined in Monte Python. The code only knows that in the input
file, it will read a list of parameter names (e.g. omega_b, z_reio, etc.) and pass this
list to the cosmology code together with some values. The cosmology code (in our case,
class) will read these names and values as if they were written in an input file. If one of
the names is not understood by the cosmology code, the run stops. The advantage is
that the user can immediately write in the input file any name understood by class,
without needing to edit Monte Python.
Playing with covariance matrices. When chains are analyzed, the covariance matrix
is stored together with parameter names. When this matrix is passed as input at the
beginning of the new run, these names are read. The code will then do automatically
all the necessary matrix manipulation steps needed to get all possible information from
this matrix if the list of parameter has changed: this includes parameter reordering and
rescaling, getting rid of parameters in the matrix not used in the new runs, and adding
to the matrix some diagonal elements corresponding to new parameters. All the steps
are printed on screen for the user to make sure the proper matrix is used.
Friendly plotting. The chains produced by Monte Python are exactly in the same
format as those produced by CosmoMC: the user is free to analyze them with GetDist
or with a customized code. However Monte Python incorporates its own analysis
module, that produce output files and one or two dimensional plots in PDF format
(including the usual "triangle plot"). Information on the parameter best-fit, mean,
minimal credible intervals, convergence, etc., are then written in three output files with
different presentation: a text file with horizontal ordering of the parameters, a text file
with vertical ordering, and a latex file producing a latex table. In the plots, the code will
convert parameter names to latex format automatically (at least in the simplest cases)
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in order to write nice labels. The code stores in the directory of the run only a few PDF
files (by default, only two; more if the user asks for individual parameter plots).
Convenient use of mock data. The released version of Monte Python includes
simplified likelihood codes mimicking the sensitivity of Planck, of a Euclid-like galaxy
redshift survey, and of a Euclid-like cosmic shear survey. The users can take inspiration
from these modules to build other mock data likelihoods. They have been developed
in such way that dealing with mock data is easy and fully automatized. The first time
that a run is launched, Monte Python will find that the mock data file does not exist,
and will create one using the fiducial model parameters passed in input. In the next
runs, the power spectra of the fiducial model will be used as an ordinary data set. This
approach is similar to the one developed in the code FuturCMB2 [181] compatible with




B Modifications in hyrec
In hyrec, the evolution equation are written in function of time for xe and of ln a for
TM. In addition, the units are CGS+eV for temperatures, except in the two functions
describing the temperature evolution, where we have Kelvin. So, the equations are
H
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with the two-photon rate Λ2s,1s = 8.22458 s−1 and the escape rate of Lyman-α photons
RLyα = 8piH3nH(1−xe)λ3Lyα .
Quasi steady-state equation
In hyrec, we can find a function describing the temperature evolution in the quasi
steady-state approximation. In general, as seen above, the equation for the temperature
in the presence of annihilating Dark Matter is
dTM
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The quasi steady-state approximation consists of considering the case when the second
term in equation (B.4) is bigger than the other two, i.e. when γ  1. In this situation,
TM ≈ Tr and dTMd ln a ≈ −TM, thus






The different modes of hyrec
The above evolution equation for xe is used when hyrec runs in the modes peebles or









The inverse life times are defined by:
Γ2s = B2s +R2s→2p + Λ2s,1s, (B.8)
Γ2p = B2p +R2p→2s +RLyα, (B.9)
where Bi are the ionization coefficient and Ri→j the transition coefficients. We can take
R2s→2p = 3R2p→2s since there are 3 times more states in 2p than in 2s.
C2s (C2p) represents the probability that a hydrogen atom initially in the 2s (2p) state
reaches the ground sate before being ionized. The Lyman-α line is the excitation from
1s to 2p. So the new factor in equation (B.1) should be1 C = C2p. Exactly the same
approach is used for the full mode of hyrec.
1We used C2p assuming that excitations were mostly 1s→ 2p, as would be the case if DM annihilations
lead to additional Ly-α photons. If excitations are instead collisional, this treatment is not formally valid;
however, this would represent a correction to a process that is already subdominant and we need not
worry about such subtleties here.
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C Neutrino Forecast
C.1 Galaxy redshift survey implementation
C.1.1 Observed spectrum
Let P obs be the observed/mock/fiducial power spectrum, and P th the spectrum that one
would expect to see given the theoretical model. Each of these quantities relates to the
galaxy spectrum Pg and finally to the total non-linear matter spectrum PNL by taking
into account redshift distortion effects, spectroscopic redshift errors and light-to-mass
bias. A good approximation of such a relation is given by (see e.g. [174, 173]):
P th/obs(kref⊥, kref‖, z) =
DA(z)2refH(z)
DA(z)2H(z)ref
P th/obsg (kref⊥, kref‖, z) , (C.1)
P th/obsg (kref⊥, kref‖, z) = b(z)2
[










β(k, z) ≡ b(z)−1d ln[P
th/obs
NL (k, z)]1/2
d ln a =
1
2b(z)
d lnP th/obsNL (k, z)
d ln a , (C.3)
kref⊥ = k⊥H(z)ref/H(z), kref‖ = k‖H(z)ref/H(z), (C.4)










Here b(z) is the bias, assumed to be scale-independent in the range of scales of interest, a
is the scale factor, H(z) is the Hubble parameter, DA(z) the angular diameter distance,
and β(z, k) accounts approximately for redshift space distortions. So we can treat k as a
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function of the arguments (kref , µ, z) and write









NL (k(kref , µ, z), z)e
−k(kref ,µ,z)2µ2σ2r (C.7)
C.1.2 Likelihood
For a narrow redshift bin b centered on z¯, the likelihood reads






(2pi)3 Veff(kref , µ, z¯)
(P obs(kref , µ, z¯)− P th(kref , µ, z¯))2












(2pi)2 Veff(kref , µ, z¯)
(P obs(kref , µ, z¯)− P th(kref , µ, z¯))2




with an effective survey volume given by
Veff(kref , µ, z¯) = Vsurvey(z¯)
[
ng(z¯)P thg (kref , µ, z¯)
1 + ng(z¯)P thg (kref , µ, z¯)
]2
. (C.10)
Later, we will specify the sensitivity of the survey, parameterized by Vsurvey, ng, σr, kmin
and kmax. We skip here the derivation of the Fisher matrix, obtained by differentiating
the above formula twice with respect to the cosmological parameters on which P th
depends, and evaluating this derivative at the maximum likelihood point. We checked
that this calculation gives exactly the formula commonly used in the literature (see
e.g. [174, 173]). For the purpose of the discussion in the next section (and also of the
numerical implementation), we wish to write explicitly the discrete limit of the integrals.
We discretize µ in a set of equally spaced values µi, and l ≡ ln k in a set of equally spaced
values lj = ln krefj . The step sizes are denoted ∆µ and ∆l respectively. We then expand
the integral as a sum, and for simplicity we omit the factors 1/2 that should weight the
boundary terms of each of the two integrals. We introduce the short-cut notations:
Nij ≡ ∆µ∆l















C.1. Galaxy redshift survey implementation
This expression is easy to understand from first principles. Let us consider a single
variable δ obeying a Gaussian distribution centered on zero and with variance 〈δ2〉 = P .
If we observe N independent realization δn of the variable δ, we can build an estimator






The variance of this estimator can be computed by noticing that each δ2n follows a χ2
distribution of order one, for which the mean is P and the variance 2P 2. So the sum∑
n δ
2
n has a variance 2NP 2. Finally E has a variance (2NP 2)/N2 = 2P 2/N . Moreover,
E is nearly Gaussian if N is large, as a consequence of the central limit theorem. So the
probability of the data E given the theory P is a Gaussian of mean P and of variance
2P 2/N . In other words,
−2 lnL(E|P ) = (E − P )
2
2P 2/N . (C.15)
The previous likelihood follows this form for each discrete term. Indeed each term corre-
sponds to the likelihood of the estimator of the power spectrum in a thin shell in Fourier
space. The number of independent measurements, i.e. of independent wavenumbers in
each shell, is given by Nij . The role of E and P is played respectively by P obsij and P thij .
Such a likelihood was first derived in pioneering papers like [193, 194].
C.1.3 Survey specifications and implementation details
We computed this likelihood for values of Vsurvey(z¯), ng(z¯), σr(z¯) inspired from currently
plausible Euclid specifications, which are likely to change over the next years. We divide
the observations into sixteen redshift bins of width ∆z = 0.1, ranging from z¯ = 0.5 to
z¯ = 2.0. For each bin, we assumed:
• a volume per bin Vsurvey(z¯) = 4pifsky[r(z¯)]2(1 + z¯)−3 ∂r(z)∂z ∆z, where r(z) is the
comoving distance up to a comoving object with redshift z, with the explicit






We assume a sky coverage fsky = 0.375.
• a galaxy number density per comoving volume ng(z¯), related to the number of
galaxies per square degree dg(z¯) through
ng(z¯) =
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For dg(z¯), we start from the number presented in Table 2 of [195] for the case of a
limiting flux of 3× 10−16erg s−1cm−2. Following the recommendation of that paper,
we divide these numbers by 1.37 in order to get conservative predictions. Finally,
we multiply them by an efficiency factor  = 0.25 (standing for the redshift success
rate). For instance, for the first redshift bin, this gives dg(z¯) = 9376/1.37× 0.25 =
1710 deg−2.
• a spectroscopic redshift error σr = ∂r(z)∂z σz with σz = 0.001(1 + z).
• a scale-independent linear bias b(z¯). The choice of b(z¯) values affects the final result
less crucially than that of dg(z¯). We could adopt the predictions of [196] inferred
from N-body simulations, but for simplicity, our forecast is performed under the
approximation b(z¯) =
√
1 + z¯. So, we assume in this forecast that the linear bias
will be accurately measured or predicted for each bin, and that deviations from
this prediction (coming from the non-linear evolution) will be known up to the
level described by the theoretical error function.
• kmin can be chosen arbitrarily close to zero without changing the results.
• we tested two values of kmax: 0.1 and 0.6hMpc−1.
C.1.4 Accounting for a global uncorrelated theoretical error
To present a realistic forecast, one should model all the systematic effects not accounted
for by the previous likelihood formula, such as: theoretical errors in the calculation of
the linear and non-linear power spectrum, scale-dependence of the bias on small scales,
residual shot noise in galaxy counts beyond the contribution already included in the
definition of Veff , residual errors in the modeling of redshift space distortion beyond
the above scheme. On top of these corrections, one may have to take into account the
fact that the likelihood is not Gaussian on strongly non-linear scales. In this paper, we
limit ourselves to mildly non-linear scales k ≤ kmax = 0.6hMpc−1, and assume that non-
Gaussianity effects are sub-dominant to the previously mentioned systematics. We also
neglect to marginalize over residual shot noise in each redshift bin, because Ref. [174, 173]
found that this has a negligible impact.
Understanding these various systematics is a major challenge for the future, which should
be addressed with better simulations and analytical modeling. Here we want to keep
the analysis simple, and model these systematic errors in a simple way, by adding to
the spectrum an uncorrelated theoretical error function. By uncorrelated we mean that
the errors made at different scales are independent from each other, which is the most
conservative possible assumption. In this case, we can introduce an independent Gaussian-
distributed nuisance parameter ij of variance 1 for each data point, and marginalize
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+ 2ij , (C.18)
where Rij is the theoretical error variance of Pij for a bin in (µ, kref) space centered
on (µi, krefj). As long as the theoretical error is assumed to be small, it is also a valid
approximation to neglect the ij-dependence of the denominator, in order to find a simple





P obsij − P thij
)2
2(P thij )2/Nij +Rij
. (C.19)
In other words, the theoretical error variance simply adds up to the noise variance.
Note that we explicitly checked that it is legitimate to neglect the ij-dependence of the
likelihood denominator when minimizing over ij . We also coded the full likelihood with
explicit minimization over each ij , and found the same results up to very good accuracy.
We choose a numerical value of Rij motivated mainly by the current level of precision of
the halofit algorithm. We assume a relative error on the non-linear power spectrum of
the form




= ln[1 + k/kσ(z)]1 + ln[1 + k/kσ(z)]
0.05 , (C.20)
where kσ(z) is the scale of non-linearity computed by halofit. This function increases
from zero to 5% around the scale of non-linearity. Using the function k(kref , µ, z¯), this
error can easily be propagated to the theoretical observable spectrum
α(kref , µ, z¯) ≡ α(k(kref , µ, z¯), z¯) = ∆P
th(kref , µ, z¯)
P th(kref , µ, z¯)
. (C.21)
In terms of the discretized observable spectrum, the error reads
αij = α(kref j , µi, z¯) . (C.22)
The error variance Rij should be proportional to the power spectrum variance (αijP thij )2.
We also assume that the error makes a constant contribution to each logarithmic interval
in the space where observations are performed, i.e. is of the form




We normalize the error variance Rij in such a way that a one-sigma theoretical error in
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where B is the number of bins. The role of the normalization factor between squared
brackets will become clear below. The likelihood becomes (using eq. (C.19) and going
back to the continuous limit)















+ α2B ln kmaxkmin
}
 , (C.25)
where we omitted the argument (kref , µ, z¯b) of the functions P th, P obs, Veff and α. If
one assumes that the observed and theoretical spectra differ by αP th for each (k, µ, z),
and that in the denominator the theoretical error dominates over the observational one
(Veff =∞), then



















which corresponds to a shift by ∆χ2eff = 1 with respect to the maximum likelihood
L = ΠbNb.
If we had assumed the error to be fully correlated, instead of increasing the denominator
of the likelihood, we would have replaced P th by P th(1 + α), multiplied the likelihood
by
√
1/2pi exp[−2/2], and marginalized/minimized over . Then, the assumption P obs =
P th(1 +α) would correspond to an optimal choice  = 1 in the large Veff limit, and would
also lead to a shift in ∆χ2eff by one unit with respect to the assumption P obs = P th. In
our case, we obtain the same shifting while assuming statistically independent errors for
each data point.
Finally, the likelihood can be simplified to



































where we omitted the argument z¯b in the functions Vsurvey, DA, H and ng. This is exactly
the relation implemented in our code.
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C.1.5 Accounting for an extra neutrino-related error
The impact of massive neutrinos on non-linear corrections to the power spectrum has
been investigated in [39]. By comparing with N-body simulations including neutrino
particles, the authors of [39] re-calibrated halofit, with a new neutrino mass dependent
correction. This fitting procedure is of course not perfect and adds a systematic error
growing with the neutrino mass. It was found that the leading error can be described
with a correction
PNL(k) = P halofitNL (k)(1 + eνσν(k, z)), σν(k, z) =
ln[1 + k/kσ(z)]
1 + ln[1 + k/kσ(z)]
fν (C.28)
with fν ≡ ων/ωm, and eν is an unknown correction of unit variance, that we will treat as
a Gaussian nuisance parameter. Hence our final definition of the likelihood accounting
for both types of error reads










(P obs − [P th(1 + eνσν)])2
















where we omitted the argument (kref , µ, z¯) of the functions P obs, P th, σν , αν and Veff .
Note that the correction proportional to eν should not be added to P obs since we are
assuming for simplicity that the fiducial value of eν in the mock data is zero.
C.2 Cosmic shear survey implementation
C.2.1 Observed spectrum
As in e.g. [174, 173], we define the likelihood of the shear auto or cross-correlation power













Here, Wi(z) is the window function of the i’th bin. It can be evaluated as a function of
the radial distribution of galaxies in each redshift bin, Di(z), obtained by convolving the
full radial distribution D(z) with the photometric redshift uncertainty function P(z, zph),
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multiplied the top-hat window function of each bin:
Wi(z) =
3














P(z, zph)D(zph) dzph . (C.34)
The radial distribution D(z) can be arbitrarily normalized, since ni(z) is anyway nor-
malized to one. We will assume that the photometric redshift uncertainty function is
normalized to
∫∞
0 P(z, zph)dzph = 1, but a different normalization would not impact
the final result for the same reason as for D(z). The noise spectrum contaminating the
measurement of Cijl is given by the diagonal matrix in ij space:
N ijl = δij〈γ2rms〉n−1i , (C.35)
where 〈γ2rms〉1/2 is the root mean square intrinsic shear (like in the forecasts of the Euclid
Red Book [160], we assume that this quantity is equal to 0.30), and ni is the number of
galaxies per steradian in the i’th bin, given by
ni = 3600 d (180/pi)2nˆi , (C.36)
where d is the full number of galaxies per square arcminute in all bins, and nˆi is the







We used the survey specifications for D(z), P(z), d and fsky detailed in Appendix C.2.3.
Using dz/dr = H, we can write the same integrals in a different way (used in other

























ηi(r) = H(r)ni(z(r)) (C.40)
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and ni(z) is the same as before.
C.2.2 Likelihood
Let’s assume some theoretical spectra Cth ijl (here, the spectra of each model that we want
to fit to the data, exploring the space of free cosmological parameters), and some observed
spectra C˜obs ijl . The matrix C˜
obs
l of element C˜
obs ij
l is called the data covariance matrix.
It can be inferred from the observed multipoles aobs ilm , which are Gaussian distributed
with a variance independent of m in an ideal full-sky experiment, so that






lm ] . (C.41)
For a parameter forecast, instead of the covariance matrix of mock data, we can use
some fiducial spectra corrected by the noise spectra of the experiment at hand:





This data covariance matrix should be compared with the theoretical covariance matrix
defined as
















The determinants are homogeneous polynomials of order N in the spectra, e.g. for N = 2:
dthl = C˜th 11l C˜th 22l − (C˜th 12l )2 . (C.46)
The quantity dmixl can be built starting from dthl , and replacing one after each other the
theoretical spectra C˜th ijl by the corresponding C˜
obs ij
l , e.g. for N = 2:
dmixl = C˜obs 11l C˜th 22l + C˜th 11l C˜obs 22l − 2 C˜th 12l C˜obs 12l . (C.47)
So, dmixl is always linear in the C˜
obs ij




l , one has
dmixl = Ndthl = Ndobsl . Since in an ideal full-sky experiment, the different multipoles are
uncorrelated in (l,m) space, the likelihood of the observed spectra given the theoretical
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spectra is as simple as:

















is the N-dimensional vector of observed multipoles in each bin, C˜thl
is the theoretical covariance matrix of element Cth ijl and N is a normalisation factor.
After some simple algebra1, the likelihood simplifies to











The effective chi square










reaches its minimum for C˜obsl = C˜thl , corresponding to





N + ln dobsl
)
. (C.51)
The χ2 relative to the best-fit model is then equal to
















Finally, a first-order approximation to account for the limited sky coverage of a given
















This is precisely the expression used in the code.
C.2.3 Survey specifications and implementation details
A given survey is specified by D(z), P(z), d, and finally by the covered faction of the sky
fsky; it can then be decomposed in redshift bins according to some strategy defined by
the user. For a Euclid-like experiment we use the same characteristics as in the Euclid
1in particular, using A−1 = adj(A)/det(A) where adj(A) is the adjugate matrix of A, i.e. the transpose
of the matrix of cofactors of A.
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Red Book [160]:
D(z) = z2 exp[−(z/z0)1.5] for z < zmax = 3.5 (C.54)
with mean redshift zmean = 1.412z0 = 0.9








with σph = 0.05(1 + z)
d = 30 arcmn−2 (C.56)
fsky = 0.375 . (C.57)
We assume five bins, with the first bin starting at zmin1 = 0, the last one ending at
zmaxN = 3.5, and bin edges zmini = zmaxi−1 chosen such that each bin contains the same
number of galaxies, i.e. nˆi = 1/N .
C.2.4 Accounting for a global uncorrelated theoretical error
Like for the power spectrum likelihood, taking into account an uncorrelated error on each




















Here, d˜thl (l) stands for the determinant of the theory covariance matrix shifted by the
theoretical error covariance matrix Rijl :





Similarily, d˜mixl (l) stands for the sum of N terms, each one being the determinant of a
matrix built from C˜th ijl + lR
ij
l , where one column has been replaced by the same column
in the observed covariance matrix. Hence the quantity dmixl defined just above eq. (C.47)
is identical to d˜mixl (0).
Note that for simplicity, we consider here uncorrelated errors for each l, but not for each
bin. This approach could easily be generalized to independent bin errors, at the expense
of introducing more nuisance parameters.
In the case of the power spectrum likelihood, we could find an analytical approximation of
the nuisance parameter value minimizing the effective χ2. In the present case, we checked
that simple approximate solutions are not accurate enough. We perform a numerical
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minimization over each l within the likelihood routine, using Newton’s method.
We define our theoretical error covariance matrix Rijl in a similar way as for the power
spectrum likelihood. We start from the power spectrum relative error function α(k, z)
























The theoretical error matrix Rijl should be proportional to E
ij
l . We normalize it to
Rijl = L
1/2Eijl , (C.61)
in such a way that enforcing a one-sigma theoretical error for each l results in an increase
of the χ2 by one (as would be the case for a fully correlated theoretical error with the
same amplitude). Then, if one assumes that for each l the observed spectra are equal
to the theoretical ones shifted by a one-sigma theoretical error (C˜obsl = C˜thl +E
ij
l ), the





(2l + 1)fsky (N + 0−N) + L−1
]
= 1. (C.62)
C.2.5 Accounting for an extra neutrino-related error
Finally, we account for the correlated error modelling neutrino-related uncertainties
by multiplying the theoretical power spectrum P th(k, z) by a factor (1 + eνσν(k, z)),
as in equation (C.28), as well as adding e2ν to ∆χ2eff . The nuisance parameter eν is
then marginalized over. Note that the factor (1 + eνσν(k, z)) should not multiply the
observed/fiducial spectrum, as long as we assume a fiducial value of eν equal to zero.
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Experience with Scientific Python
Programs: NMonte Python,1 an open-source cosmological parameter inference pro-
gram, with a user-base of around 50 scientists in laboratories worldwide.
N Implemented automated testing inside the C code class.2
Teaching: N Week-long schools in laboratories to present Monte Python,3 in Mexico
City, Munich, Geneva, London, Tokyo, Barcelona. The lectures included an
introduction to Python, version control and testing best practice.
N Co-teacher of a Doctoral level course of Python for beginners.
Formation: Course on advanced scientific usage of Python by Valentin Haenel, on agile
programing, test-driven development and unit-testing.
Skills
I Basic IT skills: Linux and Mac, C, Python, Java, html, bash scripting.
I Advanced IT skills: cluster computing, automated testing, version control, open-source
development.
I Communication: talks in major international conferences (EPS-HEP Grenoble and
Stockholm, Cosmo in Cambridge), 4 years of teaching assistant.
I Team Work: 6 peer-reviewed and published articles written in small international col-
laborations [1, 2, 3, 4, 5, 7].
I Personal Initiative: 1 single-authored peer-reviewed article [6], PhD deputee for two
Doctoral School committee during 2 years.
I Languages: French (mother tongue), English (proficient), German (intermediate), Swedish
and Spanish (beginner level).







2010– now: PhD in theoretical cosmology at EPFL (E´cole Polytechnique Fe´de´rale de
Lausanne) with Prof Julien Lesgourgues.
2008–2010: Master 2 Sciences de la Matie`re, Physics, at the E´NSL (E´cole Normale
Supe´rieure de Lyon). Spring semester of 2008 at Uppsala’s University (Swe-
den) in Erasmus exchange, with a strong focus on Astrophysics.
2007–2008: Bachelor Sciences de la Matie`re, Physics, at the E´NSL :Tre`s Bien grade
(16.1/20), equivalent to 1st class honours. Internship in an experimental
biophysics laboratory in Lyon.
2005–2007: Two years of classes pre´paratoires in Montpellier.
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