Abstract-We present a short review of the calculus of constituents.
I. INTRODUCTION
We may think of symbolic logic as an attempt of syntactical description of some knowledge. Syntactical level is important because it is detached from interpretation, i.e. concrete meaning, thus, at least potentially, programable. Here by programmability we actually mean decidability. In logical terms, some formal knowledge (formal theory) is decidable if there is an algorithm which decides whether some sentence of this system is a theorem (formally deducible sentence) or not.
In mathematics, the most common formalism is a first order predicate calculus. This is not a single formalism, but rather a nice framework that allows an axiomatization of various parts of mathematics, such as Boolean algebras, groups, fields, vector spaces etc. Such formalizations are called a first order theories.
The unpleasant feature is undecidability of some important first order theories. However, there are decidable first order theories, such as a theory of algebraically closed fields, real closed fields, monadic calculus etc. Thus, each decidable theory is potentially applicable. The first step in applicability is a construction of a real-time theorem prover for this theories.
Many of such provers were constructed during the last two decades by the Group of intelligent systems. Here we will mention only the CRACKEN, a theorem prover for the monadic calculus. For more details we refer the reader to [3] .
Both first and second order monadic calculus represents formalizations of reasoning about unary relations. Furthermore, their decidability makes them a rather natural environment for solving problems expressible by means of unary relations. Some applications may involve data mining, relational databases etc.
Here we will give a short review of calculus of constituents, which plays a key role in decidability of the monadic calculus.
II. CONSTITUENTS
Suppose that U is a nonempty set and that A 1 , . . . , A n are some pairwise different subsets of U . Each set of the form 
Using Cantor's coding (or other counting technique), one can easily see that the set of all possible characteristics (in fixed n) is RE (recursively enumerable). Since the set of all finite sequences of elements of ω ∪ {∞} is RE, we can conclude that the set of all possible characteristics (for all n) is RE as well.
Suppose that ϕ(x) is a first order formula with single free variable x. For the given nonnegative integer k we define the sentences Γ 0 k (ϕ) and Γ k 1 (ϕ) as follows:
III. APPLICATION TO 1ST MC
In order to prove decidability of 1st MC (first order monadic calculus), it is sufficient to prove decidability of the monadic calculus with n unary predicates, for each n (in each monadic formula occur only finite number of relational symbols). Similarly to the case of constituents, instead of
, where α is appropriate assignment of +es and −es.
So let n be a fixed positive integer and let L = {P 1 , . . . , P n }, where P i are unary relational symbols. The corresponding monadic models are structures of the form
where U is a nonempty set, 
If monadic models are elementary equivalent, then they satisfy the same first order sentences, so by the previous remark they have the same characteristic.
Conversely, suppose that monadic models U = U, A 1 , . . . , a n and V = V, B 1 , . . . , B n have the same characteristic. If both U and V are at most countable, then the corresponding constituents have the same cardinality, so U and V are isomorphic. If one of them is uncountable (say U), then by the downward Lövenheim-Skolem theorem, U has a countable elementary submodel U . Now U and V are countable monadic models with the same characteristic, so they are isomorphic. Thus, U and V are elementary equivalent.
Since each characteristic is recursively axiomatizable, and since the set of all possible characteristics is RE, by the previous theorem we can conclude that 1st MC has exactly countable many sound and complete extensions which are RE, so by the theorem of Ershov we have the decidability of 1st MC.
The above result we may characterize as decidability per se, since the underlying decision procedure is highly unefficient. However, there is much more efficient decision procedure, which gives as a transformation of each monadic formula to equivalent Boolean combination of sentences Γ 1 k (P α (x)). For detailed description of mentioned algorithm we refer the reader to [3, 4] . We will give a few details in Section 5.
IV. SKOLEM'S ELIMINATION METHOD
The Skolem's elimination method is a procedure for eliminating the existential quantifier from the second order monadic formula of the form
where i r , j s ∈ {0, 1}, k r and l s are nonnegative integers and X is unary relational variable.
Before we proceed, let us give a very brief account of a second order logic. As the above formula vaguely suggests, a second order logic is an extension of a first order logic obtained by addition of a countably many relational variables X n 0 , X n 1 , X n 2 , . . . for each arity n. We also need additional formation rules:
• For any positive integer n, any n-ary relational variable X and arbitrary terms t 1 , . . . , t n ,
is a formula; • For each formula ϕ and each relational variable X, ∃Xϕ and ∀Xϕ formulas as well. A second order logic is more expressible than the first order logic. For instance, if X is a unary relational variables, Y is a binary relational variable and x, y and z are variables for individuals, then the sentence
∧ ∀X(∃xX(x) ⇒ ∃x(X(x) ∧ (∀y = x)Y (x, y))
asserts that each set can be well ordered.
The price of expressiveness is in a lack of completeness between the syntax and semantics: the compactness theorem is not true in the case of 2nd order logic. Namely, if ϕ is a second order sentence which asserts that universe (of the underlying model) is a finite set, then the theory
However, any finite subset of T has a model. Back to the elimination procedure. If the predicates P r (x) are pairwise disjoint, i.e. if for all r = s the sentence
is true, then one can show that the starting sentence is equivalent to
If the predicates P r (x) are not pairwise disjoint, then we express them via "constituents" (each P r (x) is equivalent to disjunction of those P α (x) such that α r = +), and then apply the fact that for disjoint P (x) and Q(x), the formula
is true. To make things clearer, let us consider the following example: find necessary and sufficient conditions for the existence of the set X such that each of conditions
is true. We will consider X as unary relational variable, while A and B will be unary relational symbols. It turns out that the given system is equivalent to a sentence
By the elimination procedure, the sentence (8) is equivalent to is equivalent to the formula
As we see, the later formula is quantifier free. In general, we say that some first order theory T admits the quantifier elimination if, for every formula φ of the language of T , there is a quantifier free formula ψ of the same language such that
Monadic calculus does not allow the quantifier elimination. Indeed, if U is a unary predicate symbol, then the existential quantifier cannot be eliminated from the formula ∃xU (x).
However, monadic calculus admits the quantifier elimination up to sentences that fix the number of elements of certain constituent, i.e. the sentences
As we have seen before, each of these formulas determine a constituent in any monadic model. Heuristically, this means that monadic formulas, up to equivalence, "speak" about the number of elements in certain constituents. The proof of this fact is bit technical, so we will omit it. The detailed proof can be found in [4] . It is important to say that any boolean combination of formulas of the form (9) is decidable. In particular, we have the following decision procedure:
Input. A formula φ of 1st MC.
Output Yes, if φ is a theorem, otherwise No. 1) Equivalently transform φ into a boolean combination of formulas of the form (9); 2) Imply the decision procedure D for such boolean combinations. The output of our procedure is the same as the output of D.
VI. CONCLUSION
Calculus of constituents is a central part of model theory for the first and second order monadic calculus. The fact that the notion of constituent can be formally captured by means of monadic calculus, as well as the quantifier elimination up to formulas of the form (9), was successfully exploited in the construction of the theorem prover CRACKEN, see [3] . This can be applied in construction of an expert system that solves problems expressible by means of unary relations. Concrete application will be a subject of some future work.
