We present a framework based on Markov decision process to optimize software on mobile phones. Unlike previous approaches in literature that focus on energy optimization while meeting a specific task-related time constraint, we model the desired talk-time as an explicit user given parameter and formulate the optimization of resources such as battery-life on a mobile phone as a decision processes that maximizes a user specified application specific reward or utility metric while meeting the talk-time constraint. We propose efficient techniques to solve the optimization problem based on dynamic programming and illustrate how it can be used in the context of realistic applications such as WiFi radio power optimization and email synchronization. We present a design methodology to use the proposed technique and experimental results using the Android platform from Google running on the HTC mobile phone.
INTRODUCTION
Mobile phones are ubiquitous embedded systems. With every generation their computing capability is growing. On April 21, 2009, Apple reported that over a billion iPhone applications were downloaded in just over a year. In the past year Google introduced a new operating system and application development kit called Android for mobile handsets; Microsoft and Nokia are responding with similar initiatives this year. What this means is that, just like the PC was the target platform for software developers in the 80's and 90's, the mobile phone is the platform for the next decade and beyond. So, we need software design and optimization techniques to support this new platform.
A mobile phone has key differences when compared to a desktop or a notebook PC. First, a mobile phone is an embedded system as opposed to a general-purpose computer. Its primary function (to most users) is voice communication. Second, mobile phones are more constrained than PCs (including notebooks, netbooks etc) in terms of their form factor and weight. Therefore, applications have to be more conscious about their resource usage, especially memory and battery. Third, the nature of mobile phones is more event-driven or reactive, which means the same application is launched many times and the applications are active for a short duration (e.g., minutes instead of hours or days). Last, a mobile phone typically has exactly one user, unlike a PC which might be shared. So, there is a great opportunity to customize the application to the usage pattern, which could be very diverse from one user to another. For example, different people might have different preferences of when they charge their cellphones, and different quality of access to WiFi and cellular radio coverage, etc. So, a one-size-fitsall approach to application development, which is prevalent in the PC environment, is not appropriate for developing embedded software for mobile phones.
We present a technique for developing and optimizing applications to address these concerns. More specifically, we propose a Markov Decision Process (MDP) based framework for dynamic optimization of applications running on a mobile phone. The MDP framework allows the applications to incorporate user preference and user profiles into decisions making at run time about what resources to use, at any given time such that some utility or reward function is optimized.
In this paper we focus on power consumption of an application, which in turn affects the battery-life and hence the talk-time of the mobile phone. We believe power consumption is important because (as noted above) the primary purpose of a mobile phone is to provide voice communication. So, it is important that other applications such as email, browser, games, and utilities/tools that users run on their mobile phones do not consume too much power to disrupt the primary function of the phone. That we believe is a key difference of optimizing power for applications running on a mobile phone versus the general software power optimization. Our problem formulation will explicitly take into account the desired talk time as an input parameter. This will be modeled as the time T till which we expect the battery to last, with the underlying assumption that the phone will be recharged at that time. The optimizer will try to maximize the utility (reward) of using different applications while making the battery last till time T. This is a subtle but important difference between the proposed work and the traditional problem of optimizing energy on embedded systems that primary focus on maximizing the battery-life by dialing down performance via dynamic voltage and frequency scaling to meet a real-time constraint. For example in [?, ?, ?, ? ] researchers present a cross-layer optimization methodology for video decoding, by dynamically scaling the voltage and frequency of the underlying processor such that a task of decoding a given video frame finishes just in time. The time constraint could be predicted based on the time required to process a frame derived on the previous history. Though there is a time constraint in both cases, in our cases it is a macro-level (global) constraint that captures the need to preserve the capability to talk till the battery gets recharged, instead of a local time constraint to process a frame of video sequence or complete a given task. The time constraint in our case is global in the sense that it applies to all tasks and applications that run between now and the user specified time T. In addition, the time constraint in our case is specified by the user, i.e. it is an external (input) parameter, not based on the workload estimation, as in almost all papers related to this work in the literature. In addition, the parameter T , assumed given in the current paper, is user-profile driven and can be estimated with good accuracy as shown in [?] .
In summary, the key contributions of this paper are -1. A methodology for dynamic power optimization of applications to prolong the life time of a mobile phone till a user specified time while maximizing a user defined reward function.
A mathematical formulation of the problem via
Markov decision processes and techniques to reduce the size of the decision tables.
3. An illustration of using the technique on two applications based on the Android software development platform.
The rest of the paper is organized as follows. In Section 2 we will present the problem formulation. We will first introduce the general concept of MDP, and then develop mathematical formulations using two case studies. We will also present techniques to solve the mathematical formulation efficiently. In Section 3 we present the experimental setup based on the Android platform and show how the key parameters are estimated from the mobile phone hardware. In Section 4 we will present results from two case studies that use the proposed optimization framework. These sections will also describe how the user profile data is generated and used within the framework and how the optimization procedure is used in conjunction with other applications. In Section 5 we review related work from literature and in Section 6 we will summarize the key ideas in the paper and present directions for future work.
PROBLEM FORMULATION
We first present the general framework of MDP, and then present two case studies. In both cases, we consider voice communication as high priority service and other delaytolerant data applications as low priority service. Our objective is to minimize disruption to voice communication due to power depletion caused by other lower priority applications. Intuitively, when the remaining battery is sufficient with respect to expected charging time, one can run other applications with higher quality and/or less delay, which consumes more battery. On the other hand, if the remaining battery is low with respect to expected charging time, one should conserve energy for other lower priority application to maintain availability for voice communications. Information related to charging time, voice communication pattern, etc. are user profile driven.
We study two generic tasks that are useful to a wide variety of applications on mobile phones -Data synchronization and WiFi radio control. Data synchronization represents refreshing content (data) from a remote server. An example of it is email synchronization. WiFi radios consume a significant amount of power on mobile phone, so deciding when to wake up the WiFi radio and when to turn it off can have significant implications on the battery-life and hence on the talk-time of the phone.
Markov Decision Process
Markov decision process (MDP) is a widely used mathematical framework for modeling decision-making in situations where the outcomes are partly random and partly under control. A MDP is a discrete time stochastic control process, formally presented by a tuple of four objects (S, A, Pa, Ra).
S is the state space, s ∈ S is the current state, known to users. In this paper, the state includes the current time and remaining energy (battery-life) (and some others).
A is the action space, where a ∈ A is the action taken based on the current state. For example, in this paper, the action could be to synchronize email or not, or to turn the WiFi radio on or off.
Pa(s) is the probability that action a in state s at time t will lead to state s at time t + 1. Note that this transition is partly random (e.g., due to the random arrival of voice calls) and partly under control (e.g., based on action a).
Ra is the immediate reward of action a. For example, if the action is to synchronize email, we receive an immediate reward. If the action is to not synchronize email, the immediate reward is zero.
The objective in this paper is to maximize the cumulative reward until battery charging time. We propose to use the MDP approach to better handle the dynamics of the system because phonecalls are stochastic. The key of the proposed approach is to utilize energy resource dynamically.
In this case, an optimal action apparently depends on the current state, the immediate reward, and the future reward. For instance, the decision of whether to synchronize email depends on the current state (time, remaining battery, and the time since last synchronization). The decision to synchronize email now yields an immediate reward, at the cost of energy consumption, which may reduce its future reward. All these factors need to be considered in the decision.
The main challenge of MDP modeling is to manage its complexity in terms of the number of states, the number of actions, and the time horizon. This is important because ultimately the optimal decision procedure (typically in the form of a precomputed decision table) will itself be running on a resource-constrained device (namely, the mobile phone), so it will not be useful if it takes up too much memory, computation time or energy.
There is typically a tradeoff between the number of states (i.e., granularity) and the computational complexity. We will show that in some cases, structures exist so that the optimal policy has a simpler format (e.g., a threshold-based format), which can be exploited to reduce the computational complexity as well as the space required to store the optimal solution.
In our case, the number of actions is limited, and the time horizon is finite. Time is slotted. Each time slot is a time unit. The decision is made at the beginning of the time slot given the information on the current state. In the data synchronization example, a time slot is two minutes. We can also consider a larger time unit to reduce complexity at the tradeoff of a coarse granularity.
MDP Model for Data Synchronization
We will consider data synchronization applications that are delay tolerant -examples of this include email, calendar, contacts, refreshing facebook pages etc. Intuitively, if the phone is close to its expected charging time and has abundant energy left, we could run the data synchronization applications more often. On the other hand, if the charging time is far way in the future, one should conserve energy by reducing the frequency of data synchronization. Using email as an example, we study how to control the synchronization frequency to maximize user experience. Our objective is to synchronize email as often as possible while conserving sufficient energy for voice communication. We use the following notations:
t : current time T : phone recharge time Er : remaining energy at the current time τ : time elapsed since last synchronization ec : unit time power consumption of voice call Lc : length of a voice call, a random variable Rc : reward of one unit of voice call pc(t) : Prob(voice call arrives in a time unit) Rs(τ ) : reward of mail synchronization, subadditive es: Energy consumption for data synchronization EL c : expectation over Lc fr(Er): reward for the remaining energy at charging time T In addition, 1{·} is an indicator function. In other words,
Last, x + = max(0, x) (indicating that remaining energy cannot be negative in this paper).
We assume that Rs(·) is an increasing subadditive function. It is increasing because the longer the delay, the larger the need and thus the higher the reward of synchronization. It is subadditive so that the following property is satisfied:
The property indicates the value of timeliness. Synchronizing twice (left-hand side), which brings information in a more timely manner, is more valuable than once (right-hand side) during the same time interval. Examples of such increasing subadditive functions include log(1+x) and √ 1 + x. Note that T , the (re)charging time, is assumed to be fixed and known in this paper (e.g., 10pm). It could also by dynamic, obtained based on user profiling.
We use the MDP framework. In this framework, t, Er, and τ are the input of MDP. The action is whether or not to synchronize email. Our objective is to maximize the total utility (out of available battery). As we discussed earlier, the optimal action depends on the current state, the immediate reward, and the future reward. This is captured in the optimality equation discussed next.
Optimality Equation
Let V (t, Er, τ ) be the optimal value at state (t, Er, τ ). In other words, it is the maximal total reward at the current state optimized over all possible actions, taking into account the future reward. We first define the following notations.
Explanations are in order. First, vc(t, Er, τ ) is the value in the case that a phone call occurs, including both immediate reward and future reward. Recall that Lc is a random variable, representing the length of the phone call. The immediate reward of the phone call is min (Er/ec, Lc) Rc, which is proportional to the length of the phone call, supported by the battery. We assume that when a phone call occurs, no synchronization activity is allowed. The terms vs and vi correspond to the case when no phone call happens in this time slot. In this case, the value is vs if the action is to synchronize mail and the value is vi if the action is to stay idle. When the action is to synchronize mail, Rs(τ )1{Er ≥ es} is the immediate reward, and V (t + 1, (Er − es) + , 1) is the future reward. When the action is to stay idle, the immediate reward is zero and the future reward is V (t + 1, Er, τ + 1).
We have the following optimality equation:
In other words, when no phone call occurs, the battery manager can decide whether to synchronize mail or to stay idle, depending on which action results in higher return, considering both immediate and future rewards. Based on the above formulation, we can solve the problem (i.e., find optimal decision for each (t, Er, τ )) using dynamic programming through backward reduction 1 . We have the following boundary conditions.
To be more specific, the boundary condition defines the optimal decision at time T , and when the phone is out of battery. The first equation evaluates the value of remaining energy at the charging time. For simplicity, we set fr(Er) = 0 in this paper, which implies that the energy remained at the charging time has no value. Note that remaining energy may have values, especially if the charging time is not a constant. Given the boundary condition at time T , one can then find the optimal action at time T − 1. Using backward induction, if we have the optimal decision (and the corresponding value) at time t + 1, t + 2, · · · , T , one can use the optimality equation to find the optimal decision at time t. In this approach, the solutions can be represented using a three-dimension table; i.e., one optimal decision for each tuple (t, Er, τ ). The size of the decision table is proportional to the number of states, which is the product of the length of the discharging period, the number of different energy levels and the number of possible elapsed times from the last synchronization. In general this could be very large, especially if the granularity of the time at which the optimization is made is small. In the following, we will present a special property of this problem that allows a more structured and simplified solution.
The following policy is optimal:
The proof of the theorem is presented in the Appendix. The structure is useful in reducing the complexity/memory space required for the optimal policy. Instead of a three-dimension table, one can represent the optimal policy using a two dimensional one, i.e., τ * (t, Er), as shown in the following. In Table 1 , we show a piece of a decision table derived using the measurement data, discussed in detail later. We see that, at time= 77 with remaining energy=395 units, the threshold is 48. In other words, if the email has not been synchronized for 48 unit time or more, it should synchronize in this time unit. Otherwise, it should not synchronize. Using the threshold-based policy, the size of the decision table is reduced to the product of length of the discharging period and the number of different energy levels.
MDP Model for WiFi Interface Control
Most cellular phones have multiple wireless interfaces, such as cellular, WiFi, and Bluetooth. Bluetooth, due to its limited transmission range, is often exclusively used for wireless headset. For data communication, both cellular interface and WiFi interface are viable options. When available, 1 Dynamic programming through backward reduction is to calculate the optimal results from the last time slot, then the second last, and so on. This approach is used because the optimal action in an early slot depends on the action of a later slot. WiFi interface can transmit data at higher data rate, and thus result in lower energy consumption per unit data, as validated in our measurement study in Section 3. In this section, we consider WiFi interface control with delay-tolerant data applications. WiFi interface can be controlled using the same MDP framework. WiFi interface has the following power consumption characteristics. It takes seconds or tens of seconds to turn on a WiFi interface (which includes scanning for available AP, Associate with AP, obtain IP addresses, etc). During the process, it consumes a fair amount of energy. When the WiFi radio is on, compared to the cellular interface, energy consumption per unit data is low. When the WiFi radio is on, even if it is not transmitting, it consumes a large amount of energy being idle. So intuitively, one should turn on WiFi radio only when there is a significant amount of data to transmit. When energy is abundant, one can turn on the WiFi interface more frequently to reduce delay. If energy is scarce, one should aggregate more data before turning on the interface. Similar issues exist on when to turn off the WiFi radio.
Because of the long delay involved to turn on/off WiFi radio, we consider a macro-scale WiFi radio interface control that focuses on flows/requests, instead of micro-time scale that focuses on packets. We assume there is a WiFi resource manager that receives requests from different applications that need to transmit data using the WiFi radio. The resource manager will implement the MDP based optimization technique that is the focus of this section. The notion of a transmission request requires some clarification. A transmission request signifies the desire to send a specific amount of data continuously. If an application wishes to send more than the specified amount of data, it could make multiple requests to the WiFi resource manager.
We have the following notations in addition to the notations used in the above one. N : Number of flows queued R(N ): immediate reward of sending N flows ew: wakeup energy consumption of WiFi interface em: unit time energy consumption of transmitting one flow eI : unit energy consumption of WiFi interface when it is ON Again, we assume that R(·) is an increasing subadditive function to model the timeliness nature of the reward.
Value function is defined as follows. When the WiFi radio interface is ON, all flows will be transmitted. The decision is whether to turn off WiFi interface after transmission. When the WiFi radio interface is OFF, the decision is whether to turn on the interface. First, consider when the WiFi radio interface is ON.
where R(N ) is the immediate reward of transmitting N flows, the first term inside max is the total reward to turn off the radio after transmitting N flows, and the second term is that to keep the radio ON. When the radio interface is OFF, we have
where the first term is to turn on the radio, and the second term is to keep the radio off. The optimal policy can be calculated numerically using backward induction.
EXPERIMENTAL SETUP
We used the Android Developer Phone 1 (HTC G1 [?] ) to obtain power measurement data needed for this paper. We chose the Android platform [?] due to its developer-friendly Java development environment and open source operating system running a modified Linux kernel. In other words, the complete source code was available for modification and inspection during our investigation. Also, we were able to remove unnecessary processes during testing to remove their impact on the resulting measurements. This was essential in order to determine the constants necessary to test our proposed framework accurately.
Device Setup
We measured the power consumption of certain events specific to the Android G1 mobile phone by using a DC power supply (Agilent E3644A [1]) to power the phone instead of the phone's battery. We connected the power supply to the phone and a computer using the IEEE-488A General Purpose Interface Bus (GPIB). The power measurements were then sampled using a Python script using the PyVISA package [?] . The script also sets maximum voltage and current levels to avoid damage to the phone during experimentation. Each measurement was performed for a user-specified duration of time, with a frequency of approximately 12 measurements per second.
Power Profiling
In order to determine the constants for the MDP equations, the first step is to determine the baseline average power consumption, when no user applications are running. To do this, all non-essential processes were killed, all radios were disabled and the display was turned off. With the phone in this idle state, measurements were taken in the manner described above. By averaging the data collected from this test, we derived the idle power consumption of 6.29 mW. Next, the power consumptions for voice call and WiFi connection were measured and compared to the baseline (idle) power consumption in order to determine their standalone power consumptions. In the case of the voice call, data was collected while an average level conversation was carried out over the cellular interface. WiFi and display were turned off, and all non-essential processes were disabled, as in the baseline idle power consumption measurements. The average power consumption was calculated and the baseline power consumption was subtracted from it to get the result of 581.95 mW. Likewise, for the WiFi measurements, the display was off, only essential processes were running, and there was no network traffic except what is needed to maintain the connection. Figure 1 shows the data collected and used to determine the baseline power consumption for WiFi when it is on and connected to a network, but not explicitly sending or receiving any data. The average was 837.00 mW, while the power consumption of the WiFi alone was 830.71 mW. This clearly indicates the need for optimizing the power consumption of the WiFi radio that was discussed in the previous section. To determine the average startup energy of the WiFi interface, a time measurement as well as a power measurement is necessary. We created a loop to turn the WiFi radio on and off and sampled these events to determine the average startup energy. The startup process begins when the WiFi is turned on from a previously off state, and continues while the power fluctuates until the WiFi is completely on and stabilized. This is shown in Figure 2 where the WiFi starts in an off state, is immediately turned on, and then completes five cycles of on and off until it once again ends in an off state. The average of each startup energy (the product of the duration of the startup and its average power consumption) was determined to be 647 J.
To find the power consumption of transmitting data over the WiFi interface, we wrote an application to run on the Android phone that creates and sends UDP packets of a given size. By running this application and taking power measurements as described before, the average power was found, and the baseline power consumptions for running the application and for WiFi on in its minimal state were subtracted to equal 395.70 mW. At this time, we also used the application to test the power consumption of transmitting data over the cellular interface (2253 mW), and determined that it is more power intensive than transmitting over the WiFi interface (1226 mW) as was expected.
We summarize the above measurement results in Table 2 .
These numbers are used in the MDP formulation to find optimal actions numerically. 
Voice Activity Profiling
A 66-day call log history was collected 2 . The first 53 days of the history was used to generate the user profile, the later 13 days were used to run the simulation as 13 different test cases. Figure 3 shows the histogram of the call history of a user from the user's call log. The call log records the time and duration of every phone call in a given period of time while the user profile shows the frequencies of a user making a phone call for each unit time interval within a day. The probability of getting a phone call at a given time, Pc(t), is thus estimated by dividing the frequencies of time interval t by the number of days the call log recorded.
2 The usage log can also be generated in realtime and updated periodically. 
RESULTS AND DISCUSSION
We implemented the MDP optimization framework for the email synchronization and WiFi radio control applications using the above power measurement data and user profile. The key results are presented as follows.
Email Synchronization
Experiments were preformed to compare the outcomes of using the proposed MDP based email synchronization policy with that of the traditional fixed-frequency email synchronization policy. A piece of a decision table derived based on the proposed MDP framework using the measurement data is shown in Table 1 . For the latter, the phone was simulated to synchronize the email every 10, 20, 30, 40, 50 and 60 minutes. The phone was simulated to discharge from time t=0 to time t=960 and no synchronization would be done during a phone call. We assumed that fr(Er) = 0; i.e., remaining energy at the phone charging time t = 960 has no value. Therefore, it is desirable to have the phone uses all its power by the end of t = 959 (which means that all energy is used for voice call and other services in the day).
In the simulation, we use the following parameters, obtained from the power measurement on HTC mobile phone running Android platform. The initial energy level is 400 units (around 133 minutes of talk time) (e.g., Er = 400 at t=0). Energy consumption for each email synchronization (ec) is 5 units. Energy consumption for making a phone call per minute (ec) is 3 units. Each energy unit is approximately 11J.
We run the simulation in the later 13 days in the user call log (profile shown in Figure 3 ) as 13 different test cases. The reward function of email synchronization used was √ τ + 1. The entire discharging period was divided into 2-minute time intervals. We present the results in detail for three representative days with light, moderate, and heavy voice traffic, in Tables 3-5 . Due to space constraints we omit the results for the other 10 days as they follow the same trend. In the results, Nsyn is the number of synchronizations performed, M ean is the mean of the synchronization period, Dev is its standard deviation, M call is the total number of phone call minutes, Tout is the time battery run out of energy, and Er(T ) is the remaining energy at the end of the day when phone recharges.
Under our developed MDP email-synchronization policy, the phone synchronized more frequently when there were less phone calls, compared to that of the fixed-frequency policy. Among those test cases which the phone did not power off due to insufficient energy before the charging time (T = 960), the number of synchronization made by our policy is always higher or equal to those of fixed-frequency policy.
Under our MDP policy, the phone ran out of battery only when the actual talk time in the test cases is close to the In the experiment, it happened in three days when there are over 100 phone-call minutes. In two cases, the battery life of the MDP policy is only outlived by that of the 60-minute policy, by 2 and 4 minutes, respectively. In the other case, the battery life of our policy outlived all others, by 159 minutes. In fixed-frequency policy, the standard deviation of the synchronization period is non-zero because no email synchronization takes place when a phone call is taking place. Using our policy, the standard deviation of synchronization period is much higher than that of fixed-frequency synchronization. The phones running our policy tend to synchronize less frequently near the beginning of the discharging period and tend to synchronize more frequently near the end of the discharging period, especially when the voice usage is light during the day. When the voice usage is (very) heavy, opposite is observed. To reduce the dispersion of the synchronization frequency, we can set a non-zero reward function for remaining energy at the charging time. This is also reasonable because charging time may vary.
In summary, compared to the fix-frequency synchronization policy, our scheme is dynamic -it allows more synchronization when voice traffic volume is low; it reduces data service frequency when voice traffic is heavy. Because of this dynamic nature, it serves user more effective by taking into account the priorities of services. There are various directions that we can improve or modify the performance of the proposed MDP scheme. First, to further reduce the chance of missing a phone call (because the phone has depleted its battery before charging time), we can set a non-zero reward function for remaining energy at the charging time; e.g., Fr(Er) = log(1 + Er) at time T . This value will reward remaining energy at time T and makes data synchronization more conservative. Second, we will investigate the tradeoff between accuracy and table size. As discussed earlier, the size of the table is proportional to the number of states. If we set a time unit to be 5 minutes, then the size of the decision table will reduce by 60% at the cost of granularity. Last, we will investigate different reward functions (Rs(·)) that can achieve different tradeoffs of voice communication and data synchronization services.
WiFi Interface Control
As reported in Section 3, there is an energy cost associated with waking up the WiFi radio and an energy cost associated with keeping the WiFi radio on, whether any data is transmitted or not. So, it makes sense to aggregate a bunch of (delay-tolerant) WiFi transmission requests, wake-up the WiFi radio, transmit all the aggregated requests and turn the WiFi radio off. The critical issue is when to turn on the WiFi radio, as it directly impacts the latency experienced by a transmission request which has to be minimized. The decision table is generated based on Eqs. 4 and 5, taking the user profile, the energy-related parameters of the phone as an input. The user profile provides the probability of a new WiFi transmission request at a given time, pc(t), and the expected charging time, T , of the phone.
We show a small part of the decision table in Table 6 . We compared the proposed MDP-based optimization policy with two simple policies described below:
1. Once On, Always On policy: In this policy, the WiFi radio is turned on at the first WiFi transmission request and remains on until the battery runs out. As a consequence, all subsequent requests (after the first one) are served immediately.
On Demand policy:
In this policy, the WiFi is turned on by a WiFi transmission request. It remains on if there are pending requests. Otherwise it is turned off till the next request arrives. Therefore, in this case, requests that arrive after the WiFi is turned off, have to pay the energy cost of waking up the WiFi radio.
The phone was simulated to discharge from time t=0 to time t=420. At each 15-second time interval, only one new request is allowed to make. Seven test cases were used. Each test case has a different fixed probability of a new WiFi transmission request.
The reward function used in generating the decision table was log(N + 1). The following platform specific parameters were derived from the HTC mobile phone platform running Android, as described in Section 3. The initial energy level is 700 units. Energy consumption of turning on the WiFi interface (ew) is 3 units. Energy consumption of keeping the WiFi interface on for 15 seconds (ec) is 6 units. Energy consumption of transmitting data on WiFi for 5 seconds, in additional to ec and em, is 1 unit. The WiFi interface takes 1 time unit (about 15 seconds) to wake up. Each energy unit is approximately 2 joules.
In the Tables 7, 8 , 9, we report the performance of AlwaysOn, On-demand, and our MDP policies. In the tables, the numbers 1 through 7 represent the different test cases which capture different transmission request probabilities (corresponding to different usage patterns), p is the corresponding request probabilities, Nreq is the total number of transmission requests, Nserve is the total number of flows served, W is the mean waiting time, Dev is its standard deviation, Tout is when the battery runs out, and Er(T ) is the remaining energy at the end of the recharge time T specified by the user. Clearly, as shown in Table 7 , the Always On policy depletes power very quickly (and thus all following voice calls will be missed). It can serve only about 25% of the requests. As expected, when the radio is on, the delay and delay variance are negligible. The On Demand policy is somewhat better, based on the Tout value, and the number of requests serviced. Note that W decreases as p increases because more requests arrive when the WiFi radio is on as p increases. The MDP based policy clearly performs well both in terms of the Tout metric and in terms of the number of requests served (Nserve. In the simulation, the battery did not run out and almost all requests are served. However, as expected there is a price to pay in terms of additional delay as indicated by the waiting time metric W . In addition, as p increases, we can see that the average delay increases as well, which means that the policy accumulates more flows before transmission.
Discussion
A few remarks are in order related to the scalability and computation complexity of the proposed approach. First, we have the option of implementing the computational expensive algorithm on the phone or on a more powerful server through Internet connection. For instance, to generate the lookup table used in email synchronization, it takes subseconds on a desktop computer, and one hour on the G1 phone we used. The delay is mainly due to the memory constraint on the cellular phone. The computation of the lookup table does not need to be frequent, say in once in a few days/weeks.
Theorem 1 allows us to reduce the decision table size by utilizing the structure of the solution. For the case presented in the paper, the table size is reduced from 480 (# of time units) * 100 (power level) * 480(max sync delay) *1 bit to 480 (# of time units) *100 (power level) * 1byte. In other words, the size is reduced from 2.88MB to 48KB. N.A. N.A. N.A. N.A. N.A. N.A. N.A. Another method to improve scalability is to reduce granularity. In earlier discussions, we consider the case where each time slot is 2 minutes. We also evaluate the cases where the time slots are 4, 6, 8, and 16 minutes, where the table sizes are 1/2, 1/3, 1/4, and 1/8 of the original one, respectively. The performance degradation is minor and graceful.
Non-zero reward for remaining energy could be explored instead. We considered a non-zero reward function: f (Er) = c log(1 + Er), where c is a constant. The main effect to reduce the variance of data synchronization, especially when the time is close to the charging time. We also considered different reward functions, including various logarithm and square-root functions. The impact is somewhat minor.
RELATED WORK
The work described in this paper is broadly related to the general problem of adapting and managing resources at the system level. As a result, there is work related to this in many disciplines such as operating systems, real-time systems, computer architecture, networking, and more recently in sensor networks and mobile computing.
Stanford researchers [?] were one of the first to use Markov decision processes to address power optimization policies for notebook or other battery-operated systems. Quality versus resource utilization trade-offs have been studied widely in the area of video streaming [?, ?, ?, ?, ?, ?, ?] In comparison, our work is more dynamic in nature, under the notion that we want to maximize user experience until the explicit charging time, instead of maximizing lifetime. For example, the optimal action to turn on/off disk will not change over time in [?] , but will depend explicitly on the current time and remaining energy in this work.
In [?] researchers from Intel and Microsoft propose the idea of context-aware battery management and the notion of treating the next recharge time explicitly. However, the paper does not address the issue of controlling applications to reach the next recharge time, which is the focus of this paper. Also, we address problems such as the WiFi radio optimization which is not addressed in [?] .
CMU researchers studied OS support for resource scalable computation and energy aware adaptive computation [?, ?, ?] . In particular, in [?] the authors demonstrate a 30% extension in battery life through collaborative optimization of the operating systems and the application. Duke researchers [?] extend this approach to the system level by formulating a general framework to manage energy as a first class operating system resource. They propose a currency model to account for energy consumed by different components and develop techniques for fair allocation of available energy to all the active applications. In [?] , the authors propose a dynamic software management framework to improve battery life that is based on quality-of-service (QoS) adap-tation and user-defined priority. In comparison, the goal of their works is to extend the battery lifetime by limiting the average discharge rate. In addition, their focus/target is a general purpose notebook computer, as opposed to a mobile phone with voice communications as its primary functionality. In the area of sensor networks, UCLA researchers [?] discuss scheduling tasks to accommodate the constraints of energy harvested from the environment such as solar panels. In [?] , an alternative approach to reactive optimization is discussed. The main difference between the related works listed here and the work proposed in this paper is in the MDP formulation of the talk-time optimization problem in the context of mobile phones and its implementation on the Android powered mobile phone.
CONCLUSIONS AND FUTURE WORK
In this paper we proposed a general mathematical framework to optimize software on mobile phones using Markov decision process. We developed techniques to reduce the table size for certain applications like data synchronization. We argued that on a mobile phone, talk-time optimization should be the primary goal and it should be a user-defined parameter, as it depends on the usage pattern (when a phone is recharged) that varies from one individual to another. This makes the problem different from the energy minimization work in embedded software such as video streaming on battery-operated notebooks/handheld devices that is primarily driven by extending the battery-life with minimal impact on quality. Though there is an implicit time constraint in these problems as well, it is derived from the workload (such as time to process a frame) as opposed to an external global time constraint for all the applications. Future work would include extending the WiFi radio control to general radio selection on a mobile phone given that most smartphones have multiple radios. In addition, the current scheme optimizes one application at a time. Joint power management of multiple applications will be considered in our future work. The techniques presented in this paper currently focus on applications only. So, in the future we will explore collaborative optimization between the operating system and applications.
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7. APPENDIX 7.1 Proof of Theorem 1 Property 1. Given t and Er, the following property is true:
V (t, Er, τ + ) − V (t, Er, τ ) ≤ Rs(τ + ) − Rs( ),
for ≥ 0.
Proof: The property can proved using backward induction. Because of the boundary condition in Eq. 2, we have V (T, Er, τ + ) − V (T, Er, τ ) = fr(Er) − fr(Er) = 0 ≤ Rs(τ + ) − Rs( ).
Therefore, Eq. 6 holds for t = T . We next use backward induction. Assume Eq. 6 holds for t + 1, t + 2, · · · T , we need to prove it holds for t. Consider V (t, Er, τ + ) − V (t, Er, τ ). We have V (t, Er, τ + ) − V (t, Er, τ ) = pc(t) (vc(t, Er, τ + ) − vc(t, Er, τ )) +(1 − pc(t)) max (vs(t, Er, τ + ), vi(t, Er, τ + )) −(1 − pc(t)) max (vs(t, Er, τ ), vi(t, Er, τ ))
≤ pc(t) (vc(t, Er, τ + ) − vc(t, Er, τ )) +(1 − pc(t)) max {vc(t, Er, τ + ) − vc(t, Er, τ ), vi(t, Er, τ + ) − vi(t, Er, τ )}
where (1) Combining the above two results, we have V (t, Er, τ + ) − V (t, Er, τ ) ≤ Rs(τ + ) − Rs(τ ).
Based on the above property, we prove Theorem 1 next. Proof of Theorem 1: Given (t, Er), we need to prove that ∀ τ ≥ τ * (t, Er), we have vs(t, Er, τ ) ≥ vi(t, Er, τ ).
If Er < es, then vs(τ ) = V (t + 1, (Er − es) + , 1) + Rs(τ )1{Er ≥ es} = 0.
Therefore, the optimal action is to stay idle. In this case, set τ * = ∞. The result is trivial. So we only consider the case Er ≥ es in the following.
vs(t, Er, τ ) = V (t + 1, Er − es, 1) + Rs(τ ) = V (t + 1, Er − es, 1) + Rs(τ * ) + Rs(τ ) − Rs(τ * ) = vs(τ * ) + Rs(τ ) − Rs(τ * )
≥ vi(τ * ) + Rs(τ ) − Rs(τ * )
In the above, (4) holds by the definition of τ * .
vs(t, Er, τ ) = V (t + 1, Er, τ + 1)
≤ V (t + 1, Er, τ * + 1) + Rs(τ + 1) − Rs(τ * + 1) = vi(τ ) + Rs(τ + 1) − Rs(τ * + 1)
≤ vi(τ * ) + Rs(τ ) − Rs(τ * )
In the above, (6) holds by Property 1 and (7) holds by concavity of Rs(·). Therefore, we have vs(t, Er, τ ) ≥ vi(t, Er, τ ) for τ ≥ τ * .
