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ABSTRACT	
PATHOS:	A	MATLAB‐based	Weak	Stability	Boundary	Orbital	Trajectory		
Simulator	for	Use	in	Interplanetary	Mission	Design	
Eric	Tran	
Jin	S.	Kang,	Ph.D.	
	
	
	
Trajectory	design	is	traditionally	performed	under	very	strict	constraints	or	simplifications.	
This	is	because	full‐force	models	have	thus	far	eluded	analytical	solution.	One	common	simplification	
is	the	two‐body	assumption,	where	the	only	bodies	considered	are	the	spacecraft	and	a	central	mass.	
This	 simplification	 yields	 fairly	 accurate	 results	 for	 a	 small	 number	 of	 specific	 cases	 (binary	 stars,	
low‐Earth	orbit).	However,	once	the	orbital	regime	enters	the	interplanetary	range,	where	multiple	
gravitational	bodies	 are	 relevant,	 simple	 two‐body	 calculations	prove	 inadequate.	 In	 response,	 the	
patched‐conic	 approach	 was	 used,	 where	 multiple	 two‐body	 trajectories	 would	 be	 “patched”	
together	to	form	an	approximate	path	for	the	spacecraft.	This	approach,	however,	still	employed	the	
two‐body	 simplification	 and	 so	 the	 hidden	 constraints	 of	 the	 two‐body	 problem	 are	 carried	 over.	
Consequently,	 while	 this	 method	 produces	 useful	 trajectories,	 it	 does	 not	 yield	 the	 most	 efficient	
ones.		
While	the	n‐body	problem	had	not	been	explicitly	solved,	numerical	methods	with	modern	
computational	software	programs	can	be	used	to	 identify	extremely	efficient	 trajectories	by	 taking	
into	 account	 a	 greater	 number	 of	 bodies.	 It	 was	 recently	 discovered	 that	 gravitational	 pathways	
linking	the	Solar	System’s	Lagrange	points	can	provide	extremely	cheap	interplanetary	travel.	While	
only	a	handful	of	missions	have	flown	these	so‐called	“Weak	Stability	Boundary”	(WSB)	trajectories	
in	the	past,	they	have	the	potential	to	gain	widespread	use	for	their	extremely	low	fuel	costs.		
This	document	will	discuss	the	construction	of	these	WSB	trajectories	through	the	use	of	a	
Dead‐Reckoning	 numerical	 simulation	 tool,	 called	 PATHOS,	 which	 accounts	 for	 at	 least	 3‐body	
gravitational	 effects.	 The	 simulation	 will	 be	 used	 to	 generate	 a	 group	 of	 sample	 trajectories	 as	
validation,	as	well	as	compared	against	similar	software	tools.		
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1. INTRODUCTION	
Traditionally,	 orbital	 transfers	 and	 maneuvers	 were	 performed	 under	 very	 strict	
constraints	 or	 simplifications.	 One	 of	 the	 main	 simplifications	 was	 the	 two‐body	
assumption,	 where	 the	 only	 bodies	 considered	 in	 the	 trajectory	 calculation	 were	 the	
spacecraft	and	a	central	mass.	This	simplification	yielded	mostly	accurate	results	 for	 low‐
altitude	orbits	or	very	specific	scenarios,	like	binary	star	systems.	However,	once	the	orbital	
regime	enters	the	interplanetary	range,	simple	two‐body	calculations	prove	inadequate,	as	
the	 gravitational	 effects	 of	 other	massive	 bodies	was	 no	 longer	 negligible.	 In	 response	 to	
this,	the	patched‐conic	approach	was	generally	taken,	where	multiple	two‐body	trajectories	
would	be	“patched”	together	to	form	an	approximate	path	for	the	spacecraft.	Because	this	
approach	 still	 employed	 the	 two‐body	 simplification,	 a	 hidden	 constraint	 is	 carried	 over:	
that	 all	 the	 bodies	 (as	 well	 as	 the	 trajectory	 itself)	 are	 in	 the	 same	 plane,	 among	 other	
assumptions.	While	this	method	did	produce	useful	trajectories,	they	do	not	yield	the	most	
efficient	ones.		
Attempting	 to	 generalize	 the	 orbit	 design	 problem,	 the	 n‐body	 problem	 was	
formulated.	 As	 the	 name	 suggests,	 the	 n‐body	problem	 is	 formulated	with	 “n”	 number	 of	
gravitational	bodies.	While	this	problem	has	not	explicitly	been	solved,	numerical	methods	
with	modern	computational	software	programs	can	be	used	to	identify	extremely	efficient	
trajectories	by	taking	into	account	a	greater	number	of	masses.	It	was	recently	discovered	
that	 gravitational	 pathways	 linking	 the	 Solar	 System’s	 Lagrange	 points	 can	 provide	 very	
cheap	 interplanetary	 travel.	While	 only	 a	 handful	 of	missions	 have	 flown	 these	 so‐called	
“Weak	Stability	Boundary”	 (WSB)	 trajectories	 in	 the	past,	 they	 have	 the	potential	 to	 gain	
widespread	use	for	their	extremely	low	fuel	costs.	(Belbruno	2000)	
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This	document	will	discuss	the	construction	of	 these	WSB	trajectories	through	the	
use	of	a	numerical	simulation	that	accounts	for	n‐body	gravitational	effects.	The	accuracy	of	
this	simulation	will	be	validated	with	the	reconstruction	of	a	handful	of	sample	trajectories.	
Note	about	 the	 language	of	 the	document:	 In	 this	 text,	 the	 terms	 “Weak	Stability	Boundary	
Trajectory”	 and	 “low‐energy	 transfer”	 are	 used	 interchangeably.	 Similarly,	 the	 terms	
“Lagrange	points”	and	“libration	points”	are	used	interchangeably.		
	
2. BACKGROUND	
In	order	 to	analyze	orbital	 trajectories,	a	 classical	Newtonian	mechanics	approach	
was	initially	taken.	The	governing	equation	for	the	force	exerted	by	a	massive	body	on	an	
object	is	Newton's	Law	of	Universal	Gravitation,	Eq.	1,	below.		
	 ீܨ ൌ ܩ ௠భ௠మ௥మ 	 (1)	
where	
ܩ,	 	 the	Universal	Gravitational	Constant	(6.67300 ൈ 10ିଵଵ	݉ଷ/݇݃ ∙ ݏଶ)	
݉ଵ,݉ଶ,		 the	masses	of	the	two	massive	bodies	
ݎ,	 	 the	distance	between	the	two	massive	bodies	
Taking	 a	 very	 basic	 approach,	 the	 trajectory	 of	 nearly	 any	 object	 under	 the	 influence	 of	
gravity	can	be	roughly	estimated	with	only	 the	equation	above.	For	 trajectories	 relatively	
close	 to	 a	 massive	 central	 body,	 a	 very	 simplified	 problem	 can	 be	 formulated.	 This	
formulation	is	called	the	"Two‐body	Problem".		
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	(i) Two‐Body	Problem	
	 The	Two‐body	problem	is	a	simplified	version	of	the	"n‐body	Problem",	which	will	
be	discussed	later.	It	defines	the	motion	of	two	massive	bodies	under	the	effects	of	the	other	
body's	 gravitational	 field.	 However,	 this	 simplification	 comes	 with	 a	 set	 of	 underlying	
assumptions:	
I. There	are	only	two	bodies	in	the	region	and	bodies	outside	of	the	region	are	
gravitationally	insignificant	
II. The	only	force	acting	on	the	two	bodies	is	gravity	(the	bodies	are	far	enough	
apart	that	their	atmospheres	do	not	interact	and	they	do	not	collide)	
III. The	two	bodies	orbit	each	other	in	the	same	plane	
IV. The	two	bodies	can	be	treated	as	point‐particles	(i.e.‐	their	masses	are	either	
uniformly	distributed	or	concentrated	at	their	geometric	centers)	
The	figure	below	shows	a	few	of	many	possible	two‐body	configurations.	The	most	
familiar	of	these	is	the	third	one,	which	is	the	case	for	all	man‐made	satellites,	the	Moon,	and	
the	Earth's	motion	around	the	Sun.	That	is,	that	the	central	mass	is	significantly	larger	than	
the	 orbiting	mass.	While	 in	 reality,	 the	 two	masses	 orbit	 the	 system’s	 barycenter,	 in	 the	
third	 configuration	 of	 Figure	 1,	 the	 barycenter	 of	 the	 system	can	be	 approximated	 as	 the	
geometric	 center	 of	 the	 larger	mass.	 As	 a	 result,	 only	 the	motion	 of	 the	 smaller	mass	 is	
examined,	as	the	larger	mass	is	assumed	to	be	stationary.	
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Figure	1.	Typical	2‐Body	System	Configurations.	
	
	
While	 some	 of	 these	 assumptions	 are	 nearly	 true	 in	 most	 practical	 cases,	 some	
others	 greatly	 limit	 the	 possibly	 of	 trajectory	 design	 outside	 of	 the	 "simple	 orbits",	 also	
known	as	Keplerian	orbits,	regime.	The	above	formulation	allows	for	simplified	calculations	
of	these	"simple	orbits".	Under	this	set	of	assumptions,	traditional	Keplerian	orbits	can	be	
defined	in	very	basic	mathematical	terms.	As	it	turns	out,	Keplerian	orbits	can	be	defined	by	
so‐called	"conic‐sections",	shown	in	Figure	2	below.	
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Figure	2.	Visual	concept	of	conic	sections.	Each	cross‐section	corresponds	to	a	different	orbit	shape.	
	
	
As	the	name	and	figure	suggests,	a	conic	section	is	the	resulting	shape	that	a	cross‐
section	 of	 a	 cone	 produces.	 Interestingly,	 the	 shapes	 of	 Keplerian	 orbits	 MUST	 either	 be	
circular,	elliptical,	parabolic,	or	hyperbolic	(and	theoretically,	linear).	All	of	these	shapes	are	
very	well	 and	simply	defined	mathematically.	Thus,	 trajectories	and	orbits	 that	arise	as	 a	
result	of	the	two‐body	formulation	are	also	well‐defined	mathematically.		
Because	 of	 the	 great	 benefit	 of	 a	 simplified	 mathematical	 model	 and	 the	 lack	 of	
demand	for	a	more	accurate	method,	the	two‐body	formulation	was	sufficient	for	much	of	
our	progress	in	the	field	of	space	technology	and	research.	This	is	mainly	because	humanity	
has	 not	 routinely	 extended	 its	 presence	 past	 Near‐Earth	 space.	 Since	 the	 two‐body	
assumptions	still	hold	in	this	orbital	regime,	there	was	no	reason	to	further	study	advanced	
orbital	propagation	techniques,	such	as	the	n‐body	problem.		
	(ii) n‐Body	Problem	
The	 n‐Body	 Problem	 is	 simply	 the	 Two‐body	 problem	 extended	 to	 include	 more	
than	 just	 one	 object	 orbiting	 another.	 The	 n‐Body	 Problem	 takes	 into	 account	 the	
gravitational	effects	of	several	nearby	bodies.	This	is	a	more	accurate	representation,	since	
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in	reality,	there	are	many	more	gravitational	effects.	The	figure	below	illustrates	the	concept	
of	the	n‐body	problem.	When	an	object	(i.e.‐	a	satellites)	is	in	the	vicinity	of	more	than	just	
one	large	mass,	its	orbit	can	become	chaotic,	rather	than	a	simple	conic‐section.		(Belbruno	
2004)	
	
Figure	3.	Spacecraft	free‐body	force	diagram	in	the	presence	of	large	masses.	
	
	
In	 order	 to	 accurately	determine	 an	object's	 trajectory	 in	3‐dimensional	 space,	 all	
gravitational	 effects	must	 be	 considered.	 Limiting	 the	 calculation	 to	 two	 bodies	 at	 a	 time	
greatly	 limits	the	potential	applications	of	 the	trajectories	that	are	designed.	For	example,	
trajectories	 designed	with	 only	 a	 two‐body	 approach	 are	 limited	 to	 linear,	 planar	 orbits.	
However,	Weak‐Stability	Boundary	trajectories,	which	will	be	discussed	in	more	detail	later,	
for	example,	are	3‐dimensional,	complex,	and	nonlinear	trajectories.	(Koon	2001)	
	(iii) 4‐body	Problem	Derivation	
With	many	interplanetary	missions,	there	are,	in	fact,	more	than	2‐3	gravitationally	
relevant	bodies.	For	example,	an	 interplanetary	mission	 to	Mars	or	a	Near‐Earth	Asteroid	
(NEA)	 would	 have	 the	 Earth,	 Mars	 (or	 the	 NEA)	 and	 the	 Sun,	 as	 the	 entire	 system	 is	
heliocentric.	After	including	the	spacecraft,	the	total	number	of	bodies	is	four.	For	now,	we	
will	 consider	 the	 most	 basic	 interplanetary	 scenario,	 one	 that	 involves	 the	 Moon,	 our	
nearest	 celestial	 neighbor.	 Formulating	 the	 scenario	 such	 that	 there	 are	 only	 three	
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gravitationally	 relevant	 bodies,	 we	 can	 derive	 the	 governing	 equations	 for	 a	 4‐body	
problem.	For	a	mission	beginning	at	the	Earth,	there	are	three	such	objects:	the	Earth,	the	
Moon,	and	the	Sun.		The	fourth	body	in	this	scenario	is	the	spacecraft	itself.	The	first	step	is	
to	establish	a	set	of	reference	axes.	For	this,	a	heliocentric	coordinate	system	will	be	used.	
That	is,	the	origin	of	the	system	is	placed	at	the	center	of	the	Sun.	Figure	4	below	illustrates	
the	reference	system	for	the	following	problem	formulation.		
	
	
Figure	4.	Reference	system	for	the	4‐Body	Problem	formulation.	
	
	
The	positions	of	 the	Earth,	Moon,	and	satellite	are	defined	 in	reference	to	 the	Sun,	
with	 the	 entire	 system	 revolving	 around	 the	 Sun,	which	 is	 fixated	 at	 the	 origin.	 In	 other	
words,	we're	only	concerned	with	the	relative	motion	of	our	spacecraft	within	the	confines	
of	 the	 Solar	 System.	 It	 should	 be	 noted	 that	 the	 position	 vectors	 in	 the	 figure	 above	 are	
three‐dimensional	 vectors	 and	 that	 the	 z‐axis	of	 the	 reference	 system	points	out	 towards	
the	reader	from	the	plane	of	the	page.		
With	this	reference	coordinate	system,	the	vector‐equation	of	motion	can	be	derived	
by	taking	an	Euler‐Lagrange	approach.		
	
	
	
Y 
X 
rMoon 
rEarth 
rSatellite 
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	 ܮ ൌ ܶ െ ܸ	 (2)	 	
Where	L	is	the	Lagrangian,	T	is	the	kinetic	energy	and	V	is	the	potential	energy	of	the	system.	
The	 mathematical	 representations	 for	 kinetic	 and	 potential	 energy	 are	 taken	 from	 the	
classical	Newtonian	mechanical	equations:	
ܶ ൌ 	12݉ݒ
ଶ	
ܸ ൌ 	െܩܯଵܯଶݎଵ→ଶ 	
	 ∴ ܮ ൌ 	 ଵଶ݉ݒଶ ൅ ܩ
ெభெమ
௥భ→మ 	 (3)	 	
Once	the	Lagrangian	term	is	calculated,	we	can	apply	the	Lagrange	Equation	(of	the	second	
kind).	 This	 is	 also	 known	 as	 the	 Euler‐Lagrange	 Equation.	 This	 equation	 is	 applicable	
because	 our	 system	 is	 a	 conservative	 system,	 meaning	 that	 all	 forces	 (only	 gravity)	 are	
functions	of	position	only	and	not	velocity.	The	Euler‐Lagrange	equation	is:	
	 ௗௗ௧ ൬
డ௅
డ௤ണሶ ൰ ൌ 	
డ௅
డ௤ೕ	 (3)	
There	 is	 only	 one	 kinetic	 energy	 term,	 because	 the	 spacecraft	 only	 has	 one	 velocity.	
However,	 since	 there	 are	 3	 gravitational	 forces	 acting	 on	 the	 spacecraft	 (from	 the	 three	
large	bodies),	the	potential	energy	of	the	Lagrangian	will	contain	3	terms:	
ܶ ൌ 12݉ݎ௦௔௧ሬሬሬሬሬሬሬԦ
ଶሶ 	
ܸ ൌ 	െܩ ൤ ܯா݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎாሬሬሬԦሻ ൅
ܯெ݉
ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎெሬሬሬሬԦሻ ൅
ܯௌ݉
ݎ௦௔௧ሬሬሬሬሬሬሬԦ ൨	
∴ ܮ ൌ 	12݉ݎ௦௔௧ሬሬሬሬሬሬሬԦ
ଶሶ ൅ ܩ ൤ ܯா݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎாሬሬሬԦሻ ൅
ܯெ݉
ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎெሬሬሬሬԦሻ ൅
ܯௌ݉
ݎ௦௔௧ሬሬሬሬሬሬሬԦ ൨	
Rewriting	this,	we	have:	
ܮ ൌ 12݉ݎ௦௔௧ሬሬሬሬሬሬሬԦ
ଶሶ ൅ ܩܯா݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎாሬሬሬԦሻିଵ ൅ ܩܯெ݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎெሬሬሬሬԦሻିଵ ൅ ܩܯௌ݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦሻିଵ	
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Substituting	this	into	the	Euler‐Lagrange,	Eq.	3,	above,	we	get:	
߲ܮ
߲ݎ௦௔௧ሬሬሬሬሬሬሬԦ ൌ െܩܯா݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎாሬሬሬԦሻ
ିଶ െ ܩܯெ݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎெሬሬሬሬԦሻିଶ െ ܩܯௌ݉	ݎ௦௔௧ሬሬሬሬሬሬሬԦିଶ	
߲ܮ
߲ݎ௦௔௧ሬሬሬሬሬሬሬԦሶ
ൌ ݉ݎ௦௔௧ሬሬሬሬሬሬሬԦሶ 	→ ݀݀ݐ ቆ
߲ܮ
߲ݎ௦௔௧ሬሬሬሬሬሬሬԦሶ
ቇ ൌ 		݉ݎ௦௔௧ሬሬሬሬሬሬሬԦሷ 	
݀
݀ݐ ቆ
߲ܮ
߲ݍఫሶ ቇ െ	
߲ܮ
߲ݍ௝ ൌ 0	
݉ݎ௦௔௧ሬሬሬሬሬሬሬԦሷ െ ൣെܩܯா݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎாሬሬሬԦሻିଶ െ ܩܯெ݉ሺݎ௦௔௧ሬሬሬሬሬሬሬԦ െ ݎெሬሬሬሬԦሻିଶ െ ܩܯௌ݉	ݎ௦௔௧ሬሬሬሬሬሬሬԦିଶ൧ ൌ 0	
	
	 ݉ݎ௦௔௧ሬሬሬሬሬሬԦሷ ൅ ܩ ெಶ௠ሺ௥ೞೌ೟ሬሬሬሬሬሬሬሬԦି௥ಶሬሬሬሬԦሻమ ൅ ܩ
ெಾ௠
ሺ௥ೞೌ೟ሬሬሬሬሬሬሬሬԦି௥ಾሬሬሬሬሬሬԦሻమ ൅ ܩ
ெೄ௠
௥ೞೌ೟ሬሬሬሬሬሬሬሬԦమ
ൌ 0 	 (4)	
This	 is	 the	 vector	 equation	 of	 motion	 of	 our	 spacecraft	 under	 the	 gravitational	
effects	of	three	nearby	bodies.	In	its	current	form,	this	differential	equation	has	no	analytical	
solution.	That	is,	we	cannot	solve	this	differential	equation	to	obtain	the	spacecraft's	exact	
position	as	a	function	of	time.	If	plotted	numerically,	the	spacecraft's	position	would	behave	
rather	 chaotically,	 varying	greatly	with	even	 slight	perturbations	 in	 initial	 condition.	As	 a	
result,	simplifications	have	been	used	to	design	orbits	in	regions	of	space	where	there	are	
more	than	one	gravitationally	relevant	body.		
The	 Euler‐Lagrange	 formulation	 above	 would	 be	 useful	 for	 a	 full‐force	 model	
approach.	That	is,	an	inertial	frame	would	be	adopted	for	the	set	of	equations	to	apply.	Since	
we’re	 interested	 in	missions	 that	 originate	 or	 terminate	 at	 the	 Earth,	 a	 few	 adjustments	
must	be	made	 to	 view	 the	 system	 from	a	 rotating	 frame,	 following	 the	orbit	 of	 the	Earth	
around	the	Sun.		
If	 we	 apply	 a	 few	 simplifying	 assumptions,	we	 can	more	 clearly	 see	 the	 system’s	
equations	of	motion	with	respect	 to	an	Earth‐rotating	 frame.	One	common	approach	 is	 to	
use	the	Planar	Circular	Restricted	Three‐Body	Problem	model	(PCR3BP).	The	equations	of	
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motion	 for	 this	 system	 with	 the	 PCR3BP	 model	 are	 well	 studied	 and	 are	 shown	 below.	
(Howell	1984)	
	 ݔሷ െ 2ݕሶ ൌ డ௎డ௫ ; 							ݕሷ ൅ 2ݔሶ ൌ
డ௎
డ௬ ;							ݖሷ ൌ
డ௎
డ௭	 (5)	
where	
	 ܷ ൌ ଵଶ ሺݔଶ ൅ ݕଶሻ ൅
ሺଵିఓሻ
௥భ ൅
ఓ
௥మ	 (6)	
ݎଵ ൌ ඥሺݔ ൅ ߤሻଶ ൅ ݕଶ ൅ ݖଶ	
ݎଶ ൌ ඥሺݔ െ 1 ൅ ߤሻଶ ൅ ݕଶ ൅ ݖଶ	
ߤ	is	 the	mass	ratio	of	 the	smaller	gravitational	body	to	 the	sum	of	 the	mass	of	 the	
system.	That	is:	
ߤ ൌ ݉ଶ݉ଵ ൅݉ଶ	
where	m1	 and	m2	 are	 the	masses	 of	 the	 central	 and	 smaller	 gravitational	 bodies,	
respectively.		
In	addition,	the	effective	potential	function	is	given	as:	
	 ߗሺݔ, ݕሻ ൌ ௫మା௬మଶ ൅
ଵିఓ
௥భ ൅
ఓ
௥మ ൅
ఓሺଵିఓሻ
ଶ 	 (7)	
This	 potential	 function,	 Eq.	 7,	 will	 be	 used	 in	 generating	 a	 potential	 field	 plot	 in	
order	to	look	at	the	energy	environment	of	our	simulation	later	in	the	document.	
While	 the	 above	 set	 of	 equations	 has	 eluded	 an	 analytical	 solution	 since	 its	
derivation,	 it	 is	 still	 beneficial	 as	 a	 starting	 point.	 Studying	 these	 equations	 can	 provide	
useful	insights	into	the	behavior	of	objects	in	the	vicinity	of	the	set	of	equilibrium	points	in	
the	PCR3BP,	called	the	Lagrange	points,	shown	below	in	Figure	5.		
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Figure	5.	Location	of	equilibrium	points	for	the	PCR3BP	model.	
	
	
It	 is	 in	 the	 vicinity	 of	 these	 5	 equilibrium	 points,	 labeled	 L1	 –	 L5,	 that	 complex	
dynamical	 interactions	 occur	 that	 produce	 the	 extremely	 nonlinear	 trajectories	 that	 this	
work	aims	to	generate.		
Although	an	analytical	solution	has	not	been	found	for	the	PCR3BP,	there	are	many	
approaches	that	aim	to	simplify	the	problem	to	produce	useful	or	practical	results.	One	such	
approach	 is	 the	"patched‐conic"	method,	mentioned	previously.	As	the	name	suggests,	 the	
patched‐conic	method	"stitches"	different	segments	of	 two‐body	orbits	 together	 to	 form	a	
full	 flight	 path.	 This	 method	 is	 useful	 for	 designing	 interplanetary	 trajectories.	 It	 has	
allowed	for	simple	calculations	of	trajectories	between	3‐4	planetary	bodies	without	having	
to	 solve	 the	 full	 3‐body	 equation	 of	 motion.	 	 This	 method	 also	 produces	 fairly	 practical	
trajectories	 and	 is	 sufficient	 for	 trans‐lunar	 injections,	 resulting	 in	 lunar	 orbits.	 The	
drawbacks	come	from	the	underlying	assumptions	associated	with	the	two‐body	approach.	
The	 main	 drawback	 is	 the	 fact	 that	 the	 conic	 sections	 must	 be	 two‐dimensional,	 by	
definition.	While	 this	 was	 not	 initially	 seen	 as	 an	 issue,	 the	 success	 of	 the	 patched‐conic	
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approach	 has	 hindered,	 and	 possibly	 even	 precluded,	 the	 research	 and	 development	 of	 a	
more	accurate	model	in	orbital	propagation.		
The	 3‐body	 system	 is	 an	 example	 of	 a	 system	 that	 is	 governed	 by	 the	 dynamical	
systems	 theory.	This	 is	 an	area	of	mathematics	used	 to	describe	 the	behavior	 of	 complex	
dynamical	systems,	usually	by	employing	differential	equations	or	difference	equations.	A	
dynamical	 system,	 like	 our	 Sun‐Earth‐Moon	 or	 Sun‐Earth‐Spacecraft	 system,	 can	 be	
described	by	a	set	of	governing	equations	that	determine	its	evolution	as	a	function	of	time.	
In	 this	 case,	 the	 governing	 equations	 are	 those	 of	Newton's	 and	Einstein's	 describing	 the	
force	of	gravity.	More	specifically,	if	we	are	interested	in	the	trajectories	of	and	around	the	
Weak‐Stability	 Boundary,	 the	 system	 is	 more	 appropriately	 described	 as	 a	 deterministic	
chaotic	system.	This	means	that	although	the	system	is	considered	to	be	deterministic,	the	
time	 evolution	 of	 a	 spacecraft's	 position	 in	 the	 system	 is	 highly	 sensitive	 to	 its	 initial	
conditions.	It	is	in	these	seemingly	chaotic	outcomes	that	useful,	Weak‐Stability	Boundary,	
trajectories	arise.		
	(iv) The	Weak‐Stability	Boundary	
The	Weak‐Stability	Boundary	(WSB)	refers	 to	a	region	of	space	(primarily	 located	
around	and	through	the	areas	occupied	by	planetary	libration	points)	where	the	transition	
between	 gravitational	 capture	 and	 escape	 becomes	 fuzzy	 or	 unclear.	 (Koon	 2000)	 The	
mathematics	 of	 the	 gravitational	 field	 around	 these	 libration	 regions	 become	much	more	
complex	 than	 what	 is	 generally	 needed	 for	 simple	 two‐body	 trajectory	 calculations.	
However,	 the	 benefit	 of	 examining	 these	 regions	 is	 that	 they	 can	 provide	 extremely	 low	
fuel‐cost	pathways	to	farther	regions	of	space.		
Libration	points,	also	known	as	Lagrange	points,	are	the	result	of	the	rotating	three‐
body	problem	and	are	present	in	any	rotating	three‐body	system.	Intuitively,	the	libration	
points	can	be	seen	as	gravitational	equilibrium	points,	in	some	sense.	Figure	6	below	shows	
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the	Lagrange	points	of	the	Earth‐Sun	system.	In	any	three‐body	system,	there	are	five	such	
points,	labeled	L1	through	L5,	shown	below.	
	
	
Figure	6.	Location	of	Lagrange	points	for	the	Earth‐Sun	System.	(Source:	NASA	JPL)	
	
	
L1	is	the	libration	point	located	directly	between	the	Earth	and	Sun	and	is	the	most	
intuitively	 understood	 of	 the	 points,	 mostly	 because	 it	 is	 the	 only	 libration	 point	 that	 is	
present	in	a	non‐rotating	system.	The	other	4	points	arise	as	a	result	of	the	rotation	of	the	
system.	WSB	trajectories	primarily	utilize	the	first	two	libration	points	of	each	system,	and	
thus	will	be	the	focus	of	our	attention	later	in	this	document.	
There	are	distinct	advantages	and	disadvantages	to	Weak‐stability	Boundary	(WSB)	
maneuvers.	The	most	notable	advantage	is	their	extreme	fuel	efficiency.	These	trajectories	
arise	from	the	complexities	of	the	gravitational	dynamics	around	libration	points	and	they	
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are	primarily	the	result	of	gravity.	Therefore,	the	majority	of	the	work	done	requires	little	to	
no	 fuel.	 All	 that	 is	 required	 of	 the	 spacecraft	 is	 a	 "nudge"	 or	 small	 impulse	 in	 the	 right	
direction	 at	 the	 right	 time.	 The	magnitude	 of	 this	 impulse	 is	much	 less	 than	what	would	
typically	 be	 needed	 to	 produce	 such	 a	 long	 distance	 gain.	 The	 drawback	 to	 taking	 these	
pathways	 is	 that,	 because	 they	 rely	 on	 gravity,	 they	 can	 be	 relatively	 slow.	 For	 example,	
taking	a	closer	look	at	the	Genesis	Mission	trajectory	above,	the	direct	flight	from	Earth	to	
Earth‐L1	 took	 less	 than	 three	 months,	 whereas	 the	 return	 flight	 took	 over	 5	 months.	
However,	the	return	flight	used	almost	no	fuel	and	was	powered	by	a	very	calculated	and	
precise	"fall"	back	towards	the	Earth.		
Interestingly,	a	spacecraft	can	also	"fall"	away	from	the	Earth,	if	it	takes	advantage	of	
the	dynamics	between	the	Earth‐Moon	Libration	points	and	the	Earth‐Sun	libration	points.	
As	it	turns	out,	the	energy	potential	difference	between	Lunar‐L1	and	Earth‐L1	is	only	about	
50	 m/s	 ΔV.	 In	 other	 words,	 if	 a	 spacecraft	 is	 in	 orbit	 around	 Lunar‐L1,	 it	 can	 reach	 the	
energy	potential	of	an	orbit	at	Earth‐L1,	provided	that	 it	can	generate	at	 least	50	m/s	ΔV.	
This	is	nearly	negligible,	considering	that	it	takes	on	the	order	of	kilometers	per	second	ΔV	
to	reach	Lunar‐L1	in	the	first	place.	This	fortunate	coincidence	of	nature	is	the	reason	that	
Low‐energy	transfers	out	of	Earth's	neighborhood	are	a	viable	option.	(Belbruno	2004)	
One	 of	 the	 primary	 WSB	 maneuvers	 commonly	 utilized	 is	 what	 is	 called	 a	
“heteroclinic	 connection”.	This	 is	 a	 low‐energy	 transfer	between	 the	L1	and	L2	points	of	 a	
system.	 It	 typically	 links	 two	 period	 orbits	 about	 the	 two	 Lagrange	 points.	 (Koon	 1999)	
Figure	7	below	depicts	a	heteroclinic	connection	between	Jupiter’s	Lagrange	points.		
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Figure	7.	Heteroclinic	Connection	between	Jupiter's	L1	and	L2	points.	(Source:	Koon	et	al	1999).	
	
	
Although	these	exotic	trajectories	have	only	recently	been	investigated,	a	handful	of	
missions	 have	 already	 applied	 this	method	with	 great	 success.	 Perhaps	 one	 of	 the	more	
notable	missions	 that	used	a	WSB	trajectory	was	 the	NASA	Genesis	mission.	This	mission	
was	an	unmanned	robotic	sample	collection	and	return	mission.	Its	objective	was	to	collect	
solar	wind	 samples	 from	 a	 halo	 orbit	 around	Earth‐L1.	 The	 experiment	 also	 required	 the	
spacecraft	 to	 return	 the	 samples	 back	 to	 Earth,	 where	 it	 was	 to	 be	 intercepted	 by	
helicopters.	However,	due	to	a	miscalculation,	the	spacecraft	made	a	crash	landing	in	Utah,	
rather	than	a	soft	landing	by	helicopter.	Fortunately,	the	samples	were	not	destroyed	upon	
impact	and	the	mission	was	considered	a	success.	(Koon	et	al	1999)	
However,	 the	 trajectory	 of	 the	 Genesis	 mission	 is	 what	 caught	 the	 attention	 of	
astrophysicists.	Figure	8	and	Figure	9,	below,	show	the	unconventional	and	nonlinear	path	
that	was	taken	to	reach	the	mission’s	final	destination	at	Earth‐L1.	It	should	be	noted	that	
the	 shape	 of	 the	 Genesis	 Mission	 trajectory	 closely	 resembles	 that	 of	 the	 heteroclinic	
connection	shown	above.	The	two	trajectories	are	overlaid	in	Figure	10,	below.	
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Figure	8.	3‐dimensional	view	of	the	Genesis	Mission	trajectory.	(Source:	NASA	JPL)	
		
	
Figure	9.	2‐dimensional	view	of	the	Genesis	Mission	trajectory.	(Source:	NASA	JPL)	
	
	
	
This	mission	 performed	 its	 experiment	 at	 Earth‐L1	 and	 used	 a	WSB	maneuver	 to	
return	 to	 the	 Earth	 for	 very	 little	 fuel	 cost.	 Figure	 9	 is	 an	 illustration	 of	 the	 Genesis	
Spacecraft's	path	through	space	as	seen	in	the	X‐Y	plane.	
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Figure	10.	The	Genesis	Mission	Trajectory	overlaid	onto	a	heteroclinic	connection.	(Source:	Koon	et	al	
1999)	
	
	
Like	many	WSB	 trajectories,	 the	 Genesis	 Spacecraft	 passed	 through	 one	 or	 more	
libration	 points.	 These	 points	 are	 the	 "gateways",	 so‐to‐speak,	 that	 link	 the	 low‐energy	
pathways	through	space.	That	is,	in	order	to	access	these	pathways,	a	spacecraft	must	pass	
through	or	near	one	of	the	libration	points.		(Ross	2006)	This	also	adds	to	the	complexity	of	
computing	a	WSB	trajectory	because	libration	points	are	3‐dimensional	in	nature.	What	this	
means	 is	 that	 the	 dynamics	 around	 a	 libration	 point	 cannot	 realistically	 or	 practically	 be	
simplified	 for	 a	 planar‐restricted	 flight	 path,	 as	 many	 other	 trajectories	 can.	 Likewise,	 a	
WSB	 simulator	must	 be	 able	 to	 process	 the	 increased	 computation	 load	 associated	 with	
increasing	 the	 degree	 of	 freedom	 of	 a	 3‐dimensional	 model	 over	 a	 more	 typical	 2‐
dimensional	model.	
As	long	as	a	mission	can	accommodate	a	longer	time	of	flight,	it	can	take	advantage	
of	 the	 significantly	 reduced	 fuel	 costs	 of	 a	 WSB	 trajectory.	 This	 is	 ideal	 for	 unmanned	
robotic	exploration	missions,	such	as	Genesis.	One	commonly	proposed	mission	for	which	
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this	transit	methodology	would	be	ideal	is	the	exploration	of	the	Jovian	planetary	system.	As	
mentioned,	 WSB	 trajectories	 link	 libration	 points	 throughout	 the	 Solar	 System.	 This	
includes	the	lunar	libration	points	of	Jupiter	and	Saturn.	With	the	proper	simulation	tool,	a	
flight	 path	 linking	 the	 libration	 points	 of	 the	 Jovian	 moon	 system	 could	 potentially	 be	
realized.		
The	problem	with	utilizing	a	WSB	approach	 is	 that	computing	these	trajectories	 is	
very	difficult	 to	do	analytically.	With	more	sophisticated	computing	devices	at	even	 lower	
costs,	 numerical	methods	 have	made	 tremendous	 improvements	 in	 their	 algorithms	 and	
capabilities.	Methods,	such	as	the	WSB	approach,	that	previously	were	unsolvable	can	now	
be	considered	using	numerical	computation.	Orbital	propagation	of	multiple	body	systems	
is	one	such	problem	that	can	be	tackled	with	contemporary	numerical	computing.	Personal	
computer	programs	such	as	MATLAB	can,	and	have	been,	used	to	write	orbital	propagators	
for	many	different	applications.		
3. MOTIVATION	
For	 hundreds	 of	 years,	 orbit	 determination	 and	 techniques	 for	 trajectory	 design	
have	 been	 refined	 and	 analyzed	 by	 mathematicians	 and	 physicists.	 While	 the	 study	 of	
analytic	 solutions	 to	 the	 more	 complex	 orbit	 problems	 require	 a	 deep	 mathematical	
understanding	 of	 the	 physics	 of	 multiple‐body	 systems,	 the	 computation	 of	 these	
trajectories	can	be	done	with	a	very	basic	grasp	of	the	physics	of	gravity.	Great	progress	has	
been	made	on	both	fronts.	By	utilizing	numerical	methods	to	compute	complex	trajectories,	
insights	can	be	made	about	the	nature	of	these	types	of	trajectories	without	having	to	delve	
into	the	complicated	mathematics.	
Many	 orbital	 propagators	 use	 a	 patched‐conic	 approach	with	 planar‐restricted	 3‐
body	constraints	to	find	interplanetary	trajectories.	While	this	method	allows	for	the	design	
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of	a	simple	trajectory,	it	greatly	limits	the	types	of	paths	created.	In	order	to	allow	for	more	
fuel	efficient	options,	an	orbital	propagator	with	the	capability	to	generate	WSB	transfers	is	
needed.	Currently,	there	are	a	limited	number	of	propagators	with	this	capability.		
While	the	patched‐conic	method	works	to	design	a	trajectory,	it	often	precludes	the	
possibility	of	 finding	a	more	efficient	 path	 that	 taking	a	WSB	approach	may	produce.	The	
motivation	for	creating	an	orbital	design	tool	that	allows	for	a	WSB	method	is	to	 find	and	
utilize	these	more	efficient	routes	through	space.	The	goal	of	this	document	is	to	detail	the	
concepts,	approach,	implementation,	and	outcomes	of	designing	the	“Planetary	&	Asteroidal	
Trajectories	&	Heteroclinic	Orbits	Simulator”	(PATHOS)	program,	an	orbital	propagator	that	
can	produce	WSB	trajectories	for	interplanetary	missions.		
4. STATEMENT	OF	WORK	
The	 objective	 of	 this	 work	 is	 to	 design	 and	 implement	 the	 PATHOS	 program,	 an	
orbital	 propagator	 that	 uses	 a	 Planar	 Circular‐Restricted	 ThreeBody	 model	 to	 compute	
trajectories	 that	 are	 not	 restricted	 to	 Keplerian	 trajectories.	 PATHOS	will	 allow	 for	more	
flexibility	 in	mission	design	 and	planning.	 To	 validate	 the	work,	 PATHOS	will	 construct	 a	
handful	 of	 well‐known	 orbits	 as	 well	 as	 a	 heteroclinic	 connection	 between	 L1	 and	 L2.	 In	
addition,	a	comparison	of	PATHOS	to	other	orbital	simulators	of	its	class	will	be	discussed.		
5. METHOD	OF	SOLUTION	
	(i) Full‐force	Model	Trajectories	(PR3BP)	
Orbital	trajectories	in	the	regime	of	cis‐lunar	space	and	beyond	are	predominantly	
governed	by	the	gravitation	of	multiple	massive	bodies.	The	effect	of	the	Earth’s	(and	other	
planets’)	atmosphere	is	negligible	once	a	spacecraft	travels	into	cis‐lunar	and	interplanetary	
space.	(Koon	et	al	2001)		
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As	 previously	 discussed,	 traditional	 orbital	 calculations	 attempt	 to	 make	
simplifications	by	constraining	the	orbiting	bodies	to	a	two‐dimensional	plane.	This	is	called	
the	Planar‐Restricted	Three	Body	Problem	(PR3BP).	 In	 this	problem,	 the	 trajectory	of	 the	
negligible	mass	(i.e.‐	the	spacecraft	or	satellite)	can	only	lie	within	the	plane	that	holds	the	
two	 larger	bodies.	However,	WSB	 trajectories	 take	advantage	of	 gravitational	 equilibrium	
points,	 called	Lagrange	points,	 and	 generally	 contain	portions	of	 halo	 orbits	 or	 Lyapunov	
orbits,	which	have	three	dimensional	components.	(McCaine	2004)	Therefore,	the	PR3BRP	
will	 not	 be	 sufficient.	 To	 get	 an	 accurate	 trajectory	 estimate,	 the	 most	 basic	 governing	
equations	 will	 be	 used,	 namely	 Eq.	 1,	 above.	 By	 basing	 the	 trajectory	 plot	 solely	 on	 the	
fundamental	 force	 equations,	we	 can	 let	 the	 physics	 propagate	 and	 observe	 the	 resulting	
trajectories.	The	figure	below	illustrates	the	concept	behind	this	method.		
	
Figure	11.	Illustration	of	the	Dead	Reckoning	method	applied	to	trajectory	computation.	
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Given	a	set	of	initial	positions	and	velocities,	the	idea	is	to	use	only	the	equation	for	
gravitational	 force	 and	 numerical	 integration	 to	 solve	 for	 the	 next	 set	 of	 positions	 and	
velocities.		This	is	illustrated	in	the	figure	below.	
	
Figure	12.	Illustration	of	the	Dead	Reckoning	method	applied	to	discrete	numerical	trajectory	
computation.	
	
	
This	 method	 of	 computing	 the	 trajectory	 is	 an	 example	 of	 "Dead	 Reckoning"	
navigation.	 It	can	also	be	 thought	of	as	 treating	 the	system	as	a	discrete	dynamical	system.	
Dead‐reckoning	computations	are	those	that	rely	solely	on	previously	known	or	calculated	
positions	 to	 calculate	 the	 next	 position.	 Since	 the	 projected	 positions	 are	 based	 on	
previously	calculated	values,	errors	in	the	positions	will	tend	to	propagate	through	the	rest	
of	the	calculations.		The	magnitude	of	these	deviations	will	depend	on	the	size	of	the	time‐
step	selected	for	the	computations.		The	basic	structure	of	the	program	is	shown	below.	
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%% I - Setup constants and initialize variables 
x = []; %Position vector, [km] 
v = []; %Velocity vector, [km/s] 
dt = 1; %Timestep, [s] 
  
%% II - Define initial conditions 
x(1,:) = [x y z]; 
v(1,:) = [vx vy vz]; 
  
 
%% III - Computation loop 
  
for (i = 1:maxiterations) 
    Fmag(i) = -(G*Mea*Msa)/(norm(x(i,:)))^2; %Gravitational force 
    a(i,:) = F(i)./Msa; %Gravitational acceleration 
    dv(i) = a(i,:)*dt;  %Change in velocity vector 
    dx(i) = v(i,:)*dt;  %Change in position 
    v(i+1,:) = v(i,:) + dv(i);  %New velocity 
    x(i+1,:) = x(i,:) + dx(i);  %New position 
end 
	
This	 code	 functions	 to	 generate	 basic	 orbits	 and	 is	 based	 on	 the	 parameters	 provided	 in	
Section	I	of	the	script.	These	parameters	include	the	masses	of	the	Earth	and	spacecraft,	as	
well	as	 the	universal	 gravitational	 constant,	G.	Setting	 the	 following	 initial	 conditions	and	
running	the	script,	we	get:	
% Initial conditions 
v(1,:) = [0 10 0];          %[km/s]  
x(1,:) = [6728 0 0];        %[km] 
23	
	
	
Figure	13.	Initial	simulation	output	plot.	
	
	
Calculating	the	expected	semi‐major	axis	and	comparing	it	against	the	plotted	semi‐
major	axis,	the	percent	deviation	between	the	two	is	less	than	0.1%.	Of	course,	this	is	over	
the	course	of	only	a	few	orbits.	Because	the	errors	in	Dead‐reckoning	algorithms	propagate	
through	 the	 remaining	 data	 points,	 it	 is	 especially	 important	 to	 minimize	 any	 errors	
whenever	possible.		
In	addition	to	concerns	with	errors	in	the	output	trajectory,	the	PATHOS	code,	as	it	
is	shown	above,	 is	very	computationally	slow	and	inefficient.	Since	the	primary	concern	is	
the	overall	trajectory	of	a	spacecraft,	the	code	does	not	necessarily	need	to	compute	every	
single	point,	especially	with	a	time	step	of	a	fraction	of	a	second.	In	an	effort	to	reduce	the	
amount	 of	 raw	 data	 passed	 into	 the	 final	 trajectory	 plot,	 a	 nested‐loop	 structure	 was	
adopted	for	the	code,	where	the	inner	loop	of	the	code	would	compute	the	finer	resolution	
data	points	and	the	outer	loop	would	plot	the	first	and	last	points	from	the	inner	loop.	The	
results	were	 trajectories	 that	were	 "dotted	 lines".	This	 reduces	 the	amount	of	points	 that	
were	plotted,	but	retained	the	desired	information.		
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Figure	14.	Plot	of	a	LEO	circular	orbit	for	dt	=	0.01	sec.		
	
	
The	 above	 plot	 is	 a	 verification	 of	 the	 functionality	 of	 the	 nested‐loop	 structured	
code.	It	uses	a	timestep	of	dt=0.01	seconds.	It	can	be	seen	that	the	PATHOS	algorithm	is	very	
reliant	on	the	size	of	the	time	step	used.	For	example,	if	we	increase	the	time	step	to	dt	=	0.1	
seconds,	we	get	the	following	plot.		
	
Figure	15.	Divergence	of	the	expected	trajectory	for	dt	=	0.1	sec.	
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Because	 this	 algorithm	 is	 employs	 a	 “dead	 reckoning”	 approach,	 in	 other	 words,	
each	 data	 point	 relies	 solely	 on	 the	 previous	 data	 point,	 any	 error	 in	 the	 trajectory	
calculation	 will	 propagate	 throughout	 the	 following	 data	 points.	 However,	 if	 we	 further	
refine	 the	 size	 of	 the	 step,	 to	 dt	 =	 0.001	 seconds,	 for	 example,	 we	 get	 a	 much	 cleaner	
trajectory	plot,	shown	below.		
	
Figure	16.	More	refined	trajectory	plot	with	dt=0.001	sec.	
	
	
While	this	figure	is	a	much	clearer	trajectory	and	much	closer	than	what	is	expected	
(a	strictly	circular	orbit),	there	are	still	minute	errors	that	will	propagate	as	the	trajectory	
extends	into	space.	We	can	approximately	determine	the	magnitude	of	errors	expected	by	
running	the	code	at	several	time	steps	and	calculating	the	deviation	from	the	expected	semi‐
major	 axis.	 Figure	 17,	 below,	 shows	 a	 graph	 of	 the	 relationship	 between	 the	 error	
percentages	 of	 the	 algorithm’s	 outputted	 semi‐major	 axis	 versus	 what	 is	 theoretically	
expected	and	the	time	step	used	in	the	algorithm.		
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Figure	17.	Semi‐major	Axis	error	plot	as	a	function	of	time	step.	
	
	
We	 can	 see	 that	 the	 trend‐line	 is	 roughly	 parabolic.	 That	 is,	 the	 error	 percentage	
increases	at	 a	 rate	of	 the	square	of	 the	 time	step.	Therefore,	 to	minimize	errors,	 the	 time	
step	will	needed	to	be	kept	to	a	minimum.	However,	the	drawback	to	minimizing	the	time	
step	 is	 that	 the	 code	will	 take	much	 longer	 to	 execute.	 For	 the	 sake	 of	 accuracy,	 a	 lower	
timestep	was	prioritized	over	a	lower	runtime.	Thus,	the	timestep	chosen	for	the	rest	of	the	
simulation	was	݀ݐ ൌ 0.001	ݏ݁ܿ.	This	meant	having	a	roughly	1.393 ൈ 10ିସ%	error	per	loop.		
	(ii) Full‐force	Model	Trajectories	(PCR3BP)	
The	goal	of	the	PATHOS	simulation	is	ultimately	to	simulate	a	WSB	transfer	to	other	
planets	 or	 NEAs.	 In	 order	 to	 accomplish	 this,	 a	 full‐force	 three‐dimensional	 model	
environment	 was	 created.	 Previously,	 a	 two‐dimensional	 environment	 was	 used	 to	
illustrate	 the	 proof	 of	 concept	 of	 a	 simulation	 that	 is	 based	 solely	 on	 gravitational	
interactions.	 In	other	words,	 if	we	only	simulate	 the	 forces	of	gravitational	attraction,	can	
proper	 and	 accurate	 trajectories	 arise?	 The	 answer	 turned	 out	 to	 be	 yes,	 to	within	 some	
certainty	(which	depended	on	the	time	step	used).	
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In	reality,	Weak‐Stability	Boundary	transfers	are	not	planar‐restricted.	In	fact,	they	
are	typically	three‐dimensional.	As	such,	a	two‐dimensional	model	will	not	suffice.	However,	
the	 proof	 of	 concept	 still	 stands;	 by	 simulating	 the	 interactions	 between	massive	 bodies	
resulting	from	gravity,	feasible	trajectories	can	be	generated.	Using	the	same	process	as	the	
two‐dimensional	simulation,	but	 increasing	 the	degree	of	 freedom	to	 three,	a	more	useful	
simulation	environment	was	created.	Thus,	three‐dimensional	trajectories,	such	as	the	one	
shown	in	Figure	18,	below,	were	generated.	It	should	be	noted	that	while	the	trajectory	is	
now	allowed	into	the	third	dimension,	the	two	primary	gravitational	bodies	are	still	planar‐
restricted.		
	
Figure	18.	3‐dimensional	test	trajectory.	
	
	
However,	before	we	use	the	three‐dimensional	model,	a	quick	verification	was	done	
using	a	well‐understood	three‐dimensional	orbit,	 the	Molniya	Orbit.	A	set	of	known	initial	
conditions	was	given	to	the	script	and	the	simulation	was	allowed	to	propagate	on	its	own.	
If	 the	 simulation	 environment	 is	 sufficiently	 accurate,	 the	 resulting	 orbit	would	 have	 the	
expected	 characteristics	 of	 a	Molniya	 orbit.	 Those	 characteristics	 are	 shown	 in	 Figure	 19	
below.		
28	
	
	
Figure	19.	Parameters	for	a	typical	Molniya	Orbit.	
	
To	recreate	this,	a	set	of	initial	conditions	were	calculated	based	on	basic	orbital	mechanics	
and	the	concept	of	conservation	of	momentum.		The	initial	conditions	were:	
% Initial conditions 
x(1,:) = [-3303.57 0 -6597.1];        %[km] 
v(1,:) = [0 -9.6457 0];             %[km/s]  
The	resulting	trajectory	is	shown	in	Figure	20	below.	
	
Figure	20.	Simulation	recreated	the	same	Molniya	orbit	shown	previously.	
	
Orbital	Period 12	hours
Semi‐major	Axis 26,500	km
Eccentricity 0.72	
Inclination 63.4°	
Argument	of	Perigee ‐90°	
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By	locating	the	apogee	on	the	figure	and	calculating	the	resulting	properties	of	the	
trajectory,	we	 find	a	deviation	of	 roughly	~100km	 from	 the	expected	value.	Compared	 to	
the	 semi‐major	 axis	 of	 26,500km,	 this	 is	 approximately	 0.189%	 in	 error.	The	 error	 likely	
arises	from	the	dead	reckoning	nature	of	the	algorithm.		
	(iii) Anomalies	in	the	Full‐Force	Model	
Up	until	 this	 point,	 the	model	 used	 in	 the	PATHOS	program	had	only	been	 tested	
using	Near‐Earth	trajectories.	None	of	the	trajectories	extended	even	to	within	the	Moon’s	
vicinity.	Though	the	results	for	orbits	and	trajectories	near	the	Earth	have	been	favorable,	
attempts	 to	 plot	 trajectories	 to	 cis‐lunar	 or	 interplanetary	 space	 had	 been	 unsuccessful.	
Many	 trajectories	 produced	 with	 this	 model	 did	 not	 agree	 with	 established	 models	 and	
expected	 results,	 and	 some	 even	 diverged,	 going	 off	 into	 infinite	 velocities.	 By	 plotting	 a	
force	contour	of	the	simulation	environment,	it	was	evident	that	there	was	a	component	of	
the	 force	calculation	 that	was	absent.	The	simulation	environment’s	 libration	points	were	
not	 located	 in	 the	 correct	 positions.	 Instead	 of	 lying	 roughly	 ±1.5	million	 km	 from	Earth,	
which	is	an	established	value,	they	were	much	closer	(roughly	±260,000km),	which	was	an	
extremely	 large	 error	 that	 could	 not	 possibly	 be	 explained	 by	 errors	 arising	 from	 Dead	
Reckoning.		
By	looking	at	this	anomaly	and	seeing	that	the	libration	points	are	nearly	an	order	of	
magnitude	closer	to	the	Earth	than	they	should	be,	we	can	infer	that	a	large	component	of	
the	 force	 from	the	model	 is	unaccounted	 for.	 Judging	 from	the	nature	of	 the	anomaly,	 the	
missing	force	can	be	postulated	to	exist	as	a	force	that	acts	radially	outward	from	the	Sun.	
From	this,	it	is	evident	that	the	missing	force	is	one	that	is	associated	with	the	fact	that	in	
reality,	the	Earth‐Sun	system	is	a	rotating	system.	In	the	simulation	environment	thus	far,	
the	assumption	of	a	stationary	Earth	in	an	inertial	frame	has	not	had	a	large	impact	on	the	
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trajectories	 computed,	 and	 thus	 it	 was	 gone	 unnoticed.	 However,	 when	 dealing	 with	 a	
heliocentric	trajectory,	such	as	one	that	ventures	to	the	libration	points,	the	existence	of	a	
rotating	frame	can	no	longer	be	ignored.		
In	a	rotating	frame,	basic	Newtonian	mechanics	are	no	longer	sufficient	to	describe	
the	 dynamics	 of	 a	 spacecraft	 in	 transit.	 However,	 for	 the	 sake	 of	 aesthetics,	 it	 would	 be	
beneficial	to	view	the	dynamics	from	a	fixed‐frame	point	of	view.	To	reconcile	this,	the	force	
calculations	 must	 account	 for	 the	 forces	 that	 arise	 from	 the	 dynamics	 of	 the	 Earth	 and	
spacecraft	around	the	Sun.	These	extra	components	come	in	the	form	of	the:	
i. Centrifugal	force	
ii. Coriolis	force	
iii. Euler	force	
The	 centrifugal	 force	 is	 the	 largest	 component	 of	 the	 list	 above.	 It	 acts	 in	 the	 direction	
opposite	to	the	gravitational	force	from	the	Sun	and	has	the	following	mathematical	form.	
ܨ௖௘௡ ൌ െ݉߱ ൈ ሺ߱ ൈ ݎሻ	
Where	߱	is	the	angular	velocity	of	the	rotating	system.		
All	 three	 fictitious	 forces,	 listed	 above,	 are	 consequences	 of	 the	 effects	 of	 inertia	
arising	 from	 the	 rotation	 of	 the	 system.	 They	 are	 labeled	 “fictitious”	 because	 there	 is	 no	
physical	external	cause	of	the	force,	like	with	typical	normal	forces	or	gravity.	An	object	will	
feel	the	force	while	under	the	effects	of	rotation,	but	there	will	be	no	physical	“cause”.	The	
centrifugal	 force	 is	most	 intuitively	understood	of	 the	3	 fictitious	 forces.	 Its	effects	can	be	
seen	in	nearly	any	rotating	system,	such	as	the	shape	of	the	water	in	a	spinning	bucket	or	in	
the	oblateness	of	a	rotating	sphere.		
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The	Coriolis	 force	 is	 the	next	 largest	 contributing	 factor.	However,	 its	 effects	 are	
much	less	noticeable	than	those	of	the	centrifugal	force.	It	accounts	for	the	apparent	motion	
of	an	object	in	the	rotating	frame	due	to	the	effects	of	rotation.		
	
Its	mathematical	form	is	shown	below.		
ܨ௖௢௥ ൌ െ2݉߱ ൈ ݀ݎ݀ݐ	
The	 coriolis	 force	 is	 typically	 only	 taken	 into	 consideration	 over	 very	 large	 systems.	 For	
example,	 their	 effects	 become	 significant	 in	 meteorology,	 as	 the	 coriolis	 force	 is	 directly	
responsible	 for	certain	wind	patterns	and	ocean	currents	on	 the	surface	of	 the	Earth.	For	
orbital	 mechanics,	 it	 is	 a	 small	 factor,	 which	 may	 be	 negligible	 in	 most	 cases.	 For	 our	
purposes,	it	will	be	included	because	there	is	very	little	computational	cost	associated	with	
incorporating	it	into	the	force	calculation.		
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The	third	fictitious	force	is	the	Euler	force.	Its	mathematical	form	is	shown	below.	
ܨ௘௨௟ ൌ െ݉݀߱݀ݐ ൈ ݎ	
As	can	be	seen	from	the	mathematical	formulation,	the	Euler	force	only	arises	when	
there	 is	 a	 non‐uniform	 rotation	 present,	 i.e.‐	ௗఠௗ௧ ് 0.	 In	 our	 simulation	 environment,	 we	
assume	 a	 constant,	 fixed	 rotation	 consistent	with	 the	 revolution	 of	 the	 Earth	 around	 the	
Sun.	Thus,	the	Euler	force	is	neglected.		
These	 fictitious	 forces	 are	 correction	 factors	 that	 allow	 for	 the	 use	 of	 Newtonian	
dynamics	for	rotating	systems,	as	viewed	from	an	inertial	reference	frame.	That	is,	we	can	
see	the	dynamics	with	respect	to	the	Earth,	while	keeping	the	Earth	fixed.	This	is	preferred,	
as	the	Earth	is	one	of	the	primary	points	of	interest.		
Incorporating	 the	 fictitious	 forces	 into	 the	 force	 calculation,	 a	 corrected	 force	
contour	plot	was	generated.	These	contour	plots	will	aid	in	the	identification	of	the	location	
of	 the	 simulation	 environment’s	 libration	 points.	 Figure	 21	 below	 is	 an	 updated	 contour	
plot.	Because	the	plot	was	generated	specifically	for	the	angular	velocity	of	the	Earth,	there	
is	a	dip	in	the	plot	where	the	gravitational	attraction	of	the	Sun	and	the	centrifugal	force	of	
the	rotation	balance	out.	This	will	occur	along	the	orbit	of	 the	Earth,	as	shown	by	the	red	
region	of	the	contour.		
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Figure	21.	Force	contour	plot	of	simulation	environment	in	the	vicinity	of	Earth.	
	
	
The	contours	were	truncated	to	 limit	the	plot	to	the	region	near	Earth’s	orbit.	The	
above	 plot	 is	 to	 scale.	 The	 distance	 from	 the	 Earth	 to	 its	 libration	 points	 is	 roughly	 two	
orders	of	magnitude	less	than	the	distance	from	the	Earth	to	the	Sun.	As	a	result,	the	image	
above	appears	 to	have	no	 indications	of	 the	presence	of	Lagrange	points.	However,	 if	we	
take	a	 closer	 look	at	 the	 region	 immediately	 around	Earth,	we	 can	 locate	 evidence	of	 the	
libration	 points.	 Since	 these	 are	 force	 plots,	 the	 existence	 of	 libration	 points	 will	 be	
manifested	as	valleys	in	the	plot.	In	Figure	22,	the	force	plot	was	inverted	to	highlight	the	
location	of	the	Lagrange	points,	manifesting	as	peaks	instead	of	valleys.		
34	
	
	
Figure	22.	Enhanced	views	of	the	force	contour	plot	of	the	simulation	environment.	The	dips	and	peaks	
shown	above	indicate	the	equilibrium	locations	(i.e.‐	Lagrange	points).	
	
	
The	black	circle	in	the	center	of	the	plot	is	the	Moon’s	orbit,	drawn	as	a	reference.	
There	are	two	peaks	on	either	side	of	the	Earth	that	signify	the	existence	of	a	gravitational	
“well”.	 That	 is,	 those	 are	 the	 locations	 where	 the	 gravitational	 forces	 balance,	 i.e.‐	 the	
libration	points.	Computing	the	distance	from	these	points	to	the	Earth,	we	can	see	that	they	
are	 indeed	 located	 roughly	 1.5million	 km	 away,	 which	 is	 expected.	 	 PATHOS	 now	 has	 a	
suitable	simulation	environment.		
6. RESULTS	&	DISCUSSION	
The	 main	 goal	 of	 this	 work	 was	 to	 demonstrate	 and	 generate	 Weak‐Stability	
Boundary	 trajectories	 using	 basic	 physical	 equations	 and	 a	 numerical	 computation	
simulation.	 Therefore,	 once	 the	 PATHOS	 simulation	 environment	 is	 deemed	 suitable,	 the	
main	 verification	 would	 be	 to	 create	 a	 WBS	 trajectory.	 One	 of	 the	 main	 uses	 of	 a	 WBS	
trajectory	is	what	is	called	a	“heteroclinic	connection”,	discussed	previously.	These	are	low‐
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energy	transfers	that	connect	periodic	orbits	in	Lagrange	points.	Typically,	they	are	part	of	
periodic	 halo	 orbits.	 Thus,	 initial	 conditions	were	 used	 that	 placed	 a	 spacecraft	 at	 a	 halo	
orbit.	Given	only	the	initial	velocity,	the	resulting	dynamics	were	allowed	to	propagate.	As	in	
nature,	 the	 complex	 interactions	 of	 the	 Lagrange	 points	 are	 all	 that	 is	 needed	 to	 guide	 a	
spacecraft	 through	 these	 transfers.	 Figure	 23	 below	 is	 a	 trajectory	 plot	 for	 the	 following	
initial	conditions:	
% Initial conditions 
x(1,:) = [1.48050000e8 -250000 0];          %[km] 
v(1,:) = [-0.115 0 0];                  %[km/s]  
	
	
Figure	23.	PATHOS	program	output	plot	of	a	Weak‐Stability	trajectory	from	Earth‐Sun	L1	vicinity	back	to	
Earth	retrieval.	
	
	
The	 significance	 of	 this	 trajectory	 is	 that	 the	 amount	 of	 fuel	 required	 to	 get	 from	
Earth‐Sun	L1	back	to	Earth	return	is	minimal.	In	other	words,	after	the	initial	impulse	thrust	
from	the	L1	halo	orbit,	the	dynamics	are	allowed	to	propagate	on	their	own,	with	nearly	no	
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fuel	 expenditures	 from	 the	 spacecraft	 itself	 (excluding	 mission‐specific	 attitude	 control	
maneuvers).	This	demonstrates	the	biggest	advantage	of	incorporating	this	class	of	orbital	
maneuvers	 into	 a	 mission	 profile.	 The	 sheer	 distance	 traveled,	 essentially	 for	 free,	 is	
definitely	 a	 beneficial	 option	 to	 consider.	 The	 main	 disadvantage,	 however,	 as	 stated	
previously	 in	 the	 document,	 is	 the	much	 extended	 time	 of	 flight.	 For	 example,	 the	 above	
trajectory,	from	L1	halo	to	Earth‐bound	return,	takes	approximately	382	days,	or	about	12.5	
months.	 By	 contrast,	 a	 direct	 flight	 from	 Earth‐Sun	 L1	 to	 Earth	 return	 could	 typically	 be	
completed	in	about	2.5	months.		
To	 reiterate,	 since	 the	 PATHOS	 program	 treats	 the	 environment	 as	 a	 chaotic	
dynamical	 system,	 varying	 the	 initial	 conditions	 even	 slightly,	 can	 wildly	 change	 the	
trajectories	that	are	produced.	The	plot	in	Figure	23,	above,	is	a	transfer	from	Earth‐Sun	L1	
back	to	the	Earth,	but	if	the	initial	conditions	are	changed	to:	
% Initial conditions 
x(1,:) = [1.47900000e8 0 70000];          %[km] 
v(1,:) = [0 0.35 0];                   %[km/s]  
we	get	the	trajectory	shown	below	in	Figure	24	and	Figure	25.	Note	that	the	magnitude	of	
the	initial	velocity	is	only	differing	by	about	200	m/s,	which	can	readily	be	produced	by	a	
multitude	of	existing	propulsion	systems.		
Recall	that	the	dynamics	of	the	regions	around	Lagrange	points	are	chaotic.	That	is,	
even	miniscule	variations	in	the	initial	conditions	can	produce	wildly	different	outcomes.	As	
seen	 from	the	difference	between	Figure	23	and	Figure	24,	roughly	200	m/s	 is	enough	to	
change	an	Earth‐bound	return	 trajectory	 into	 the	heteroclinic	 connection	between	L1	 and	
L2.	 If	 the	 trajectory	 is	allowed	to	continue,	 it	swings	by	Earth	once	again,	 terminating	 in	a	
heliocentric	trajectory	around	the	Sun.	To	fully	understand	why	this	happens,	studies	of	the	
37	
	
invariant	 manifolds	 that	 underlie	 these	 complex	 dynamics	 have	 been	 done	 by	
mathematicians	and	physicists.	However,	this	was	not	within	the	scope	of	the	current	work.		
	
Figure	24.	A	PATHOS‐generated	heteroclinic	connection	between	the	Earth‐Sun	L1	and	L2	points.	
	
	
Figure	25.	Isometric	view	of	the	PATHOS	heteroclinic	connection	between	L1	and	L2.	
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The	 notable	 point	 drawn	 from	 the	 trajectory	 plots	 above	 is	 that	 the	 PATHOS	
simulation	is	capable	of	propagating	WSB	flight	paths.	Figure	25	shows	a	flight	path	that	has	
the	 characteristics	 of	 a	 WSB	 trajectory.	 Although	 further	 quantitative	 analysis	 and	
validation	 will	 need	 to	 be	 performed,	 a	 brief	 qualitative	 assessment	 concludes	 that	 the	
PATHOS	tool	can	accommodate	WSB	trajectories	in	its	current	form.	
One	caveat,	however,	is	that	the	above	trajectories	were	not	produced	with	precise	
initial	 conditions.	 Typically,	 halo	 orbits	 are	 designed	 using	 optimal	 control	 algorithms	 to	
find	 the	 precise	 positions	 and	 velocities	 needed	 to	 maintain	 a	 stable	 orbit	 around	 the	
Lagrange	points.	However,	that	was	not	within	the	scope	of	this	project.	Thus,	a	handful	of	
educated	 estimates	 were	 used	 to	 generate	 these	 trajectories.	 Careful	 refinements	 to	 the	
initial	conditions	used	would	produce	more	robust	trajectories.		
It	has	been	shown	that	the	complex,	nonlinear	Weak‐Stability	Boundary	trajectories,	
used	 by	 the	 Genesis	 mission	 and	 studied	 by	 astrophysicists,	 can	 be	 generated	 by	 the	
PATHOS	 simulation.	 The	 tool	 in	 its	 current	 form	 can	 be	 used	 to	 plot	 potential	 routes	 to	
interplanetary	destinations	as	a	baseline	and	precursor	to	a	complete	trajectory	analysis.		
7. COMPARISON	OF	PATHOS	TO	SIMILAR	PROPAGATORS	OF	ITS	CLASS	
PATHOS	is	a	MATLAB‐based	orbital	propagation	tool	designed	with	interplanetary	
missions	 in	 mind.	 	 A	 search	 of	 the	 MathWorks	 MATLAB	 Central	 File	 Exchange	 reveals	
several	similar	programs	designed	by	individuals	from	other	universities	and	the	aerospace	
industry	for	similar	purposes.	Several	of	these	programs	were	assessed	to	gauge	the	level	of	
functionality	that	is	currently	available	in	the	area	of	orbital	propagation.		
The	first	is	a	program	written	by	a	student	at	the	Politecnico	di	Milano,	a	university	
in	Italy.	Figure	26,	below,	shows	a	sample	plot	of	the	ENVISAT	satellite	flight	path.	The	tool	
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is	called	the	SAT_Orbit	simulator.	It	uses	a	SGP4	perturbation	model	in	its	simulation.	While	
this	is	an	accurate	model	for	Near‐Earth	orbits,	as	it	accounts	for	the	oblateness	of	the	Earth	
as	 well	 as	 atmospheric	 effects,	 its	 application	 to	 interplanetary	 missions	 is	 greatly	
diminished.	The	program,	in	its	current	form,	does	not	accommodate	nonlinear	trajectories,	
as	 it	 uses	 polynomial	 curve	 fitting	 to	 extrapolate	 its	 orbit,	 rather	 than	 allowing	 it	 to	
propagate	on	its	own.	However,	the	program	is	very	accurate	for	Near	Earth	orbits.	It	also	
displays	a	multitude	of	extra	information	at	the	request	of	its	user,	including	error	models	
and	the	progression	of	the	orbit	as	a	function	of	time.		
	
Figure	26.	Sample	orbit	generated	by	"Sat_Orbit",	of	Politecnico	di	Milano	
	
	
The	 next	 orbital	 simulator	 is	 called	 ASTROTIK.	While	 it	 provides	many	 tools	 and	
many	options,	it	uses	a	Restricted	Two‐body	model.	The	orbital	maneuvers	it	produces	are	
generally	Keplerian,	as	 it	uses	a	Keplerian	curve‐fitting	algorithm	to	 find	orbital	 transfers.	
Figure	 27,	 below,	 displays	 a	 trajectory	 calculated	 between	 a	 sample	 orbit	 A	 and	 a	 highly	
inclined	 second	 orbit	 B.	 This	 tool,	 while	 great	 for	 generating	 Hohmann	 transfers	 to	
interplanetary	destinations,	seems	to	exclude	WSB	or	Low‐Energy	transfers.	
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Figure	27.	Sample	transfer	generated	by	ASTROTIK	simulator.	
	
	
	 Another	 simulator,	 called	 the	 “Interplanetary	 Mission	 Planner”	 is	 written	 by	 a	
student	at	the	University	of	Technology	of	Sydney,	Australia.	It	generates	an	interplanetary	
trajectory	 through	 a	 series	 of	 gravitational	 swingbys.	 Figure	 28,	 below,	 shows	 a	 planned	
trajectory	 to	 one	 of	 the	 outer	 planets	with	 two	 gravitational	 swingbys.	 Although	 the	 tool	
robustly	 creates	 these	 trajectories,	 it	 uses	 a	 Hohmann	 transfer	 for	 each	 segment	 of	 its	
trajectory.	In	doing	so,	it	precludes	the	possibility	of	low‐energy	transfers.	In	the	same	sense	
as	 the	 previously	 discussed	 orbital	 propagators,	 the	 Interplanetary	 Mission	 Planner	 is	 a	
good	tool	for	traditional	trajectory	design,	but	excludes	nonlinear	orbital	flight	paths.	
	
Figure	28.	Sample	trajectory	generated	by	the	"Interplanetary	Mission	Planner".	
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	 Given	 the	 orbital	 propagators	 available	 for	 interplanetary	 mission	 planning,	 the	
PATHOS	 program	 has	 the	 distinct	 advantage	 of	 including	 Weak	 Stability	 Boundary	
trajectories	 as	 possible	 outcomes.	 (Recall	 that	 WSB	 trajectories	 provide	 extremely	 fuel	
efficient	flight	paths	to	interplanetary	destinations.)	In	addition,	PATHOS	has	demonstrated	
its	 success	 in	 generating	 comparable	 Keplerian	 trajectories	 to	 its	 competitors,	 yet	 still	
retaining	 the	 ability	 to	 consider	 nonlinear	 flight	 paths.	 While	 still	 in	 the	 early	 stages	 of	
development,	the	PATHOS	program	has	great	potential	to	overtake	its	competitors	in	many	
aspects.	
8. CONCLUSION	
The	 stated	 goal	 of	 this	 work	 was	 to	 develop	 a	 simulation	 tool	 to	 facilitate	 the	
trajectory	 analysis	 of	 interplanetary	 missions.	 The	 “Planetary	&	Asteroidal	Trajectories	&	
Heteroclinic	 Orbits	 Simulator”	 (PATHOS)	 program	 has	 effectively	 demonstrated	 the	
generation	 of	 all	 types	 of	 orbits,	 ranging	 from	 traditional	 Keplerian	 orbits	 to	 the	 more	
complex,	nonlinear	Weak‐Stability	Boundary	trajectories,	including	an	example	heteroclinic	
connection	 between	 Earth‐Sun	 L1	 and	 L2.	 A	 comparison	 to	 currently	 available	 MATLAB‐
based	orbital	simulation	tools	has	concluded	that	the	inclusion	of	nonlinear,	Weak‐Stability	
Boundary	 trajectories	 has	 not	 been	 a	 priority	 or	 focus	 for	 many	 tools.	 The	 distinct	
advantage	of	the	PATHOS	tool	is	in	its	ability	to	include	every	orbital	maneuver	class	as	an	
option	when	generating	interplanetary	mission	trajectories.		
PATHOS	uses	a	PCR3BP	model	with	 three	rotational	correction	 factors	 in	order	 to	
maintain	 the	 dynamics	 of	 a	 fixed‐view	 rotating	 frame.	 The	 simulation	 environment	 was	
validated	by	observing	the	location	of	the	simulated	Langrange	points.	These	points	arose	
from	the	mathematics	of	the	simulation,	rather	than	by	manual	placement.	Thus,	it	serves	as	
confirmation	 for	 the	 simulation’s	 equilibrium	 points	 to	 match	 those	 observed	 in	 nature	
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without	 manual	 intervention.	 By	 recreating	 a	 known	 low‐energy	 transfer	 between	 two	
libration	 points,	 known	 as	 a	 heteroclinic	 connection,	 PATHOS	 demonstrated	 its	 ability	 to	
generate	nonlinear	 trajectories	akin	 to	 those	studied	by	Weak‐Stability	Boundary	Theory.	
The	 fidelity	of	near‐Earth	orbits	generated	by	PATHOS	has	been	validated	with	 two‐body	
calculations;	however,	the	nonlinear	trajectories	generated	have	yet	to	be	analyzed	in	this	
sense.		
For	 interplanetary	 mission	 design,	Weak‐Stability	 Boundary	 trajectories	 have	 the	
tremendous	 advantage	 of	 a	 much	 more	 fuel	 efficient	 pathway	 than	 traditional	 orbital	
transfers,	such	as	a	Hohmann	Transfer.	For	example,	utilizing	a	WSB	maneuver,	a	spacecraft	
in	a	halo	orbit	around	Lunar‐L1	can	reach	Earth‐L1,	located	roughly	1.5	million	km	away,	for	
~50	 m/s	 ΔV!	 (Ross	 2006)	 By	 including	 this	 class	 of	 orbital	 trajectories,	 potential	
interplanetary	missions	can	benefit	from	this	type	of	fuel‐saving	maneuver.	
The	PATHOS	tool,	in	its	current	form,	can	be	used	as	a	baseline	for	future	trajectory	
analysis	 for	 interplanetary	mission	design.	By	opening	trajectory	design	to	the	possibly	of	
WSB	 flight	 paths,	 this	 tool	 provides	 a	 huge	 advantage	 in	 fuel	 efficiency	 over	 similar	
propagators	of	its	class.		
9. FUTURE	WORK	
While	the	original	scope	of	this	work	was	meant	to	include	a	test	scenario	to	a	Near‐
Earth	Asteroid	or	Mars,	 the	simulation	 in	 its	current	state	could	not	be	adjusted	for	those	
interplanetary	missions	without	significant	alterations.	Thus,	it	is	recommended	as	part	of	
any	future	development	of	the	PATHOS	tool	to	extend	its	functionality	to	include	Mars	and	
possible	NEAs.	In	addition,	a	simulation	is	only	as	good	as	its	usability.	Accordingly,	a	robust	
and	intuitive	general	user	interface	(GUI)	should	be	considered	to	accompany	this	tool.	
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	 Currently,	 the	 PATHOS	 tool	 uses	 a	 Dead‐Reckoning	 approach	 to	 compute	 its	
trajectories.	 This	 method,	 while	 intuitive	 and	 reasonably	 accurate,	 is	 extremely	
computationally	 inefficient.	 A	 full	 trajectory	 computation	 typically	 takes	 on	 the	 order	 of	
several	hours	to	generate.	 	Using	a	more	advanced	curve‐fitting	algorithm	may	reduce	the	
runtime	 to	 a	 more	 practical	 level.	 This	 should	 be	 considered	 in	 any	 future	 work	 on	 the	
project.	
	 In	addition,	the	simulation,	in	its	current	form,	does	not	calculate	any	delta‐V	values	
for	trajectories.	These	values	can,	however,	be	calculated	manually	from	the	data	points	in	
the	output	 trajectory.	Because	 the	delta‐V	budget	 is	a	very	 important	design	 factor	 in	 the	
analysis	of	potential	trajectories,	an	option	to	display	and	add	or	subtract	delta‐V	should	be	
included	in	future	versions	of	PATHOS.		
	 Finally,	 since	 the	 main	 advantage	 of	 PATHOS	 over	 other	 similar	 MATLAB‐based	
simulations	 is	 its	 ability	 to	 generate	WSB	 trajectories,	 the	 simulation	 should	 be	 verified	
using	 the	Genesis	mission	 trajectory.	 The	 exact	 data	 points	 for	 the	Genesis	mission	were	
unavailable	 for	 the	 timeframe	 of	 this	 project;	 however,	 a	 reproduction	 of	 the	 Genesis	
mission	flight	path	would	validate	the	accuracy	of	this	tool	for	WSB	design.		
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