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Abstract. Weuse a generalized Brownianmotion process to define a generalized Feynman
integral and a conditional generalized Feynman integral. We then establish the existence of
these integrals for various functionals. Finally we use the conditional generalized Feynman
integral to derive a Schrödinger integral equation.
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1. Introduction. Let L2[0,T ] denote the space of real valued Lebesgue measurable,
square integrable functions on [0,T ]. Let C[0,T ] denote Wiener space, that is, the
space of real valued, continuous functions on [0,T ] which vanish at 0.
In various Feynman integration theory the integrand F of the Feynman integral is a
functional of the standard Wiener process. In [1], Cameron and Storvick introduced a
Banach algebra S(L2[0,T ]) of functionals onWiener space which are a kind of stochas-
tic Fourier transform of complex Borel measures on L2[0,T ]. Then they proved the
existence of the analytic Feynman integral for functionals in S(L2[0,T ]). In [4], Chung
and Skoug introduced the concept of a conditional Feynman integral of a functional
on Wiener space given a functional X and established the existence of the conditional
analytic Feynman integral for all functionals in the Banach algebra S(L2[0,T ]). In this
paper we extend the results involving the analytic Feynman and conditional analytic
Feynman integrals of functionals of the standard Wiener process to those of function-
als involving a more general stochastic process. We note that the Wiener process is
free of drift and is stationary in time. However, the stochastic process considered in
this paper is a process subject to drift and is nonstationary in time. We also use this
conditional generalized analytic Feynman integral to provide a solution to an integral
equation formally equivalent to the generalized Schrödinger equation.
2. Definitions and preliminaries. Let D = [0,T ] and let (Ω,,P) be a probability
measure space. A real valued stochastic process Y on (Ω,,P) and D is called a gen-
eralized Brownian motion process if Y(0,ω)=0 a.e. and for 0≤ t0 < t1 < ···< tn ≤ T ,
the n-dimensional random vector (Y(t1,ω), . . . ,Y (tn,ω)) is normally distributed with
the density function
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K
(t, η)=
(
(2π)n
n∏
j=1
(
b
(
tj
)−b(tj−1))
)−1/2
·exp

−12
n∑
j=1
=
((
ηj−a
(
tj
))−(ηj−1−a(tj−1)))2
b
(
tj
)−b(tj−1)


(2.1)
where η = (η1, . . . ,ηn), η0 = 0, t = (t1, . . . , tn), t0 = 0, and a(t) is a continuous real-
valued function of bounded variation with a(0)= 0, and b(t) is a strictly increasing,
continuous real-valued function with b(0)= 0.
As explained in [9, pages 18–20], Y induces a probability measure µ on the measur-
able space (RD,D)whereRD is the space of all real-valued functions x(t), t ∈D, and
D is the smallest σ -algebra of subsets of RD with respect to which all the coordinate
evaluation maps et(x)= x(t) defined on RD are measurable. The triple (RD,D,µ) is
a probability measure space.
We note that the generalized Brownian motion process Y determined by a(·) and
b(·) is a Gaussian process with mean function a(t) and covariance function r(s,t)=
min{b(s),b(t)}. By [9, Theorem 14.2, page 187], the probability measure µ induced by
Y , taking a separable version, is supported by Ca,b[0,T ] (which is equivalent to the Ba-
nach space of continuous functionsx on [0,T ]with x(0)=0 under the sup norm). Hence
(Ca,b[0,T ],(Ca,b[0,T ]),µ) is the function space induced by Y where (Ca,b[0,T ])
is the Borel σ -algebra of Ca,b[0,T ]. Note that we can also express x in the form
x(t)=w(b(t))+a(t), 0≤ t ≤ T (2.2)
where w(·) is the standard Brownian motion process.
A subset B of Ca,b[0,T ] is said to be scale-invariant measurable [2, 5] provided ρB is
(Ca,b[0,T ])-measurable for all ρ > 0, and a scale-invariant measurable set N is said
to be scale-invariant null set provided µ(ρN)= 0 for all ρ > 0. A property that holds
except on a scale-invariant null set is said to hold scale-invariant almost everywhere
(s-a.e.).
Let L2a,b[0,T ] be the Hilbert space of functionals on [0,T ] which are Lebesgue mea-
surable and square integrable with respect to the Lebesgue Stieltjesmeasures on [0,T ]
induced by a(·) and b(·); i.e.,
L2a,b[0,T ]=
{
v :
∫ T
0
v2(s)db(s) <∞ and
∫ T
0
v2(s)d|a|(s) <∞
}
(2.3)
where |a| denotes total variation. For h ∈ L2a,b[0,T ] with ‖h‖ > 0, let z(x,t) denote
the Paley-Wiener-Zygmund (PWZ) stochastic integral
z(x,t)=
∫ t
0
h(s)dx(s), (2.4)
let β(t) = ∫ t0 h2(s)db(s), and let α(t) = ∫ t0 h(s)da(s). Then z is a Gaussian process
with mean
Ex
[
z(x,t)
]=
∫ t
0
h(u)da(u)=α(t) (2.5)
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and covariance function
Ex
[(
z(x,s)−α(s))(z(x,t)−α(t))]=
∫ s∧t
0
h2(u)db(u)= β(s∧t) (2.6)
where s∧t is the minimum of s and t. Of course if h(t)≡ 1, a(t)≡ 0, and b(t)= t on
[0,T ], then the Gaussian process (2.4) is an ordinary Wiener process.
We denote the function space integral of a (Ca,b[0,T ])- measurable function F by
E[F]=
∫
Ca,b[0,T ]
F(x)dµ(x) (2.7)
whenever the integral exists.
First we state the definition of the conditional function space integral [4, 8].
Definition 2.1. Let X be a real-valued measurable function on Ca,b[0,T ] whose
probability distribution function µX is absolutely continuous with respect to Lebesgue
measure on R. Let F be a complex-valued µ-integrable function on Ca,b[0,T ]. Then the
conditional integral of F given X, denoted by E[F | X](η), is a Lebesgue measurable
function of η, unique up to null sets in R, satisfying the equation
∫
X−1(B)
F(x)dµ(x)=
∫
B
E[F |X](η)dµX(η) (2.8)
for all Borel sets B in R.
We are now ready to state the definitions of the generalized analytic Feynman inte-
gral and the conditional generalized analytic Feynman integral [4, 3].
Definition 2.2. Let C denote the complex numbers. Let C+ = {λ ∈ C : Reλ > 0}
and C˜+ = {λ ∈ C : λ = 0 and Reλ ≥ 0}. Let F : Ca,b[0,T ] → C be such that for each
λ > 0, the function space integral
J(λ)=
∫
Ca,b[0,T ]
F
(
λ−1/2z(x,·))dµ(x)= Ex[F(λ−1/2z(x,·))] (2.9)
exists for all λ > 0. If there exists a function J∗(λ) analytic inC+ such that J∗(λ)= J(λ)
for all λ > 0, then J∗(λ) is defined to be the analytic function space integral of F over
Ca,b[0,T ] with parameter λ, and for λ∈ C+ we write
Eanλ[F]≡ Eanλx
[
F(z(x,·))]= J∗(λ). (2.10)
Let q = 0 be a real number and let F be a function such that Eanλ[F] exists for all
λ∈ C+. If the following limit exists, we call it the generalized analytic Feynman integral
of F with parameter q and we write
Eanfq[F]≡ Eanfqx
[
F(z(x,·))]= lim
λ→−iq
Eanλ[F] (2.11)
where λ approaches −iq through C+.
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Definition 2.3. Let F : Ca,b[0,T ]→ C be such that for each λ > 0,
∫
Ca,b[0,T ]
∣∣F(λ−1/2z(x,·))∣∣dµ(x) <∞. (2.12)
Let X : Ca,b[0,T ]→R be a scale-invariant measurable function. For λ > 0, let
Jλ(η)= Ex
[
F
(
λ−1/2z(x,·)) |X(λ−1/2x)](η) (2.13)
denote the conditional function space integral of F(λ−1/2z(x,·)) given X(λ−1/2x). If
for a.e. η∈R, there exists a function J∗λ (η) analytic in λ on C+ such that J∗λ (η)= Jλ(η)
for all λ > 0, then J∗λ (·) is defined to be the conditional analytic function space integral
of F given X with parameter λ and we write
Eanλ[F |X](η)≡ Eanλx
[
F
(
z(x,·)) |X(x)](η)= J∗λ (η). (2.14)
If for fixed real q = 0 the limit
lim
λ→−iq
Eanλ[F |X](η) (2.15)
exists for a.e. η∈R, where λ→−iq through C+, we will denote the value of this limit
by Eanfqx [F | X](η) and call it the conditional generalized analytic Feynman integral
of F given X with parameter q.
Remark 2.4. In [8], Park and Skoug gave a formula for expressing conditional
Wiener integrals in terms of ordinary Wiener integrals; namely that for λ > 0,
Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,T)](η)
= Ex
[
F
(
λ−1/2z(x,·)−λ−1/2 β(·)
β(T)
z(x,T)+ β(·)
β(T)
η
)]
(2.16)
where β(t)= ∫ t0 h2(s)db(s). Thus we have that
Eanλx
[
F
(
z(x,·)) | z(x,T)](η)= Eanλx
[
F
(
z(x,·)− β(·)
β(T)
z(x,T)+ β(·)
β(T)
η
)]
(2.17)
E
anfq
x
[
F
(
z(x,·)) | z(x,T)](η)= Eanfqx
[
F
(
z(x,·)− β(·)
β(T)
z(x,T)+ β(·)
β(T)
η
)]
(2.18)
where in (2.17) and (2.18)the existence of either side implies the existence of the other
side and their equality.
The following function space integral formula is used throughout this paper:
Ex
[
exp
{
iλ−1/2〈v,x〉}]= exp{− 1
2λ
(
v2,b
)+iλ−1/2(v,a)} (2.19)
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for λ > 0, v ∈ L2a,b[0,T ], and where 〈v,x〉 denotes the PWZ stochastic integral∫ T
0 v(s)dx(s) and (v2,b) denotes the Lebesgue Stieltjes integral
∫ T
0 v2(s)db(s).
3. Generalized analytic Feynman integrals. Let M(L2a,b[0,T ]) be the space of C-
valued, countably additive finite Borel measures on L2a,b[0,T ]. The Banach algebra
S(L2a,b[0,T ]) consists of functionals F on Ca,b[0,T ] expressible in the form
F(x)=
∫
L2a,b[0,T ]
exp
{
i〈v,x〉}dσ(v) (3.1)
for s-a.e. x ∈ Ca,b[0,T ] where σ is an element of M(L2a,b[0,T ]). Further works on
S(L2a,b[0,T ]) shows that it contains many functionals of interest in Feynman integra-
tion theory [1, 3, 4, 6, 7].
Remark 3.1. (i) Throughout the remainder of this paper, since we are usually con-
sidering functionals in the Banach algebra S(L2a,b[0,T ]), we will always assume that
h is an element of L∞[0,T ] with ‖h‖ > 0. This will insure that the various Lebesgue
Stieltjes integrals that arise will exist. For example, the Lebesgue Stieltjes integrals
(v2h2,b), (vh2,b), and (vh,a) will exist for all v ∈ L2a,b[0,T ].
(ii) Note that for F ∈ S(L2a,b[0,T ]), the function G : Ca,b[0,T ]→ C given by
G(x)= F(z(x,·)) (3.2)
with h∈ L∞[0,T ], belongs to the Banach algebra S(L2a,b[0,T ]) [3].
The following lemma follows easily from the definition of the PWZ stochastic inte-
gral.
Lemma 3.2 [3]. For each v ∈ L2a,b[0,T ] and each h∈ L∞[0,T ],
∫ T
0
v(s)dz(x,s)≡
∫ T
0
v(s)d
[∫ s
0
h(u)dx(u)
]
= 〈vh,x〉 (3.3)
for s-a.e. x ∈ Ca,b[0,T ].
Theorem 3.3. Let F ∈ S(L2a,b[0,T ]) be given by (3.1) and let z(x,t) be given by (2.4)
with h ∈ L∞[0,T ]. Then for each λ ∈ C+, the analytic function space integral Eanλ[F]
exists and is given by the formula
Eanλ[F]=
∫
L2a,b[0,T ]
exp
{
− 1
2λ
(
v2h2,b
)+iλ−1/2(vh,a)}dσ (v). (3.4)
Furthermore, the generalized analytic Feynman integral Eanfq[F] exists for all real
q = 0 and is given by the formula
Eanfq[F]=
∫
L2a,b[0,T ]
exp
{
− i
2q
(
v2h2,b
)+i( i
q
)1/2
(vh,a)
}
dσ (v). (3.5)
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Proof. By (2.10), the Fubini theorem, Lemma 3.2 and (2.19), we have for all λ > 0,
Eanλ[F]=
∫
Ca,b[0,T ]
F
(
λ−1/2z(x,·))dµ(x)
=
∫
L2a,b[0,T ]
∫
Ca,b[0,T ]
exp
{
iλ−1/2〈v,z(x,·)〉}dµ(x)dσ(v)
=
∫
L2a,b[0,T ]
∫
Ca,b[0,T ]
exp
{
iλ−1/2〈vh,x〉}dµ(x)dσ (v)
=
∫
L2a,b[0,T ]
exp
{
− 1
2λ
(
v2h2,b
)+iλ−1/2(vh,a)}dσ(v).
(3.6)
But (3.6) is an analytic function of λ throughout C+, and is a continuous function of
λ in C˜+ since σ is a finite Borel measure. Thus equations (3.4) and (3.5) are established.
Corollary 3.4 [1]. In Theorem 3.3, ifa(t)≡0,b(t)=t, andh(t)≡1, then L2a,b[0,T ]=
L2[0,T ] and the generalized analytic Feynman integral Eanfq [F] is an ordinary analytic
Feynman integral and
Eanfq[F]=
∫
L2[0,T ]
exp
{
− i
2q
∫ T
0
v2(s)ds
}
dσ(v). (3.7)
4. Conditional generalized analytic Feynman integrals. Throughout this section
we will condition by the function X : Ca,b[0,T ]→R given by
X
(
λ−1/2x
)≡ λ−1/2z(x,T)= λ−1/2〈h,x〉 (4.1)
for s-a.e. x on Ca,b[0,T ]. In Theorem 4.1, for F ∈ S(L2a,b[0,T ]), we evaluate the condi-
tional generalized Feynman integral Eanfq [F |X].
Theorem 4.1. Let F ∈ S(L2a,b[0,T ]) be given by (3.1), let X be given by (4.1) with
h∈ L∞[0,T ], and let β(t)=
∫ t
0 h2(s)db(s). Then the conditional function space integral
Eanλ[F |X] exists and is given by the formula
Eanλ[F |X](η)=
∫
L2a,b[0,T ]
exp
{
iη
β(T)
(
vh2,b
)− 1
2λ
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+iλ−1/2
([
v−
(
vh2,b
)
β(T)
]
h,a
)}
dσ(v)
(4.2)
for all λ ∈ C+. Furthermore, the conditional generalized analytic Feynman integral
Eanfq[F |X] exists for all real q = 0 and is given by the formula
Eanfq[F |X](η)=
∫
L2a,b[0,T ]
exp
{
iη
β(T)
(
vh2,b
)− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+i
(
i
q
)1/2([
v−
(
vh2,b
)
β(T)
]
h,a
)}
dσ(v).
(4.3)
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Proof. By the definition of S(L2a,b[0,T ]), we have that for all λ > 0,
F
(
λ−1/2z(x,·))=
∫
L2a,b[0,T ]
exp
{
i
∫ T
0
v(s)d
(
λ−1/2z(x,s)
)}
dσ(v) (4.4)
for s-a.e. x ∈ Ca,b[0,T ]. Now using (2.14), (2.17), Lemma 3.2, the Fubini theorem, and
(2.19), we obtain the formula
Eanλ[F |X](η)
= Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,T)](η)
= Ex
[∫
L2a,b[0,T ]
exp
{
i
∫ T
0
v(s)d
(
λ−1/2z(x,s)
)}
dσ (v)
∣∣ λ−1/2z(x,T)= η
]
=
∫
Ca,b[0,T ]
∫
L2a,b[0,T ]
exp
{
i
∫ T
0
v(s)d
(
λ−1/2
(
z(x,s)− β(s)
β(T)
z(x,T)
)
+ β(s)
β(T)
η
)}
·dσ (v)dµ(x)
=
∫
L2a,b[0,T ]
exp
{
iη
β(T)
(
vh2,b
)}
·
∫
Ca,b[0,T ]
exp
{
iλ−1/2
〈[
v−
(
vh2,b
)
β(T)
]
h,x
〉}
dµ(x)dσ(v)
=
∫
L2a,b[0,T ]
exp
{
iη
β(T)
(vh2,b)− 1
2λ
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+iλ−1/2
([
v−
(
vh2,b
)
β(T)
]
h,a
)}
dσ(v)
(4.5)
for all (λ,η) ∈ (0,∞)×R. Hence, since σ is a finite Borel measure on L2a,b[0,T ], the
last expression on the right-hand side of (4.5) is an analytic function of λ throughout
C+, and is a continuous function of λ in C˜+. Thus, (4.2) and (4.3) are established.
Corollary 4.2 [1]. In Theorem 4.1, if a(t) ≡ 0, b(t) = t, and h(t) ≡ 1, then the
conditional generalized analytic Feynman integral Eanfq[F | X] is an ordinary condi-
tional Feynman integral and
Eanfq[F |X](η)=
∫
L2[0,T ]
exp
{
iη
T
∫ T
0
v(s)ds− i
2q
∫ T
0
v2(s)ds+ i
2qT
(∫ T
0
v(s)ds
)2}
dσ(v).
(4.6)
In our next theorem we show that if we multiply Eanfq[F |X](η) by (q/2πiβ(T))1/2
·exp{(iq/2β(T))(η−(i/q)1/2α(T))2}, the analytic extension of the Radon-Nykodym
derivative evaluated at λ = −iq, and then integrate over R we obtain the generalized
analytic Feynman integral Eanfq[F] where α(T)= (h,a) is the mean of z(x,T). To do
so we need the following summation procedure. Let
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∫¯
R
f(η)dη≡ lim
A→+∞
∫
R
f(η)exp
{
− η
2
2A
}
dη (4.7)
whenever the expression on the right-hand side exists. But if f ∈ L1(R), it is clear by
the dominated convergence theorem that
∫¯
R
f(η)dη=
∫
R
f(η)dη. (4.8)
Theorem 4.3. Let F ∈ S(L2a,b[0,T ]) be given by (3.1) and let X be given by (4.1)
with h∈ L∞[0,T ]. Then for all λ∈ C+,
Eanλ[F]=
∫
R
(
λ
2πβ(T)
)1/2
exp
{
− λ
(
η−λ−1/2α(T))2
2β(T)
}
Eanλ[F |X](η)dη (4.9)
and for all real q = 0,
Eanfq[F]
=
∫¯
R
(
q
2πiβ(T)
)1/2
exp
{
iq
(
η−(i/q)1/2α(T))2
2β(T)
}
Eanfq[F |X](η)dη.
(4.10)
Proof. We will obtain the formula (4.10). The proof of (4.9) is similar to (4.10)
but easier since the summation procedure is not needed. Let q ≠ 0 be given. By using
(2.15), (2.19), (4.3), (4.7), the Fubini theorem, and (3.5), we obtain that
∫¯
R
(
q
2πiβ(T)
)1/2
exp
{
iq
(
η−(i/q)1/2α(T))2
2β(T)
}
Eanfq[F |X](η)dη
= lim
A→+∞
∫
R
(
q
2πiβ(T)
)1/2
exp
{
iq
(
η−(i/q)1/2α(T))2
2β(T)
− η
2
2A
}
·
[∫
L2a,b[0,T ]
exp
{
iη
β(T)
(
vh2,b
)− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+i
(
i
q
)1/2([
v−
(
vh2,b
)
β(T)
]
h,a
)}
dσ(v)
]
dη
= lim
A→+∞
∫
L2a,b[0,T ]
exp
{
− α
2(T)
2β(T)
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+i
(
i
q
)1/2([
v−
(
vh2,b
)
β(T)
]
h,a
)}
·
(
q
2πiβ(T)
)1/2[∫
R
exp
{
iqη2−2q(i/q)1/2α(T)η
2β(T)
− η
2
2A
+ i
(
vh2,b
)
η
β(T)
}
dη
]
dσ(v)
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= lim
A→+∞
∫
L2a,b[0,T ]
(
q
2πβ(T)
)1/2( 2πAβ(T)
β(T)−iqA
)1/2
·exp
{
− α
2(T)
2β(T)
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+i
(
i
q
)1/2([
v−
(
vh2,b
)
β(T)
]
h,a
)
− A
(
q(i/q)1/2α(T)−(vh2,b))2
2β(T)(β(T)−Aiq)
}
dσ(v)
=
∫
L2a,b[0,T ]
exp

− α
2(T)
2β(T)
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
+i
(
i
q
)1/2([
v−
(
vh2,b
)
β(T)
]
h,a
)
− i
2qβ(T)

q
(
i
q
)1/2
α(T)−(vh2,b)


2
dσ(v)
=
∫
L2a,b[0,T ]
exp
{
− i
2q
(
v2h2,b
)+i
(
i
q
)1/2
(vh,a)
}
dσ(v)
= Eanfq[F] (4.11)
which concludes the proof of Theorem 4.3.
5. The generalized integral equation. Throughout this section wewill choosea(t),
the mean function of the generalized Brownian motion process Y , to be identically
equal to zero. Since a(t) ≡ 0 on [0,T ], we will denote L2a,b[0,T ] by L2b[0,T ] and
Ca,b[0,T ] by Cb[0,T ]. Let  be the set of functions on [0,T ]×R of the form
θ(t,u)=
∫
R
exp
{
iuv
}
dνt(v) (5.1)
where {νt : 0 ≤ t ≤ T} is a family from M(R) with ‖νt‖ ∈ Lb[0,T ], and for each B ∈
(R), νt(B) is a Borel measurable function of t. Let θ ∈, let F be given by
F(x)= exp
{∫ T
0
θ
(
t,x(t)
)
dt
}
(5.2)
for s-a.e. x ∈ Cb[0,T ]. Again it can be shown, as in [7], that the functions θ(t,u),∫ T
0 θ(t,x(t))dt, and F(x) are Borel measurable and that
∫ T
0 θ(t,x(t))dt and F(x) are
elements of S(L2b[0,T ]). Hence there exists σ = σT ∈M(L2b[0,T ]) such that
F(x)=
∫
L2b[0,T ]
exp
{
i
∫ T
0
v(t)dx(t)
}
dσ(v) (5.3)
for s-a.e. x ∈ Cb[0,T ]. Furthermore, the functionalG(x)=F(z(x,·))withh∈ L∞[0,T ],
belongs to the Banach algebra S(L2b[0,T ]) [3].
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Theorem 5.1. Let θ ∈ be given by (5.1), let F be given by (5.2), let X be given by
(4.1) with h∈ L∞[0,T ], and for (η,λ)∈R×(0,∞), let
H
(
T ,η,λ
)= ( λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,·)](η).
(5.4)
Then for (η,λ) ∈ R× (0,∞), the function H(T ,η,λ) satisfies the generalized integral
equation
H
(
T ,η,λ
)
=
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
+
∫ T
0
∫
R
θ(s,ζ)H(s,ζ,λ)·
(
λ
2π
(
β(T)−β(s))
)1/2
exp
{
− λ(η−ζ)
2
2
(
β(T)−β(s))
}
dζds.
(5.5)
Proof. Let (η,λ) ∈ R × (0,∞) be given. By differentiating the function
exp{∫ s0 θ(u,λ−1/2z(x,u))du} with respect to s and then integrating the derivative on
[0,T ], we obtain
exp
{∫ T
0
θ
(
s,λ−1/2z(x,s)
)
ds
}
= 1+
∫ T
0
exp
{∫ s
0
θ
(
u,λ−1/2z(x,u)
)
du
}
θ
(
s,λ−1/2z(x,s)
)
ds.
(5.6)
Since the left-hand side of (5.6) is µ-integrable, it follows that the second term of the
right-hand side of (5.6) is µ-integrable. Hence taking conditional expectations, and
using (2.17), (2.19), and the Fubini theorem, we have
Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,·)](η)
= 1+Ex
[∫ T
0
θ
(
s,λ−1/2z(x,s)
)
exp
{∫ s
0
θ
(
u,λ−1/2z(x,u)
)
du
}
ds
∣∣ λ−1/2z(x,T)= η
]
= 1+Ex
[∫ T
0
θ
(
s,λ−1/2
(
z(x,s)− β(s)
β(T)
z(x,T)
)
+ β(s)
β(T)
η
)
·exp
{∫ s
0
θ
(
u,λ−1/2
(
z(x,u)− β(u)
β(T)
z(x,T)
)
+ β(u)
β(T)
η
)
du
}
ds
]
= 1+
∫ T
0
Ex
[
θ
(
s,λ−1/2
(
z(x,s)− β(s)
β(T)
z(x,T)
)
+ β(s)
β(T)
η
)
·exp
{∫ s
0
θ
(
u,λ−1/2
(
z(x,u)− β(u)
β(s)
z(x,s)
)
+ β(u)
β(s)
[
λ−1/2
(
z(x,s)− β(s)
β(T)
z(x,T)
)
+ β(s)
β(T)
η
])
du
}]
ds.
(5.7)
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Observe that the random variable λ−1/2(z(x,s)−β(s)z(x,T)/β(T))+β(s)η/β(T) is
Gaussian with mean β(s)η/β(T) and variance σ 2 ≡ λ−1(β(s)−β2(s)/β(T)) for 0 ≤
s < T . Moreover, for 0≤u< s < T , the two Gaussian random variables λ−1/2(z(x,s)−
β(s)z(x,T)/β(T)) and λ−1/2(z(x,u)−β(u)z(x,s)/β(s)) are independent. By apply-
ing these facts and the change of variable theorem to the last expression in (5.7), we
have
Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,·)](η)
= 1+
∫ T
0
∫
R
Ex
[
exp
{∫ s
0
θ
(
u,λ−1/2
(
z(x,u)− β(u)
β(s)
z(x,s)
)
+ β(u)
β(s)
ζ
)
du
}]
·θ(s,ζ)(2πσ 2)−1/2 exp
{
−
(
ζ−β(s)η/β(T))2
2σ 2
}
dζds
= 1+
∫ T
0
∫
R
(
2πσ 2
)−1/2θ(s,ζ)Ex
[
exp
{∫ s
0
θ
(
u,λ−1/2z(x,u)
)
du
} ∣∣ λ−1/2z(x,s)=ζ
]
·exp
{
−
(
ζ−β(s)η/β(T))2
2σ 2
}
dζds.
(5.8)
But we observe that
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
(2πσ 2)−1/2 exp
{
−
(
ζ−β(s)η/β(T))2
2σ 2
}
·
(
2πβ(s)
λ
)1/2
exp
{
λζ2
2β(s)
}
=
(
λ
2π
(
β(T)−β(s))
)1/2
exp
{
− λ(η−ζ)
2
2
(
β(T)−β(s))
}
.
(5.9)
Hence by (5.8) and (5.9), we obtain
H
(
T ,η,λ
)=
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
+
∫ T
0
∫
R
θ(s,ζ)
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}(
2πσ 2
)−1/2
·exp
{
−
(
ζ−β(s)η/β(T))2
2σ 2
}
·Ex
[
exp
{∫ s
0
θ
(
u,λ−1/2z(x,u)
)
du
} ∣∣ λ−1/2z(x,s)= ζ
]
dζds
=
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
+
∫ T
0
∫
R
θ(s,ζ)H(s,ζ,λ)
(
λ
2π
(
β(T)−β(s))
)1/2
·exp
{
− λ(η−ζ)
2
2
(
β(T)−β(s))
}
dζds,
(5.10)
which completes the proof of the theorem.
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Theorem 5.2. Let F and X be as in Theorem 5.1. Then the function
H(T ,η,λ)=
(
λ
2πβ(T)
)1/2
exp
{
− λη
2
2β(T)
}
Eanλ[F |X](η) (5.11)
satisfies the integral equation (5.5) for (η,λ)∈R×C+.
Proof. Since H(T ,η,λ) given by (5.11) satisfies the integral equation for λ > 0, it
suffices to show that both sides of (5.5) are analytic functions of λ throughout C+. By
Theorem 4.1,H(T ,η,λ) exists and is analytic throughout C+. Hence it suffices to show
that the second term on the right-hand side of (5.5), denoted by h(λ), is an analytic
function of λ onC+. First an application of the dominated convergence theorem shows
that h(λ) is continuous on C+; an appropriate dominating function is obtained as in
the following argument and so will be omitted here. Let ∆ be a triangular path in
C+. We need only show that
∫
∆h(λ)dλ = 0. If we can apply the Fubini theorem to
the integral on ∆× [0,T ]×R, this will be clear by the Cauchy integral theorem. Let
D = sup{|λ| : λ∈∆} and E = inf{Reλ : λ∈∆}. Then
(
D
E
)1/2(
E
2π
(
β(T)−β(s))
)1/2∥∥νs∥∥
(
D
2πβ(T)
)1/2
·exp
{
− E
2β(T)
η2
}
‖σ‖exp
{
− E
2
(
β(T)−β(s)) (η−ζ)2
} (5.12)
is a dominating function integrable with respect to (s,ζ,λ) on [0,T ]×R×∆.
Theorem 5.3. Let F and X be as in Theorem 5.1. Then for (η,q) ∈ R× (R−{0}),
the function
H
(
T ,η,−iq)= ( q
2πiβ(T)
)1/2
exp
{
iqη2
2β(T)
}
Eanfq[F |X](η) (5.13)
satisfies the generalized integral equation
H
(
T ,η,−iq)= ( q
2πiβ(T)
)1/2
exp
{
iqη2
2β(T)
}
+
∫ T
0
(
q
2πi
(
β(T)−β(s))
)1/2∫¯
R
θ(s,ζ)H(s,ζ,−iq)
·exp
{
iq(η−ζ)2
2
(
β(T)−β(s))
}
dζds.
(5.14)
Proof. We note that the techniques used in Theorem 5.2 will not work here since
limλ→−iq(|λ|/Re λ)=+∞. By Theorem 4.1, we have
lim
λ→−iq
H
(
T ,η,λ
)=H(T ,η,−iq). (5.15)
Next let
G
(
s,ζ,λ
)= ( λ
2π
(
β(T)−β(s))
)1/2
θ(s,ζ)H(s,ζ,λ)exp
{
− λ(η−ζ)
2
2
(
β(T)−β(s))
}
(5.16)
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for s ∈ (0,T ), ζ ∈ R and λ = 0 with Re λ ≥ 0. Since the integral equation (5.5) holds
for all λ∈ C+, it suffices to show that
lim
λ→−iq
∫ T
0
∫
R
G(s,ζ,λ)dζds =
∫ T
0
∫¯
R
G
(
s,ζ,−iq)dζds. (5.17)
Using the dominated convergence theorem in steps 3, 4, and 6 below, we obtain the
equation
∫ T
0
∫¯
R
G
(
s,ζ,−iq)dζds =
∫ T
0
lim
A→+∞
∫
R
G(s,ζ,−iq)exp
{
− ζ
2
2A
}
dζds
=
∫ T
0
lim
A→+∞
∫
R
lim
λ→−iq
G(s,ζ,λ)exp
{
− ζ
2
2A
}
dζds
=
∫ T
0
lim
A→+∞
lim
λ→−iq
∫
R
G(s,ζ,λ)exp
{
− ζ
2
2A
}
dζds
=
∫ T
0
lim
λ→−iq
lim
A→+∞
∫
R
G(s,ζ,λ)exp
{
− ζ
2
2A
}
dζds
=
∫ T
0
lim
λ→−iq
∫
R
G(s,ζ,λ)dζds
= lim
λ→−iq
∫ T
0
∫
R
G(s,ζ,λ)dζds.
(5.18)
In fact, we will find a function that dominates the function
L(s)=
∫
R
G(s,ζ,λ)exp
{
− ζ
2
2A
}
dζ (5.19)
for allA sufficiently large, for all λ∈ C+ sufficiently close to−iq, and that is in L1[0,T ]
as a function of s. In particular, we will find a dominating function that is independent
of A and dominates for all λ = 0 such that Reλ ≥ 0 and |λ| ≤ λ0 = 2|q|+1. Also it
suffices to take the limit as λ → −iq along a horizontal line since we know that the
limit in (5.17) exists.
By using the definitions of L(s) and G(s,ζ,λ), and then (4.2), (5.1), (5.3), and (5.11),
we have
L(s)=
(
λ
2π
(
β(T)−β(s))
)1/2( λ
2πβ(s)
)1/2
·
∫
R
[∫
R
exp
{
iuζ
}
dνs(u)
]
exp
{
− λ(η−ζ)
2
2
(
β(T)−β(s)) −
λζ2
2β(s)
− ζ
2
2A
}
·
∫
L2b[0,s]
exp
{
iζ
β(s)
(
vh2,b
)
s−
1
2λ
(
v2h2,b
)
s+
1
2λβ(s)
(
vh2,b
)2
s
}
dσs(v)dζ
(5.20)
where σs ∈M(L2b[0,s]) and (vh2,b)s =
∫ s
0 v(w)h2(w)db(w).
Now we can apply the Fubini theorem to the integral in L(s). First carrying out the
integration with respect to ζ, we obtain
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L(s)=
(
λ
2πβ(T)
)1/2( Aλβ(T)
β(s)
(
β(T)−β(s))+Aλβ(T)
)1/2
·
∫
R
∫
L2b[0,s]
exp
{
− 1
2λ
(
v2h2,b
)
s+
1
2λβ(s)
(
vh2,b
)2
s
− λη
2(
β(T)−β(s)) −
Aβ(s)
(
β(T)−β(s))
2
(
Aλβ(T)+β(s)(β(T)−β(s)))
·
[
u+ 1
β(s)
(
vh2,b
)
s−
iλη
β(T)−β(s)
]2}
dσs(v)dνs(u).
(5.21)
Now we claim that for all A> 0 and all λ = 0 such that Re λ≥ 0 and |λ| ≤ λ0 = 2|q|+1,
∣∣L(s)∣∣≤
(
λ0
2πβ(T)
)1/2∥∥σs∥∥ ∥∥νs∥∥≤
(
λ0
2πβ(T)
)1/2
‖σ‖ ∥∥νs∥∥. (5.22)
Once this claim is established, the proof is complete because the expression on the
right-hand side of (5.22) is in L1[0,T ] as a function of s. To obtain the inequality (5.22)
we use the following results:
(i) For all Re λ ≥ 0 and A > 0, |Aλβ(T)/(β(s)(β(T)−β(s))+Aλβ(T))| ≤ 1 since
β(·) is a strictly increasing function with β(0)= 0.
(ii) |exp{−(v2h2,b)s/(2λβ(s))+ (vh2,b)2s /(2λβ(s))}| ≤ 1 since Re(−1/2λβ(s)) ≤
0 and (vh2,b)2s ≤ β(s)(v2h2,b)s by the Cauchy-Schwarz inequality.
(iii) Formula (5.22) will follow once we show that∣∣∣∣∣exp
{
− λη
2
2
(
β(T)−β(s)) −
Aβ(s)
(
β(T)−β(s))
2
(
Aλβ(T)+β(s)(β(T)−β(s)))
·
[
u+ 1
β(s)
(
vh2,b
)
s−
iλη
β(T)−β(s)
]2}∣∣∣∣∣≤ 1 (5.23)
for all appropriate values of the variables involved. To show (iii), it suffices to show
that the real part of the exponent is nonpositive. Recalling that λ= p−iq and letting
y =u+ 1
β(s)
(
vh2,b
)
s−
qη(
β(T)−β(s)) , (5.24)
we obtain that
Re
{
− λ
2
(
β(T)−β(s))η2
− Aβ(s)
(
β(T)−β(s))
2
(
Aλβ(T)+β(s)(β(T)−β(s)))
[
u+ 1
β(s)
(
vh2,b
)
s
− iλη
β(T)−β(s)
]2}
=−Aβ(s)
(
β(T)−β(s))[Apβ(T)+β(T)(β(T)−β(s))]
2
[(
Apβ(T)+β(s)(β(T)−β(s)))2+(Aqβ(T))2]
·
[
y+ Apqβ(T)η(
β(T)−β(s))[Apβ(T)+β(s)(β(T)−b(s))]
]2
− pη
2
2
(
β(T)−β(s))
·

1− A3pq2β(s)β2(T)+Apβ(s)
[
Apβ(T)+β(s)(β(T)−β(s))]2[(
Apβ(T)+β(s)(β(T)−β(s)))2+(Aqβ(T))2][Apβ(T)+β(s)(β(T)−β(s))]

.
(5.25)
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But for p ≥ 0 and 0≤ s ≤ T , we see that
A3pq2β(s)β2(T)+Apβ(s)[Apβ(T)+β(s)(β(T)−β(s))]2
≤
[(
Apβ(T)+β(s)(β(T)−β(s)))2+(Aqβ(T))2][Apβ(T)+β(s)(β(T)−β(s))]
(5.26)
and hence
1− A
3pq2β(s)β2(T)+Apβ(s)[Apβ(T)+β(s)(β(T)−β(s))]2[(
Apβ(T)+β(s)(β(T)−β(s)))2+(Aqβ(T))2][Apβ(T)+β(s)(β(T)−β(s))] ≥ 0.
(5.27)
Thus the expression on the left-hand side of (5.25) is non-positive which completes
the proof of Theorem 5.3.
Theorem 5.4. Let F and X be as in Theorem 5.1. Let ψ be given by
ψ(η)=
∫
R
exp
{
iuη
}
dφ(u) (5.28)
for some φ∈M(R), and let
G(x)= F(x)ψ(x(T)+η). (5.29)
Then for all real q = 0, we have that
Γ(T ,η,q)≡ Eanfq[G]
=
∫
L2b[0,T ]

exp

− i2q

[v− (vh2,b)
β(T)
]2
h2,b




·
∫
R
exp

iuη− iβ(T)2q
(
u+ (vh
2,b)
β(T)
)2
dφ(u)

dσ(v).
(5.30)
In addition, we have the alternative expression
Eanfq[G]=
∫¯
R
Eanfq[F |X](ζ−η)
(
q
2πiβ(T)
)1/2
exp
{
iq(ζ−η)2
2β(T)
}
ψ(ζ)dζ (5.31)
where
Eanfq[F |X](ζ−η)=
∫
L2b[0,T ]
exp

 i(ζ−η)β(T)
(
vh2,b
)− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
dσ(v).
(5.32)
Proof. We will first obtain the expression (5.30). Proceeding as in the proof of
Theorem 4.3, and then using (5.28) and (4.2), we have that for all λ > 0,
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Eanλ[G]=
∫
R
Ex
[
F
(
λ−1/2z(x,·))ψ(λ−1/2z(x,T)+η) | λ−1/2z(x,T)+η](ζ)
·
(
λ
2πβ(T)
)1/2
exp
{
− λ(ζ−η)
2
2β(T)
}
dζ
=
∫
R
Ex
[
F
(
λ−1/2z(x,·)) | λ−1/2z(x,T)](ζ−η)
·ψ(ζ)
(
λ
2πβ(T)
)1/2
exp
{
− λ(ζ−η)
2
2β(T)
}
dζ
=
∫
R
∫
L2b[0,T ]
exp
{
i(ζ−η)
β(T)
(
vh2,b
)− 1
2λ
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)}
dσ(v)
·
(
λ
2πβ(T)
)1/2
exp
{
− λ(ζ−η)
2
2β(T)
}∫
R
exp
{
iuζ
}
dφ(u)dζ.
(5.33)
We next use the Fubini theorem, and then carry out the integration with respect to ζ
and obtain the formula
Eanλ[G]=
∫
L2b[0,T ]

exp

− 12λ
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)

·
∫
R
exp

iuη− β(T)2λ
(
u+
(
vh2,b
)
β(T)
)2
dφ(u)

dσ(v).
(5.34)
But clearly the right-hand side of (5.34) is analytic in λ on C+ and continuous for λ in
C˜+, and hence Eanfq[G] exists and given by (5.30). To obtain equation (5.31), we use
(4.7), (5.32) and the Fubini theorem:
∫¯
R
Eanfqx [F |X](ζ−η)
(
q
2πiβ(T)
)1/2
exp
{
iq(ζ−η)2
2β(T)
}
ψ(ζ)dζ
= lim
A→+∞
∫
R
Eanfq[F |X](ζ−η)
(
q
2πiβ(T)
)1/2
exp
{
iq(ζ−η)2
2β(T)
− ζ
2
2A
}
ψ(ζ)dζ
= lim
A→+∞
∫
L2b[0,T ]
∫
R
(
q
2πiβ(T)
)1/2
exp
{
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)}
·exp
{
i(ζ−η)
β(T)
(
vh2,b
)+ iq(ζ−η)2
2β(T)
− ζ
2
2A
}
·
∫
R
exp
{
iuζ
}
dφ(u)dζdσ(v)
= lim
A→+∞
∫
L2b[0,T ]
[
exp
{
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)
− iη
β(T)
(
vh2,b
)}
(5.35)
·
∫
R
(
q
2πiβ(T)
)1/2(
2πAβ(T)
β(T)−iqA
)1/2
·exp
{
iqη2
2β(T)
− A
[
qη−((vh2,b)+β(T)u)]2
2β(T)(β(T)−iqA)
}
dφ(u)
]
dσ(v)
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=
∫
L2b[0,T ]
[
exp
{
− i
2q
([
v−
(
vh2,b
)
β(T)
]2
h2,b
)}
·
∫
R
exp
{
iuη− iβ(T)
2q
(
u+
(
vh2,b
)
β(T)
)2}
dφ(u)
]
dσ(v)
= Eanfq[G].
Remark 5.5. (i) For θ ∈  given by (5.1), F given by (5.2), G given by (5.29), and
using Theorem 5.3 and (5.31) and proceeding as in the proof of [7, Theorem 7.1], we
observe that Γ(T ,η,q) is a solution of the generalized Schrödinger integral equation
Γ(T ,η,q)=
(
q
2πiβ(T)
)1/2∫¯
R
ψ(ζ)exp
{
iq(η−ζ)2
2β(T)
}
dζ
+
∫ T
0
(
q
2πi
(
β(T)−β(s))
)1/2∫¯
R
θ(s,ζ)Γ(s,ζ,q)exp
{
iq(η−ζ)2
2
(
β(T)−β(s))
}
dζds.
(5.36)
(ii) We also note that (5.31) can rewritten as
Γ
(
T ,η,q
)=H(T ,−(·),−qi)∗ψ(η) (5.37)
where ∗ denotes convolution and H(T ,η,−qi) is given by (5.13).
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