Here we calibrate the carbonate clumped isotope thermometer in modern deep-sea corals. We examined 11 specimens of three species of deep-sea corals and one species of a surface coral spanning a total range in growth temperature of 2-25°C. External standard errors for individual measurements ranged from 0.005& to 0.011& (average: 0.0074&) which corresponds to $1-2°C. External standard errors for replicate measurements of D 47 in corals ranged from 0.002& to 0.014& (average: 0.0072&) which corresponds to 0.4-2.8°C. We find that skeletal carbonate from deep-sea corals shows the same relationship of D 47 (the measure of 13 C-18 O ordering) to temperature as does inorganic calcite. In contrast, the d 13 C and d 18 O values of these carbonates (measured simultaneously with D 47 for every sample) differ markedly from equilibrium with seawater; i.e., these samples exhibit pronounced 'vital effects' in their bulk isotopic compositions. We explore several reasons why the clumped isotope compositions of deep-sea coral skeletons exhibit no evidence of a vital effect despite having large conventional isotopic vital effects.
INTRODUCTION
Oxygen isotope measurements of biogenic marine carbonates are a long established and important tool for determining past ocean temperatures (Urey, 1947; McCrea, 1950; Epstein et al., 1953) . In the decades following its initial development, the d 18 O thermometer was applied to planktonic foraminifera to reconstruct ocean temperature shifts on glacial/interglacial time scales (Emiliani, 1955) . However it was later recognized that the planktonic record reconstructed from foraminifera d
18 O reflects a combination of the temperature from which the carbonate grew, and global changes in ice volume (Shackleton, 1967) .
Deconvolving these two effects on the marine-carbonate oxygen isotope record remains a central problem in paleoclimatology. Chappell and Shackleton (1986) addressed this problem by examining dated coral terraces and benthic d 18 O records. Previously, the benthic d 18 O records had been interpreted assuming a constant temperature in the abyssal ocean. However, the resulting ice volume estimates derived from benthic d 18 O records could not be reconciled with ice volume records derived from the altitudes of dated coral terraces. Chappell and Shackleton (1986) made a detailed comparison of a coral terrace record in the Huon Peninsula with a benthic d 18 O record from the Pacific Ocean and concluded that during the last glacial cycle, abyssal temperatures changed only during the transition from Marine Isotope Stage (MIS) 5e to 5d, and during the last glacial termination.
Subsequent efforts have reconstructed the d
18
O of the water of the deep ocean during the Last Glacial Maximum based on isotopic analyses of marine pore fluids (Schrag and DePaolo, 1993) . Cutler et al. (2003) reconstructed a sea level curve based on fossilized surface corals from the Huon Peninsula and Barbados and combined this new sea level curve with the d
O of the water of the deep ocean reconstruction determined from pore fluids (Adkins et al., 2002a) . This work established that deep-sea temperatures have warmed by 4°C in the Atlantic and 2°C in the Pacific 0016-7037/$ -see front matter Ó 2011 Elsevier Ltd. All rights reserved. doi: 10.1016/j.gca.2011.05.004 since the Last Glacial Maximum. In all of these studies, independent estimates of the change in sea level or of the d 18 O of the water of the deep ocean were necessary to extract deep ocean temperatures from benthic d 18 O data. Carbonate clumped isotope thermometry is a new temperature proxy based on the ordering of 13 
C and
18 O atoms into bonds with each other in the same carbonate molecule. The proportion of 13 C and 18 O atoms that form bonds with each other in a carbonate mineral has an inverse relationship with growth temperature. This isotopic 'clumping' phenomenon exists due to a thermodynamically controlled homogeneous isotope exchange equilibrium in the carbonate mineral (or, perhaps, in the dissolved carbonate-ion population from which the mineral grows). This exchange reaction is independent of the d 18 O of water and d 13 C of DIC (dissolved inorganic carbon) from which the carbonate grew; therefore it can be applied to settings where these quantities are not known (Eiler et al., 2003; Eiler and Schauble, 2004; Ghosh et al., 2006) .
Here we calibrate carbonate clumped isotope thermometry in modern deep-sea corals. Deep-sea corals are a relatively new archive in paleoceanography. Their banded skeletons can be used to generate $100 year high-resolution records without bioturbation. They also have a high concentration of uranium, allowing for accurate independent calendar ages using U-Th systematics. A thermometer in deep-sea corals could address the phasing of the offset between Northern and Southern Hemisphere in rapid climate events. The Greenland and Antarctic ice cores both show that temperature and CO 2 are tightly coupled over the last several glacial interglacial events. However, the synchronization of the ice cores from the two regions using atmospheric methane concentration trapped in the ice layers revealed that Antarctica warms several thousand years before the abrupt warmings in the Northern Hemisphere (Blunier and Brook, 2001) . The deep ocean is a massive heat and carbon reservoir with an appropriate time constant that could be used to explain the several 1000 years offset between the hemispheres. A temperature record of the deep ocean that spans the time period of these rapid climate events would help explain the role of the deep ocean in rapid climate change events.
Deep-sea corals are also an important resource to study vital effects because they grow without photosymbionts and grow in a relatively homogeneous environment with minimal variations in both temperature and the composition of co-existing water. Therefore, offsets from equilibrium that we observe in any chemical proxies can be attributed to biological processes associated with calcification. Previous work in surface and deep-sea corals has found evidence of isotopic disequilibrium in d 13 C and d 18 O (Weber and Woodhead, 1970; Weber, 1973; Emiliani et al., 1978; McConnaughey, 1989; Adkins et al., 2003) . McConnaughey attributes these offsets in surface corals to kinetic and metabolic effects. However light-induced metabolic effects cannot be invoked to explain offsets in deep-sea corals because they do not have any photosymbionts. Radiocarbon dating of modern corals and their surrounding dissolved inorganic carbon (DIC) also indicate that the skeletal material of deep-sea coral is drawn almost entirely from the ambient inorganic carbon pool and not from respired CO 2 (Adkins et al., 2002b) . Due to the correlation between growth banding and stable isotopes within individual corals, Adkins et al. (2003) proposed that vital effects in deep-sea corals involve a thermodynamic response to a biologically induced pH gradient in the calcifying region. Watson (2004) proposed a surface entrapment model in which growth rate, diffusivity, and the surface layer thickness all control crystal composition. In this model, the trace element or isotope composition of the crystal is determined by the concentration of that element in the near surface region and the outcome of the competition between crystal growth and ion migration in the near surface region.
More recently, Ghosh et al. (2006) 
METHODS
Samples examined in this study were obtained from the Smithsonian collection (National Museum of Natural History). We focused on Desmophyllum sp., Caryophyllia sp., and Ennalopsammia sp. collected from a variety of locations and depths. One Porites sp. coral from the Red Sea was also analyzed. Isotopic measurements were made on pieces from the septal region of the coral that were cut using a dremel tool. For each clumped isotope measurement, 8-15 mg from each coral was analyzed. The outsides of the coral were scraped with a dremel tool to remove any organic crusts. The sample was then digested in 103% anhydrous phosphoric acid at 25°C overnight. The product CO 2 was extracted and purified using methods described previously Fig. 1 ). Two corals, 47413 and 47407 were also previously analyzed in Ghosh et al. (2006) and we have reanalyzed them here. In Ghosh et al. (2006) , growth temperatures were determined using a CTD profile however we have used the LEVITUS database to determine mean annual temperature, slightly changing the growth temperature of the coral. This does not alter any of our conclusions. . The averages of replicates of the same coral (individual measurements of those corals are shown with the faded symbols) are shown with external standard errors. The measurements with arrows pointing towards them are outliers discussed in the text. The Porites surface coral BRI-1 has significant error bars in the temperature axis, unlike the deep-sea coral samples (where growth temperatures do not vary significantly seasonally), because it was collected in the Red Sea and sea surface temperatures range from 22 to 28°C through the year . Ghosh et al. (2006) found vital effects in the winter band of BIR-1. Our analyses are of one annual band that was crushed and homogenized, and we do not observe any offsets from equilibrium. One possible explanation for this inconsistency could be that winter bands do not contribute a significant portion of the annual cycle.
RESULTS
The relationship of D 47 to temperature is similar to that of inorganic precipitates. In a plot of D 47 vs. 1/T 2 the two species of solitary corals, Desmophyllum (slope: 0.0495 ± 0.012; intercept: 0.1052 ± 0.1557) and Caryophyllia (slope: 0.05545 ± 0.008; intercept: 0.0302 ± 0.1116) are indistinguishable in slope and intercept from the inorganic calibration line (slope: 0.0597 ± 0.004; intercept: .03112 ± 0.0475). Note, however, that these equations are not suitable for extrapolation beyond the range of observations (0-50°C).
Internal and external standard errors
The average standard error for our D 47 measurements are in agreement with the shot noise limit predicted for the analyses (Fig. 2) . Samples that were run for several hours have the lowest standard error, on the order of 0.005&, which corresponds to a 1°C temperature change for low temperatures on the Ghosh et al. (2006) temperature scale. Several of the corals examined in this study were analyzed multiple times each, permitting us to estimate the external reproducibility for individual measurements of a given sample. This external standard error (i.e., the standard error of the average of multiple extractions) ranges from 0.005& to 0.014& (1-2.8°C), and decreases with the number of measurements (Fig. 3) . If one extraction of sample 47413 (a measurement which we suspect the extracted CO 2 was compromised by exchange of water) is excluded from these statistical calculations, the external standard error ranges from 0.002& to 0.014& (0.4-2.8°C). This external standard error is still larger than the expected shot noise errors for the same samples ($0.0025-0.0040&). The difference in external standard error from expected shot noise limits may be due to sample heterogeneity, unaccounted for analytical fractionations, or contaminants in the sample.
The reproducibility we document has implications for future analyses of deep-sea corals. If sample size is limited, the best precision attainable is 0.005& (±1°C). However if sample size is not the limiting factor, the coral is homogenous, and not contaminated or otherwise analytically fractionated, precision is demonstrably as good as 0.002& (±0.4°C).
DISCUSSION

Relationship of D 47 to temperature
For two of the solitary coral genera analyzed in this study, each exhibit slopes and intercepts in a plot of D 47 vs. 1/T 2 that are within error of the inorganic calibration line (Fig. 1) . Since the publication of the Ghosh et al. (2006) calibration, several more measurements have been made of inorganic calcite, foraminifera, mollusks, and soil carbonates having independently known growth temperatures. Most of these previous measurements are indistinguishable from the inorganic calibration line (Came et al., 2007; Daeron et al., 2007; Tripati et al., 2010) . There have however been non-equilibrium results obtained for speleothems and some synthetic carbonates Guo, 2009 ). And, a recently published calibration for inorganic synthetic calcite (Dennis and Schrag, 2010) disagrees with the Ghosh et al. (2006) result at low temperatures (< $15°C). The source of this discrepancy is unclear; it could reflect some combination of analytical artifacts (including intralaboratory calibration discrepancies) and/or kinetic isotope effects in carbonate synthesis reactions in either or both studies. We simply note here that this study presents data for 15 samples analyzed in this low temperature range, and they follow a temperaturedependence closely similar to that proposed by Ghosh et al. (2006) , but steeper than that presented by Dennis and Schrag (2010) . We suggest two straightforward explanations for this result: either the Ghosh et al. (2006) data reflect a kinetic isotope effect at low temperature that is mimicked by a vital effect in deep-sea corals (and, similarly, other classes of organisms previously observed to conform to the Ghosh et al. (2006) trend), yet independent of the vital effect on d
18 O and d 13 C in those corals (see below); or the Dennis and Schrag (2010) , calibration is influenced by a kinetic isotope effect in low temperature experiments. In the absence of any additional constraints, the second of these seems to us to be the more plausible explanation, and we will presume this for the rest of this discussion. But, we emphasize that inorganic calibrations will likely remain a subject of ongoing research and this interpretation should be revisited as new data come to light.
Three individual analyses made as part of this study are inconsistent with the inorganic calcite calibration trend (i.e., differ from it by more than 2 sigma external error). Two of the outliers are an extraction from each of the samples 47413 and 48738. These outliers were extractions from corals that have been analyzed several times, and in both cases all other extractions from that sample exhibited no offset in D 47 from the inorganic calibration line. Sample 47413 is unusual because, although the outlier was free of recognized contaminants, it did have a higher D 47 and lower d
18 O than all the other replicates of that sample. This combination indicates that it could have exchanged with water (Pasadena tap water: 25°C, d
18 O = À8&) at some point during sample processing. Sample 48738 has an orange organic crust coating it, implying that perhaps it is not modern or that the organic coating was not completely removed prior to sample processing and affected the measurement. In any event, these two measurements are irreproducible exceptions to the otherwise straightforward trend produced by all other analyses, and thus we do not believe they indicate any systematic discrepancy between corals and inorganic calcite in D 47 systematics. The third outlier is 77019, an Enallopsammia from 30°N, 76°W at 494 m of water depth in the core of the Gulf Stream, a region known for seasonal and interannual variations in salinity. This coral is also peculiarly enriched in d
18 O indicating possible uncertainties in the d 18 O w reconstructed at this site. The accuracy of deep-sea coral temperature estimates based on the calibration in Fig. 1 will depend on uncertainties in both the D 47 of the sample and uncertainties in the calibration line, whereas the precision of sample-to sample differences will depend only on the D 47 measurements of samples. If one considers all previous measurements of published and unpublished inorganic and biogenic calibration materials (egg shells, teeth, otoliths, mollusks, brachiopods, corals and foraminifera; we exclude here the recent inorganic data of Dennis and Schrag (2010) , discussed above) to be part of a single trend (i.e., because trends defined by each material are statistically indistinguishable), then they make up a calibration line of slope in D 47 vs. 1/T 2 space of 0.0548 ± 0.0019 and intercept of À0.0303 ± 0.0221. The standard error of the calibration is 0.0018&. If one excludes otoliths, which differ most from the other trends (perhaps due to a small vital effect, or due to inaccuracies in estimated body temperatures, or some other factor) and planktic foraminifera (where the variation in temperature with water depth and season is large and therefore means are hard to estimate with confidence), the calibration line has a slope and intercept of 0.0562 ± 0.0020 and 0.0167 ± 0.0226. The standard error in the calibration is then 0.0019&. The formal errors in slope and intercept of the overall calibration are trivially small; though one should not extrapolate the fitted trend outside of its range in calibration temperatures (particularly at higher temperatures, where the slope flattens considerably; Dennis and Schrag 2010) . Thus, barring some unrecognized systematic error in all of the calibration data sets, the accuracy of temperature estimates of samples is dominated by error in the D 47 measurement of the sample, which is generally dominated by shot noise error. The shot noise error for D 47 analyses under normal analytical conditions generally levels off (ceases to improve with increased counting time) at $0.005& (or $1°C) after 4500 s or $20 acquisitions. Current analytical methods require 11 mg of CaCO 3 for 4500 s (i.e., to achieve 0.005& precision). If large amounts of homogeneous sample are available, precision could be improved further by combining data from multiple measurements of 11 mg sample aliquots. Sub-degree precisions should be possible in this case. For example, if 11 mg of coral analyzed for 4500+ seconds resulted in a measurement of 2°C with a standard error of 0.005&, or 1°C, then six 11 mg measurements of the same homogeneous coral could result in a precision as low as 0.002& or 0.4°C (plus the small error in the accuracy of the calibration). Or, if three replicate measurements were made for the top of a deep-sea coral and six of the bottom of the same deep-sea coral (i.e., if one were searching for evidence of temperature change over the course of its growth), the error in the temperature estimate at the top would be ±0.4°C, the error in the temperature at the bottom would be ±0.7°C, and the temperature difference (DT = top temperature À bottom temperature) would have an error of ±0.8 (because the two errors would be added in quadrature).
Vital effects mechanisms
Vital effects in corals
Use of deep-sea corals (and other biogenic carbonates) as a paleoceanographic archive is complicated by a set of biological processes commonly referred to as vital effects. Vital effects have been observed in aragonitic corals as offsets from equilibrium in stable isotope and metal/calcium ratios for a given temperature and other equilibrium conditions. Vital effects in corals and other organisms have also been noted to be dependent on growth rate, kinetics, pH, light, and to the presence or absences of photosymbionts (Weber and Woodhead, 1970; McConnaughey, 1989; Cohen et al., 2002; Rollion-Bard et al., 2003; Reynaud et al., 2007 (Fig. 4) . While our study was not designed to examine the mechanisms of vital effects, our results offer new constraints on this problem.
The following sections compare our results with the predictions one would make based on various previouslyproposed vital effect mechanisms.
Diffusion
Diffusion of CO 2 through a lipid bilayer or of different carbonate species across a foraminifer shell has been proposed as a part of different vital effect models Adkins et al., 2003; Erez, 2003) . While we do not have a first principle understanding of how this type of diffusion might affect the D 47 value, we can use other types of well-known diffusion to inform this discussion. The kinetic theory of gases predicts that a gas that is diffused through a small aperture ('Knudsen diffusion') will be depleted in heavy isotopes relative to the residual gas it leaves behind. This behavior is described by the equation
0.5 where R j is the ratio of the concentration of isotopologue j to i and M is the mass.
Knudsen diffusion predicts that for a CO 2 population that has undergone diffusive fractionation, the diffused gas will be 11.2& lower in d 13 C, and 22.2& lower in d 18 O, but only 0.5& higher in D 47 . This seemingly counterintuitive behavior is due to the non-linear dependence of the stochastic abundances of mass-47 CO 2 isotopologues on the bulk isotopic composition (Eiler and Schauble, 2004) . For natural isotopic compositions, the stochastic abundance increases more for an incremental change in d 13 C or d 18 O than does the vector that describes diffusive fractionation in d 13 C, d
18
O and D 47 space. Therefore, a diffused population of gas would be more depleted in d 13 C and d
18 O but higher than expected in D 47 . Similarly, gas phase inter-diffusion where gas A diffuses through gas B is described by the relation
where M a is the mass of the diffusing molecule, M b is the mass of the gas through which gas A is diffusing and the primes indicate the presence of a heavy isotope. The gas phase diffusion of CO 2 through air generates fractionations of À4.4& for d 13 C, À8.7& for d 18 O and +0.3& for D 47 . The enrichment of D 47 in the diffused phase is again due to the relatively strong dependence of the stochastic abundance of mass-47 CO 2 on the bulk isotopic composition.
Isotopic fractionations caused by diffusion of molecules through a liquid medium are generally smaller than those associated with gas-phase diffusion. For instance the ratio of diffusion coefficients of 12 CO 2 and 13 CO 2 in water is 1.0007 (O'Leary, 1984) , whereas the gas phase interdiffusion equation, taking the medium to be H 2 O predicts a fractionation factor of 1.0032. However, these condensed phase diffusive fractionations are generally described through a power-law relationship (i.e., the fractionation factor scales as the ratio of masses to some power, generally less than 0.5) (Bourg and Sposito, 2008) . In this case, the mass dependence of the diffusive fractionation remains the same as for Knudsen diffusion, and the slope followed in a plot of D 47 vs. d
18 O or d 13 C will remain the same. If so, then liquid phase diffusion of CO 2 should result in fractionations of À0.7& for d 13 C (i.e., the experimental constraint), À1.6& for d
18 O and +0.036& for D 47 . On Fig. 5 we have also indicated what 10% of the Knudsen and gas phase interdiffusion vector are to emphasize the difference between the scale of the different vectors.
If deep-sea coral growth involved non-equilibrium isotopic fractionations that were dominated by diffusion across a lipid bilayer or in an aqueous medium, then a plot of D 47 vs. d
18 O might have the same slope as the vectors that describe the types of diffusion discussed above. However the data is inconsistent with any of these predicted slopes (Fig. 5) . In addition, all of the diffusive processes predict d 
Mixing
The stochastic distribution that defines the reference frame for reporting D 47 values has a subtle saddle-shape curvature in a 3-dimensional plot of So, we calculated the mixing effect on D 63 (i.e., enrichment in mass-63 carbonate ion isotopologues, analogous to the D 47 values of CO 2 ) and then converted this to a D 47 value that would be measured in a coral skeleton. If both the high-and low-d 13 C and d 18 O share a common "D 63 " value then we predict the amplitude of this mixing effect is as large as 0.02& for the case of 50% of each end member (which would generate the largest D 63 offset, and still a relatively large offset in d 18 O). Because phosphoric acid is believed to produce CO 2 having a D 47 value that is offset by a constant amount from the D 63 value of reactant carbonate (for a fixed temperature of reaction) this 0.02& enrichment due to mixing should be directly inherited by analyzed CO 2 . It is clear that this mixing model is inconsistent with the data, as there is no curvature to the D 47 vs. d
18 O trend unlike the mixing model (Fig. 5 ). However, it is possible that mixing accompanied by re-equilibration would generate a horizontal line, and thus be more consistent with the data. Further experiments are needed to determine the rate that carbonate precipitating from DIC incorporates the different clumped carbonate species in DIC and whether mixing and subsequent reequilibration would be recorded in the precipitating carbonates. 
pH
It has been demonstrated for inorganically precipitated carbonates that higher pH values (and thus higher CO 2À 3 proportions in DIC) result in isotopically lower d
18 O values (McCrea, 1950; Usdowski et al., 1991) . This observation has been explained by the pH dependent speciation of the DIC pool from which carbonate precipitates and the different fractionation factors between water and these DIC species. At seawater like pHs HCO À 3 dominates and at high pHs CO 2À 3 dominates the DIC. McCrea (1950) and Usdowski et al. (1991) demonstrated that if calcium carbonate is quantitatively precipitated from a bicarbonatecarbonate solution, the oxygen isotopic composition of the solid reflects the weighted average of all the fractionation factors with respect to water for all the carbonate species. Zeebe (1999) exploited this observation to explain the variation seen in the inorganic carbonate data in Kim and O'Neil (1997) and existing stable oxygen isotope ratios of foraminiferal calcite.
It would be helpful to understand how the clumped isotope composition of the DIC varied with pH. Guo et al. (2008) (Zeebe, 1999) . Given Zeebe's model of precipitation and Guo et al's. (2008) That is, we are examining the sensitivity to pH not the absolute values of the D 63 of the DIC species implied by different computational models. The resulting pH vector is consistent with our results (Fig. 5) .
Other vital effect models
Watson (2004) proposed a model for near-surface kinetic controls on stable isotope compositions in calcite crystals, which also involves sensitivity to DIC speciation. The model is based on the idea that the concentration of a particular trace-element in a crystal (which we could take to be an isotopologue of carbonate ion for our purposes) is primarily determined by two factors: the concentration of the element in the near-surface region of the crystal and the competition between crystal growth and ion migration in the near-surface region. There are three key regions, the specific growth surface which is a monolayer of atoms, the near surface region and the bulk crystal lattice. The growth surface of the crystal could (due to its distinct structure) have an equilibrium composition that is different from that of the crystal lattice. Thus if the trace element is selectively enriched (or depleted) on the growth surface, and if the diffusivity of that element in the near-surface region of the crystal is low, then the anomalous surface composition may be partially or completely preserved within the growth sector formed behind the growth surface. If however the diffusivity of the element in the near-surface region of the crystal is high, the newly formed crystal lattice is in equilibrium with the fluid it is growing from and has a different composition than the growth surface. Watson has explored this growth entrapment effect in various trace elements (Okorokov et al., 1996) and also extended it to oxygen isotopes (Watson, 2004 in DIC has been predicted to be 0.421& and 0.403&, respectively (Guo, 2009) ; however, because the D 63 offset between CO 3 in water and CO 3 in aragonite is sensitive to the solvent model used to calculate the fractionation factors of the dissolved species (see above pH discussion), Guo's calculations of D 63 cannot confidently be used to evaluate Watson, 2004) surface entrapment model. If however all these factors were known, then clumped isotopes could be a test for the Watson model. McConnaughey (1989) used the difference between symbiont bearing and non-symbiont bearing aragonitic coral species from the same growth environment to constrain the chemical mechanisms behind vital effects. He determined that there is a kinetic effect and a metabolic effect fractionating oxygen and carbon isotopes in corals. The kinetic effect is due to the kinetic isotope effects (KIE) that occur during CO 2 hydration and hydroxylation. Therefore the linear variations seen in d 13 C and d 18 O are due to the incomplete isotopic equilibration of CaCO 3 and H 2 O. Clumped isotopes cannot be used yet to evaluate McConaughey's kinetic fractionation model of stable isotope vital effects in corals as the KIE of CO 2 hydration and hydroxylation on clumped isotopes is currently unknown. However, if isotopic disequilibrium due to CO 2 hydration and hydroxylation is the dominant control of vital effects in corals then the magnitude of D 47 /d
18 O from this effect is constrained to be less than the observed variation in Fig. 5 .
Rayleigh fractionation has also been proposed as a possible vital effects mechanism for the distribution of metals in corals (Cohen et al., 2006; Gagnon et al., 2007; Holcomb et al., 2009) . This model assumes that there is an initial solution that is close to seawater composition which then undergoes closed system precipitation. Again clumped isotopes cannot yet be used to evaluate this vital effect mechanism as the partition coefficient of D 47 for inorganic aragonite (where the partition coefficient is defined as: D 
CONCLUSIONS
We present the relationship between the abundance of clumped isotopologues in CO 2 produced by phosphoric digestion of deep-sea corals and the coral to growth temperature. Deep-sea corals exhibit a temperature-dependent trend in D 47 value that is indistinguishable in slope and intercept from inorganic calcite. This result indicates that deep sea corals can be used for paleothermometry, with precisions as good as $0.5°C. We also observe no vital effects in D 47 for samples that display large vital effects in d 18 O. This result is inconsistent with the predicted effects of diffusion or mixing for vital effects. However, pH effects could explain the observed variations in D 47 and d 18 O. In contrast to the results for Red Sea corals presented in Ghosh et al. (2006) , we find no evidence of vital effects in surface corals. One of several possible explanations for this difference is that we analyzed mean annual bands in the surface coral rather than specific seasons (i.e., perhaps vital effects are specific only to relatively thin winter-growth bands in surface corals). Future work would involve a more detailed analysis of surface corals within annual bands to confirm the existence and determine the nature of any vital effect.
The degree-level errors in temperature in clumped isotope thermometry indicate that it is most suitable for thermocline and sea surface temperature studies, where temperature ranges are of-order 10°C. However, subdegree precision is possible by averaging multiple replicates of homogeneous samples, making deep sea ocean temperatures studies (where temperature ranges are typically a few degrees) feasible.
Previous estimates of deep-sea temperature change across glacial/interglacial cycles have been made, using a combination of Mg/Ca ratios, or d 18 O w with sea level curves. It is thought that in the deep Pacific the temperature changed 2°C, and the Atlantic changed by 4°C, between MIS 5c and by 2°C (Cutler et al., 2003) . Given the appropriate samples and sufficient effort at analytical replication, the clumped isotope thermometer should be able to further constrain glacial/interglacial temperature changes in the deep ocean.
