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Abstract
We study tau-functions given as matrix elements for the action of loop groups, dGLn on n-
component fermionic Fock space. In the simplest case, n = 2, the tau-functions are equal
to Hankel determinants and applying the famous Desnanot-Jacobi identity, one can see that
they satisfy a Q-system. Since Q-systems are of interest in many areas of mathematics, it
is interesting to study tau-functions and the discrete equations they satisfy for the n > 2
cases.
We generalize this work by studying tau-functions equal to matrix elements for the action
of infinite matrix groups, denoted cGL(n)1 on n-component fermionic Fock space. The n = 2
case, similarly to the dGL2 situation, gives tau-functions which have a simple determinantal
formula and the relations they satisfy are again obtained by applying the Desnanot-Jacobi
identity. In this case, the tau-functions satisfy T -system relations.
In the following, we will define our tau-functions and explain how to compute them and
then present multiple ways of deriving the relations that they satisfy, which is much more
complicated in the n > 2 cases.
The method of ultra-discretization provides a way to obtain from discrete integrable
equations, combinatorial models that maintain the essential properties of the original equa-
tions. With some extra initial conditions, the Q-system for our dGL2 case is also known as
the discrete finite 1-dimensional Toda molecule equation. It is known that this can be ultra-
discretized to obtain the famous Box and Ball system [46]. In the final chapter of this thesis,
we present a new generalization of the Box and Ball system obtained by ultra-discretizing
the T -system (discrete finite 2-dimensional Toda molecule equation).
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Chapter 1
Introduction
Many integrable equations, such as the Korteweg-de Vries (KdV) equation, can be written
in bilinear form by applying a change of variables. In the case of the KdV equation,
ut + uxxx + 6uux = 0, (1.0.1)
this change of variables is
u = 2(ln ⌧)xx (1.0.2)
and the bilinear form is given by
⌧xt⌧   ⌧x⌧t + ⌧xxxx⌧   4⌧xxx⌧x + 3(⌧xx)2 = c⌧ 2, (1.0.3)
where c is a constant of integration. See [25] for more on this example and others. The solu-
tions of these integrable equations under this change of variables are called “tau-functions”
and this bilinear form is useful since it allows us to use Hirota’s method to compute solutions
[25]: If we take c = 0, we can write (1.0.3) in terms of the Hirota derivatives Dx and Dt:
Dx(Dt +D
3
x)f · f = 0, (1.0.4)
which can then be solved using a perturbation method [25].
It is an interesting fact that tau-functions are often equal to matrix elements for represen-
tations of groups [12], [13]. In this thesis, we will discuss hierarchies of di↵erence equations
whose tau-functions are equal to matrix elements for representations of loop groups and
infinite matrix groups. Before discussing the details of these new hierarchies, it is useful to
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review some details about the KdV and KP hierarchies, whose tau-functions are equal to
matrix elements for representations of dSL2 and GL1, respectively. (Here, dSL2 denotes the
centrally extended loop group of SL2 and Gl1 is the group of infinite invertible matrices
that di↵er from the identity in finitely many diagonals.) Although the KdV and KP hierar-
chies are hierarchies of di↵erential rather than di↵erence equations, the process we follow in
deriving the equations in our discrete hierarchies is in many ways similar to the process we
follow in deriving the equations for the KdV and KP hierarchies. In what follows, we will
try to make the analogy clear.
1.0.1 The KdV and KP hierarchies
One-component fermionic Fock space, F, is the semi-infinite wedge space based in C[z, z 1]:
We define wedging and contracting operators,  +i and  
 
i by
Definition 1.0.1.
 +i w = e(z
i)w = zi ^ w. (1.0.5)
   j 1w = i(z
j)w = ↵ if w = zj ^ ↵, (1.0.6)
and the vacuum vector, v0 :
Definition 1.0.2. v0 = 1 ^ z ^ z2 ^ z3 ^ · · · .
We specify an order in which to act by the wedging and contracting operators and define
a basis for F to consist of all vectors obtained by acting on the vacuum vector by wedging
and contracting operators in this order.
The basic representation, L(⇤0), of the a ne Kac-Moody Lie algebra, csl2 = sl2 ⌦
C[z, z 1]   Cc, is isomorphic to a representation on F in which the action of the Lie al-
gebra elements is given in terms of the wedging and contracting operators.
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The Heisenberg Algebra
The Heisenberg algebra is the Lie algebra generated by elements pk, qk, k > 0, and c satisfying
[pi, qj] =  ijc (1.0.7)
[pi, pj] = 0 (1.0.8)
[qi, qj] = 0 (1.0.9)
[pi, c] = [qi, c] = 0 (1.0.10)
for all i, j   0.
F decomposes as a direct sum of Heisenberg algebra representations. Each of these
representations is isomorphic to the following representation of the Heisenberg algebra on
Bosonic Fock space, C[t1, t2, · · · ], in which the Lie algebra elements act in terms of di↵erential
operators:
pi acts by
@
@ti
, (1.0.11)
qi acts by multiplication by ti, and (1.0.12)
c acts by the identity. (1.0.13)
The existence of isomorphisms between representations on fermionic Fock space and
Bosonic Fock space is known as the “Boson-Fermion Correspondence” and the process in
which one begins with a representation on fermionic Fock space and produces such an iso-
morphism is called “bosonization”.
The a ne Kac-Moody Lie algebra, csl2, contains the Heisenberg algebra as a subalgebra
and the representation of csl2 on F given in terms of wedging and contracting operators can
be similarly bosonized. One first chooses a Heisenberg subalgebra, whose action on Bosonic
Fock space, C[t1, t2, · · · ], is given by (1.0.11), (1.0.12), (1.0.13), and calculates the action
of the rest of csl2 in terms of the action of the Heisenberg algebra. The relevant choice of
Heisenberg subalgebra for the KdV hierarchy gives us the principal construction [38] of the
basic representation. Here, one chooses
pk = z
ke+ zk+1f and qk =
1
2k + 1
(z k 1e+ z kf), (1.0.14)
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where e, f, h are the standard basis elements of the Lie algebra, sl2:
e =
"
0 1
0 0
#
, f =
"
0 0
1 0
#
, and h =
"
1 0
0  1
#
. (1.0.15)
Tau-functions for the KdV hierarchy are then obtained from the principal construction
of the basic representation of csl2 as follows: We exponentiate the action of csl2 to obtain an
action of the corresponding loop group, dSL2. Let h , i denote the bilinear product for
which basis vectors of F are orthonormal.
The tau-functions are then
⌧(g) = hv0, exp(
X
i 1
t2i 1p2i 1)gv0i, where g 2 dSL2. (1.0.16)
Let X(z) = exp(
X
i 1
z2i 1t2i 1) exp( 
X
i 1
1
(2i  1)z2i 1
@
@t2i 1
). We obtain “Baker func-
tions” from the tau-functions by acting on the tau-functions by the vertex operator, X(z):
Definition 1.0.3. The Baker functions are w(z) = X(z)⌧(g)⌧(g) .
Let L = @ + f1@ 1 + f2@ 2 + · · · , a pseudodi↵erential operator. The fis are functions of
the tis and @ denotes the derivative with respect to t1. In addition, we require that L2 is a
di↵erential operator, that is, it contains only positive powers of @. So L2 = @2 + f for some
function f and L itself can be written in terms of only f , rather than in terms of infinitely
many functions, fi.
The matrix Baker functions satisfy the following equations
Lw(z) = zw(z) (1.0.17)
@
@tk
w(z) = (Lk)+w(z) for all k   1. (1.0.18)
Here, the + indicates the di↵erential part of the pseudodi↵erential operator. The relations
this imposes on f is precisely the KdV hierarchy.
Definition 1.0.4. gl1 is the infinite matrix Lie algebra consisting of infinite matrices that
have finitely many non-zero diagonals.
The Lie algebra csl2 can be embedded in gl1, and matrix elements for the action of GL1
are tau-functions for the Kadomtsev-Petviashvilli (KP) hierarchy, which is a generalization
of the KdV hierarchy [12], [40], [13], [30].
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The tau-functions for the KP hierarchy are
⌧(g) = hv0, exp(
X
k 1
tkpk)gv0i, where g 2[GL1 (1.0.19)
and the Baker functions are
w(z) = X(z)⌧(g)⌧(g) where X(z) now denotes the vertex operator
exp(
X
i 1
ziti) exp( 
X
i 1
1
izi
@
@ti
). (1.0.20)
These new Baker functions satisfy (1.0.17), but we now drop the restriction that L2 is a
di↵erential operator.
For more details on the above discussion, see for example, [7] and [40].
1.0.2 New discrete hierarchies
In this thesis, we consider tau-functions that are dependent on only discrete values; they
satisfy hierarchies of di↵erence rather than di↵erential equations. More specifically, for each
n > 1, we have two hierarchies of di↵erence equations, one associated to the action of
the centrally extended loop group, dGLn, on n-component fermionic Fock space, F (n), and
another associated to the action of an infinite matrix group, denoted cGL(n)1 , in which dGLn is
embedded. In each of these cases, the tau-functions are defined analogously to those for the
KdV and KP hierarchies: they are matrix elements corresponding to the action of dGLn andcGL(n)1 on the vacuum vector in F (n). The hierarchies corresponding to dGLn and cGL(n)1 are
related to each other in much the same way the KdV and KP hierarchies are related: ThecGL(n)1 hierarchy is a generalization of the dGLn hierarchy. (Most of the results of this thesis
can be found in [1], [2], and [3].) More details on this will be discussed below.
Here, we mainly consider the hierarchies for n = 2 and 3. The hierarchy of di↵erence
equations associated to dGL2 is a Q-system and its generalization, the hierarchy associated
to cGL(2)1 is a T -system. For this reason, we call the dGLn hierarchy the nQ-system and
the cGL(n)1 hierarchy the nT -system. Q-systems [34] and T -systems appear in many areas of
mathematics, for example, within the context of cluster algebras [33], [16] and representation
theory [36], [35]. The 2Q-system is the discrete symmetry of the Toda lattice [4], [15], [47], [6].
(This point will be addressed further in Remark 1.1.9 below.) T -systems have combinatorial
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interpretations within the context of perfect matchings of graphs [43]. More details on
connections to other areas of mathematics will be discussed below. Details on T -systems
and their connections to other areas of mathematics can also be found in [37].
We will show that the 2Q-system is, for all k   0, ↵ 2 Z,
(⌧ (↵)k )
2 = ⌧ (↵+1)k ⌧
(↵ 1)
k   ⌧ (↵ 1)k+1 ⌧ (↵+1)k 1 , (1.0.21)
⌧ (↵)0 = 1 and ⌧
(↵)
k = 0 for k < 0. (Here, ⌧
(↵)
k is a tau-function for the dGL2 hierarchy. Its
definition is given below in section 1.1 and more thoroughly in chapter 2. It is a matrix
element for the action of dGL2 on the vacuum in F (2).) By employing a change of variables,
the 2Q-system can be seen to be equivalent to the A1/2 Q-system appearing for example in
[17]. More precisely, the A1/2 Q-system is
Rk,n+1Rk,n 1 = R2k,n +Rk+1,nRk 1,n (1.0.22)
where R0,n = 1 for all n 2 Z and k   1. Changing variables in (1.0.21) by identifying
⌧ (↵)k = Rk,k+↵, (1.0.23)
(1.0.21) becomes
R2k,k+↵ +Rk+1,k+↵Rk 1,k+↵ = Rk,k+↵+1Rk,k+↵ 1. (1.0.24)
Writing k + ↵ = n, we obtain precisely (1.0.22).
Remark 1.0.5. The A1/2 Q-system is a limit of the Ar Q-system. To obtain the Ar Q-
system from (1.0.22), we must additionally impose the condition that Rr+1,n = 1 for all
n 2 Z. Here we are using the definition of the Ar Q-system as it appears in [17]. To obtain
the usual Ar Q-system, we must use a minor change of variables, see [17].
The 2T -system is, for all k   0 and ↵,   2 Z,
⌧ (↵+1, )k ⌧
(↵, +1)
k = ⌧
(↵, +1)
k+1 ⌧
(↵+1, )
k 1 + ⌧
(↵, )
k ⌧
(↵+1, +1)
k , (1.0.25)
where ⌧ (↵, )0 = 1. (These ⌧
(↵, )
k denote tau-functions for the cGL(2)1 hierarchy, see section 1.3
and chapter 4.) The 2T -system is equivalent to the A1/2 T -system:
Ti 1,j,kTi+1,j,k + Ti,j 1,kTi,j+1,k = Ti,j,k 1Ti,j,k+1, (1.0.26)
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where i   0, j, k 2 Z and T0,j,k = 1 for all j, k. The appropriate change of variables in this
case is
⌧ (↵, )k = Tk,↵+ ,↵  +k. (1.0.27)
In the case of the n = 2 hierarchies, the tau-functions are given by simple determinan-
tal expressions and the di↵erence relations they satisfy can be obtained by applying the
Desnanot-Jacobi identity [9].
The tau-functions for the n > 2 hierarchies have much more complicated formulas and
the method for deriving the relations they satisfy is much harder. We use “Birkho↵ factor-
izations” [41] to derive the dGLn equations and “Gauss factorizations” to derive the cGL(n)1
equations. Here we give an outline for the dGLn and cGL(n)1 cases, n = 2, 3. (This outline will
include the definitions of the terms Birkho↵ factorizations and Gauss factorizations.)
1.1 dGL2 hierarchy
Fermionic Fock space on 2-components, denoted F (2), is the semi-infinite wedge space based
in the loop space,H(2) = C2⌦C[z, z 1]. It is defined analogously to one-component Fermionic
Fock space. Here, the vacuum vector is,
v0 =
"
1
0
#
^
"
0
1
#
^
"
z
0
#
^
"
0
z
#
^
"
z2
0
#
^
"
0
z2
#
^ · · · , (1.1.1)
and our wedging and contracting operators are, for all i 2 Z and a = 0, 1,
Definition 1.1.1.
a 
+
(i)w = e(eaz
i)w = eaz
i ^ w. (1.1.2)
a 
 
( j 1)w = i(eaz
j)w = ↵ if w = eaz
j ^ ↵, (1.1.3)
where the eas are the standard basis vectors of C2.
We define a basis of F (2) as in the one-component case, by specifying an order in which
to act by the wedging and contracting and taking our basis to consist of vectors obtained by
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acting on v0 by wedging and contracting operators in this order. As before, we denote by
h , i the bilinear product for which these basis vectors are orthonormal.
Let gGL2 be the non-centrally extended loop group of GL2.
Definition 1.1.2. We define a group element, g to be a lift of the loop group element,"
1 0
C(z) 1
#
2 gGL2 (1.1.4)
to the centrally extended loop group, dGL2, where C(z) =X
i2Z
ci
zi+1
.
The cis can be complex numbers or formal variables. (In chapter 2, we more carefully
describe the lift, g, of the non-centrally extended loop group element. In particular, the
action of g on fermionic Fock space has an expression in terms of fermion fields.)
We define fermionic translation operators Q0 and Q1 to be lifts of"
z 1 0
0  1
#
and
"
 1 0
0 z 1
#
, (1.1.5)
respectively, to the centrally extended loop group, dGL2. Their action on fermionic Fock space
is given in terms of products of wedging operators. We then define
Definition 1.1.3. T = Q1Q
 1
0 .
The shifted group elements are obtained by conjugating g by powers of Q0:
Definition 1.1.4.
g(↵) = Q↵0 gQ
 ↵
0 2 dGL2. (1.1.6)
The conjugation shifts the indices of the variables, cis in g and also results in a sign
change:
g(↵) = Q↵0 gQ
 ↵
0 =
"
1 0
C(↵)(z) 1
#
, (1.1.7)
where
C(↵) = ( 1)↵
X
i2Z
ci+↵
zi+1
. (1.1.8)
Our dGL2 tau-functions are then
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Definition 1.1.5. ⌧ (↵)k = hT kv0, g(↵)v0i.
Each dGL2 tau-function is indexed by an element of the root lattice of sl2 and an integer.
As we will see in Chapter 2, the tau-functions, ⌧ (↵)k have a simple Hankel determinant formula
and the di↵erence relations they satisfy can be obtained by applying the Desnanot-Jacobi
identity. This is not apparently generalizable to the n > 2 cases, though, so we will here
describe another method for obtaining the relations.
We derive the relations that the ⌧ (↵)k satisfy by taking the Birkho↵ factorization of
g[k](↵) = T kg(↵). (1.1.9)
(Here, g[k](↵) denotes the group element in the non-centrally extended loop group, gGL2.) The
Birkho↵ factorization is
g[k](↵) = g[k](↵)  g
[k](↵)
0+ , (1.1.10)
where
g[k](↵)  = I +O(z 1) (1.1.11)
and
g[k](↵)0+ = A
(↵)
k +O(z). (1.1.12)
I denotes the 2⇥ 2 identity matrix and A(↵)k is an invertible, z-independent matrix. O(z 1)
and O(z) denote terms with only strictly negative powers of z and only strictly positive
powers of z, respectively.
The entries of g[k](↵)  are defined in terms of shift fields acting on tau-functions. Shift
fields, S±(z) are discrete analogues of vertex operators. They are defined as follows:
Definition 1.1.6. Define S to be the multiplicative map which sends ck to ck+1. Then the
positive shift field, is the multiplicative map given by S+(z) = 1  Sz . For example,
S+(z)ck = ck   ck+1
z
(1.1.13)
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and
S+(z)ckc` = (ck   ck+1
z
)(c`   c`+1
z
). (1.1.14)
The negative shift field is defined similarly, S (z) = 1
1 Sz
where we expand in positive powers
of Sz .
In the case of the KP hierarchy described above, the vertex operator, X(z), is obtained
from bosonizing the fermion field,  +(z). These discrete shift operators are similarly related
to the fermion fields. More details on the explicit formulas will be given later, see A.8.2.
We then define “matrix Baker functions”:
Definition 1.1.7.  [k](↵) = T kg[k](↵)  .
We define connection matrices, U (↵)k as follows:
Definition 1.1.8. U (↵)k = ( 
[k](↵)) 1 [k+1](↵).
We also have elementary connection matrices, defined by:
V (↵ 1)k = ( 
[k]
(↵ 1))
 1 [k](↵)
W (↵)k = ( 
[k+1]
(↵ 1))
 1 [k](↵)
We will prove that the U (↵)k have no negative powers of z (section A.8.5) and their entries
can be expressed in terms of the tau-functions. We then factor U (↵)k in two di↵erent ways
in terms of matrices that also have no negative powers of z and whose entries are expressed
in terms of the tau-functions and the equality of these di↵erent factorizations implies non-
trivial relations satisfied by the tau-functions. These relations then imply 2.0.1. This is
shown pictorially here:
 [k](↵ 1)  [k+1](↵ 1)  [k+2](↵ 1)
 [k](↵)  [k+1](↵)
 [k 1](↵+1)  [k](↵+1)  [k+1](↵+1)
U
(↵ 1)
k
V
(↵ 1)
k
U
(↵ 1)
k+1
V
(↵ 1)
k+1
W
(↵ 1)
k+1
W
(↵ 1)
k+2
U
(↵)
k
V
(↵)
k
W
(↵)
k
W
(↵)
k
V
(↵)
k+1
U
(↵+1)
k 1 U
(↵+1)
k
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So our factorizations and hence the di↵erence equations of our 2Q hierarchy comes from
the compatibility of the discrete evolutions of the matrix baker functions. This is very
much like the KdV and KP cases, the hierarchies are obtained from the compatibility of the
continuous evolutions of the baker functions, 1.0.17 (Similar such factorizations such as these
appear often in the theory of integrable systems, see for example [4], [42], [19], [7], [18].)
Remark 1.1.9. We could have similarly obtained the 2Q-system by using the homogeneous
construction of the basic representation of csl2 [32], rather than the representation on F (2).
This construction is obtained by choosing the Heisenberg algebra to be
pk =
1
2
zkh and qk =
1
k
z kh. (1.1.15)
The basic representation in this case is isomorphic not to C[t1, t2. · · · ], but to
 k2ZT kv0 ⌦ C[t1, t2, · · · ], (1.1.16)
and defining our tau-functions as above, they would satisfy the same di↵erence equations,
but also have dependence on the tis. In particular, these are tau-functions for the Toda
lattice [47].
1.2 dGL3 hierarchy
We generalize the dGL2 case as follows:
Fermionic Fock space on 3-components, denoted F (3), is the semi-infinite wedge space
based in H(3) = C3 ⌦ C[z, z 1]. The vacuum vector in this case is
v0 =
26410
0
375 ^
26401
0
375 ^
26400
1
375 ^
264z0
0
375 ^
2640z
0
375 ^
26400
z
375 ^
264z
2
0
0
375 ^
264 0z2
0
375 ^
264 00
z2
375 ^ · · · . (1.2.1)
As in the dGL2 case, we denote by h, i the bilinear product for which basis vectors of F (3)
are orthonormal.
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Definition 1.2.1. We define g to be a lift of the loop group element,264 1 0 0C(z) 1
D(z) E(z) 1
375 2 gGL3 (1.2.2)
to the centrally extended loop group, dGL3,
where C(z) =
X
i2Z
ci
zi+1
, D(z) =
X
i2Z
di
zi+1
, and E(z) =
X
i2Z
ei
zi+1
. The cis, dis, and eis are
formal variables, since our tau-functions will be equal to infinite sums of monomials in these
variables and this allows us to avoid issues of convergence. As in the dGL2 case, the action
of g on fermionic Fock space has an expression in terms of fermion fields (chapter 3).
We now have three fermionic translation operators: Q0, Q1, and Q2, which are lifts of264z
 1 0 0
0  1 0
0 0  1
375 ,
264 1 0 00 z 1 0
0 0  1
375 , and
264 1 0 00  1 0
0 0 z 1
375 , (1.2.3)
respectively. (As in the dGL2 case these operators act on fermionic Fock space as products of
the wedging operators. The technical details of this will be discussed later, see section A.3.)
We then define
Definition 1.2.2. T1 = Q1Q
 1
0 and T2 = Q2Q
 1
1 ,
and shifted group elements as those obtained by conjugating g by powers of Q0 and Q1
(conjugating by Q2 can be expressed in terms of conjugating by Q0 and Q1, so this does not
given us any new shifts):
Definition 1.2.3.
g(↵, ) = Q↵0Q
 
1gQ
  
1 Q
 ↵
0 2 dGL3. (1.2.4)
As in the dGL2 case, conjugating g by the fermionic translation operators shifts the indices
of the variables and also changes the signs in front of the series:
g(↵, ) = Q↵0Q
 
1gQ
  
1 Q
 ↵
0 =
264 1 0 0C(↵  )(z) 1 0
D(↵)(z) E( )(z) 1
375 , (1.2.5)
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where
C(↵) = ( 1)↵
X
i2Z
ci+↵
zi+1
(1.2.6)
and D(↵)(z) and E( )(z) are analogously defined.
Our dGL3 tau-functions are then
Definition 1.2.4. ⌧ (↵, )k,` = hT k1 T `2v0, g(↵, )v0i.
We derive the di↵erence relations that these tau-functions satisfy by taking the Birkho↵
factorization of
g[k,`](↵, ) = T `2 T
 k
1 g
(↵, ). (1.2.7)
That is,
g[k,`](↵, ) = g[k,`](↵, )  g
[k,`](↵, )
0+ , (1.2.8)
where
g[k,`](↵, )  = I +O(z 1) (1.2.9)
and
g[k,`](↵)0+ = A
(↵, )
k,` +O(z), (1.2.10)
I denotes the 3⇥3 identity matrix and A(↵, )k,` is an invertible, z-independent matrix. O(z 1)
andO(z) are as before, terms with only strictly negative powers of z and only strictly positive
powers of z, respectively.
As in the dGL2 case the entries of g[k,`](↵, )  are expressed in terms of shift fields acting on
the tau-functions. We define new matrix Baker functions and connection matrices between
these matrix Baker functions. The 1.2.12 di↵erence relations are then obtained the same
way as in the dGL2 case, by factoring the connection matrices in multiple ways to obtain
non-trivial relations satisfied by the tau-functions. We now have two di↵erent connection
matrices,
U (↵, )k+,` and U
(↵, )
k,`+
. (1.2.11)
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The following diagram indicates factorizations for U (↵, )k+,` . The diagram for factorizations of
U (↵, )k,`+ is similar.
 [k,`](↵ 1, )  
[k+1,`]
(↵ 1, )  
[k+2]
(↵ 1, )
 [k,`](↵, )  
[k+1]
(↵, )
 [k 1,`](↵+1, )  
[k,`]
(↵+1, )  
[k+1,`]
(↵+1, )
U
(↵ 1, )
k+,`
V
(↵ 1+, )
k,`
U
(↵ 1, )
k+1+,`
V
(↵ 1+, )
k+1,`
W
(↵ 1+, )
k+1,` W
(↵ 1+, )
k+2,`
U
(↵, )
k+,`
V
(↵+, )
k,`
W
(↵+, )
k,`
W
(↵+, )
k+1,`
V
(↵+, )
k+1,`
U
(↵+1, )
k 1+,` U
(↵+1, )
k+,`
The details will be discussed in chapter 3. In particular, we will show that the 3Q-system
contains the following equations, for all k, `   0 and ↵,   2 Z,
⌧ (↵, )k,` 1⌧
(↵+1, )
k,` =⌧
(↵+1, )
k 1,` 1⌧
(↵, )
k+1,` + ⌧
(↵, )
k,` ⌧
(↵+1, )
k,` 1
⌧ (↵, )k 1,`⌧
(↵, +1)
k,`+1 =⌧
(↵, )
k 1,`+1⌧
(↵, +1)
k,` + ⌧
(↵, +1)
k 1,` ⌧
(↵, )
k,`+1
(⌧ (↵, +1)k,` )
2 =⌧ (↵, )k,` ⌧
(↵, +2)
k,`   ⌧ (↵, +2)k,` 1 ⌧ (↵, )k,`+1   ⌧ (↵, +2)k+1,` ⌧ (↵, )k 1,`
(⌧ (↵+1, )k,` )
2 =⌧ (↵, )k,` ⌧
(↵+2, )
k,` + ⌧
(↵, )
k+1,`+1⌧
(↵+2, )
k 1,` 1   ⌧ (↵, )k+1,`⌧ (↵+2, )k 1,` ,
(1.2.12)
In the next two subsections, we describe the nT -hierarchies, n = 2, 3.
1.3 cGL(2)1 hierarchy
The cGL(2)1 tau-functions are defined similarly to the dGL2 tau-functions. The vacuum vector,
v0, and fermionic translation operators, Q0 and Q1 are the same as in subsection 1.1 and as
described in A.3. We define an infinite matrix group, cGL(2)1 as follows:
Definition 1.3.1. Let Ei,ja,b be the elements of End(H
(2)) given by
Ei,ja,becz
m =  bc jmeaz
j, 0  a, b  1 i, j 2 Z (1.3.1)
where ea is the standard basis element of C2, with a 1 in the ath position and a 0 in the
other position.
Definition 1.3.2. gl(2)1 is the Lie subalgebra of End(H(2)) generated by the Ei,ja,bs.
Definition 1.3.3. The Lie group, GL(2)1 is the group of invertible matrices that di↵er from
the identity matrix by an element of gl(2)1 .
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Remark 1.3.4. The Lie algebra element, Eabzk in the dGLn case can be embedded in gl(2)1
by
Eabz
k 7!
X
i2Z
Ei+k,iab . (1.3.2)
Definition 1.3.5. The analogue, g, of the group element in subsection 1.1 is a lift of
I +
X
i,j2Z
ci,jE
 i 1,j
1,0 2 GL(2)1 (1.3.3)
to the centrally extended group, cGL(2)1 .
We conjugate g by the fermionic translation operators and define
Definition 1.3.6. g(↵, ) = Q↵0Q
 
1gQ
  
1 Q
 ↵
0 .
(Here, unlike in the dGL2 case, each fermionic translation operator results in a distinct
shift.)
Recall that the Qis were defined in the dGLn cases to be lifts of the matrices
Eiiz
 1  
X
j 6=i
Ejj. (1.3.4)
Here, Qi is a lift of
 
X
j 6=i
`2Z
E``jj +
X
`2Z
E`,`+1ii . (1.3.5)
The tau-functions are then
Definition 1.3.7. ⌧ (↵, )k = hT kv0, g(↵, )v0i.
Gauss factorization is the analogue of “Birkho↵ factorization” for the infinite matrix
groups, GL(n)1 . Given a group element, g 2 GL(2)1 , the Gauss factorization is
g = g g0+ (1.3.6)
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where g  is the identity matrix plus linear combinations of E
 i 1,j
a,b s, where i, j   0, and
g0+ is an invertible matrix that has no terms of the form E
 i 1,j
a,b where i and j are both
nonnegative.
To obtain our di↵erence relations for the cGL(2)1 tau-functions, we use the Gauss factor-
ization of
g[k](↵, ) = T kg(↵, ). (1.3.7)
Similarly to the dGLn cases, we define “connection matrices” which have no terms of the
form E i 1,ja,b , i, j   0. The method described in sections 1.1 and 1.2 of factoring these con-
nection matrices requires that we calculate the inverses of some of the connection matrices.
This is easy for n ⇥ n matrices, but is quite non-trivial for the infinite matrices obtained
in the GL(n)1 cases. Therefore, we instead use the nonnegativity of our connection matrices
(i.e. the fact that they include no E i 1,ja,b s, where i, j   0) to write down nontrivial rela-
tions satisfied by the entries of these connection matrices. Since the connection matrices can
be expressed in terms of tau-functions, we can use these relations to obtain our di↵erence
equations (1.0.25, 1.4.3). Details will be discussed in chapters 4, 5, and 7, but the following
is a short outline of the process.
Let g[k](↵)  denote the negative part of the Gauss factorization of
T kn 1n 1 · · ·T k11 g(↵0,··· ,↵n 1). (1.3.8)
So
g[k](↵)  = I +
X
hi,j[k](↵)ab E
 i 1.j
ab (1.3.9)
for some hi,j[k](↵)ab . In general, the coe cients h
i,j[k](↵)
ab are di cult to calculate, but when
a 6= b, h0,0[k](↵)ab is easily seen to be a ratio of tau-functions. (The details will be given below
in chapters 4 and 5.)
The nonnegative matrices are of the form:
(g[k](↵)  )
 1Q 1j g
[`]( )
  (1.3.10)
for some j, 0  j  n   1 and ` = (`1, · · · , `n 1) and   = ( 0, · · · ,  n 1). (Note: k and
` are related to each other and ↵ and   are related to each other, but the details are not
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important here. For a list of nonnegative matrices, see A.9.5.) We note that the inverse of
g[k](↵)  = I +
X
hi,j[k](↵)ab E
 i 1.j
ab (1.3.11)
is easy to calculate. Namely,
(g[k](↵)  )
 1 = I  
X
hi,j[k](↵)ab E
 i 1,j
ab . (1.3.12)
If
(g[k](↵)  )
 1Q 1j g
[`]( )
  (1.3.13)
is nonnegative, the coe cient of E 1,0ii , i = 0, · · · , n  1 must be zero.
(g[k](↵)  )
 1Q 1j g
[`]( )
  =
= (I  
X
hi,j[k](↵)ab E
 i 1,j
ab )( 
X
i 6=j
`2Z
E``ii +
X
`2Z
E`+1,`jj )(I +
X
hi,j[`]( )ab E
 i 1,j
ab ).
So for i 6= j,
h0,0[k](↵)ii   h0,0[`]( )ii   h0,0[k](↵)ij h0,0[`]( )ji = 0. (1.3.14)
We commented earlier that when a 6= b, h0,0[k](↵)ab is a ratio of tau-functions. So (1.3.14)
gives us an expression for h0,0[k](↵)ii   h0,0[`]( )ii in terms of tau-functions. Trivially satisfied
relations for the h0,0[k](↵)ii s can then be used to obtain nontrivial relations satisfied by the
tau-functions. For example, in chapter 4, we will use
(h0,0[k](↵+1, )11   h0,0[k](↵, )11 ) + (h0,0[k+1](↵+1, +1)11   h0,0[k](↵+1, )11 ) =
= (h0,0[k+1](↵, +1)11   h0,0[k](↵, )11 ) + (h0,0[k+1](↵+1, +1)11   h0,0[k+1](↵, +1)11 )
and
h0,0[k](↵+1, )11   h0,0[k](↵, )11 =  
⌧ (↵, )k+1 ⌧
(↵+1, )
k 1
⌧ (↵, )k ⌧
(↵+1, )
k
(1.3.15)
and
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h0,0[k+1](↵, +1)11   h0,0[k](↵, )11 =  
⌧ (↵, )k+1 ⌧
(↵, +1)
k
⌧ (↵, )k ⌧
(↵, +1)
k+1
. (1.3.16)
to prove that
⌧ (↵, )k+1 ⌧
(↵+1, )
k 1
⌧ (↵, )k ⌧
(↵+1, )
k
+
⌧ (↵+1, )k+1 ⌧
(↵+1, +1)
k
⌧ (↵+1, )k ⌧
(↵+1, +1)
k+1
=
⌧ (↵, )k+1 ⌧
(↵, +1)
k
⌧ (↵, )k ⌧
(↵, +1)
k+1
+
⌧ (↵, +1)k+2 ⌧
(↵+1, +1)
k
⌧ (↵, +1)k+1 ⌧
(↵+1, +1)
k+1
, (1.3.17)
which we then use to prove the 2T -system equation, (1.0.25).
1.4 cGL(3)1 hierarchy
In the same way that the cGL(2)1 hierarchy is a generalization of the dGL2 hierarchy, the cGL(3)1
hierarchy generalizes the dGL3 hierarchy. The vacuum vector, v0, and fermionic translation
operators are the same as in subsection 1.2.
Definition 1.4.1. gl(3)1 is the Lie subalgebra of End(H(3)) generated by the Ei,ja,bs, where
0  a, b  2 and i, j 2 Z.
Definition 1.4.2. The Lie group, GL(3)1 is the group of invertible matrices that di↵er from
the identity matrix by an element of gl(3)1 .
The analogue, g, of the group element defined in the dGL3 case is a lift of
Definition 1.4.3.
I +
X
i,j2Z
ci,jE
 i 1,j
1,0 +
X
i,j2Z
di,jE
 i 1,j
2,0 +
X
i,j2Z
ei,jE
 i 1,j
2,1 2 GL(3)1 . (1.4.1)
to the centrally extended group, cGL(3)1 .
We conjugate g by the fermionic translation operators and define
Definition 1.4.4. g(↵, , ) = Q↵0Q
 
1Q
 
2gQ
  
2 Q
  
1 Q
 ↵
0 .
The tau-functions are then
Definition 1.4.5. ⌧ (↵, , )k,` = hT k1 T `2v0, g(↵, , )v0i,
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and the di↵erence relations they satisfy are obtained from the nonnegativity of elementary
connection matrices defined in terms of the Gauss factorizations of group elements,
T `2 T
 k
1 g
(↵, , ). (1.4.2)
We will show that these tau-functions satisfy
⌧ (↵+1, , )k,` ⌧
(↵, , )
k,`+1 =⌧
(↵, , )
k,` ⌧
(↵+1, , )
k,`+1   ⌧ (↵, , )k+1,`+1⌧ (↵+1, , )k 1,`
⌧ (↵, +1, )k,` ⌧
(↵, , )
k+1,`+1 =⌧
(↵, , )
k,` ⌧
(↵, +1, )
k+1,`+1   ⌧ (↵, , )k,`+1 ⌧ (↵, +1, )k+1,`
⌧ (↵, , +1)k,` ⌧
(↵, , )
k+1,` =⌧
(↵, , )
k,` ⌧
(↵, , +1)
k+1,`   ⌧ (↵, , )k,` 1 ⌧ (↵, , +1)k+1,`+1
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` + ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1   ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵, +1, )
k,` ⌧
(↵+1, , +1)
k,`   ⌧ (↵+1, , +1)k,`+1 ⌧ (↵, +1, )k,` 1   ⌧ (↵+1, , +1)k 1,` ⌧ (↵, +1, )k+1,`
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵, , +1)
k,` ⌧
(↵+1, +1, )
k,` + ⌧
(↵+1, +1, )
k 1,` 1 ⌧
(↵, , +1)
k+1,`+1   ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k,`+1 .
(1.4.3)
1.5 Further Motivation for Introducing These
Hierarchies
The main reason for studying these di↵erence equations is that the Q and T di↵erence rela-
tions appear in many areas of mathematics, so finding other contexts in which our hierarchies
of equations appear has the potential to illuminate and clarify connections between di↵erent
areas of mathematics.
Here we outline various places in which di↵erence relations such as ours appear:
1.5.1 Representation Theory
The characters of Kirillov-Reshetikhin modules are solutions to Q-systems and their q-
characters are solutions to T -systems [36], [35], [24]. As we have discussed above, our 2Q
hierarchy is equivalent to the A1/2 Q-system and our 2T hierarchy is equivalent to the A1/2
T -system. We have yet to find representation theoretic interpretations for our 3Q and 3T
systems.
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1.5.2 Cluster Algebras
We would like to introduce our di↵erence hierarchies within the context of cluster algebras.
Cluster algebras were first developed by Fomin and Zelevinsky [20], [21]. They are a special
collection of integral domains that have extremely nice combinatorial properties. They are
defined by an initial set of generators, and rules called mutations for obtaining the remaining
generators from this initial set. In the case of cluster algebras associated to graphs, mutations
correspond to a given collection of vertices, and are defined in terms of the incoming and
outgoing arrows at these vertices. More specifically, the mutation µk at vertex k, fixes all
variables, x` for ` 6= k, i.e., µk(x`) = x`. The new generator, µk(xk) = x0k is given by
xkx
0
k =
Y
xbk`` +
Y
x
fbk`
` , (1.5.1)
where the first product on the right side comes from arrows pointing toward the vertex k,
and the second product on the right side corresponds to outgoing arrows. In particular, we
see that the mutations are given by three-term relations. In [33] and [16], it was shown that
Q-system and T -system relations can be viewed as mutations in cluster algebras. Because
of this, we hope to find cluster algebraic mutations for our nQ and nT systems. Since some
of our di↵erence equations have more than three terms, we would like to find a generalized
cluster algebraic interpretation for them. (See, for example, [10].)
1.5.3 Ultra-discretization
Di↵erence equations such as ours also appear within the context of “ultra-discretization”.
“Ultra-discretization” is a method of turning discrete integrable equations into “ultra-discrete”
equations, i.e. equations that take only integer values. These ultra-discretized equations
preserve the properties of the original discrete equations, such as the existence of soliton
solutions.
The Box and Ball system is an ultra-discrete integrable system which first appeared in
[46]. The evolution of this system can be described simply in terms of finitely many balls
moving in an infinite array of boxes. (We will give the details in chapter 8.) The method
of ultra-discretization was first developed in 1996 by Tohikiro, Takahashi, Matsukidaira,
and Satsuma, who discovered that the Box and Ball system can be obtained from the KdV
equation by ultra-discretization [45].
The 2Q-equation is also known as the “discrete 1-dimensional Toda molecule equation”
[27], [26] and it can be ultra-discretized to obtain the “Box and Ball system” [28], [49].
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Following the same process as in the 2Q-system case, we have ultra-discretized the 2T -
system and obtained a generalization of the Box and Ball system. This new system will be
described in chapter 8. One of our goals for future work is to further study this system.
The Box and Ball system is also known to appear within the context of quantum integrable
systems, in crystal bases theory, see [22], [23]. Since we have obtained this system from
ultra-discretization, which is the classical integrable side, we would like to also find an
interpretation of this system within the context of quantum integrable systems.
1.5.4 Orthogonal Polynomials
Our dGL2 tau-functions are equal to determinants of Hankel matrices. Hankel matrices are
found in the study of orthogonal polynomials [29]. The connection matrices we use to prove
our di↵erence relations can be used to derive the orthogonality of a collection of polynomials
given in terms of our dGL2 tau-functions. Similarly, special cases of our dGL3 tau-functions
give us “multiple orthogonal polynomials of type II” [29], [50].
Here, we discuss the dGL2 and dGL3 cases (also discussed in [2]): Here, S±(z) denotes the
shift fields (discrete analogues of vertex operators described above).
In the dGL2 case, we have:
Lemma 1.5.1. For each k, zkS+(z)⌧ (↵)k is a polynomial.
Example 1.5.2. Consider
z2S+(z)⌧ (↵)2 = z
2(S+(z) det
"
c↵ c↵+1
c↵+1 c↵+2
#
) = z2((c↵   c↵+1/z)  (c↵+2   c↵+3/z)2) =
= det
"
c↵ c↵+1
c↵+1 c↵+2
#
  det
"
c↵ c↵+1
c↵+2 c↵+3
#
/z + det
"
c↵+1 c↵+2
c↵+2 c↵+3
#
/z2) =
= z2⌧ (↵)2   z det
"
c↵ c↵+1
c↵+2 c↵+3
#
+ ⌧ (↵+1)2 .
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In particular,
zkS+(z)⌧ (↵)k = ( 1)k↵ det
266664
c↵ c↵+1 · · · c↵+k 1 1
c↵+1 c↵+2 · · · c↵+k z
...
... · · · ... ...
c↵+k c↵+k+1 · · · c↵+2k 1 zk
377775 for all ↵ 2 Z and for all k   0.
(1.5.2)
This formula comes from the fact that
p(↵)k (z) := z
kS+(z)⌧ (↵)k =
1
k!
Resw(
Y
1i<jk
(wi   wj)2
kY
i+1
(z   wi)
kY
i=1
C(↵)(wi)), (1.5.3)
where C(↵)(z) is the series given in the definition of the shifted group elements, g(↵). (Resw
indicates that we successively take the residue over each of the wi variables.)
We can use the connection matrices to prove that
Theorem 1.5.3. For all k, `   0,
Resz(p
(↵)
k (z)p
(↵)
` (z)
1X
i=0
c↵+1
zi+1
) = 0. (1.5.4)
That is, the polynomials S+(z)⌧ (↵)k are orthogonal for the bilinear product, h , i defined
by
Definition 1.5.4. hf(z), g(z)i = Resz(
P1
i=0
c↵+1
zi+1 f(z)g(z)).
Proof.
( [0](↵)) 1 [k](↵) = U (↵)0 U
(↵)
1 · · ·U (↵)k 1, (1.5.5)
which is a product of nonnegative matrices and hence is nonnegative. But
( [0](↵)) 1 [k](↵) =
"
1 0
 P1i=0 c↵+izi+1
#
1
⌧ (↵)k
"
zkS+(z)⌧ (↵)k z
k 1S+(z)⌧ (↵)k 1
z k 1S (z)⌧ (↵)k+1 z
 kS (z)⌧ (↵)k
#
. (1.5.6)
The entry in the first column and second row of ( [0](↵)) 1 [k](↵) has no negative powers of
z and z k 1S (z)⌧ (↵)k+1 has highest degree  k   1, so
hp(↵)(z)k , zni = 0 (1.5.7)
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for all 0  n < k, which implies our result.
In the dGL3 case, we restrict to the case that the series E(z) in the definition of the group
element, g, is 0. We have shift fields, S±c (z) and S
±
d (z) associated to each set of variables,
cis and dis. These act as S±(z) on the variables indicated by the subscript and trivially on
the other variables.
Lemma 1.5.5. For each k, `, S+c (z)S
+
d (z)⌧
(↵, )
k,` is a polynomial.
(Actually, zkS+c (z)S
+
d (z)⌧
(↵, )
k,` is 0 when k < `. This can be seen immediately from the
formula for the dGL3 tau-functions given in chapter 3.)
In particular,
zkS+c (z)S
+
d (z)⌧
(↵, )
k,` = ( 1)
`(`+1)
2 +k↵+(k+`) ⇥
det
266664
d↵ · · · d↵+` 1 c↵   · · · c↵  +k ` 1 1
d↵+1 · · · d↵+` c↵  +1 · · · c↵  +k ` z
... · · · ... ... · · · ... ...
d↵+k · · · d↵+k+` 1 c↵  +k · · · c↵  +2k ` 1 zk
377775
These polynomials are “multiple orthogonal polynomials of type II” [29], [50] since if we
define
Definition 1.5.6.
h , iC = Resz(
X c↵  +i
zi+1
f(z)g(z)) (1.5.8)
and
h , iD = Resz(
X d↵+i
zi+1
f(z)g(z)), (1.5.9)
we have
hp(↵, )k,` , zniC = 0 (1.5.10)
for 0  n  `, and
hp(↵, )k,` , zniD = 0 (1.5.11)
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for 0  n < `.
These can be proved similarly to the dGL2 case, by observing that
( [0,0](↵, )) 1 [k,`](↵, ) (1.5.12)
is nonnegative since
( [0,0](↵, )) 1 [k,`](↵, ) = U (↵, )[0+,0]U
(↵, )
[1+,0]
· · ·U (↵, )[k 1+,0]U
(↵, )
[k,0+]
U (↵, )[k,1+] · · ·U
(↵, )
[k,` 1+]. (1.5.13)
For more details, see [2].
A question for further study is whether we can generalize this dGL3 case by dropping the
restriction that the series E(z) is 0. (For more on orthogonal polynomials see for example,
[5], [44], [14], [11].)
1.5.5 Quantum Integrable Systems
In [39] and [51] di↵erence relations satisfied by quantum transfer matrices are given. The
most basic case corresponds to quantum transfer matrices associated to Young diagrams
consisting of only one block of boxes, and they satisfy T -system relations. We recall that
our cGL(2)1 tau-functions also satisfy T -system relations. The next simplest case corresponds
to quantum transfer matrices associated to Young diagrams with two blocks of boxes and
the relation they satisfy seems to be related to the four-term di↵erence relations satisfied by
our cGL(3)1 relations. It would be interesting to see if this continues for n > 3 and to further
study why such a connection exists.
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Chapter 2dGL2 Tau-functions
In this chapter, we define the dGL2 tau-functions and show that they satisfy a Q-system [17].
More specifically, we will define ⌧ (↵)k and prove the following theorem
Theorem 2.0.1. For all k   0 and ↵ 2 Z, the ⌧ (↵)k satisfy
(⌧ (↵)k )
2
= ⌧ (↵ 1)k ⌧
(↵+1)
k   ⌧ (↵ 1)k+1 ⌧ (↵+1)k 1 . (2.0.1)
Consider the lie algebra, cgl2 = gl2⌦C[z, z 1] Cc, the centrally extended loop algebra of
gl2. Let C(z) =
P
i2Z
ci
zi+1 , where ci 2 C. We consider following infinite sum of cgl2 elements:"
0 0
C(z) 0
#
. (2.0.2)
We exponentiate this sum of elements to obtain the following group element:
Definition 2.0.2. g = exp
 "
0 0
C(z) 0
#!
=
"
1 0
C(z) 1
#
2 dGL2
Definition 2.0.3. ⌧k = hT kv0, gv0i
In order to obtain our di↵erence relations, we also need “shifted tau-functions”.
Definition 2.0.4. Let C(↵)(z) = ( 1)↵
X
i2Z
c↵+i
zi+1
.
Then
Definition 2.0.5. ⌧ (↵)k = hT kv0, g(↵)v0i,
where
"
1 0
C(↵)(z) 1
#
.
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Remark 2.0.6. The shifts correspond to conjugating by powers of Q0 =
"
z 1 0
0  1
#
, since
Q0
"
1 0
C(↵)(z) 1
#
Q 10 =
"
1 0
C(↵+1)(z) 1
#
. (2.0.3)
Theorem 2.0.7. When k > 0, ⌧ (↵)k = ( 1)k↵ det
266664
c↵ c↵+1 · · · c↵+n 1
c↵+1 c↵+2 · · · c↵+n
...
... · · · ...
c↵+n 1 c↵+n · · · c↵+2n 2
377775. ⌧ (↵)0 = 1
and ⌧ (↵)k = 0 for k < 0.
Proof. The generating series of loop algebra elements, E10(w) :=
P
i2ZE10z
iw i 1, acts on
fermionic Fock space by the following product of fermion fields:  +1 (w) 
 
0 (w) (see section
A.4). We also have that
Resw(C
(↵)(w)E10(w)) =
"
0 0
C(↵)(z) 0
#
. (2.0.4)
Exponentiating the series of loop algebra elements to obtain the loop group element g(↵), we
have
g(↵) = exp(Resw(C
(↵)(w)E10(w))) = exp(Resw(C
(↵)(w) +1 (w) 
 
0 (w))).
E10(w) has degree  1  0 and T has degree  1  0. This immediately implies that ⌧ (↵)k = 0
for k < 0. When k > 0,
⌧ (↵)k = hT kv0, g(↵)v0i =
1
k!
Resw1 · · ·Reswk
kY
i=1
C(↵)(wi)hT kv0,
kY
i=1
 +1 (wi) 
 
0 (wi)v0i.
By Lemma A.3.3 and Lemma A.6.1 (where m or n is 0),
hT kv0,
kY
i=1
 +1 (wi) 
 
0 (wi)v0i =
Y
i<j
(wj   wi)2,
which is a Vandermonde determinant squared. Using the Leibniz form of the determinant,
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we then write
Y
i<j
(wj   wi)2 =
X
 2Sk
sgn( )
kY
i=1
w (i) 1i det
266664
1 1 · · · 1
w1 w2 · · · wk
...
... · · · ...
wk 11 w
k 1
2 · · · wk 1k
377775 . (2.0.5)
For each   2 Sk,
Resw1 · · ·Reswk
0BBBB@
kY
i=1
C(↵)(wi)sgn( )
kY
i=1
w (i) 1i det
266664
1 1 · · · 1
w1 w2 · · · wk
...
... · · · ...
wk 11 w
k 1
2 · · · wk 1k
377775
1CCCCA =
= ( 1)k↵ det
266664
c↵ c↵+1 · · · c↵+n 1
c↵+1 c↵+2 · · · c↵+n
...
... · · · ...
c↵+n 1 c↵+n · · · c↵+2n 2
377775 , (2.0.6)
and the result holds. We can then obtain our di↵erence relations by applying the Desnanot-
Jacobi identity [9], which is given pictorially here. The blue boxes correspond to n⇥n matrix
and the dark lines denote the removal of a row or column.
det det = det det   det det
Although the di↵erence relations in this case are easily found using a simple determinantal
identity, this method is not apparently generalizable to dGLn, n > 2 cases. For this reason, we
present an alternative method for deriving our relations. We define “matrix Baker functions”
and compute “connection matrices” between them. We use “Birkho↵ factorizations” (see
[41]) to prove that the connection matrices have entries with only nonnegative powers of
z. We factor these connection matrices in two di↵erent ways and the compatibility of these
factorizations implies our di↵erence relations.
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2.1 Proof by Factoring Connection Matrices
Proof. When ⌧ (↵)k 6= 0, we have a Birkho↵ factorization for T kg(↵). That is, we can write
T kg(↵) = g[k](↵)  g
[k](↵)
+ , where ⇡(g
[k](↵)
  ) = I+ terms with only negative powers of z and
⇡(g[k](↵)+ ) = A
(↵)
k + terms with only positive powers of z, and A
(↵)
k is a 2 ⇥ 2 matrix whose
entries are independent of z.
From section A.8.3, we have
Theorem 2.1.1. g[k](↵)  =
1
⌧
(↵)
k
"
S+(z)⌧ (↵)k S
+(z)⌧ (↵)k 1
S (z)⌧ (↵)k+1 S
 (z)⌧ (↵)k
#
The shift fields, S±(z) are defined in A.8.2.
Remark 2.1.2. Using the definition of the shift fields, this theorem allows us to easily read
o↵ the coe cient of z 1 in the upper right and lower left entries of the negative part of
the Birkho↵ factorization: The coe cient of z 1 in the upper right entry is
⌧
(↵)
k 1
⌧
(↵)
k
and the
coe cient of z 1 in the lower left entry is
⌧
(↵)
k+1
⌧
(↵)
k
.
Definition 2.1.3. The “Matrix Baker Functions” are given by
 [k](↵) = T kg[k](↵)  . (2.1.1)
Since the matrix baker functions are invertible, they are related to each other by invertible
matrices. We therefore define our “connection matrices” as follows:
Definition 2.1.4. U (↵)k = ( 
[k](↵)) 1 [k+1](↵).
We will prove in the appendix that the entries of the connection matrices have only
nonnegative powers of z and can be expressed in terms of the tau-functions. We factor these
connection matrices in terms of “elementary connection matrices”, which also have only
nonnegative powers of z and can be expressed in terms of the tau-functions. The equality
of two di↵erent factorizations of the connection matrices in terms of elementary connection
matrices will imply our di↵erence relations.
Definition 2.1.5. The “elementary connection matrices” are given by
V (↵)k = (g
[k](↵)
  )
 1Q 10 g
[k](↵+1)
  and W
(↵)
k = (g
[k+1](↵)
  )
 1Q 11 g
[k](↵+1)
  (2.1.2)
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Lemma 2.1.6.
V (↵)k =
264z + ⌧
(↵+1)
k 1 ⌧
(↵)
k+1
⌧
(↵+1)
k ⌧
(↵)
k
⌧
(↵+1)
k 1
⌧
(↵+1)
k
  ⌧
(↵)
k+1
⌧
(↵)
k
 1
375 , W (↵)k =
264  1   ⌧
(↵)
k
⌧
(↵)
k+1
⌧
(↵+1)
k+1
⌧
(↵+1)
k
z +
⌧
(↵)
k ⌧
(↵+1)
k+1
⌧
(↵)
k+1⌧
(↵+1)
k
375 (2.1.3)
Proof. Here, we will only prove the formula for V (↵)k . The formula for W
(↵)
k is analogous.
V (↵)k =
264 1 +O   ⌧
(↵)
k 1
⌧
(↵)
k z
+O
  ⌧
(↵)
k+1
⌧
(↵)
k z
+O 1 +O
375"z 0
0  1
#264 1 +O ⌧
(↵+1)
k 1
⌧
(↵+1)
k z
+O
⌧
(↵+1)
k+1
⌧
(↵+1)
k z
+O 1 +O
375 =
=
264 1 +O   ⌧
(↵)
k 1
⌧
(↵)
k z
+O
  ⌧
(↵)
k+1
⌧
(↵)
k z
+O 1 +O
375
264 z +O ⌧
(↵+1)
k 1
⌧
(↵+1)
k
+O
  ⌧
(↵+1)
k+1
⌧
(↵+1)
k z
+O  1 +O
375 =
264z + A ⌧
(↵+1)
k 1
⌧
(↵+1)
k
  ⌧
(↵)
k+1
⌧
(↵)
k
 1
375 .
We then solve for A by using the fact that the determinant of V (↵)k is  z. Here, O denotes
terms with lower powers of z.
The definitions of the elementary connection matrices give us
U (↵)k = V
(↵)
k (W
(↵)
k )
 1 = (W (↵ 1)k )
 1V (↵ 1)k+1 . (2.1.4)
We have
(2.1.5)
U (↵)k =
266664
 z   ⌧
(↵)
k ⌧
(↵+1)
k+1
⌧
(↵)
k+1⌧
(↵+1)
k
  ⌧
(↵+1)
k 1 ⌧
(↵)
k+1
⌧
(↵+1)
k ⌧
(↵)
k
  ⌧
(↵)
k
⌧
(↵)
k+1
⌧
(↵)
k+1
⌧
(↵)
k
0
377775 = (2.1.6)
=
266664
 z   ⌧
(↵)
k ⌧
(↵ 1)
k+2
⌧
(↵)
k+1⌧
(↵ 1)
k+1
  ⌧
(↵ 1)
k ⌧
(↵)
k+1
⌧
(↵ 1)
k+1 ⌧
(↵)
k
  ⌧
(↵)
k
⌧
(↵)
k+1
⌧
(↵)
k+1
⌧
(↵)
k
0
377775 . (2.1.7)
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So
⌧ (↵)k ⌧
(↵+1)
k+1
⌧ (↵)k+1⌧
(↵+1)
k
+
⌧ (↵+1)k 1 ⌧
(↵)
k+1
⌧ (↵+1)k ⌧
(↵)
k
=
⌧ (↵)k ⌧
(↵ 1)
k+2
⌧ (↵)k+1⌧
(↵ 1)
k+1
+
⌧ (↵ 1)k ⌧
(↵)
k+1
⌧ (↵ 1)k+1 ⌧
(↵)
k
(2.1.8)
and bringing all terms under a common denominator, the equality of the numerator gives
(⌧ (↵)k )
2(⌧ (↵ 1)k+2 ⌧
(↵+1)
k   ⌧ (↵ 1)k+1 ⌧ (↵+1)k+1 ) = (⌧ (↵)k+1)2(⌧ (↵ 1)k+1 ⌧ (↵+1)k 1   ⌧ (↵ 1)k ⌧ (↵+1)k ) (2.1.9)
and we observe that the equality of the blue pieces is the Q-system equation for some k,
while the equality of the red pieces is the Q-system for k+1. We thus obtain the Q-system by
induction: Since we have the initial conditions, ⌧ (↵) 1 = 0 and ⌧
(↵)
0 = 1 for all ↵, the equation
⌧ (↵ 1)1 ⌧
(↵+1)
 1 = ⌧
(↵+1)
0 ⌧
(↵ 1)
0   (⌧ (↵)0 )2 (2.1.10)
is trivially satisfied. So (2.1.9) implies that the Q-system relation holds for all k.
2.2 Another Proof
We can alternatively derive the Q-system relations as follows:
Proof. We have that the following elementary connection matrices are nonnegative in z, i.e.,
their expressions contain no negative powers of z:
V (↵)k = (g
[k](↵)
  )
 1Q 10 g
[k](↵+1)
 
W (↵)k = (g
[k](↵)
  )
 1Q 11 g
[k 1](↵+1)
  .
We note that the g[k](↵)  s have determinant 1. We use the following two basic facts: The
inverse of a two by two matrix,
 
a b
c d
!
with determinant 1 is
 
d  b
 c a
!
, and given an
invertible matrix, I + Az +O, its inverse is I   Az +O.
Let Eab be the 2 ⇥ 2 matrix with 1 in the a, b entry and 0 elsewhere, let hi,[k](↵)ab denote
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the coe cient of Eabz i 1 in g
[k](↵)
  and let h
[k](↵)
ab = h
0,[k](↵)
ab . So
V (↵)k = (I +
1X
i=0
a,b=0,1
hi,[k](↵)ab Eabz
 i 1) 1(E00z   E11)(I +
1X
i=0
a,b=0,1
hi,[k](↵+1)ab Eabz
 i 1) =
= (I +
1X
i=0
hi,[k](↵)00 E11z
 i 1 +
1X
i=0
hi,[k](↵)11 E00z
 i 1+
 
1X
i=0
hi,[k](↵)10 E10z
 i 1  
1X
i=0
hi,[k](↵)01 E01z
 i 1)
⇥ (E00z   E11)(I +
1X
i=0
a,b=0,1
hi,[k](↵+1)ab Eabz
 i 1).
Since V (↵)k is nonnegative in z, the coe cient of E11z
 1 in this expression is 0. Therefore,
we have
  h[k](↵)00   h[k](↵+1)11   h[k](↵)10 h[k](↵+1)01 = 0. (2.2.1)
But h[k](↵)10 and h
[k](↵+1)
01 are easily read o↵ from the formula for the g
[k](↵)
  s (see Remark 2.1.2):
h[k](↵)10 =
⌧ (↵)k+1
⌧ (↵)k
and h[k](↵+1)01 =
⌧ (↵+1)k 1
⌧ (↵+1)k
. (2.2.2)
So
h[k](↵)00 + h
[k](↵+1)
11 =  
⌧ (↵)k+1⌧
(↵+1)
k 1
⌧ (↵)k ⌧
(↵+1)
k
(2.2.3)
Using that (I+ Az +O(z)) 1 = I  Az +O(z) and
 
a b
c d
! 1
=
 
d  b
 c a
!
when ad  bc = 1,
we see that h[k](↵)00 =  h[k](↵)11 . So we obtain
  h[k](↵)11 + h[k](↵+1)11 =  
⌧ (↵)k+1⌧
(↵+1)
k 1
⌧ (↵)k ⌧
(↵+1)
k
. (2.2.4)
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Using the same argument as above, this time with W (↵)k , the coe cient of E00z
 1 is 0 gives
 h[k](↵)11   h[k 1](↵+1)00 = h[k](↵)01 h[k 1](↵+1)10 =
⌧ (↵)k 1⌧
(↵+1)
k
⌧ (↵)k ⌧
(↵+1)
k 1
. (2.2.5)
So
  h[k](↵)11 + h[k 1](↵+1)11 =
⌧ (↵)k 1⌧
(↵+1)
k
⌧ (↵)k ⌧
(↵+1)
k 1
(2.2.6)
and since
  h[k+1](↵)11 + h[k](↵+1)11   h[k](↵+1)11 + h[k](↵)11 =
=  h[k+1](↵)11 + h[k+1](↵ 1)11   h[k+1](↵ 1)11 + h[k](↵)11 . (2.2.7)
is trivially true, using (2.2.4) and (2.2.6), this gives
⌧ (↵)k ⌧
(↵+1)
k+1
⌧ (↵)k+1⌧
(↵+1)
k
+
⌧ (↵+1)k 1 ⌧
(↵)
k+1
⌧ (↵+1)k ⌧
(↵)
k
=
⌧ (↵)k ⌧
(↵ 1)
k+2
⌧ (↵)k+1⌧
(↵ 1)
k+1
+
⌧ (↵ 1)k ⌧
(↵)
k+1
⌧ (↵ 1)k+1 ⌧
(↵)
k
. (2.2.8)
Proceeding exactly as we did in the proof of Theorem 2.1, i.e. bringing all terms under the
same denominator, using the fact that ⌧ (↵) 1 = 0 and ⌧
(↵)
0 = 1 for all ↵ 2 Z, and induction,
our result follows.
Remark 2.2.1. The main advantage of the above proof is that it does not require us to
invert the elementary connections matrices, which can be cumbersome when we generalize to
higher n cases. We will also use this method to derive the cGL(n)1 di↵erence relations. There,
the elementary connection matrices are infinite and it is not obvious how to invert them.
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Chapter 3dGL3 Tau-functions
In this chapter, we introduce dGL3 tau-functions, ⌧ (↵, )k,` , and prove
Theorem 3.0.1. The dGL3 tau-functions, ⌧ (↵, )k,` satisfy
(⌧ (↵+1, )k,` )
2 = ⌧ (↵, )k,` ⌧
(↵+2, )
k,` + ⌧
(↵, )
k+1,`+1⌧
(↵+2, )
k 1,` 1   ⌧ (↵, )k+1,`⌧ (↵+2, )k 1,` ([0])
⌧ (↵+2, )k 1,` 1⌧
(↵+1, )
k+1,` + ⌧
(↵+1, )
k,` ⌧
(↵+2, )
k,` 1 = ⌧
(↵+1, )
k,` 1 ⌧
(↵+2, )
k,` ([2])
(⌧ (↵, +1)k,` )
2 = ⌧ (↵, )k,` ⌧
(↵, +2)
k,`   ⌧ (↵, +2)k,` 1 ⌧ (↵, )k,`+1   ⌧ (↵, +2)k+1,` ⌧ (↵, )k 1,` ([1,1])
⌧ (↵, )k 1,`+1⌧
(↵, +1)
k,` + ⌧
(↵, +1)
k 1,` ⌧
(↵, )
k,`+1 = ⌧
(↵, )
k 1,`⌧
(↵, +1)
k,`+1 . ([1])
Our dGL3 tau-functions are defined analogously to our dGL2 tau-functions. Here, we
consider the action of the loop group element,
Definition 3.0.2.
g =
264 1 0 0C(z) 1 0
D(z) E(z) 1
375 = (3.0.1)
= exp
0B@
264 0 0 0C(z) 0 0
0 0 0
375
1CA exp
0B@
264 0 0 00 0 0
D(z) 0 0
375
1CA exp
0B@
2640 0 00 0 0
0 E(z) 0
375
1CA (3.0.2)
on three-component fermionic Fock space. Here, C(z) =
P
i2Z
ci
zi+1 , D(z) =
P
i2Z
di
zi+1 ,
and E(z) =
P
i2Z
ei
zi+1 . We will see that our tau-functions are infinite sums of monomials in
the cis, dis, and eis, so we take these variables to be formal so that issues of convergence do
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not appear. (Recall that in the dGL2 case, our cis were allowed to be complex numbers or
formal variables. There, each tau-function consisted of only finite sums of monomials in the
cis.)
The 264 0 0 0C(z) 0 0
0 0 0
375 ,
264 0 0 00 0 0
D(z) 0 0
375 , and
2640 0 00 0 0
0 E(z) 0
375 (3.0.3)
are sums of cgl3 elements, and their actions on fermionic Fock space can be expressed in terms
of generating series of Lie algebra elements. For example,
264 0 0 0C(z) 0 0
0 0 0
375 = Resz(C(z)E10(z)), (3.0.4)
where the E10(z) is generating series of Lie algebra elements as given in section A.4.
We then define the tau-functions to be
Definition 3.0.3. ⌧k,` = hT k1 T `2v0, gv0i
where T1 and T2 are lifts of264 z 0 00  z 1 0
0 0 1
375 and
2641 0 00  z 0
0 0  z 1
375 , respectively. (3.0.5)
As in the dGL2 case, we define “shifted tau-functions”, which come from conjugating group
element g by powers of fermionic translation operators.
Definition 3.0.4. g(↵, ) =
264 1 0 0C(↵  )(z) 1 0
D(↵)(z) E( )(z) 1
375 = Q↵0Q 1gQ  1 Q ↵0 , where the super-
scripts denote the shifts in the series C(z), D(z), and E(z) and also sign changes corre-
sponding to the shifts, as in Chapter 2. (Recall, for example, C(↵)(z) = ( 1)↵
X
i2Z
c↵+i
zi+1
.)
Remark 3.0.5. We note that we do not need Q2 to obtain all possible shifts, since conju-
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gation by Q2 can be written in terms of conjugation of Q0 and Q1:
Q2gQ
 1
2 = Q
 1
0 Q
 1
1 gQ1Q0. (3.0.6)
Theorem 3.0.6.
⌧ (↵, )k,` =
X
nc+nd=k,nd+ne=`
nc,nd,ne 0
c(↵, )nc,nd,ne (3.0.7)
where
c(↵, )nc,nd,ne =
1
nc!nd!ne!
Resx,y,z
 
ncY
i=1
C(↵  )(xi)
ndY
i=1
D(↵)(yi)
neY
i=1
E( )(zi)pnc,nd,ne
!
, (3.0.8)
and
pnc,nd,ne = ( 1)
nd(nd+1)
2 ⇥
⇥
Q
1i<jnc
(xi   xj)2
Q
1i<jnd
(yi   yj)2
Q
1i<jne
(zi   zj)2
ncQ
i=1
ndQ
j=1
(xi   yj)
ndQ
i=1
neQ
j=1
(yi   zj)
ncQ
i=1
neQ
j=1
(xi   zj)
Proof.
g = exp( c) exp( d) exp( e),
where
 c = Resz(C(z1)E10(z1)),  d = Resz1(D(z1)E20(z1)),  e = Resz1(E(z1)E21(z1)), (3.0.9)
and the Eij(z) are the generating series of Lie algebra elements as defined in section A.4.
This implies that ⌧k,` is the sum of
cnc,nd,ne = Resx,y,z
 
ncY
i=1
C(xi)
ndY
i=1
D(yi)
neY
i=1
E(zi)pnc,nd,ne
!
, (3.0.10)
where
pnc,nd,ne = hT k1 T `2v0,
ncY
i=1
 +1 (xi) 
 
0 (xi)
ndY
i=1
 +2 (yi) 
 
0 (yi)
neY
i=1
 +2 (zi) 
 
1 (zi)v0i, (3.0.11)
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and
nd + ne = `, nc + nd = k. (3.0.12)
We can factorize this using Lemma A.3.3 as
pnc,nd,ne = ( 1)
⇣
k(k 1)+`(` 1)
2 +k`+
nc(nc 1)+nd(nd 1)+ne(ne 1)
2 +ncne
⌘
⇥
⇥ hQ`2v0,
ndY
i=1
 +2 (yi)
neY
i=1
 +2 (zi)v0i⇥
⇥ hQk `1 v0,
ncY
i=1
 +1 (xi)
neY
i=1
  1 (zi)v0ihQ k0 v0,
ncY
i=1
  0 (xi)
ndY
i=1
  0 (yi)i.
Since, using (3.0.12),
( 1) k(k 1)+`(` 1)2 +k`+nc(nc 1)+nd(nd 1)+ne(ne 1)2 +ncne = ( 1)nd(nd+1)2 , (3.0.13)
the theorem follows from the calculation of correlation functions in section A.6.
3.1 Examples of 3⇥ 3 Tau-functions
1. ⌧ (↵, )k,` = 0 if k < 0 or ` < 0
2. ⌧ (↵, )0,0 = 1
3. ⌧ (↵, )k,0 = ( 1)k(↵+ ) det
266664
c↵   c↵  +1 · · · c↵  +k 1
c↵  +1 c↵  +2 · · · c↵  +k
...
... · · · ...
c↵  +k 1 c↵  +k · · · c↵  +2k 2
377775
4. ⌧ (↵, )0,` = ( 1) ` det
266664
e  e +1 · · · e +` 1
e +1 e +2 · · · e +`
...
... · · · ...
e +` 1 e +` · · · e +2` 2
377775
5. ⌧ (↵, )1,1 = ( 1)↵( d↵ +
1X
i=0
e +ic↵   i 1)
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6. ⌧ (↵, )1,2 = ( 1)↵+ (e 
1X
i=1
e +i+1c↵   i 1   e +1
1X
i=0
e +i+1c↵   i 2 + e +1d↵   e d↵+1)
7. ⌧ (↵, )2,1 = ( 1) (c↵  +1
1X
i=0
e +ic↵   i 1   c↵  
1X
i=0
e +ic↵   i + c↵  d↵+1   c↵  +1d↵)
We prove Theorem 3.0.1 in much the same way we proved the Q-system relations using
Birkho↵ factorizations. In this case, we consider the Birkho↵ factorizations of
g[k,`](↵, ) = T `2 T
 k
1 g
(↵, ). (3.1.1)
We can assume Birkho↵ factorizations exist whenever k, ` are both nonnegative, since we are
taking the coe cients appearing in the series C(z), D(z), and E(z) to be formal variables.
So the ⌧ (↵, )k,` , which are infinite sums of monomials in the cis, dis, and eis are nonzero when
neither k nor ` is negative. The additional advantage of considering the coe cients to be
formal variables, is that we then never have to worry about issues of convergence that might
appear had we considered our coe cients to be complex numbers as was allowed in the dGL2
case. We factor
T `2 T
 k
1 g
(↵, ) = g[k,`](↵, )  g
[k,`]
0+ . (3.1.2)
Lemma 3.1.1.
g[k,`](↵, )  =
1
⌧ (↵, )k,`
26664
S+c (z)S
+
d (z)⌧
(↵, )
k,` ( 1)`
S+c S
+
d (z)⌧
(↵, )
k 1,`
z ( 1)`
S+c (z)S
+
d (z)⌧
(↵, )
k 1,` 1
z
( 1)` S
 
c (z)S
+
e (z)⌧
(↵, )
k+1,`
z S
 
c (z)S
+
e (z)⌧
(↵, )
k,`
S c (z)S+e (z)⌧
(↵, )
k,` 1
z
( 1)`+1 S
 
d (z)S
 
e (z)⌧
(↵, )
k+1,`+1
z
S d (z)S
 
e (z)⌧
(↵, )
k,`+1
z S
 
d (z)S
 
e (z)⌧
(↵, )
k,`
37775
(3.1.3)
The shift fields, S±x (z), x = c, d, e are defined in subsection A.8.4. The proof of this
lemma is in subsection A.8.5.
Definition 3.1.2.
U (↵+, )k,` = (g
[k,`](↵, )
  )
 1T1g
[k+1,`](↵, )
  (3.1.4)
and
U (↵, +)k,` = (g
[k,`](↵, )
  )
 1T2g
[k,`](↵, )
  . (3.1.5)
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are called “connection matrices”
Definition 3.1.3. Let
V (↵+, )k,` = (g
[k,`](↵, )
  )
 1Q 10 g
[k,`](↵+1, )
  , (3.1.6)
W (↵+, )k,` = (g
[k,`](↵, )
  )
 1Q 11 g
[k 1,`](↵+1, )
  , (3.1.7)
V (↵, +)k,` = (g
[k,`](↵, )
  )
 1Q 11 g
[k,`](↵, +1)
  , (3.1.8)
and
W (↵, +)k,` = (g
[k,`](↵, )
  )
 1Q 12 g
[k,` 1](↵, +1)
  . (3.1.9)
We call these “elementary connection matrices”.
Lemma 3.1.4. The connection matrices and elementary connection matrices are nonnega-
tive in z. That is, they have no negative powers of z.
Proof. The proof of this appears in the appendix.
We are now ready to prove Theorem 3.0.1:
Proof. Using Lemmas A.8.7 and 3.1.4, we can calculate that
Lemma 3.1.5.
W (↵+, )k,` =
266666666666664
 1 ( 1)`+1 ⌧
(↵, )
k 1,`
⌧
(↵, )
k,`
0
( 1)` ⌧
(↵, )
k,`
⌧
(↵+1, )
k 1,`
z +
⌧
(↵+1, )
k 1,` 1⌧
(↵, )
k,`+1
⌧
(↵+1, )
k 1,` ⌧
(↵, )
k,`
+
⌧
(↵, )
k 1,`⌧
(↵+1, )
k,`
⌧
(↵, )
k,` ⌧
(↵+1, )
k 1,`
⌧
k 1,` 1(↵+1, )
⌧
(↵+1, )
k 1,`
0   ⌧
(↵, )
k,`+1
⌧
(↵, )
k,e⌧
 1
377777777777775
(3.1.10)
and
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V (↵+, )k,` =
266666666664
z +
⌧
(↵+1, )
k 1,` ⌧
(↵, )
k+1,`
⌧
(↵+1, )
k,` ⌧
(↵, )
k,`
  ⌧
(↵+1, )
k 1,` 1⌧
(↵, )
k+1,`+1
⌧
(↵+1, )
k,` ⌧
(↵, )
k,`
( 1)` ⌧
(↵+1, )
k 1,`
⌧
(↵+1, )
k,`
( 1)` ⌧
(↵+1, )
k 1,` 1
⌧
(↵+1, )
k,`
( 1)`+1 ⌧
(↵, )
k+1,`
⌧
(↵, )
k,`
 1 0
( 1)` ⌧k+1,`+1(↵, )
⌧
(↵, )
k,`
0  1
377777777775
(3.1.11)
V (↵, +)k,` =
266666666666664
 1 ( 1)`+1 ⌧
(↵, )
k 1,`
⌧
(↵, )
k,`
0
( 1)` ⌧
(↵, +1)
k+1,`
⌧k,`(↵, +1)
z +
⌧
(↵, +1)
k,` 1 ⌧
(↵, )
k,`+1
⌧
(↵, +1)
k,` ⌧
(↵, )
k,`
+
⌧
(↵, )
k 1,`⌧
(↵, +1)
k+1,`
⌧
(↵, )
k,` ⌧
(↵, +1)
k,`
⌧
(↵, +1)
k,` 1
⌧
(↵, +1)
k,`
0   ⌧
(↵, )
k,`+1
⌧
(↵, )
k,`
 1
377777777777775
(3.1.12)
W (↵, +)k,` =
266666666664
 1 0 ( 1)`+1 ⌧
(↵, )
k 1,` 1
⌧
(↵, )
k,`
0  1   ⌧
(↵, )
k,` 1
⌧
(↵, )
k,`
( 1)` ⌧
(↵, +1)
k+1,`
⌧
(↵, +1)
k,` 1
⌧
(↵, +1)
k,`
⌧
(↵, +1)
k,` 1
z +
⌧
(↵, )
k,` 1⌧
(↵, +1)
k,`
⌧
(↵, )
k,` ⌧
(↵, +1)
k,` 1
+
⌧
(↵, )
k 1,` 1⌧
(↵, +1)
k+1,`
⌧
(↵, )
k,` ⌧
(↵, +1)
k,` 1
377777777775
(3.1.13)
By the definitions of the elementary connection matrices, we have
U (↵+, )k,` = V
(↵+, )
k,` (W
(↵+, )
k+1,` )
 1 = (W (↵ 1)+, k+1,` )
 1V (↵ 1)+, k+1,` (3.1.14)
U (↵, +)k,` = V
(↵, +)
k,` (W
(↵, +)
k,`+1 )
 1 = (W (↵,  1+)k,`+1 )
 1V (↵,  1+)k,`+1 (3.1.15)
39
We then obtain our di↵erence relations as follows: (3.1.14) gives
U (↵, )k+,l = V
(↵+, )
k,` (W
(↵+, )
k+1,` )
 1 =
=
266666666664
 z   A  ⌧
(↵, )
k,` ⌧
(↵+1, )
k+1,`
⌧
(↵, )
k+1,`⌧
(↵+1, )
k,`
( 1)`+1 ⌧
(↵, )
k,`
⌧
(↵, )
k+1,`
( 1)`+1 ⌧
(↵, )
k,` ⌧
(↵+1, )
k,` 1
⌧
(↵, )
k+1,`⌧
(↵+1, )
k,`
+ ( 1)`+1 ⌧
(↵+1, )
k 1,` 1
⌧
(↵+1, )
k,`
( 1)` ⌧
(↵, )
k+1,`
⌧
(↵, )
k,`
0 0
( 1)`+1 ⌧
(↵, )
k+1,`+1
⌧
(↵, )
k,`
0 1
377777777775
where
A =
⌧ (↵+1, )k 1,` ⌧
(↵, )
k+1,`
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
  ⌧
(↵+1, )
k 1,` 1⌧
(↵, )
k+1,`+1
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
(3.1.16)
and
U (↵, )k+,` = (W
(↵ 1)+, 
k+1,` )
 1V (↵ 1)+, k+1,` =
=
266666666664
 z   ⌧
(↵, )
k,` ⌧
(↵ 1, )
k+2,`
⌧
(↵, )
k+1,`⌧
(↵ 1, )
k+1,`
+
⌧
(↵, )
k,` 1⌧
(↵ 1, )
k+2,`+1
⌧
(↵, )
k+1,`⌧
(↵ 1, )
k+1,`
  ⌧
(↵ 1, )
k,` ⌧
(↵, )
k+1,`
⌧
(↵ 1, )
k+1,` ⌧
(↵, )
k,`
( 1)`+1 ⌧
(↵, )
k,`
⌧
(↵, )
k+1,`
( 1)`+1 ⌧
(↵, )
k,` 1
⌧
(↵, )
k+1,`
( 1)` ⌧
(↵, )
k+1,`
⌧
(↵, )
k,`
0 0
( 1)`+1 ⌧
(↵, )
k+1,`⌧
(↵ 1, )
k+1,`+1
⌧
(↵, )
k,` ⌧
(↵ 1, )
k+1,`
+ ( 1)`+1 ⌧
(↵ 1, )
k+2,`+1
⌧
(↵ 1, )
k+1,`
0 1
377777777775
 ⌧
(↵ 1, )
k+2,`+1⌧
(↵, )
k,` 1
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k+1,`
+
⌧ (↵, )k+1,`+1⌧
(↵+1, )
k 1,` 1
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
  ⌧
(↵, )
k+1,`⌧
(↵+1, )
k 1,`
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
+ ([0,0])
+
⌧ (↵, )k+1,`⌧
(↵ 1, )
k,`
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k,`
+
⌧ (↵ 1, )k+2,` ⌧
(↵, )
k,`
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k+1,`
  ⌧
(↵+1, )
k+1,` ⌧
(↵, )
k,`
⌧ (↵, )k+1,`⌧
(↵+1, )
k,`
= 0
40
 ⌧
(↵, )
k,` 1
⌧ (↵, )k+1,`
+
⌧ (↵+1, )k 1,` 1
⌧ (↵+1, )k,`
+
⌧ (↵+1, )k,` 1 ⌧
(↵, )
k,`
⌧ (↵, )k+1,`⌧
(↵+1, )
k,`
= 0 ([0,2])
⌧ (↵ 1, )k+2,`+1
⌧ (↵ 1, )k+1,`
  ⌧
(↵, )
k+1,`+1
⌧ (↵, )k,`
+
⌧ (↵ 1, )k+1,`+1⌧
(↵, )
k+1,`
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k,`
= 0 ([2,0])
Similarly,
U (↵, +)k,` = V
(↵, +)
k,` (W
(↵, +)
k,`+1 )
 1 =
=
266666666664
1 ( 1)` ⌧
(↵, )
k 1,`
⌧
(↵, )
k,`
0
( 1)`+1 ⌧
(↵, )
k+1,`
⌧
(↵, +1)
k,`
+ ( 1)` ⌧
(↵, )
k,` ⌧
(↵, +1)
k+1,`+1
⌧
(↵, )
k,`+1⌧
(↵, +1)
k,`
 z   A   ⌧
(↵, )
k,`
⌧
(↵, )
k,`+1
0
⌧
(↵, )
k,`+1
⌧
(↵, )
k,`
0
377777777775
where A =
⌧
(↵, +1)
k,` 1 ⌧
(↵, )
k,`+1
⌧
(↵, +1)
k,` ⌧
(↵, )
k,`
+
⌧
(↵, )
k 1,`⌧
(↵, +1)
k+1,`
⌧
(↵, )
k,` ⌧
(↵, +1)
k,`
+
⌧
(↵, )
k,` ⌧
(↵, +1)
k,`+1
⌧
(↵, )
k,` ⌧
(↵, +1)
k,`
and
U (↵, +)k,` = (W
(↵,  1+)
k,`+1 )
 1V (↵,  1+)k,`+1 =
=
266666666664
1 ( 1)`+1 ⌧
(↵,  1)
k 1,`+1
⌧
(↵,  1)
k,`+1
+ ( 1)` ⌧
(↵,  1)
k 1,` ⌧
(↵, )
k,`+1
⌧
(↵,  1)
k,`+1 ⌧
(↵, )
k,`
0
( 1)` ⌧
(↵, )
k+1,`+1
⌧
(↵, )
k,`+1
 z   ⌧
(↵, )
k,` ⌧
(↵,  1)
k,`+2
⌧
(↵, )
k,`+1⌧
(↵,  1)
k,`+1
  ⌧
(↵,  1)
k 1,` ⌧
(↵, )
k+1,`+1
⌧
(↵,  1)
k,`+1 ⌧
(↵, )
k,`+1
  ⌧
(↵,  1)
k,` ⌧
(↵, )
k,`+1
⌧
(↵,  1)
k,`+1 ⌧
(↵, )
k,`
  ⌧
(↵, )
k,`
⌧
(↵, )
k,`+1
0
⌧
(↵, )
k,`+1
⌧
(↵, )
k,`
0
377777777775
.
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So for U (↵, +)k,` we get
⌧ (↵, +1)k+1,`+1⌧
(↵, )
k,`
⌧ (↵, )k,`+1⌧
(↵, +1)
k,`
=
⌧ (↵, )k+1,`+1
⌧ (↵, )k,`+1
+
⌧ (↵, +1)k+1,`
⌧ (↵, +1)k,`
([1,0])
⌧ (↵,  1)k 1,` ⌧
(↵, )
k,`+1
⌧ (↵,  1)k,`+1 ⌧
(↵, )
k,`
=
⌧ (↵,  1)k 1,`+1
⌧ (↵,  1)k,`+1
+
⌧ (↵, )k 1,`
⌧ (↵, )k,`
([0,1])
⌧ (↵, )k+1,`+1⌧
(↵,  1)
k 1,`+1
⌧ (↵,  1)k,`+1 ⌧
(↵, )
k,`+1
  ⌧
(↵, +1)
k+1,` ⌧
(↵, )
k 1,`
⌧ (↵, +1)k,` ⌧
(↵, )
k,`
  ⌧
(↵, )
k,`+1⌧
(↵, +1)
k,` 1
⌧ (↵, +1)k,` ⌧
(↵, )
k,`
+ ([1,1])
+
⌧ (↵, )k,`+1⌧
(↵,  1)
k,`
⌧ (↵,  1)k,`+1 ⌧
(↵, )
k,`
+
⌧ (↵,  1)k,`+2 ⌧
(↵, )
k,`
⌧ (↵,  1)k,`+1 ⌧
(↵, )
k,`+1
  ⌧
(↵, +1)
k,`+1 ⌧
(↵, )
k,`
⌧ (↵, )k,`+1⌧
(↵, +1)
k,`
= 0
The two equations [0,2] and [2,0] can be brought under common denominator, and then
the numerator is forced to vanish. Since the coe cients ck, dk, ek are formal variables, the
denominators do not vanish. The resulting equations are the same, up to a shift in the
variables. This gives the equation [2] in the theorem. In the same way [1] follows from
[0,1],[1,0].
Next we bring [0,0] under common denominator. This gives us
⌧ (↵, )k+1,`+1⌧
(↵ 1, )
k+1,` ⌧
(↵, )
k+1,`⌧
(↵+1, )
k 1,` 1   ⌧ (↵ 1, )k+2,`+1⌧ (↵, )k,` 1⌧ (↵+1, )k,` ⌧ (↵, )k,` +
+
⇣
⌧ (↵ 1, )k+2,` ⌧
(↵+1, )
k,`   ⌧ (↵+1, )k+1,` ⌧ (↵ 1, )k+1,`
⌘
(⌧ (↵, )k,` )
2 ⇣
⌧ (↵ 1, )k+1,` ⌧
(↵+1, )
k 1,`   ⌧ (↵+1, )k,` ⌧ (↵ 1, )k,`
⌘
(⌧ (↵, )k+1,`)
2 = 0 (3.1.17)
In the first term we substitute
⌧ (↵, )k+1,`+1⌧
(↵ 1, )
k+1,` = ⌧
(↵, )
k+1,`⌧
(↵ 1, )
k+1,`+1 + ⌧
(↵ 1, )
k+2,`+1⌧
(↵, )
k,` , (3.1.18)
which follows from [2] by change of variables k 7! k + 1, l 7! ` + 1,↵ + 1 7! ↵. The first
term then becomes
⌧ (↵, )k+1,`⌧
(↵+1, )
k 1,` 1
⇣
⌧ (↵, )k+1,`⌧
(↵ 1, )
k+1,`+1 + ⌧
(↵ 1, )
k+2,`+1⌧
(↵, )
k,`
⌘
. (3.1.19)
In the second term of (3.1.17) we use [2] in the form
⌧ (↵, )k,` 1⌧
(↵+1, )
k,` = ⌧
(↵+1, )
k,` 1 ⌧
(↵, )
k,` + ⌧
(↵, )
k+1,`⌧
(↵+1, )
k 1,` 1 (3.1.20)
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so that the second term becomes
 ⌧ (↵ 1, )k+2,`+1⌧ (↵, )k,`
⇣
⌧ (↵+1, )k,` 1 ⌧
(↵, )
k,` + ⌧
(↵, )
k+1,`⌧
(↵+1, )
k 1,` 1
⌘
. (3.1.21)
After cancellation of two terms and collecting like terms we find for (3.1.17)
(⌧ (↵, )k,` )
2
⇣
⌧ (↵ 1, )k+2,` ⌧
(↵+1, )
k,`   ⌧ (↵+1, )k+1,` ⌧ (↵ 1, )k+1,`   ⌧ (↵ 1, )k+2,`+1⌧ (↵+1, )k,` 1
⌘
=
(⌧ (↵, )k+1,`)
2
⇣
⌧ (↵ 1, )k+1,` ⌧
(↵+1, )
k 1,`   ⌧ (↵+1, )k,` ⌧ (↵ 1, )k,`   ⌧ (↵ 1, )k+1,`+1⌧ (↵+1, )k 1,` 1
⌘
. (3.1.22)
Now observe that the square factor on the right in (3.1.22) is obtained from the square factor
on the left by a shift k 7! k + 1, and similarly, mutatis mutandis, for the terms in the big
parentheses. Therefore, if we know that
(⌧ (↵, )k,` )
2 = ⌧ (↵+1, )k,` ⌧
(↵ 1, )
k,` + ⌧
(↵ 1, )
k+1,`+1⌧
(↵+1, )
k 1,` 1   ⌧ (↵ 1, )k+1,` ⌧ (↵+1, )k 1,` , (3.1.23)
then (3.1.22) tells us that also
(⌧ (↵, )k+1,`)
2 = ⌧ (↵+1, )k+1,` ⌧
(↵ 1, )
k+1,` + ⌧
(↵ 1, )
k+2,`+1⌧
(↵+1, )
k,` 1   ⌧ (↵ 1, )k+2,` ⌧ (↵+1, )k,` . (3.1.24)
So it su ces to check (3.1.23) for k = 0, which reads
(⌧ (↵, )0,` )
2 = ⌧ (↵+1, )0,` ⌧
(↵ 1, )
0,` . (3.1.25)
But this last equation is true by Item 4 of section 3.1: the ⌧ -function ⌧ (↵, )0,` is independent
of ↵, see also Theorem 3.0.6. This proves part [0] of the theorem.
Finally we use the [1,1] component of the two expressions of U (↵, +)k,l . Bringing it under
common denominator, the vanishing of the numerator gives
⌧ (↵, +1)k+1,` ⌧
(↵, )
k 1,`⌧
(↵,  1)
k,`+1 ⌧
(↵, )
k,`+1   ⌧ (↵, )k+1,`+1⌧ (↵,  1)k 1,`+1⌧ (↵, +1)k,` ⌧ (↵, )k,` +⇣
⌧ (↵, +1)k,`+1 ⌧
(↵,  1)
k,`+1   ⌧ (↵,  1)k,`+2 ⌧ (↵, +1)k,`
⌘
(⌧ (↵, )k,` )
2+⇣
⌧ (↵,  1)k,`+1 ⌧
(↵, +1)
k,` 1   ⌧ (↵, +1)k,` ⌧ (↵,  1)k,`
⌘
(⌧ (↵, )k,`+1)
2 = 0 (3.1.26)
In the first term substitute
⌧ (↵,  1)k,`+1 ⌧
(↵, )
k 1,` = ⌧
(↵, )
k,`+1⌧
(↵,  1)
k 1,`   ⌧ (↵, )k,` ⌧ (↵,  1)k 1,`+1, (3.1.27)
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which is obtained from [1] by shifts   7!     1. The first term becomes
⌧ (↵, +1)k+1,` ⌧
(↵, )
k,`+1
⇣
⌧ (↵, )k,`+1⌧
(↵,  1)
k 1,`   ⌧ (↵, )k,` ⌧ (↵,  1)k 1,`+1
⌘
. (3.1.28)
In the second term we also use [1], in the form
⌧ (↵, )k+1,`+1⌧
(↵, +1)
k,` = ⌧
(↵, +1)
k+1,`+1⌧
(↵, )
k,`   ⌧ (↵, +1)k+1,` ⌧ (↵, )k,`+1, (3.1.29)
transforming the second term to
 ⌧ (↵,  1)k 1,`+1⌧ (↵, )k,`
⇣
⌧ (↵, +1)k+1,`+1⌧
(↵, )
k,`   ⌧ (↵, +1)k+1,` ⌧ (↵, )k,`+1
⌘
. (3.1.30)
After cancellation of two terms and collecting like terms (3.1.26) becomes⇣
⌧ (↵, +1)k,`+1 ⌧
(↵,  1)
k,`+1   ⌧ (↵,  1)k,`+2 ⌧ (↵, +1)k,`   ⌧ (↵,  1)k 1,`+1⌧ (↵, +1)k+1,`+1
⌘
(⌧ (↵, )k,` )
2 =⇣
⌧ (↵, +1)k,` ⌧
(↵,  1)
k,`   ⌧ (↵,  1)k,`+1 ⌧ (↵, +1)k,` 1   ⌧ (↵,  1)k 1,` ⌧ (↵, +1)k+1,`
⌘
(⌧ (↵, )k,`+1)
2. (3.1.31)
As before, (3.1.31) implies that if
(⌧ (↵, )k,` )
2 = ⌧ (↵, +1)k,` ⌧
(↵,  1)
k,`   ⌧ (↵,  1)k,`+1 ⌧ (↵, +1)k,` 1   ⌧ (↵,  1)k 1,` ⌧ (↵, +1)k+1,` , (3.1.32)
the same equation holds after a shift ` 7! `+1. So we reduce to the case of ` = 0 of (3.1.32):
(⌧ (↵, )k,0 )
2 = ⌧ (↵, +1)k,0 ⌧
(↵,  1)
k,0   ⌧ (↵,  1)k 1,0 ⌧ (↵, +1)k+1,0 , (3.1.33)
using Item 3 of the examples in subsection 3.1. Now by Item 3 of these examples ⌧ (↵, )k,0 =
⌧ (↵  )k . So the case ` = 0 is just the Q-system of Theorem 2.0.1. This proves the final part
[1,1] of the theorem.
3.2 Another Proof
We can alternatively prove the dGL3 di↵erence relations in a slightly di↵erent way, using only
the fact that
V (↵+, )[k,`] = (g
[k,`](↵, )
  )
 1Q 10 g
[k,`](↵+1, )
  (3.2.1)
44
and
W (↵+, )[k,`] = (g
[k,`](↵, )
  )
 1Q 11 g
[k 1,`](↵+1, )
  (3.2.2)
are nonnegative. As in thedGl2 case, this method does not require us to invert any matrices,
Let hi,[k,`](↵, )ab denote the coe cient of Eabz
 i 1 in g[k,`](↵, )  . The fact that the coe cient
of E02z 1 in W
(↵+, )
[k+1 ,`] is 0 gives us
h[k+1,`](↵, )02   h[k,`](↵+1, )02   h[k+1,`](↵, )01 h[k,`](↵+1, )12 = 0 (3.2.3)
( 1)` ⌧
(↵, )
k,` 1
⌧ (↵, )k+1,`
  ( 1)` ⌧
(↵+1, )
k 1,` 1
⌧ (↵+1, )k,`
  ( 1)` ⌧
(↵, )
k,`
⌧ (↵, )k+1,`
⌧ (↵+1, )k,` 1
⌧ (↵+1, )k,`
= 0. (3.2.4)
Bringing all terms under the same denominator, we obtain
⌧ (↵+1, )k,` ⌧
(↵, )
k,` 1   ⌧ (↵, )k+1,`⌧ (↵+1, )k 1,` 1   ⌧ (↵, )k,` ⌧ (↵+1, )k,` 1 = 0,
which is precisely one of the T -system relations we proved above. We prove the four-term
relations in much the same way we proved the Q-system relation in the dGL2 case, by using
the nonnegativity of the V s andW s to find expressions for the h[k,`](↵, )aa  h[k0,`0](↵0, 0)aa in terms
of the tau-functions, where h[k,`](↵, )aa denotes the coe cient of z 1 in g
[k,`](↵, )
  .
To derive the four-term relation that depends on shifts in ↵, we use the fact that
h[k,`](↵, )00 + h
[k,`](↵, )
11 + h
[k,`](↵, )
22 = 0, (3.2.5)
to see that
  (h[k+1,`](↵ 1, )22   h[k+1,`](↵, )22 ) + (h[k,`](↵, )22   h[k,`](↵+1, )22 )
  (h[k,`](↵+1, )11   h[k,`](↵, )11 ) + (h[k,`](↵, )00   h[k+1,`](↵ 1, )00 )+
(h[k+1,`](↵, )11   h[k+1,`](↵ 1, )11 )  (h[k,`](↵+1, )00   h[k+1,`](↵, )00 ) = 0.
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The formulas for the h[k,`](↵, )aa   h[k0,`0](↵0, 0)aa s in terms of the tau-functions then give
  ⌧
(↵ 1, )
k+2,`+1⌧
(↵, )
k,` 1
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k+1,`
+
⌧ (↵, )k+1,`+1⌧
(↵+1, )
k 1,` 1
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
  ⌧
(↵, )
k+1,`⌧
(↵+1, )
k 1,`
⌧ (↵+1, )k,` ⌧
(↵, )
k,`
+
⌧ (↵, )k+1,`⌧
(↵ 1, )
k,`
⌧ (↵, )k,` ⌧
(↵ 1, )
k+1,`
+
⌧ (↵ 1, )k+2,` ⌧
(↵, )
k,`
⌧ (↵ 1, )k+1,` ⌧
(↵, )
k+1,`
  ⌧
(↵+1, )
k+1,` ⌧
(↵, )
k,`
⌧ (↵, )k+1,`⌧
(↵+1, )
k,`
= 0, (3.2.6)
which is precisely the relation we used in the previous section to prove that the tau-functions
satisfy the ↵-dependent, four-term quadratic equality.
We similarly prove the  -dependent identities found in [3] and proved above.
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Chapter 4
cGL(2)1 Tau-functions
Here we introduce the cGL(2)1 tau-functions, ⌧ (↵, )k and prove
Theorem 4.0.1. The cGL(2)1 tau-functions satisfy
⌧ (↵+1, )k ⌧
(↵, +1)
k = ⌧
(↵, +1)
k+1 ⌧
(↵+1, )
k 1 + ⌧
(↵, )
k ⌧
(↵+1, +1)
k . (4.0.1)
Definition 4.0.2. Let g = I +
X
i,`2Z
ci,jE
 i 1,j
10 2 cGL(2)1
Here, analogously to the dGL2 case,
g(↵, ) = exp(ReszResw(C
(  ,↵)(z, w)E10(z, w))), (4.0.2)
where E10(z, w) is a generating series of Lie algebra elements whose action on F (2) is given
in terms of products of fermion fields, see section A.5. Similarly to the dGL2 case, we define
shifted group elements, g(↵, ) as follows
Definition 4.0.3. g(↵, ) = Q↵0Q
 
1gQ
  
1 Q
 ↵
0 = I +
X
i,j2Z
( 1)↵+ c  +i,↵+jE i 1,j10 2 cGL(2)1 .
Definition 4.0.4. ⌧ (↵, )k = hT kv0, g(↵, )v0i
Here, T = Q1Q
 1
0 is a product of fermionic translation operators, as defined in section
A.3.
Theorem 4.0.5. ⌧ (↵, )k =
( 1)k(↵+ ) det
266664
c  ,↵ c  +1,↵ · · · c  +k 1,↵
c  ,↵+1 c  +1,↵+1 · · · c  +k 1,↵+1
...
... · · · ...
c  ,↵+k 1 c  +1,↵+k 1 · · · c  +k 1,↵+k 1
377775
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Proof. Let C(  ,↵)(z, w) =
P
i,j2Z( 1)↵+ ci  ,j+↵z i 1w j 1.
We proceed as in the proof of Theorem 2.0.7: We use the fact that
g(↵, ) = exp(ReszResw(C
(  ,↵)(z, w)E10(z, w))) (4.0.3)
and the generating series of Lie algebra elements, E10(z, w) acts on fermionic Fock space by
a product of fermion fields:  +1 (w) 
 
0 (z) (see section A.5). This gives us
g(↵, ) = exp(Resw(C
(  ,↵)(w)E10(z, w))) = exp(Resw(C(  ,↵)(z, w) +1 (z) 
 
0 (w)))
E10(z, w) has degree  1    0 and T has degree  1    0. So, similarly to the dGL2 case,
⌧ (↵, )k = 0 for k < 0. When k > 0,
⌧ (↵, )k = hT kv0, g(↵, )v0i =
1
k!
Resz,w
kY
i=1
C(  ,↵)(zi, wi)hT kv0,
kY
i=1
 +1 (zi) 
 
0 (wi)v0i.
hT kv0,
kY
i=1
 +1 (zi) 
 
0 (wi)v0i =
Y
i<j
(zj   zi)(wj   wi),
which is a product of two Vandermonde determinants, one in the variables zi and one is the
variables, wi. Using the Leibniz form of the determinant, we then write
Y
i<j
(zj   zi)(wj   wi) =
X
 2Sk
sgn( )
kY
i=1
z (i) 1i det
266664
1 1 · · · 1
w1 w2 · · · wk
...
... · · · ...
wk 11 w
k 1
2 · · · wk 1k
377775 . (4.0.4)
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For each   2 Sk,
Resz,w
0BBBB@
kY
i=1
C(  ,↵)(zi, wi)sgn( )
kY
i=1
z (i) 1i det
266664
1 1 · · · 1
w1 w2 · · · wk
...
... · · · ...
wk 11 w
k 1
2 · · · wk 1k
377775
1CCCCA =
= ( 1)k(↵+ ) det
266664
c  ,↵ c  +1,↵ · · · c  +k 1,↵
c  ,↵+1 c  +1,↵+1 · · · c  +k 1,↵+1
...
... · · · ...
c  ,↵+k 1 c  +1,↵+k 1 · · · c  +k 1,↵+k 1
377775 , (4.0.5)
and the result holds.
We can prove Theorem 4.0.1 by applying the Desnanot-Jacobi identity, or as follows:
Lemma 4.0.6.
g01(z, w) =
S+1,0(w)S0,+1(z)⌧ (↵, )k 1
wz⌧ (↵, )k
(4.0.6)
g10(z, w) =
S 1,0(z)S0, 1(w)⌧ (↵, )k+1
wz⌧ (↵, )k
(4.0.7)
where S±,0(z) are the shift fields defined in subsection A.9.2 and gab(z, w) is defined in
Lemma A.9.1.
Remark 4.0.7. The definition of the shift fields and the above Lemma 4.0.6 allows us to
easily find the coe cients of E 1,0ab , a 6= b, in g , since this is just the coe cient of z 1w 1
in the gab(z, w).
By Lemma A.9.6,
(g[k](↵, )  )
 1Q 10 g
[k](↵+1, )
  and (g
[k](↵, )
  )
 1Q 10 g
[k+1](↵, +1)
  (4.0.8)
are nonnegative, i.e. they are linear combinations of only nonnegative E i 1,jab s. Here, we
say that E i 1,jab is nonnegative if one or both of the i, j are nonnegative. Note that this is
the analogue of “nonnegative in z” that we used in the dGL2 case in chapter 2 (and will also
use in the dGL3 case). See the appendix for more details.
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Denote hi,j,[k](↵, )ab to be the coe cient of E
 i 1,j
ab in g
[k](↵, )
  for (i, j) 6= (0, 0) and denote
h[k](↵, )ab = h
0,0,[k](↵, )
ab , the coe cient E
 1,0
ab in g
[k](↵, )
  . Then
(g[k](↵, )  )
 1Q 10 g
[k](↵+1, )
  = (4.0.9)
(I  
X
i,j 0
a,b=0,1
hi,j,[k](↵, )ab E
 i 1,j
ab )(
X
i2Z
Ei+1,i00  
X
i2Z
Eii11)(I +
X
i,j 0
a,b=0,1
hi,j,[k](↵+1, )ab E
 i 1,j
ab ) (4.0.10)
Since (g[k](↵, )  ) 1Q
 1
0 g
[k+1](↵+1, )
  is nonnegative, the coe cient of E
 1,0
11 must be zero and
therefore,
  h[k](↵, )10 h[k](↵+1, )01 + h[k](↵, )11   h[k](↵+1, )11 = 0. (4.0.11)
We can read o↵ h[k](↵, )10 =
⌧
(↵, )
k+1
⌧
(↵, )
k
and h[k](↵+1, )01 =
⌧
(↵+1, )
k 1
⌧
(↵+1, )
k
from Lemma 4.0.6. So
  h[k](↵+1, )11 + h[k](↵, )11 =
⌧ (↵, )k+1 ⌧
(↵+1, )
k 1
⌧ (↵, )k ⌧
(↵+1, )
k
. (4.0.12)
Similarly, the nonnegativity of (g[k](↵, )  ) 1Q
 1
0 g
[k+1](↵, +1)
  gives
  h[k+1](↵, +1)11 + h[k](↵, )11 =
⌧ (↵, )k+1 ⌧
(↵, +1)
k
⌧ (↵, )k ⌧
(↵, +1)
k+1
. (4.0.13)
The trivially satisfied relation
( h[k](↵+1, )11 + h[k](↵, )11 ) + ( h[k+1](↵+1, +1)11 + h[k](↵+1, )11 ) =
= ( h[k+1](↵, +1)11 + h[k](↵, )11 ) + ( h[k+1](↵+1, +1)11 + h[k+1](↵, +1)11 ),
by the above identities, is equivalent to
⌧ (↵, )k+1 ⌧
(↵+1, )
k 1
⌧ (↵, )k ⌧
(↵+1, )
k
+
⌧ (↵+1, )k+1 ⌧
(↵+1, +1)
k
⌧ (↵+1, )k ⌧
(↵+1, +1)
k+1
=
⌧ (↵, )k+1 ⌧
(↵, +1)
k
⌧ (↵, )k ⌧
(↵, +1)
k+1
+
⌧ (↵, +1)k+2 ⌧
(↵+1, +1)
k
⌧ (↵, +1)k+1 ⌧
(↵+1, +1)
k+1
. (4.0.14)
Writing all terms under a common denominator, we obtain
⌧ (↵, )k+1 ⌧
(↵+1, +1)
k+1 (⌧
(↵, +1)
k+1 ⌧
(↵+1, )
k 1   ⌧ (↵+1, )k ⌧ (↵, +1)k ) =
= ⌧ (↵, )k ⌧
(↵+1, +1)
k (⌧
(↵, +1)
k+2 ⌧
(↵+1, )
k   ⌧ (↵+1, )k+1 ⌧ (↵, +1)k+1 ). (4.0.15)
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Now if Theorem 4.0.1 holds for some k, (4.0.15) implies that it holds for k+1. But ⌧ (↵, ) 1 = 0
and ⌧ (↵, )0 = 1 for all ↵ and  , so Theorem 4.0.1 holds trivially for k = 0. By induction, we
obtain our result.
51
Chapter 5
cGL(3)1 Tau-functions
In this section, we prove the formulas for the cGL(3)1 tau-functions and derive the relations
that they satisfy. In particular, we will show that they satisfy
⌧ (↵+1, , )k,` ⌧
(↵, , )
k,`+1 =⌧
(↵, , )
k,` ⌧
(↵+1, , )
k,`+1   ⌧ (↵, , )k+1,`+1⌧ (↵+1, , )k 1,`
⌧ (↵, +1, )k,` ⌧
(↵, , )
k+1,`+1 =⌧
(↵, , )
k,` ⌧
(↵, +1, )
k+1,`+1   ⌧ (↵, , )k,`+1 ⌧ (↵, +1, )k+1,`
⌧ (↵, , +1)k,` ⌧
(↵, , )
k+1,` =⌧
(↵, , )
k,` ⌧
(↵, , +1)
k+1,`   ⌧ (↵, , )k,` 1 ⌧ (↵, , +1)k+1,`+1
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` + ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1   ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵, +1, )
k,` ⌧
(↵+1, , +1)
k,`   ⌧ (↵+1, , +1)k,`+1 ⌧ (↵, +1, )k,` 1   ⌧ (↵+1, , +1)k 1,` ⌧ (↵, +1, )k+1,`
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =⌧
(↵, , +1)
k,` ⌧
(↵+1, +1, )
k,` + ⌧
(↵+1, +1, )
k 1,` 1 ⌧
(↵, , +1)
k+1,`+1   ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k,`+1 .
(5.0.1)
As was given in introduction, we here consider the group element
Definition 5.0.1.
g = I +
X
i,j2Z
ci,jE
 i 1,j
1,0 +
X
i,j2Z
di,jE
 i 1,j
2,0 +
X
i,j2Z
ei,jE
 i 1,j
2,1 2 cGL(3)1 . (5.0.2)
The action of this group element on F (3) is given by g(↵, , ) =
= exp(ReszResw(C
(  ,↵)(z, w)E10(z, w)))⇥ (5.0.3)
⇥ exp(ReszResw(D(  ,↵)(z, w)E20(z, w)))⇥ (5.0.4)
⇥ exp(ReszResw(E(  , )(z, w)E21(z, w))), (5.0.5)
where the Eij(z, w) are generating series of Lie algebra elements whose action of F (3) is given
in section A.5. We conjugate g by the fermionic translation operators and define
Definition 5.0.2. g(↵, , ) = Q↵0Q
 
1Q
 
2gQ
  
2 Q
  
1 Q
 ↵
0 .
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The tau-functions are then
Definition 5.0.3. ⌧ (↵, , )k,` = hT k1 T `2v0, g(↵, , )v0i,
and the di↵erence relations they satisfy are obtained from connection matrices defined
in terms of the Gauss factorizations of group elements,
T `2 T
 k
1 g
(↵, , ), (5.0.6)
where T1 and T2 are the as defined in A.3.
Theorem 5.0.4. ⌧ (↵, , )k,` =
X
k=nc+nd
`=nd+ne
c(↵, , )nc,nd,ne where
c(↵, , )nc,nd,ne =
( 1)nd(nd+1)2
nc!nd!ne!
⇥ (5.0.7)
Resz,w(
ncY
i=1
C(  ,↵)(zci, wci)
ndY
i=1
D(  ,↵)(zdi, wdi)
neY
i=1
E(  , )(zei, wei)pnc,nd,ne) and
pnc,nd,ne =
Y
1i<jnc
(wci   wcj)(zci   zcj)
Y
1i<jnd
(wdi   wdj)(zdi   zdj)⇥
Y
1i<jne
(wei   wej)(zei   zej)
ncY
i=1
ndY
j=1
(wci   wdj)
ndY
i=1
neY
j=1
(zdi   zej)⇥
1Qnc
i=1
Qne
j=1(zci   wej)
.
Here, Resz,w means that we successively take the residues over each of the zi and wi vari-
ables. C(  ,↵)(z, w) = ( 1)↵+ 
X
i,j2Z
ci  ,j+↵z i 1w j 1 and D(  ,↵) and E(  , ) are similarly
defined.
Proof. The proof is completely analogous to the one given for the dGL3 tau-functions.
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Lemma 5.0.5.
g01(z, w) = ( 1)`S
+1,0
c (w)S
0,+1
c (z)S
0,+1
d (z)S
0, 1
e (w)⌧k 1,`
zw⌧k,`
(5.0.8)
g10(z, w) = ( 1)`S
 1,0
c (z)S
0, 1
c (w)S
0, 1
d (w)S
0,+1
e (z)⌧k+1,`
zw⌧k,`
(5.0.9)
g12(z, w) =
S 1,0c (z)S
+1,0
d (w)S
+1,0
e (w)S
0,+1
e (z)⌧k,` 1
zw⌧k,`
(5.0.10)
g21(z, w) =
S+1,0c (w)S
 1,0
d (z)S
 1,0
e (z)S
0, 1
e (w)⌧k,`+1
zw⌧k,`
(5.0.11)
g02(z, w) = ( 1)`S
0,+1
c (z)S
+1,0
d (w)S
0,+1
d (z)S
+1,0
e (w)⌧k 1,` 1
zw⌧k,`
(5.0.12)
g20(z, w) = ( 1)`+1S
0, 1
c (w)S
 1,0
d (z)S
0, 1
d (w)S
 1,0
e (z)⌧k+1,`+1
zw⌧k,`
(5.0.13)
S±,0x (z) and S
0,±
x (z) are defined in subsection A.9.4.
The proof of this is in subsection A.9.5
Theorem 5.0.6. The tau-functions satisfy
⌧ (↵+1, , )k,` ⌧
(↵, , )
k,`+1 = ⌧
(↵, , )
k,` ⌧
(↵+1, , )
k,`+1   ⌧ (↵, , )k+1,`+1⌧ (↵+1, , )k 1,` (5.0.14)
⌧ (↵, +1, )k,` ⌧
(↵, , )
k+1,`+1 = ⌧
(↵, , )
k,` ⌧
(↵, +1, )
k+1,`+1   ⌧ (↵, , )k,`+1 ⌧ (↵, +1, )k+1,` (5.0.15)
⌧ (↵, , +1)k,` ⌧
(↵, , )
k+1,` = ⌧
(↵, , )
k,` ⌧
(↵, , +1)
k+1,`   ⌧ (↵, , +1)k+1,`+1 ⌧ (↵, , )k,` 1 (5.0.16)
Proof. 5.0.14 can be proved by observing that, since
(g[k,`](↵, , )  )
 1Q 10 g
[k,`](↵+1, , )
  (5.0.17)
is nonnegative, the coe cient of E 1002 appearing in its expansion as a linear combination of
Eijabs must be 0. So
h[k,`](↵, , )12   h[k,`+1](↵+1, , )12   h[k,`](↵, , )10 h[k,`](↵+1, , )02 = 0. (5.0.18)
Writing this in terms of tau-functions, we have
⌧ (↵, , )k,` 1
⌧ (↵, , )k,`
  ⌧
(↵+1, , )
k,` 1
⌧ (↵+1, , )k,`
  ( 1)` ⌧
(↵, , )
k+1,`
⌧ (↵, , )k,`
( 1)` ⌧
(↵+1, , )
k 1,` 1
⌧ (↵+1, , )k,`
= 0. (5.0.19)
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Bringing all terms under a common denominator, the vanishing the numerator gives our
result.
Similarly, 5.0.15 can be obtained by using the fact the the coe cient of E 1012 is 0 in
(g[k,`](↵, , )  )
 1Q 10 g
[k+1,`](↵, +1, )
  , (5.0.20)
and 5.0.16 can be obtained from the fact that the coe cient of E 1002 is 0 in
(g[k,`](↵, , )  )
 1Q 11 g
[k,`+1](↵, , +1)
  . (5.0.21)
Theorem 5.0.7. The tau-functions satisfy
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =
⌧ (↵+1, , )k,` ⌧
(↵, +1, +1)
k,` + ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1   ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,` . (5.0.22)
Proof. The proof of this theorem uses formulas for di↵erences between h[k,`](↵, , )00 s. Using
the nonnegativity of
(g[k,`](↵, , )  )
 1Q 11 g
[k,`](↵, +1, )
  , (5.0.23)
we obtain
  h[k,`](↵, +1, )00 + h[k,`](↵, , )00 =
⌧ (↵, , )k 1,` ⌧
(↵, +1, )
k+1,`
⌧ (↵, , )k,` ⌧
(↵, +1, )
k,`
. (5.0.24)
The nonnegativity of (g[k+1,`](↵, , )  ) 1Q
 1
1 g
[k,`](↵+1, , )
  implies
  h[k,`](↵+1, , )00 + h[k+1,`](↵, , )00 =
⌧ (↵, , )k,` ⌧
(↵+1, , )
k+1,`
⌧ (↵, , )k+1,` ⌧
(↵+1, , )
k,`
. (5.0.25)
Finally, the nonnegativity of (g[k,`](↵, , )  ) 1Q
 1
2 g
[k,`](↵, , +1)
  gives
  h[k,`](↵, , )00 + h[k,`](↵, , +1)00 =
⌧ (↵, , )k 1,` 1⌧
(↵, , +1)
k+1,`+1
⌧ (↵, , )k,` ⌧
(↵, , +1)
k,`
. (5.0.26)
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We have the following identity, which holds trivially:
  (h[k+1,`](↵, , )00   h[k+1,`](↵, , +1)00 ) + (h[k,`](↵+1, +1, )00   h[k,`](↵+1, +1, +1)00 )
  (h[k,`](↵+1, +1, )00   h[k,`](↵+1, , )00 ) + (h[k,`](↵+1, +1, +1)00   h[k+1,`](↵, +1, +1)00 )
+ (h[k+1,`](↵, +1, +1)00   h[k+1,`](↵, , +1)00 )  (h[k,`](↵+1, , )00   h[k+1,`](↵, , )00 ) = 0 (5.0.27)
Using (5.0.24), (5.0.25), and (5.0.26), we see that this is equivalent to
  ⌧
(↵, , )
k,` 1 ⌧
(↵, , +1)
k+2,`+1
⌧ (↵, , )k+1,` ⌧
(↵, , +1)
k+1,`
+
⌧ (↵+1, +1, )k 1,` 1 ⌧
(↵+1, +1, +1)
k+1,`+1
⌧ (↵+1, +1, )k,` ⌧
(↵+1, +1, +1)
k,`
  ⌧
(↵+1, , )
k 1,` ⌧
(↵+1, +1, )
k+1,`
⌧ (↵+1, , )k,` ⌧
(↵+1, +1, )
k,`
+
⌧ (↵, +1, +1)k,` ⌧
(↵+1, +1, +1)
k+1,`
⌧ (↵, +1, +1)k+1,` ⌧
(↵+1, +1, +1)
k,`
+
⌧ (↵, , +1)k,` ⌧
(↵, +1, +1)
k+2,`
⌧ (↵, , +1)k+1,` ⌧
(↵, +1, +1)
k+1,`
  ⌧
(↵, , )
k,` ⌧
(↵+1, , )
k+1,`
⌧ (↵, , )k+1,` ⌧
(↵+1, , )
k,`
= 0 (5.0.28)
Bringing all terms under the same denominator, the vanishing of the numerator gives:
  ⌧ (↵, , )k,` 1 ⌧ (↵+1, , )k,` ⌧ (↵+1, +1, )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1
+ ⌧ (↵+1, +1, )k 1,` 1 ⌧
(↵+1, , )
k,` ⌧
(↵, , )
k+1,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, +1, +1)
k+1,` ⌧
(↵+1, +1, +1)
k+1,`+1
  ⌧ (↵+1, , )k 1,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, , )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, +1, )k+1,`
+ ⌧ (↵, +1, +1)k,` ⌧
(↵+1, , )
k,` ⌧
(↵+1, +1, )
k,` ⌧
(↵, , )
k+1,` ⌧
(↵, , +1)
k+1,` ⌧
(↵+1, +1, +1)
k+1,`
+ ⌧ (↵, , +1)k,` ⌧
(↵+1, , )
k,` ⌧
(↵+1, +1, )
k,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵, +1, +1)
k+2,`
  ⌧ (↵, , )k,` ⌧ (↵+1, +1, )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k+1,` = 0. (5.0.29)
To prove our theorem, we will first need to make several substitutions into
⌧ (↵, , )k+1,` ⌧
(↵+1, +1, +1)
k+1,` (⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
⌧ (↵, +1, +1)k+1,`+1 ⌧
(↵+1, , )
k 1,` 1   ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,` ) =
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` (⌧
(↵+1, , )
k+1,` ⌧
(↵, +1, +1)
k+1,` +
⌧ (↵, +1, +1)k+2,`+1 ⌧
(↵+1, , )
k,` 1   ⌧ (↵, +1, +1)k+2,` ⌧ (↵+1, , )k,` ) (5.0.30)
to show that it is equivalent to (5.0.29). We note that if (5.0.22) holds for k = 0, (5.0.30)
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implies that it holds for k = 1. (5.0.22) holds for k = 0, since when k = 0, it reduces to
⌧ (↵, , )0,` ⌧
(↵+1, +1, +1)
0,` = (5.0.31)
⌧ (↵+1, , )0,` ⌧
(↵, +1, +1)
0,` , (5.0.32)
which holds since
⌧ (↵, , )0,` = c
(↵, , )
0,0,ne = Resz,w(
neY
i=1
E(  , )(zne i, wne i)
Y
1i<jne
(wei   wej)(zei   zej)), (5.0.33)
does not depend on the ↵ parameter. Therefore, since we know that (5.0.29) is true, we need
only show that (5.0.30) is equivalent to (5.0.29) and our theorem will be proven.
(5.0.30) is
⌧ (↵, , )k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵, , )k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
  ⌧ (↵, , )k+1,` ⌧ (↵+1, +1, +1)k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`   ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
  ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+2,`+1 ⌧ (↵+1, , )k,` 1
+ ⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,` = 0.
As we proceed in the following, we will hilight in red the terms that agree with (5.0.29). The
terms used in substitutions will be hilighted in blue.
Begin by multiplying both sides of the equation by ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` :
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵+1, +1, +1)k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+2,`+1 ⌧ (↵+1, , )k,` 1
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,` = 0.
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By (5.0.16), ⌧ (↵, , +1)k+1,` ⌧
(↵, , )
k,` = ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` + ⌧
(↵, , +1)
k+1,`+1 ⌧
(↵, , )
k,` 1 . This gives us
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵+1, +1, +1)k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+2,`+1 ⌧ (↵+1, , )k,` 1
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,`+1 ⌧
(↵, , )
k,` 1 ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,` = 0.
Applying (5.0.16) again, we substitute
⌧ (↵+1, +1, )k,` ⌧
(↵+1, +1, +1)
k+1,` = ⌧
(↵+1, +1, +1)
k,` ⌧
(↵+1, +1, )
k+1,` + ⌧
(↵+1, +1, +1)
k+1,`+1 ⌧
(↵+1, +1, )
k,` 1 .
We then have
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, +1, )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
  ⌧ (↵+1, +1, +1)k+1,`+1 ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+2,`+1 ⌧ (↵+1, , )k,` 1
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,`+1 ⌧
(↵, , )
k,` 1 ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,` = 0.
Applying (5.0.15),
⌧ (↵, , +1)k+1,`+1 ⌧
(↵, +1, +1)
k+2,` =  ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1 + ⌧ (↵, , +1)k+1,` ⌧ (↵, +1, +1)k+2,`+1 ,
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we have
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, +1, )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
  ⌧ (↵+1, +1, +1)k+1,`+1 ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
  ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵, +1, +1)k+2,`+1 ⌧ (↵+1, , )k,` 1
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1 ⌧ (↵, , )k,` 1 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k,`
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, +1, +1)
k+2,`+1 ⌧
(↵, , )
k,` 1 ⌧
(↵+1, +1, +1)
k,` ⌧
(↵+1, , )
k,` = 0.
By (5.0.14), we have that
 ⌧ (↵, , )k,` ⌧ (↵+1, , )k,` 1 + ⌧ (↵, , )k,` 1 ⌧ (↵+1, , )k,` = ⌧ (↵, , )k+1,` ⌧ (↵+1, , )k 1,` 1 .
This gives us
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, +1, )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
  ⌧ (↵+1, +1, +1)k+1,`+1 ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,`+1 ⌧
(↵, , )
k+1,` ⌧
(↵+1, , )
k 1,` 1
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1 ⌧ (↵, , )k,` 1 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k,` = 0.
By (5.0.14), we have
⌧ (↵+1, +1, +1)k+1,` ⌧
(↵, +1, +1)
k+1,`+1 + ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,`+1 = ⌧
(↵, +1, +1)
k+1,` ⌧
(↵+1, +1, +1)
k+1,`+1 .
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⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+ ⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵, +1, +1)
k+1,` ⌧
(↵+1, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, +1, )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
  ⌧ (↵+1, +1, +1)k+1,`+1 ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1 ⌧ (↵, , )k,` 1 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k,` = 0.
By (5.0.15),
⌧ (↵+1, +1, )k,` ⌧
(↵+1, , )
k 1,` 1   ⌧ (↵+1, +1, )k,` 1 ⌧ (↵+1, , )k 1,` = ⌧ (↵+1, +1, )k 1,` 1 ⌧ (↵+1, , )k,` .
Making this final substitution, we have
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k+1,` ⌧
(↵+1, , )
k,` ⌧
(↵, +1, +1)
k,` +
+⌧ (↵+1, +1, )k 1,` 1 ⌧
(↵+1, , )
k,` ⌧
(↵, , +1)
k+1,` ⌧
(↵, , )
k+1,` ⌧
(↵, +1, +1)
k+1,` ⌧
(↵+1, +1, +1)
k+1,`+1
 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, +1, )k+1,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k+1,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵+1, , )k 1,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k+1,` ⌧ (↵, , )k,` ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k+1,` ⌧ (↵, +1, +1)k+1,`
+⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,` ⌧
(↵, , )
k+1,` ⌧
(↵+1, +1, +1)
k,` ⌧
(↵, +1, +1)
k+2,` ⌧
(↵+1, , )
k,`
 ⌧ (↵+1, +1, )k,` ⌧ (↵, +1, +1)k+1,` ⌧ (↵, , +1)k+2,`+1 ⌧ (↵, , )k,` 1 ⌧ (↵+1, +1, +1)k,` ⌧ (↵+1, , )k,` = 0,
which is precisely what we aimed to show.
We also have
Theorem 5.0.8. The tau-functions satisfy
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =
⌧ (↵, +1, )k,` ⌧
(↵+1, , +1)
k,`   ⌧ (↵+1, , +1)k,`+1 ⌧ (↵, +1, )k,` 1   ⌧ (↵+1, , +1)k 1,` ⌧ (↵, +1, )k+1,` . (5.0.34)
Proof. We prove this in the same way we proved Theorem 5.0.22, this time by expressing
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the trivially satisfied relation,
(h[k,`+1](↵, , +1)11   h[k,`+1](↵, , )11 ) + (h[k,`](↵+1, +1, )11   h[k,`](↵+1, +1, +1)11 )
  (h[k,`](↵+1, +1, )11   h[k,`](↵, +1, )11 ) + (h[k,`](↵+1, +1, +1)11   h[k,`+1](↵+1, , +1)11 )+
+ (h[k,`+1](↵+1, , +1)11   h[k,`+1](↵, , +1)11 )  (h[k,`](↵, +1, )11   h[k,`+1](↵, , )11 ) = 0, (5.0.35)
in terms of tau-functions. As in the proof of Theorem 5.0.7, we make several substitutions,
ultimately showing that (5.0.35) is equivalent to
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` (⌧
(↵, +1, )
k,`+1 ⌧
(↵+1, , +1)
k,`+1  
⌧ (↵+1, , +1)k,`+2 ⌧
(↵, +1, )
k,`   ⌧ (↵+1, , +1)k 1,`+1 ⌧ (↵, +1, )k+1,`+1 ) =
⌧ (↵, , )k,`+1 ⌧
(↵+1, +1, +1)
k,`+1 (⌧
(↵, +1, )
k,` ⌧
(↵+1, , +1)
k,`  
⌧ (↵+1, , +1)k,`+1 ⌧
(↵, +1, )
k,` 1   ⌧ (↵+1, , +1)k 1,` ⌧ (↵, +1, )k+1,` ) (5.0.36)
and using induction, noting that (5.0.34) holds for ` = 0 and that (5.0.36) implies that if
(5.0.34) holds for some `, it holds for `+ 1.
Theorem 5.0.9. The tau-functions satisfy
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` =
⌧ (↵, , +1)k,` ⌧
(↵+1, +1, )
k,` + ⌧
(↵+1, +1, )
k 1,` 1 ⌧
(↵, , +1)
k+1,`+1   ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k,`+1 . (5.0.37)
Proof. We prove this in the same way we proved the previous two theorems, this time by
expressing the trivially satisfied relation,
  (h[k,`+1](↵, , +1)22   h[k,`](↵, , )22 ) + (h[k,`+1](↵+1, +1, +1)22   h[k,`](↵+1, +1, )22 )
+ (h[k,`](↵+1, +1, )22   h[k,`](↵+1, , )22 ) + (h[k,`](↵+1, , )22   h[k,`](↵, , )22 )+
  (h[k,`+1](↵+1, +1, +1)22   h[k,`+1](↵, +1, +1)22 )  (h[k,`+1](↵, +1, +1)22   h[k,`+1](↵, , +1)22 ) = 0,
(5.0.38)
in terms of tau-functions. As in the proofs of Theorems 5.0.7 and 5.0.8, we make several
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substitutions, ultimately showing that (5.0.38) is equivalent to
⌧ (↵, , )k,` ⌧
(↵+1, +1, +1)
k,` (⌧
(↵, , +1)
k,`+1 ⌧
(↵+1, +1, )
k,`+1 +
+ ⌧ (↵+1, +1, )k 1,` ⌧
(↵, , +1)
k+1,`+2   ⌧ (↵+1, +1, )k,` ⌧ (↵, , +1)k,`+2 ) =
= ⌧ (↵, , )k,`+1 ⌧
(↵+1, +1, +1)
k,`+1 (⌧
(↵, , +1)
k,` ⌧
(↵+1, +1, )
k,` +
+ ⌧ (↵+1, +1, )k 1,` 1 ⌧
(↵, , +1)
k+1,`+1   ⌧ (↵+1, +1, )k,` 1 ⌧ (↵, , +1)k,`+1 ) (5.0.39)
and using induction.
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Chapter 6dGLn Tau-functions
Fermionic Fock space on n-components, denoted F (n), is the semi-infinite wedge space based
in the loop space, H(n) = Cn ⌦ C[z, z 1], see sections A.1 and A.2. n-component fermionic
Fock space has a special vector, v0, called the “vacuum vector”.
Let gGLn be the non-centrally extended loop group of GLn. We consider the lift of the
loop group element,
g = I +
X
i2Z
X
0b<an 1
ca,bi Eabz
 i 1 2 dGLn. (6.0.1)
(We obtain this lift in the same way we obtained the centrally extended loop group elements
for n = 2, 3, by expressing g as a product of exponentiated Lie algebra elements, whose
actions on F (n) are given in terms of fermion fields. Here I is the n ⇥ n identity matrix,
ca,bi are formal variables, and Eab is the n ⇥ n matrix with 1 in the (a, b) position and zero
elsewhere.)
We define fermionic translation operators Qi, 0  i  n   1 and Ti = QiQ 1i 1 for
1  i  n   1 (see section A.3) and shifted group elements as those obtained from g by
conjugating g by powers of these operators:
Definition 6.0.1.
g( 0,··· , n 2) = Q 00 · · ·Q n 2n 2 gQ  n 2n 2 · · ·Q  00 2 dGLn. (6.0.2)
(This results in shifting the indices of the variables, ca,bi .) Our dGLn tau-functions are
then
Definition 6.0.2. ⌧ ( 0,··· , n 2)k1,··· ,kn 1 = hT k11 · · ·T kn 1n 1 v0, g( 0,··· , n 2)v0i.
Each dGLn tau-function is indexed by an element of the root lattice of sln and an element
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of Zn 1.
In the n = 2, 3 cases, we derived di↵erence relations satisfied by the ⌧ ( 0,··· , n 2)k1,··· ,kn 1 by taking
Birkho↵ factorizations of
g[k1,··· ,kn 1]( 0,··· , n 2) = T kn 1n 1 · · ·T k11 g( 0,··· , n 2). (6.0.3)
(Here, g[k1,··· ,kn 1]( 0,··· , n 2) denotes the group element in the non-centrally extended loop
group, gGLn.) The Birkho↵ factorization is
g[k1,··· ,kn 1]( 0,··· , n 2) = g[k1,··· ,kn 1]( 0,··· , n 2)  g
[k1,··· ,kn 1]( 0,··· , n 2)
0+ , (6.0.4)
where
g[k1,··· ,kn 1]( 0,··· , n 1)  = I +O(z 1) (6.0.5)
and
g[k1,··· ,kn 1]( 0,··· , n 1)0+ = A
( 0,··· , n 1)
k1,··· ,kn 1 +O(z). (6.0.6)
Here, A( 0,··· , n 1)k1,··· ,kn 1 is an invertible, z-independent matrix. O(z 1) and O(z) denote terms
with only strictly negative powers of z and only strictly positive powers of z, respectively.
6.1 Conjectures for the dGLn Tau-function Relations
We conjecture that the following holds. Let
h[k](↵1,··· ,↵n 1)ab be the coe cient of Eabz
 1 in g[k]( 1,··· , n 1)  , (6.1.1)
the negative part of the Birkho↵ factorization of
T kn 1n 1 · · ·T k11 g( 1,··· , n 1), (6.1.2)
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where k = k1, · · · , kn 1. Then for each i, 1  i  n  1,
1  (⌧
( 1,··· , n 1)
k )
2
⌧ ( 1,··· , i 1, i 1, i+1,··· , n 1)k ⌧
( 1,··· , i 1, i+1, i+1,··· , n 1)
k
=
=
X
j 6=i
h[k]( 1,··· , i 1, i 1, i+1,··· , n 1)ji h
[k]( 1,··· , i 1, i+1, i+1,··· n 1)
ij .
Example 6.1.1. We note that the n = 2 case gives us
1  (⌧
(↵)
k )
2
⌧ (↵ 1)k ⌧
(↵+1)
k
= h[k](↵ 1)10 h
[k](↵+1)
01 =
⌧ (↵ 1)k+1 ⌧
(↵+1)
k 1
⌧ (↵ 1)k ⌧
(↵+1)
k
(6.1.3)
which is
⌧ (↵ 1)k ⌧
(↵+1)
k   (⌧ (↵)k )2 = ⌧ (↵ 1)k+1 ⌧ (↵+1)k 1 , (6.1.4)
the Q-system relation we obtained from the Desnanot-Jacobi identity (and also from fac-
toring connections matrices) and the n = 3 case gives us the four-term relations we also
previously derived.
Example 6.1.2. Similarly, the n = 3 case gives us
1  (⌧
(↵, )
k,` )
2
⌧ (↵ 1, )k,` ⌧
(↵+1, )
k,`
= h[k,`](↵ 1, )10 h
[k,`](↵+1, )
01 + h
[k,`](↵ 1, )
20 h
[k,`](↵+1, )
02 =
=
⌧ (↵ 1, )k+1,` ⌧
(↵+1, )
k 1,`
⌧ (↵ 1, )k,` ⌧
(↵+1, )
k,`
  ⌧
(↵ 1, )
k+1,`+1⌧
(↵+1, )
k 1,` 1
⌧ (↵ 1, )k,` ⌧
(↵+1, )
k,`
, (6.1.5)
which is the same as
⌧ (↵ 1, )k,` ⌧
(↵+1, )
k,`   (⌧ (↵, )k,` )2 = ⌧ (↵ 1, )k+1,` ⌧ (↵+1, )k 1,`   ⌧ (↵ 1, )k+1,`+1⌧ (↵+1, )k 1,` 1 (6.1.6)
and
1  (⌧
(↵, )
k,` )
2
⌧ (↵,  1)k,` ⌧
(↵, +1)
k,`
= h[k,`](↵,  1)01 h
[k,`](↵, +1)
10 + h
[k,`](↵,  1)
21 h
[k,`](↵+1, )
12 =
=
⌧ (↵,  1)k 1,` ⌧
(↵, +1)
k+1,`
⌧ (↵,  1)k,` ⌧
(↵, +1)
k,`
+
⌧ (↵,  1)k,`+1 ⌧
(↵, +1)
k,` 1
⌧ (↵,  1)k,` ⌧
(↵, +1)
k,`
, (6.1.7)
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which is
⌧ (↵,  1)k,` ⌧
(↵, +1)
k,`   (⌧ (↵, )k,` )2 = ⌧ (↵,  1)k 1,` ⌧ (↵, +1)k+1,` + ⌧ (↵,  1)k,`+1 ⌧ (↵, +1)k,` 1 . (6.1.8)
These expressions are the four-term relations we previously derived.
6.2 Three-term relations
The nonnegativity of the matrices in subsection A.8.5 implies that the dGLn tau-functions
satisfy three-term relations, since the coe cients of Eabz 1 where a 6= b, in these matrices
must be 0. (This is the same argument we used to obtain the three-term relations in thecGL(3)1 case, see the proof of Theorem 5.0.6.)
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Chapter 7
cGL(n)1 Tau-functions
Similarly to the dGLn case, we define cGL(n)1 tau-functions. The fermionic translation opera-
tors, Qis are the same as in the dGLn cases.
Definition 7.0.1. Let Ei,ja,b be the elements of End(H
(n)), where H(n) = Cn ⌦C[z, z 1], the
loop space of Cn and
Ei,ja,becz
m =  bc jmeaz
i (7.0.1)
where ea is the standard basis vector of Cn with 0s everywhere except in the ath position in
which there is a 1.
Definition 7.0.2. The Lie algebra, gl(n)1 is the Lie subalgebra of End(H(n)), generated by
Ei,ja,b where 0  a, b  n  1 and i, j 2 Z.
Definition 7.0.3. The Lie group, GL(n)1 is the group of invertible infinite matrices that
di↵er from the identity matrix by an element of gl(n)1 .
Again we need to specify a group element.
Definition 7.0.4.
g = I +
X
i,j2Z
X
0b<an 1
ca,bi,jE
 i 1,j
ab , (7.0.2)
and again obtain shifted group elements by conjugating g by powers of the fermionic
translation operators. The group element g is in an infinite matrix group and its lift (which
acts on fermionic Fock space) is in the central extension, cGL(n)1 . As in the dGLn case, the
action of the group element on fermionic Fock space can be expressed in terms of fermion
fields.
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Definition 7.0.5.
g( 0,··· , n) = Q 00 · · ·Q nn gQ  nn · · ·Q  00 2 cGL(n)1 . (7.0.3)
We comment that our shifts here are dependent on n parameters, since conjugation by
each fermionic translation operator gives a distinct shift. This is di↵erent from the dGLn case
in which conjugation by Qn can be expression in terms of conjugation by Qis for i < n.
Definition 7.0.6. ⌧ ( 0,··· , n 1)k1,··· ,kn 1 = hT k11 · · ·T kn 1n 1 v0, g( 0,··· , n 1)v0i.
In the n = 2, 3 cases, we derived di↵erence relations satisfied by these tau-functions by
taking the Gauss factorization of
g[k1,··· ,kn 1]( 0,··· , n 1) = T kn 1n 1 · · ·T k11 g( 0,··· , n 1). (7.0.4)
Here, g[k1,··· ,kn 1]( 0,··· , n 1) denotes the group element in the non-centrally extended group,
GL(n)1 .
Definition 7.0.7. Given a group element g 2 GL(n)1 , the Gauss factorization is
g = g g0+ (7.0.5)
where
g  = I +
X
i,j 0
X
1abn 1
xijabE
 i 1,j
ab (7.0.6)
and g0+ contains no terms of the form E
 i 1,j
ab where i, j   0, for some constants xijab and g0+
is an invertible matrix containing no terms of the form E i 1,jab , where i, j   0.
In the next subsection, we present conjectures for di↵erence relations satisfied by the
⌧ ( 0,··· , n 1)k1,··· ,kn 1 .
7.1 Conjectures for the cGL(n)1 Tau-function Relations
The analogue of the dGLn conjecture is as follows. Let
h[k]( 0,··· , n 1)ab be the coe cient of E
 10
ab in g
[k]( 0,··· , n 1)
  , (7.1.1)
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the negative part of the Gauss factorization of
T kn 1n 1 · · ·T k11 g( 0,··· , n 1), (7.1.2)
where k = k1, · · · , kn 1. Then for each i, 0  i  n  1,
1  ⌧
( 0,··· , n 1)
k ⌧
( 0+1,··· , n 1+1)
k
⌧ ( 0,··· , i 1, i+1, i+1,··· , n 1)k ⌧
( 0+1,··· , i 1+1, i, i+1+1,··· , n 1+1)
k
=
=
X
j 6=i
h[k]( 0+1,··· , i 1+1, i, i+1+1,··· , n 1+1)ji h
[k]( 0,··· , i 1, i+1, i+1,··· n 1)
ij .
Example 7.1.1. The n = 2 case gives us
1  ⌧
(↵, )
k ⌧
(↵+1, +1)
k
⌧ (↵+1, )k ⌧
(↵, +1)
k
= h[k](↵, +1)10 h
[k](↵+1, )
01 =
⌧ (↵, +1)k+1 ⌧
(↵+1, )
k 1
⌧ (↵, +1)k ⌧
(↵+1, )
k+1
, (7.1.3)
which is
⌧ (↵, +1)k ⌧
(↵+1, )
k = ⌧
(↵, )
k ⌧
(↵+1, +1)
k + ⌧
(↵, +1)
k+1 ⌧
(↵+1, )
k 1 , (7.1.4)
the T -system relations we derived earlier.
Example 7.1.2. In the n = 3 case, we have
1  ⌧
(↵, , )
k,` ⌧
(↵+1, +1, +1)
k,`
⌧ (↵+1, , )k,` ⌧
(↵, +1, +1)
k,`
= h[k,`](↵, +1, +1)10 h
[k,`](↵+1, , )
01 + h
[k,`](↵, +1, +1)
20 h
[k,`](↵+1, , )
02 =
=
⌧ (↵, +1, +1)k+1,` ⌧
(↵+1, , )
k 1,`
⌧ (↵+1, , )k,` ⌧
(↵, +1, +1)
k,`
  ⌧
(↵, +1, +1)
k+1,`+1 ⌧
(↵+1, , )
k 1,` 1
⌧ (↵, +1, +1)k,` ⌧
(↵+1, , )
k,`
1  ⌧
(↵, , )
k,` ⌧
(↵+1, +1, +1)
k,`
⌧ (↵, +1, )k,` ⌧
(↵+1, , +1)
k,`
= h[k,`](↵+1, , +1)01 h
[k,`](↵, +1, )
10 + h
[k,`](↵+1, , +1)
21 h
[k,`](↵, +1, )
12 =
=
⌧ (↵+1, , +1)k 1,` ⌧
(↵, +1, )
k+1,`
⌧ (↵+1, , +1)k,` ⌧
(↵, +1, )
k,`
+
⌧ (↵+1, , +1)k,`+1 ⌧
(↵, +1, )
k,` 1
⌧ (↵+1, , +1)k,` ⌧
(↵, +1, )
k,`
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1  ⌧
(↵, , )
k,` ⌧
(↵+1, +1, +1)
k,`
⌧ (↵, , +1)k,` ⌧
(↵+1, +1, )
k,`
= h[k,`](↵+1, +1, )02 h
[k,`](↵, , +1)
20 + h
[k,`](↵+1, +1, )
12 h
[k,`](↵, , +1)
21 =
=  ⌧
(↵+1, +1, )
k 1,` 1 ⌧
(↵, , +1)
k+1,`+1
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,`
+
⌧ (↵+1, +1, )k,` 1 ⌧
(↵, , +1)
k,`+1
⌧ (↵+1, +1, )k,` ⌧
(↵, , +1)
k,`
and these expressions are equivalent to the four-term relations we previously calculated.
7.2 Three-term relations
The nonnegativity of the matrices in subsection A.9.5 implies that the cGL(n)1 tau-functions
satisfy three-term relations, since the coe cients of E 10ab where a 6= b, in these matrices
must be 0.
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Chapter 8
Ultra-discretization and Box and Ball
systems
8.1 The Ultra-discrete 1-dimensional Toda Molecule
Equation & Box and Ball system
We first review the ultra-discretization of the 1-dimensional Toda molecule equation and the
Box and Ball system associated to it. For more details see [46], [28], [49].
The 1-dimensional Toda molecule equation is given by
 t+1j =  
t
j + ↵
t
j   ↵t+1j 1, where j = 1, · · · , N (8.1.1)
↵t+1j =
 tj+1↵
t
j
 t+1j
, where j = 1, · · · , N   1, (8.1.2)
↵t0 = ↵
t
N = 0, for all t. (8.1.3)
We can then prove:
 t+1j =
jY
k=1
 tk
j 1Y
k=1
 t+1k
+ ↵tj for j = 1, · · · , N (8.1.4)
Proof. Equations (8.1.1) and (8.1.3) imply that (8.1.4) holds for j = 1. We then proceed by
induction.
Suppose (8.1.4) holds for some j. Multiply both sides of (8.1.4) by
 tj+1
 t+1j
. We then have
 tj+1 =
j+1Y
k=1
 tk
jY
k=1
 t+1k
+
 tj+1↵
t
j
 t+1j
. (8.1.5)
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By (8.1.2) we have
 tj+1 =
j+1Y
k=1
 tk
jY
k=1
 t+1k
+ ↵t+1j (8.1.6)
Applying (8.1.1),  tj+1   ↵t+1j =  t+1j+1   ↵tj+1 and the result follows.
We can then ultra-discretize (8.1.2), (8.1.3), and (8.1.4), obtaining
Bt+1j = min(
jX
k=1
Btk  
j 1X
k=1
Bt+1k , A
t
j) for j = 1, · · · , N, (8.1.7)
At+1j = B
t
j+1 + A
t
j   Bt+1j , where j = 1, · · · , N   1, (8.1.8)
At0 = A
t
N =1, for all t. (8.1.9)
and these equations describe the dynamics of the usual Box and Ball system, reviewed here:
We begin with an infinite array of boxes. Each box can contain at most one ball and
finitely many of these boxes are nonempty. For example:
The rule for moving the balls is as follows: We move each ball once, beginning with the
leftmost ball which we move to the nearest empty box. We repeat this, taking the new
leftmost ball and moving it to the nearest empty box. We proceed like this until all balls
have been moved once. So the new configuration in our example is:
Remark 1. Since there are infinitely many empty boxes to the left and right of the boxes
drawn, the three empty boxes at the beginning of this configuration are insignificant.
Each cluster of balls is called a soliton. Btk is the number of balls in the kth soliton and
Atk is the number of empty boxes between the kth and k + 1th solitons. (8.1.9) means that
there are infinitely many empty boxes to the left of the first soliton and to the right of the
last soliton.
Remark 2. The 1-dimensional discrete Toda molecule equation also appears in the following
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bilinear form:
⌧ (t)j+1⌧
(t+2)
j 1 + (⌧
(t+1)
j )
2 = ⌧ (t)j ⌧
(t+2)
j , where j = 1, · · · , N (8.1.10)
⌧ (t) 1 = ⌧
(t)
N = 0 for all t (8.1.11)
⌧ t0 = 1 for all t. (8.1.12)
One can check that ↵tj =
⌧
(t)
j 1⌧
(t 1)
j+1
⌧
(t)
j ⌧
(t 1)
j
and  tj =
⌧
(t 1)
j 1 ⌧
(t)
j
⌧
(t 1)
j ⌧
(t)
j 1
satisfy (8.1.1), (8.1.2), and (8.1.3).
8.2 The Ultra-discrete 2-dimensional Toda Molecule
Equation & Generalized Box and Ball system
The 2-dimensional discrete finite Toda molecule equation (also known as the T -system equa-
tion or the octahedron recurrence) is given by
 (l+1,m)j =  
(l,m)
j + ↵
(l+1,m+1)
j   ↵(l+1,m)j 1 , where j = 1, · · · , N (8.2.1)
↵(l+1,m)j =
 (l,m)j+1 ↵
(l,m)
j
 (l+1,m)j
, where j = 1, · · · , N   1, (8.2.2)
↵t0 = ↵
t
N = 0, for all t. (8.2.3)
The 2-dimensional discrete finite Toda molecule equation also appears in bilinear form
as
⌧ (l,m)j+1 ⌧
(l+1,m+1)
j 1 + ⌧
(l,m+1)
j ⌧
(l+1,m)
j = ⌧
(l+1,m+1)
j ⌧
(l,m)
j . (8.2.4)
Similarly to the above 1-dimensional discrete Toda molecule equation case, we can check
that ↵(l,m)j =
⌧
(l,m)
j 1 ⌧
(l 1,m)
j+1
⌧
(l,m)
j ⌧
(l 1,m)
j
and  (l,m)j =
⌧
(l,m+1)
j 1 ⌧
l,m)
j
⌧
(l,m+1)
j ⌧
(l,m)
j 1
satisfy (8.2.1), (8.2.2), and (8.2.3). We
can then prove, in the same way we proved (8.2.5) that
 (l+1,m)j =
jY
k=1
 (l,m)k
j 1Y
k=1
 (l+1,m)k
+ ↵(l+1,m+1)j for j = 1, · · · , N. (8.2.5)
.
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Ultra-discretizing (8.2.2), (8.2.3), (8.2.5), we obtain
Bl+1,mj = min(
jX
k=1
Bl,mk  
j 1X
k=1
Bl+1,mk , A
l+1,m+1
j ) for j = 1, · · · , N (8.2.6)
Al+1,mj = B
l,m
j+1 + A
l,m
j   Bl+1,mj , where j = 1, · · · , N   1, (8.2.7)
Al,m0 = A
l,m
N =1, for all t. (8.2.8)
To interpret this system of equations within the context of a generalized box and ball systems,
it is useful to apply a change of variables by replacing Al,mj with A
l m
j,m and B
l,m
j with B
l m
j,m .
(After the change of variables, the index appearing as the superscript corresponds to the
time evolution, which we relabel in the following as t.) We have:
Bt+1j,  = min(
jX
k=1
Btk,   
j 1X
k=1
Bt+1k,  , A
t
j, +1) for j = 1, · · · , N, (8.2.9)
At+1j,  = B
t
j+1,  + A
t
j, +1   Bt+1j,  , where j = 1, · · · , N   1, (8.2.10)
At0,  = A
t
N,  =1, for all t. (8.2.11)
Suppose that for all   2 Z, we know Atj, , for all j with 1  j  N   1, and Btj,  for all
j, 1  j  N . (8.2.9), (8.2.10), and (8.2.11) then determine At+1j,  and Bt+1j,  . We have the
following interpretation of this time evolution in terms of a generalized Box and Ball system:
Instead of one row of boxes as in the usual BBS, we have now have infinitely many rows,
indexed by   2 Z. Each row has any finite number of balls, but exactly N solitons.
For example, if N = 3, part of a possible configuration is:
 
  + 1
  + 2
  + 3
  + 4
There are three solitons in each row and infinitely many rows above and below the ones
shown here, each also with exactly three solitons. There are also infinitely many empty boxes
to the left and right of the boxes shown. Here we have made the arbitrary choice that the
first ball in each row appears in the same column.
The rule for moving the balls is then as follows. In each row, we replace the number of
74
boxes between the solitons, i.e., the Atj,  empty boxes, with A
t
j, +1 empty boxes (the number
of empty boxes between the jth and j + 1th solitons in the row directly below) and then
move the balls exactly as in the usual Box and Ball system.
Remark 3. Note that this means that we do not have enough information in the picture
above to calculate the   + 4 row for t+ 1, since we do not know the values of Atj, +5.
The first four rows of the above configuration then become
 
  + 1
  + 2
  + 3
Remark 4. If we require Atj,  = A
t
j, +1 and B
t
j,  = B
t
j, +1 for all  , this reduces to the usual
Box and Ball system.
Remark 5. This is di↵erent than an infinite collection of independent Box and Ball systems,
which would be given by the equations:
Bt+1j,  = min(
jX
k=1
Btk,   
j 1X
k=1
Bt+1k,  , A
t
j, ) for j = 1, · · · , N (8.2.12)
At+1j,  = B
t
j+1,  + A
t
j,    Bt+1j,  , where j = 1, · · · , N   1, (8.2.13)
Al,m0 = A
l,m
N =1, for all t. (8.2.14)
Here, each row   evolves independently of the others. The rows in the evolution given by
(8.2.9), (8.2.10), and (8.2.11) really do depend on each other in a nontrivial way.
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Appendix A
Here we define n-component fermionic Fock space, fermionic translation operators, and prove
several lemmas required to obtain the results of this thesis. For more on this, see for example
[48], [8].
A.1 Fermionic Fock space on n-components
Fermionic Fock space on n-components, denoted F (n), is the semi-infinite wedge space based
in the loop space, Cn ⌦ C[z, z 1]. We define a special vector called the “vacuum vector”,
denoted v0 :
Definition A.1.1.
v0 =
266664
1
0
...
0
377775 ^
266664
0
1
...
0
377775 ^ · · · ^
266664
0
0
...
1
377775 ^
266664
z
0
...
0
377775 ^
266664
0
z
...
0
377775 ^ · · · ^
266664
0
0
...
z
377775 ^
266664
z2
0
...
0
377775 ^
266664
0
z2
...
0
377775 ^ · · · ^
266664
0
0
...
z2
377775 ^ · · ·
(A.1.1)
We also define “wedging” and “contracting” operators. A basis for n-component fermionic
Fock space is given by ordered monomials of these wedging and contracting operators acting
on the vacuum. The action of the loop groups dGLn and cGL(1)n is given in terms of the
wedging an contracting operators. The fermionic translation operators in both the loop
group and infinite matrix group cases act the same way on fermionic Fock space. We now
discuss the details of this, first defining fermion fields.
A.2 Fermion fields
Definition A.2.1. The “wedging operator” is a 
+
(k) = eaz
k^, 0  a  n  1, k 2 Z.
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Definition A.2.2. The “contracting operator” is a 
 
(k) = i(eaz
 k 1), 0  a  n  1, k 2 Z
where
i(eaz
k)↵ =   if ↵ = eaz
k ^  . (A.2.1)
The wedging and contracting operators are adjoint to each other. That is, for all v, w 2
F (n) they satisfy
ha +(k)v, wi = hv,a   ( k 1)wi (A.2.2)
We obtain a basis for F (n) by specifying an order in which to act by the wedging and
contracting operators. The basis elements, called “elementary wedges”, are then the obtained
from the vacuum by acting by monomials of the wedging and contracting operators in this
order.
The “fermion fields” are generating series of the wedging and contracting operators. They
are
Definition A.2.3.  ±a (z) =
X
i2Z
a 
±
(i)z
 i 1, 0  a  n  1
The fermion fields satisfy
[ ±a (z), 
±
b (z)]+ = 0 for (A.2.3)
and
[ +a (z), 
 
b (w)]+ =  ab (z, w) (A.2.4)
where
 (z, w) =
X
i2Z
ziw i 1 (A.2.5)
F (n) has a grading by Zn, i.e., it can be written as F (n) =  i2ZnF (n)i . The vacuum vector,
v0 2 F (n)0 .
This grading induces a grading on linear maps, M : F (n) ! F (n). We say that a map
M has degree   2 Zn if for all ! 2 Zn, M restricts to a map, M : F (n)! ! F (n)!+ . This
grading is uniquely determined by specifying that the wedging operators, eazk^ have degree
 a = (0, · · · , 0, 1, 0, · · · , 0) (where the 1 is in the ath position), and the contracting operators,
i(eazk) similarly have degree   a. The fermion fields,  ±a (z) have degree ± a.
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A.3 Fermionic translation operators
We also need to define fermionic translation operators, Qi. In the case of the loop group,dGLn, these are lifts of
⇡(Q0) =
266664
z 1 0 · · · 0
0  1 · · · 0
0
. . . 0
0 0 · · ·  1
377775 , ⇡(Q1) =
266664
 1 0 · · · 0
0 z 1 · · · 0
0
. . . 0
0 0 · · ·  1
377775 , · · · , (A.3.1)
and
⇡(Qn 1) =
266664
 1 0 · · · 0
0  1 · · · 0
0
. . . 0
0 0 · · · z 1
377775 . (A.3.2)
to the action of the centrally extended loop group, dGLn. In the case of the infinite matrix
group, cGL(n)1 , these are lifts of
⇡(Qa) =  
n 1X
j=0
j 6=a
X
i2Z
Ei,ijj +
X
i2Z
Ei,i+1aa , where 0  a  n  1, (A.3.3)
to the centrally extended infinite matrix group, cGL(n)1 .
The action of the fermionic translation operators on F (n) is given by
Qav0 =  
+
a (z)v0 (A.3.4)
 ±a (z)Qa = z
±Qa ±a (z) (A.3.5)
 ±a (z)Qb =  Qb ±a (z), a 6= b (A.3.6)
QaQb =  QbQa. (A.3.7)
The fermionic translation operators are invertible and we also have
hQav, wi = hv,Q 1a wi for all v, w 2 F (n). (A.3.8)
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We also define the group elements,
Definition A.3.1. Ta = QaQ
 1
a 1.
These operators, like the fermionic translation operators are unitary:
hTav, wi = hv, T 1a wi. (A.3.9)
Lemma A.3.2. Given k 2 Z, Qkav0 =
8>>><>>>:
v0, k = 0Q!k
i=1 a 
+
( i)v0, k > 0Q! k
i=1 a 
 
( i)v0, k < 0
,
where
!kY
i=1
a 
±
( i) =a  
±
( k) · · ·a  ±( 1). (A.3.10)
Lemma A.3.3. Let Ma =Ma( ±(za)), a = 0, · · · , n  1, be monomials in fermion fields of
type a. Then
hQ↵n 1n 1 · · ·Q↵11 Q↵00 v0,Mn 1 · · ·M1M0v0i = hQ↵n 1n 1 ,Mn 1v0i · · · hQ↵11 ,M1v0ihQ↵00 ,M0v0i.
(A.3.11)
A.4 The Lie algebra, cgln and its action on F (n)
We first define the non-centrally extended loop algebra, fgln.
Definition A.4.1. cgln is the Lie subalgebra of End(H(n)) generated by Eabzk, z 2 Z,
1  a, b  n  1, satisfying
Eabz
kecz
` =  bceaz
k+` (A.4.1)
fgln does not act on F (n), but its central extension, cgln does:
The central extension comes from the normal ordering of fermions [31]:
:  +a (z) 
 
b (w) :=  
+
a,cr 
 
b (w)    b (w) +a,ann(z). (A.4.2)
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Here,
 ±a,cr(z) =
X
i 0
a 
±
( i 1)z
i and  ±a,ann(z) =
X
i 0
a 
±
(i)z
 i 1. (A.4.3)
This then gives us
: a 
+
(i)b 
 
(j) :=
8<:a +(i)b  (j) i   0 b  (j)a +(i) i < 0 (A.4.4)
The action of the centrally extended loop algebra, cgln, on F (n) is given by
Eabz
j 7!
X
i2Z
: (eaz
i+j^)i(ebzj) :=
X
i2Z
: a 
+
(i+j)b 
 
( i 1) : (A.4.5)
It is useful to define generating series of loop algebra elements:
Eab(w) =
X
i2Z
Eabz
iw i 1. (A.4.6)
The action of this generating series on F (n) is then given as a normal ordered product of
fermion fields:
Eab(w) =:  
+
a (w) 
 
b (w) : . (A.4.7)
A.5 The Lie algebra, bgl(n)1 and its action on F (n)
Definition A.5.1. The Lie algebra, gl(n)1 , is the Lie subalgebra of End(H(n)) generated by
Ek,`ab , 0  a, b  n  1, k, ` 2 Z where
Ek,`ab ecz
m =  bc `meaz
k. (A.5.1)
As in section A.4, the normal ordering is required to define an action on F (n), and it is
the centrally extended loop algebra, bgl(n)1 that acts on F (n):
Ek,`ab 7!: (eazk^)i(ebz`) :=:  +(k)  ( ` 1) :, (A.5.2)
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where the normal ordering is given exactly as in section A.4.
Our generating series of loop algebra elements are given by
Eab(z, w) =
X
k,`2Z
Ek,`ab z
 k 1w` (A.5.3)
and Eab(z, w) acts on F (n) by
Eab(z, w) =:  
+
a (z) 
 
b (w) : . (A.5.4)
A.6 Determinantal Identities for Formulas for
Correlation Functions for fermion fields
Lemma A.6.1.
hQm nv0, +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i =
=
Q
1i<jm(wi   wj)
Q
1i<jn(yi   yj)Qm
i=1
Qn
j=1(wi   yj)
Proof. We first consider the case that m < n. So
hQm nv0, +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i =
= h  (m n)  (m n+1) · · ·  ( 1)v0, +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i,
which is equal to the sum of the coe cients corresponding to all ways of pulling out
  (m n) 
 
(m n+1) · · ·  ( 1)v0, from the product of fermion fields acting on the vacuum,
 +(w1) · · · +(wm)  (y1) · · ·  (yn)v0. (A.6.1)
Given a   2 Sn, we reorder the fermion fields and record the sign obtained from doing so:
sgn( ) +(w1) · · · +(wm)  (y (1)) · · ·  (y (n))v0 (A.6.2)
We then pull out terms in such a way that no additional sign changes occur from per-
muting the operators: We pull out   ( 1) from  
 (y (n)),   ( 2) from  
 (y (n 1)), · · · , and
  (m n) from  
 (y (m n)). The product of the coe cients corresponding to these choices is
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y0 (n)y
1
 (n 1) · · · yn m 1 (m+1). The remaining contributions for this choice of   come from pulling
out coe cients of products of wedging and contracting operators from
 +(w1) · · · +(wm)  (y (1)) · · ·  (y (m)) (A.6.3)
whose actions cancel with each other. We again pull out these terms such a way that no
additional sign changes occur: We count only contributions coming from terms in
 +(wm)  (y (1)) that cancel with each other, terms in  +(wm 1)  (y (2)) that cancel with
each other, · · · and terms in  +(w1)  (y (m)) that cancel with each other.
We claim that we can count each pair,  +(wm i)  (y (i+1)), 0  i  m   1, as con-
tributing
1
wm i   y (i+1) =
1X
`=0
y` (i+1)
w`+1m i
. We know we are not omitting any nontrivial terms
in doing this, since any
y` (i+1)
w`+1m i
with ` < 0 corresponds to  +(`) 
 
( ` 1) and  
 
( ` 1) kills the
vacuum or any vector obtained by acting by contracting operators on the vacuum. We must
therefore only prove that we are not including any extra nontrivial terms. Towards this end,
consider some monomial,
sgn( )y0 (n)y (n 1) · · · yn m 1 (m+1)
y`1 (1)
w`1+1m
y`2 (2)
w`2+1m 1
· · · y
`m
 (m)
w`m+11
, (A.6.4)
corresponding to a product of wedges acting on the vacuum vector which give 0. Since all
of the wedges,   (`), is such that ` < 0, the only way this is possible is if two of the wedges
are the same. But this means that two of the yis in the above expression are being raised to
the same power. Define a new element,   2 Sn by composing   with the transposition that
interchanges these two yis. The sign of this new element is  sgn( ). So there a monomial
in the expansion of
sgn( )
y0 (n)y (n 1) · · · yn m 1 (m+1)
m 1Y
i=0
(wm i   y (i+1))
(A.6.5)
which cancels with the above monomial.
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Summing over all   2 Sn, we have that
hQm nv0, +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i =
=
X
 2Sn
sgn( )
y0 (n)y (n 1) · · · yn m 1 (m+1)Qm 1
i=0 (wm i   y (i+1))
.
Using Leibniz’s formula to expand this as a determinant and then computing the determi-
nant, we find that this is exactly equal toQ
1i<jm(wi   wj)
Q
1i<jn(yi   yj)Qm
i=1
Qn
j=1(wi   yj)
(A.6.6)
The proof in the case that m   n is similar. Here, we need to argue that
hQm nv0, +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i =
=
X
 2Sm
sgn( )
wm n 1 (1) w
m n 2
 (2) · · ·w0 (m n)Qn 1
i=0 (w (m i)   yi+1)
.
Lemma A.6.2.
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i = (A.6.7)
mY
i=1
(z   yi)
Y
1i<jm
(wi   wj)
Y
1i<jn
(yi   yj)
nY
i=1
(z   wi)
mY
i=1
nY
j=1
(wi   yj)
(A.6.8)
Proof. Consider the case that m > n. The proof here is analogous to Lemma A.6.1.
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i (A.6.9)
is the sum of the products of coe cients corresponding to all of the ways of pulling out
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Qm n 1v0 =  +(m n 1) · · · +( 1)v0 from
  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0. (A.6.10)
Since Qm n 1v0 is a product of wedging operators acting on the vacuum, the actions of the
contracting operators in the negative fermion fields,   (z) and the   (yi)s, must cancel
with the actions of the wedging operators in the positive fermion fields, the  +(wi)s. The
remaining positive fermion fields contribute to the
 +(m n 1) · · · +( 1)v0. (A.6.11)
Given an element   2 Sm, we reorder the positive fermion fields and record the sign obtained
by doing so:
sgn( )  (z) +(w (1)) · · · +(w (m))  (y1) · · ·  (yn)v0. (A.6.12)
We then pull out wedging and contracting operators in a fixed way such that no additional
sign changes occur. Since m > n, taking the sum over all   2 Sm, we obtain all terms that
contribute to
hQm n 1v0,  (z) +(w1) · · · +(wm)  (y1) · · ·  (yn)v0i. (A.6.13)
In more detail, given   2 Sm, we have
sgn( )  (z) +(w (1)) · · · +(w (m))  (y1) · · ·  (yn)v0, (A.6.14)
and we collect all of the coe cients in   (z) +(w (1)) corresponding to wedging and con-
tracting operators whose actions cancel with each other. We pull out  +(n m+1) from
 +(w (2)),  
+
(n m) from  
+(w (3)), · · · , and  +( 1) from  +(w (m n)). We then collect the coef-
ficients corresponding to all pairs of wedging and contracting operators in  +(w (m))  (y1)
whose actions cancel with each other, all pairs of wedging and contracting operators in
 +(w (m 1))  (y2) whose actions cancel with each other, · · · , and all pairs of wedging and
contracting operators in  +(w (m n+1))  (yn) whose actions cancel with each other.
We claim that each pair,  +(a)  (b) corresponding to wedging and contracting operators
whose actions cancel with each other can be thought of as contributing
1
a  b . To see why
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this is true, we comment that each monomial in the expansion of
hQm m 1v0,  (z)
mY
i=1
  (wi)
nY
i=1
  (yi)v0i (A.6.15)
corresponds to a choice of fermionic operators. Given   2 Sm, a monomial corresponds to
a choice of kis such that
sgn   ( k0 1) 
+
(k0)
 +(n m+1) · · · +( 1)⇥
⇥  +( k1 1) +( k2 1) · · · +( kn 1)⇥
⇥   (kn)  (kn 1) · · ·  (k1)v0 = v0.
We first note that k1, · · · , kn must all be less than 0, since if ki > 0, the corresponding
contracting operator,   (ki) kills the vacuum or any vector obtained from the vacuum by
acting by contracting operators. The only other possible way of choosing kis, 1  i  n,
so that the above product of fermion operators acting on the vacuum is 0, is if two kis
are equal or some ki is n   m  ki   1. Using the same argument that we used in
Lemma A.6.1, we see that the monomials corresponding to such choices cancel with each
other. So we are not including any extra terms in allowing each of the kis to range over all
negative integers. So each pair,  +(w (m i))  (yi+1), 0  i  n  1, from which we pull out
coe cients corresponding to wedging and contracting operators whose actions cancel with
each other can be thought of as contributing
1
w (m i)   yi+1 . Similarly, k0 < 0 and even
though choosing k0 = i for some n   m + 1  i   1 will result in killing the vacuum,
we can include such choices since the corresponding monomials all cancel with each other.
Summing over all   2 Sm, we obtain
X
 2Sm
sgn( )
wm n 2 (2) · · ·w0 (m n)
(z   w (1))(w (m)   y1)(w (m 1)   y2) · · · (w (m n+1)   yn) , (A.6.16)
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which is precisely the Leibniz form of
det
26666666666666664
1
z w1
1
z w2 · · · 1z wm
wm n 21 w
m n 2
2 · · · wm n 2m
...
... · · · ...
1 1 · · · 1
1
w1 yn
1
w2 yn · · · 1wm yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wm y1
37777777777777775
, (A.6.17)
and the result holds by Lemma A.7.3.
Next, consider the case that m  n. Qm n 1v0 here is a product of contracting operators
acting on the vacuum.
Since m  n, there are more negative fermion fields than positive fermion fields. We
would like to proceed exactly as we did in the m > n case. Ideally, we would want to fix
an order of the n+ 1 negative fermion fields given by some permutation   2 Sn+1, pull out
(in a fixed way) wedging and contracting operators whose product acting on the vacuum is
Qm n 1v0, and sum over all permutations of the negative fermion fields to obtain all ways
of pulling out Qm n 1v0 from   (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0. This cannot be done as easily
as in the m > n case though, since the positive and negative fermion fields do not commute
and the positive fermion fields are sandwiched between   (z) and
nY
i=1
  (yi).We would thus
obtain more than a sign change if we chose a permutation that did not fix   (z).
By writing
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i =
= hv0, +(0) +(1) · · · +(n m)  (z) +(w1) · · · +(wm)
nY
i=1
  (yi)v0i,
we see that, in order to obtain a product of the vacuum vector from
 +(0) 
+
(1) · · · +(n m)  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0, (A.6.18)
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the actions of any contracting operators in   (z) must either cancel with the actions of
wedging operators in the  +(wi)s to the right of   (z), or must cancel with the wedging
operators,  +(i), 0  i  n m to the left of   (z). There are thus n + 1 choices,  +(0),  +(1),
· · · ,  +(n m),  +(y1), · · · ,  +(yn), for terms to which   (z) can be paired. Given one of these
n+1 choices, we then can proceed as in the m > n case, fixing an order of negative fermion
fields given by some   2 Sn, pulling out fermion operators from these ordered terms in a
fixed way, and reocording the corresponding monomials. Summing over all   2 Sn and all
n+ 1 choices, we obtain our result.
Since the fermion operators in   (z) can be paired only with the  +(i)s to the left of
  (z) or with the  +(i)s in the  
+(wi)s, our choices of fermion operators have only two
possible forms:
1. Either it is of the form
( 1)n m k0sgn hv0, +(0) +(1) · · · +(k0 1) +(k0+1) · · · +(n m) +(k0)
  ( k0 1) 
+
(k1)
 +(k2) · · · +(km)  ( km 1) · · ·  ( k1 1)  (m n 1) · · ·
· · ·  ( k0 2)  ( k0) · · ·  ( 2)  ( 1)v0i
(The additional sign appearing in front of sgn  comes from shifting the  +(k0), 0  k0 
n  m past the n  m   k0  +(i)s to its right, so that it appears immediately next to
  (z).)
2. or it is of the form
( 1)i 1sgn hv0, +(0) +(1) · · · +(n m)  ( ki 1) +(ki) +(k1) · · ·
· · · +(ki 1) +(ki+1) · · · +(km)  ( km 1)  ( km 1 1) · · ·
· · ·  ( ki+1 1)  ( ki 1 1) · · ·  ( k1 1)  (m n 1) · · ·  ( 2)  ( 1)v0i.
(Here, the additional sign appearing in front of sgn  comes from shifting the  +(wi)
past the i  1  (wj)s to its left so that  +(wi) appears next to   (z).)
We now argue which choices of kis contribute to
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i. (A.6.19)
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For choices of the form 1, each kj 1  j  m must be nonnegative, since if k < 0,   ( k 1)
kills the vacuum or any vector obtained from the vacuum by acting by contracting operators.
Given k0, 0  k0  n m,
  ( km 1) · · ·  ( k1 1)  (m n 1) · · ·  ( k0 2)  ( k0) · · ·  ( 1)v0 = 0 (A.6.20)
if any of the kjs, 1  j  m, j 6= k0 are equal to each other or to some `, 0  `  n  m.
Using the same argument used above and in Lemma A.6.1 though, any such monomials
cancel with each other. So we can sum over all kj   0, j 6= i. Then summing over all k0,
0  k0  n m and all   2 Sn, we obtain
n mX
k0=0
( 1)n m k0zk0
X
 2Sn
sgn 
yn m (m+1) · · · yk0+1 (n k0)yk0 1 (n+1 k0) · · · y0 (n)
(wm   y (1))(wm 1   y (2)) · · · (w1   y (m)) . (A.6.21)
We next sum over all possible values of kis for choices of the form 2., making sure not to
include any choices equivalent to those already counted in 1.
When k < 0,   ( k 1) kills the vacuum or any vector obtained from the vacuum by acting
by contracting operators. Given a choice of i, we have
 +(k1) · · · +(ki 1) +(ki+1) · · · +(km)  ( km 1)  ( km 1 1) · · ·
· · ·  ( ki+1 1)  ( ki 1 1) · · ·  ( k1 1)  (m n 1) · · ·  ( 2)  ( 1)v0 =
=   (m n 1) · · ·  ( 2)  ( 1)v0.
So we can choose ki < 0 or 0  ki  n   m. We claim though, that 0  ki  n   m
correspond to choices of fermion operators already made in 1. Note that the ki < 0 cannot
correspond to choices from 1. since ki is the power of z in a given monomial and every
monomial coming from 1 has power of z greater than or equal to 0 and less than or equal
to n m. As in our previous arguments, given a choice of ki, we can allow our kjs, j 6= i to
range over all nonnegative integers, since any terms corresponding to choices of kjs that kill
the vacuum will cancel with each other. Summing over all choices of kis we obtain
mX
i=1
( 1)i 1
X
 2Sn
sgn 
yn m (m)y
n m 1
 (m+1) · · · y0 (n)
(z   wi)
Qi 1
j=1(wj   y (m j))
Qm
j=i+1(wj   y (m+1 j))
.
(To see why choices of ki, 0  ki  n  m correspond to choices already made in 1., note
88
that, up to a sign, the choices corresponding to 1. give monomials
zk0ykm (1) · · · yk1 (m)yn m (m+1) · · · yk0+1 (m k0)yk0 1 (m k0+1) · · · y (n 1)y0 (n)
wk1+11 w
k2+1
2 · · ·wkm+1m
(A.6.22)
where 0  k0  n m and the remaining kis are nonnegative integers.
The choices corresponding to 2. give
zkiykm (1) · · · yki+1 (m i)yki 1 (m i+1) · · · yk1 (m 1)yn m (m) · · · y (n 1)y0 (n)
wk1+11 w
k2+1
2 · · ·wkm+1m
(A.6.23)
where ki < 0 or 0  ki  n  m and the remaining kjs range over all nonnegative integers.
We comment that we do not need to know the signs for these monomials, since we can
read from them the corresponding choice of fermion operators and this choice determines
the sign. Thus, if any monomials corresponding to 1. or 2. are the same up to a sign,
their corresponding signs must also match. Given a monomial of the form 2., whose ki is
0  ki  n m, we can set ki = k0 for some k0 corresponding to a choice in 1. If the choice
of k1, · · · km in 1. also agree with those in 2., the powers of each wis in these monomials
match and the powers of the yis match up to a permutation of their indices. We can then
modify 1. by choosing a   2 Sn such that the monomials match exactly. So choices of ki,
0  ki  n m in 2. correspond to terms already counted in 1.)
Summing the contributions from 1. and 2, we have
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i =
n mX
k0=0
( 1)n m k0zk0
X
 2Sn
sgn 
yn m (m+1) · · · yk0+1 (n k0)yk0 1 (n+1 k0) · · · y0 (n)
(wm   y (1))(wm 1   y (2)) · · · (w1   y (m))+
mX
i=1
( 1)i 1
X
 2Sn
sgn 
yn m (m)y
n m 1
 (m+1) · · · y0 (n)
(z   wi)
Qi 1
j=1(wj   y (m j))
Qm
j=i+1(wj   y (m j+1))
.
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This then gives us that
hQm n 1v0,  (z)
mY
i=1
 +(wi)
nY
i=1
  (yi)v0i =
( 1)m det
2666666666666666666666666666664
 1
z   wm
1
wm   y1
1
wm   y2 · · ·
1
wm   yn 1
z   wm 1
1
wm 1   y1
1
wm 1   y2 · · ·
1
wm 1   yn
...
...
... · · · ...
 1
z   w2
1
w2   y1
1
w2   y2 · · ·
1
w2   yn 1
z   w1
1
w1   y1
1
w1   y2 · · ·
1
w1   yn
zn m yn m1 y
n m
2 · · · yn mn
zn m 1 yn m 11 y
n m 1
2 · · · yn m 1n
...
...
... · · · ...
z y1 y2 · · · yn
1 1 1 · · · 1
3777777777777777777777777777775
.
(To see this, expand the determinant along the first column and express the corresponding
minors using the Leibniz formula for the determinant.) The result then holds by Lemma
A.7.4.
A.7 Proof of Determinantal Identities
The proofs here are very similar to the proof of the Cauchy determinant identity. In each
of the proofs, we perform elementary row and column operations, pull terms out, and show
that the determinant reduces to some product times a Cauchy determinant.
Here, we will use the convention that 1a b =
1X
i=0
bn
an+1
. For example, when we write  1a b ,
we mean  
1X
i=0
bn
an+1
and not 1b a =
1X
i=0
an
bn+1
.
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Lemma A.7.1. When m   n,
det
26666666666664
1
wn y1
1
wn y2 · · · 1wn ym
...
... · · · ...
1
w1 y1
1
w1 y2 · · · 1w1 ym
ym n 11 y
m n 1
2 · · · ym n 1m
...
...
...
...
1 1 · · · 1
37777777777775
=
Y
1i<jm
(yi   yj)
Y
1i<jn
(wi   wj)
nY
i=1
mY
j=1
(wi   yj)
. (A.7.1)
Proof. We first comment that if m = n, we obtain
det
266664
1
wn y1
1
wn y2 · · · 1wn yn
1
wn 1 y1
1
wn 1 y2 · · · 1wn 1 yn
...
... · · · ...
1
w1 y1
1
w1 y2 · · · 1w1 yn
377775 (A.7.2)
and the result holds by the formula for a Cauchy determinant. So in the following, we may
assume that m > n.
We subtract the last column from each of the previous columns, expand the determinant
of the resulting matrix along the last row, and then pull out
m 1Y
i=1
(yi   ym)
nY
i=1
(wi   ym)
. This gives us
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m 1Y
i=1
(yi   ym)
nY
i=1
(wi   ym)
det
266666666666666666666664
1
wn y1
1
wn y2 · · · 1wn ym 1
...
... · · · ...
1
w1 y1
1
w1 y2 · · · 1w1 ym 1
m n 2X
j=0
ym n 2 j1 y
j
m
m n 2X
j=0
ym n 2 j2 y
j
m · · ·
m n 2X
j=0
ym n 2 j3 y
j
my
m n 1
m
...
...
...
...
y21 + y
2
m + y1ym y
2
2 + y
2
m + y2ym · · · y2m 1 + y2m + ym 1ym
y1 + ym y2 + ym · · · ym 1 + ym
1 1 · · · 1
377777777777777777777775
.
(A.7.3)
We then subtract ym times the (n + 2)th row from the (n + 1)th row, subtract ym times
the (n+ 3)th row from the (n+ 2)th row, · · · , and subtract ym times the last row from the
second to last row. Since
X`
j=0
y` ji y
j
m  
` 1X
j=0
y` 1 ji y
j+1
m = y
`
i , this gives us
m 1Y
i=1
(yi   ym)
nY
i=1
(wi   ym)
det
2666666666666666664
1
wn y1
1
wn y2 · · · 1wn ym 1
...
... · · · ...
1
w1 y1
1
w1 y2 · · · 1w1 ym 1
ym n 21 y
m n 2
2 · · · ym n 2m 1
...
...
...
...
y21 y
2
2 · · · y2m 1
y1 y2 · · · ym 1
1 1 · · · 1
3777777777777777775
. (A.7.4)
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We then repeat this process m  n  1 more times, obtaining
mY
j=n+1
Y
i<j
(yi   yj)
nY
i=1
mY
j=n+1
(wi   yj)
det
26666666666664
1
wn y1
1
wn y2 · · · 1wn yn
1
wn 1 y1
1
wn 1 y2 · · · 1wn 1 yn
...
... · · · ...
1
w1 y1
1
wn y2 · · · 1w1 yn
37777777777775
. (A.7.5)
Since the determinant here is a Cauchy determinant equal toY
1i<jn
(yi   yj)
Y
1i<jn
(wi   wj)
nY
i=1
nY
j=1
(wi   yj)
, (A.7.6)
we have that the determinant with which we started is equal to
mY
j=n+1
Y
i<j
(yi   yj)
Y
1i<jn
(yi   yj)
Y
1i<jn
(wi   wj)
nY
i=1
mY
j=n+1
(wi   yj)
nY
i=1
nY
j=1
(wi   yj)
= (A.7.7)
=
Y
1i<jn
(wi   wj)
Y
1i<jm
(yi   yj)
nY
i=1
mY
j=1
(wi   yj)
. (A.7.8)
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Lemma A.7.2. When m < n,
det
26666666666666664
wn m 11 w
n m 1
2 · · · wn m 1n 1 wn m 1n
...
... · · · ... ...
w1 w2 · · · wn 1 wn
1 1 · · · 1 1
1
w1 ym
1
w2 ym · · · 1wn 1 ym 1wn ym
...
... · · · ... ...
1
w1 y1
1
w2 y1 · · · 1wn 1 y1 1wn y1
37777777777777775
=
Y
1i<jm
(yi   yj)
Y
1i<jn
(wi   wj)
nY
i=1
mY
j=1
(wi   yj)
.
(A.7.9)
Proof. We prove this identity in the same way that we proved our previous identity, by
applying elementary row and column operations to reduce the determinant to a product
times a Cauchy determinant. We begin by subtracting the last column from each of the
previous columns. This gives us
det
26666666666664
wn m 11   wn m 1n wn m 12   wn m 1n · · · wn m 1n 1   wn m 1n wn m 1n
...
... · · · ... ...
w1   wn w2   wn · · · wn 1   wn wn
0 0 · · · 0 1
 (w1 wn)
(w1 ym)(wn ym)
 (w2 wn)
(w2 ym)(wn ym) · · ·
 (wn 1 wn)
(wn 1 ym)(wn ym)
1
wn ym
...
... · · · ...
 (w1 wn)
(w1 y1)(wn y1)
 (w2 wn)
(w2 y1)(wn y1) · · ·
 (wn 1 wn)
(wn 1 y1)(wn y1)
1
wn y1
37777777777775
. (A.7.10)
We then expand along the (n m)th row to obtain
det
26666666666664
wn m 11   wn m 1n wn m 12   wn m 1n · · · wn m 1n 1   wn m 1n
...
... · · · ...
w1   wn w2   wn · · · wn 1   wn
w1 wn
(w1 ym)(wn ym)
w2 wn
(w2 ym)(wn ym) · · ·
wn 1 wn
(wn 1 ym)(wn ym)
...
... · · · ...
w1 wn
(w1 y1)(wn y1)
w2 wn
(w2 y1)(wn y1) · · ·
wn 1 wn
(wn 1 y1)(wn y1)
37777777777775
. (A.7.11)
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(We comment that expanding along the (n m)th row gives us a sign of ( 1)m. This sign
cancels with the factors of  1 pulled out from each of our last m rows.) We then pull out
n 1Y
i=1
(wi   wn)
mY
i=1
(wn   yi)
to obtain
n 1Y
i=1
(wi   wn)
mY
i=1
(wn   yi)
det
2666666666666666666664
n m 2X
j=0
wn m 2 j1 w
j
n
n m 2X
j=0
wn m 2 j2 w
j
n · · ·
n m 2X
j=0
wn m 2 jn 1 w
j
n
...
... · · · ...
w1 + wn w2 + wn · · · wn 1 + wn
1 1 · · · 1
1
w1 ym
1
w2 ym · · · 1wn 1 ym
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn 1 y1
3777777777777777777775
.
(A.7.12)
Similarly to the proof of our previous identity, we subtract wn times row 2 from row 1,
subtract wn times row 3 from row 2, · · · , and subtract wn times row n  m   1 from row
n m  2. This gives
n 1Y
i=1
(wi   wn)
mY
i=1
(wn   yi)
det
2666666666666666664
wn m 21 w
n m 2
2 · · · wn m 2n 1
...
... · · · ...
w1 w2 · · · wn 1
1 1 · · · 1
1
w1 ym
1
w2 ym · · · 1wn 1 ym
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn 1 y1
3777777777777777775
. (A.7.13)
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We then repeat the above process n m  1 more times, obtaining
nY
j=m+1
Y
i<j
(wi   wj)
nY
i=m+1
mY
j=1
(wi   yj)
det
266664
1
w1 ym
1
w2 ym · · · 1wm ym
1
w1 ym 1
1
w2 ym 1 · · · 1wm ym 1
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wm y1
377775 . (A.7.14)
The Cauchy determinant here is equal toY
1i<jm
(wi   wj)
Y
1i<jm
(yi   yj)
mY
i=1
mY
i=1
(wi   yj)
, (A.7.15)
so our original determinant is equal toY
1i<jn
(wi   wj)
Y
1i<jm
(yi   wj)
nY
i=1
mY
j=1
(wi   yj)
. (A.7.16)
Lemma A.7.3. When m > n,
det
26666666666666664
1
z w1
1
z w2 · · · 1z wm
wm n 21 w
m n 2
2 · · · wm n 2m
...
... · · · ...
1 1 · · · 1
1
w1 yn
1
w2 yn · · · 1wm yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wm y1
37777777777777775
=
nY
i=1
(z   yi)
Y
1i<jm
(wi   wj)
Y
1i<jn
(yi   yj)
mY
i=1
(z   wi)
mY
i=1
nY
j=1
(wi   yj)
.
(A.7.17)
96
Proof. If m = n+ 1, our matrix is of the form266664
1
z w1
1
z w2 · · · 1z wn+1
1
w1 yn
1
w2 yn · · · 1wn+1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn+1 y1
377775 , (A.7.18)
and we can skip to Step 2 (see below). If not, m > n+ 1 and we proceed with Step 1.
Step 1: We subtract the last column from each of the previous columns to obtain
det
2666666666666666664
w1 wm
(z w1)(z wm)
w2 wm
(z w2)(z wm) · · ·
wm 1 wm
(z wm 1)(z wm)
1
z wm
wm n 21   wm n 2m wm n 22   wm n 2m · · · wm n 2m 1   wm n 2m wm n 2m
...
... · · · ... ...
w1   wm w2   wm · · · wm 1   wm wm
0 0 · · · 0 1
 (w1 wm)
(w1 yn)(wm yn)
 (w2 wm)
(w2 yn)(wm yn) · · ·
 (wm 1 wm)
(wm 1 yn)(wm yn)
1
wm yn
...
... · · · ...
 (w1 wm)
(w1 y1)(wm y1)
 (w2 wm)
(w2 y1)(wm y1) · · ·
 (wm 1 wm)
(wm 1 y1)(wm y1)
1
wm y1
3777777777777777775
. (A.7.19)
We then expand along the (m  n)th row to obtain
det
2666666666666666664
w1 wm
(z w1)(z wm)
w2 wm
(z w2)(z wm) · · ·
wm 1 wm
(z wm 1)(z wm)
wm n 21   wm n 2m wm n 22   wm n 2m · · · wm n 2m 1   wm n 2m
...
... · · · ...
w1   wm w2   wm · · · wm 1   wm
w1 wm
(w1 yn)(wm yn)
w2 wm
(w2 yn)(wm yn) · · ·
wm 1 wm
(wm 1 yn)(wm yn)
...
... · · · ...
w1 wm
(w1 y1)(wm y1)
w2 wm
(w2 y1)(wm y1) · · ·
wm 1 wm
(wm 1 y1)(wm y1)
3777777777777777775
. (A.7.20)
(We obtain a ( 1)n from expanding the determinant along the (m  n)th row, but this sign
cancels with the factors of  1 coming from the last n rows.)
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We then pull out
m 1Y
i=1
(wi   wm)
(z wm)
nY
i=1
(wm   yi)
and write
m 1Y
i=1
(wi   wm)
(z   wm)
nY
i=1
(wm   yi)
det
2666666666666666666666664
1
z w1
1
z w2 · · · 1z wm 1
m n 3X
j=0
wm n 3 j1 w
j
m
m n 3X
j=0
wm n 3 j2 w
j
m · · ·
m n 3X
j=0
wm n 3 jm 1 w
j
m
...
... · · · ...
w1 + wm w2 + wm · · · wm 1 + wm
1 1 · · · 1
1
w1 yn
1
w2 yn · · · 1wm 1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wm 1 y1
3777777777777777777777775
.
(A.7.21)
We subtract wm times the 3rd row from the 2nd row, subtract wm times the 4th row from
the 3rd row, · · · , and subtract wm times the (m  n  1)th row from the (m  n  2)th row.
This gives
m 1Y
i=1
(wi   wm)
(z   wm)
nY
i=1
(wm   yi)
det
2666666666666666666664
1
z w1
1
z w2 · · · 1z wm 1
wm n 31 w
m n 3
2 · · · wm n 3m 1
...
... · · · ...
w1 w2 · · · wm 1
1 1 · · · 1
1
w1 yn
1
w2 yn · · · 1wm 1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wm 1 y1
3777777777777777777775
. (A.7.22)
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We repeat the above process m  n  2 more times, obtaining:
Step 2:
mY
j=n+2
Y
i<j
(wi   wj)
mY
i=n+2
(z   wi)
mY
i=n+2
nY
j=1
(wi   yj)
det
266666664
1
z w1
1
z w2 · · · 1z wn+1
1
w1 yn
1
w2 yn · · · 1wn+1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn+1 y1
377777775 . (A.7.23)
To simplify this determinant, add the 1st row to all other rows.
det
266666664
1
z w1
1
z w2 · · · 1z wn+1
1
w1 yn
1
w2 yn · · · 1wn+1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn+1 y1
377777775 = (A.7.24)
= det
266666664
1
z w1
1
z w2 · · · 1z wn+1
z yn
(z w1)(w1 yn)
z yn
(z w2)(w2 yn) · · · z yn(z wn+1)(wn+1 yn)
...
... · · · ...
z y1
(z w1)(w1 y1)
z y1
(z w2)(w2 y1) · · · z y1(z wn+1)(wn+1 y1)
377777775 = (A.7.25)
=
nY
i=1
(z   yi)
n+1Y
i=1
(z   wi)
det
266666664
1 1 · · · 1
1
w1 yn
1
w2 yn · · · 1wn+1 yn
...
... · · · ...
1
w1 y1
1
w2 y1 · · · 1wn+1 y1
377777775 . (A.7.26)
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Next, we subtract the first column from each of the other columns. This gives us
nY
i=1
(z   yi)
n+1Y
i=1
(z   wi)
det
266664
1 0 · · · 0
1
w1 yn
w1 w2
(w2 yn)(w1 yn) · · ·
w1 wn+1
(wn+1 y1)(w1 yn)
...
... · · · ...
1
w1 y1
w1 w2
(w2 y1)(w1 y1) · · ·
w1 wn+1
(w1 y1)(wn+1 y1)
377775 = (A.7.27)
=
nY
i=1
(z   yi)
n+1Y
i=2
(w1   wi)
n+1Y
i=1
(z   wi)
nY
i=1
(w1   yi)
det
2664
1
w2 yn · · · 1wn+1 yn
... · · · ...
1
w2 y1 · · · 1wn+1 y1
3775 . (A.7.28)
The determinant here is a Cauchy determinant equal toY
2i<jn+1
(wi   wj)
Y
1i<jn
(yi   yj)
n+1Y
i=2
nY
j=1
(wi   yj)
. (A.7.29)
So our original determinant is equal to
mY
j=n+2
Y
i<j
(wi   wj)
mY
i=n+2
(z   wi)
mY
i=n+2
nY
j=1
(wi   yj)
⇥
nY
i=1
(z   yi)
n+1Y
i=2
(w1   wi)
n+1Y
i=1
(z   wi)
nY
i=1
(w1   yi)
⇥
⇥
Y
2i<jn+1
(wi   wj)
Y
1i<jn
(yi   yj)
n+1Y
i=2
nY
j=1
(wi   yj)
=
=
nY
i=1
(z   yi)
Y
1i<jm
(wi   wj)
Y
1i<jn
(yi   yj)
mY
i=1
(z   wi)
mY
i=1
nY
j=1
(wi   yj)
.
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Lemma A.7.4. When m  n,
( 1)m det
266666666666666666666664
 1
z wm
1
wm y1 · · · 1wm yn
...
... · · · ...
 1
z w2
1
w2 y1 · · · 1w2 yn
 1
z w1
1
w1 y1 · · · 1w1 yn
zn m yn m1 · · · yn mn
zn m 1 yn m 11 · · · yn m 1n
...
... · · · ...
z y1 · · · yn
1 1 · · · 1
377777777777777777777775
=
nY
i=1
(z   yi)
Y
1i<jm
(wi   wj)
Y
1i<jn
(yi   yj)
mY
i=1
(z   wi)
mY
i=1
nY
j=1
(wi   yj)
.
(A.7.30)
Proof. Subtract the first column from each of the others to obtain
( 1)m det
266666666666666666666666664
 1
z wm
z y1
(z wm)(wm y1) · · · z yn(z wm)(wm yn)
...
... · · · ...
 1
z w2
z y1
(z w2)(w2 y1) · · · z yn(z w2)(w2 yn)
 1
z w1
z y1
(z w1)(w1 y1) · · · z yn(z w1)(w1 yn)
zn m yn m1   zn m · · · yn mn   zn m
...
... · · · ...
z y1   z · · · yn   z
1 0 · · · 0
377777777777777777777777775
. (A.7.31)
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Expanding along the last row and pulling out
nY
i=1
(z   yi)
mY
i=1
(z   wi)
gives us
( 1)n+m
nY
i=1
(z   yi)
mY
i=1
(z   wi)
⇥ (A.7.32)
det
266666666666666666666664
1
wm y1
1
wm y2 · · · 1wm yn
...
... · · · ...
1
w2 y1
1
w2 y2 · · · 1w2 yn
1
w1 y1
1
w1 y2 · · · 1w1 yn
 
n m 1X
j=0
yn m 1 j1 z
j  
n m 1X
j=0
yn m 1 j2 z
j · · ·  
n m 1X
j=0
yn m 1 jn z
j
...
... · · · ...
 y1   z  y2   z · · ·  yn   z
 1  1 · · ·  1
377777777777777777777775
= (A.7.33)
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=nY
i=1
(z   yi)
mY
i=1
(z   wi)
det
266666666666666666666664
1
wm y1
1
wm y2 · · · 1wm yn
...
... · · · ...
1
w2 y1
1
w2 y2 · · · 1w2 yn
1
w1 y1
1
w1 y2 · · · 1w1 yn
n m 1X
j=0
yn m 1 j1 z
j
n m 1X
j=0
yn m 1 j2 z
j · · ·
n m 1X
j=0
yn m 1 jn z
j
...
... · · · ...
y1 + z y2 + z · · · yn + z
1 1 · · · 1
377777777777777777777775
=
(A.7.34)
Subtract z times the (m + 2)th row from the (m + 1)th row, · · · , and subtract z times the
last row from the 2nd to last row. This gives us
nY
i=1
(z   yi)
mY
i=1
(z   wi)
det
2666666666666666664
1
wm y1
1
wm y2 · · · 1wm yn
...
... · · · ...
1
w2 y1
1
w2 y2 · · · 1w2 yn
1
w1 y1
1
w1 y2 · · · 1w1 yn
yn m 11 y
n m 1
2 · · · yn m 1n
...
... · · · ...
y1 y2 · · · yn
1 1 · · · 1
3777777777777777775
. (A.7.35)
We then apply Lemma A.7.1 to see that this is equal to
nY
i=1
(z   yi)
Y
1i<jn
(yi   yj)
Y
1i<jm
(wi   wj)
mY
i=1
(z   wi)
mY
i=1
nY
j=1
(wi   yj)
. (A.7.36)
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A.8 Birkho↵ Factorizations for the dGLn Case
A.8.1 Formulas for the negative part of Birkho↵ factorizations
Lemma A.8.1. If g 2 gGLn has a Birkho↵ factorization (i.e. ⌧ := hv0, gv0i 6= 0), then its
negative component, g  is given by
g  =
n 1X
a,b
gab(z)Eab (A.8.1)
where
gab(z) = hQ 1b v0,  a (z)bgv0i/⌧(bg), (A.8.2)
and bg a lift of g to dGLn.
Proof. Recall that, given gˆ 2 dGLn, the tau-function is the matrix element,
⌧(gˆ) = hv0, gˆv0i. (A.8.3)
We have that gˆ0+v0 = ⌧(gˆ)v0, and so, if gˆ has a Birkho↵ factorization,
g v0 = g g0+v0/⌧(gˆ) = gˆv0/⌧(gˆ) (A.8.4)
g  =
n 1X
a,b=0
gab(z)Eab, (A.8.5)
where
gab(z) =
X
i2Z
giabz
 i 1, g 1ab =  ab, g
j
ab = 0 if j <  1. (A.8.6)
If we write the vacuum, v0 = e0 ^ e1 ^ e2 ^ e3 ^ · · · , then
g v0 = (g e0) ^ (g e1) ^ (g e2) ^ · · · = v0 +
n 1X
a,b=0,1
X
i2Z
giabEabz
 i 1v0 + · · · . (A.8.7)
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Here, we omit terms that are quadratic and higher in the Eab.
On F (n),
Eabz
 i 1 =
X
j2Z
(eaz
j i 1^)(I(ebzj)) :=:
X
j2Z
a 
+
(j i 1)b 
 
( j 1) : . (A.8.8)
When i   0, we can omit the normal ordering.
So we have
g iabEabz
 i 1v0 = g
(i)
ab (a 
+
( i 1)b 
 
( 1)v0 + a 
+
( i)b 
 
( 2)v0 + · · · ), (A.8.9)
which is a sum of elementary wedges, a 
+
(j i 1)b 
 
( j 1)v0, each with the same coe cient, g
(i)
ab .
So we can calculate g(i)ab by calculating the coe cient in front of, say a 
+
( i 1)b 
 
( 1)v0. Using
the fact that elementary wedges are orthonormal, we have
g(i)ab = ha +( i 1)b  ( 1)v0, g v0i = ha +( i 1)b  ( 1)v0, gˆv0i/⌧(gˆ) = hQ 1b v0, a  (i)gˆv0i/⌧(gˆ)i.
Since
: a 
+
(0)b 
 
( 1) : v0 =  abv0 and : a 
+
(j)b 
 
( 1) : v0 = 0 for j > 0, (A.8.10)
we can similarly calculate g(i)ab for i < 0.
A.8.2 Shift fields for dGL2
Definition A.8.2. S : C[ck]k2Z ! C[ck]k2Z is the multiplicative map such that S(1) = 0
and S(ck) = ck+1 for all k.
Definition A.8.3. Define the “shift fields” to be S±(z) = (1   Sz )±, which also act multi-
plicatively. (Here, we expand (1  Sz ) 1 =
1X
i=0
Si
zi
.)
Example A.8.4.
S+(z) det
"
c↵ c↵+1
c↵+1 c↵+2
#
=
⇣
c↵   c↵+1
z
⌘⇣
c↵+2   c↵+3
z
⌘
 
⇣
c↵+1   c↵+2
z
⌘2
(A.8.11)
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Example A.8.5.
S (z) det
"
c↵ c↵+1
c↵+1 c↵+2
#
=
1X
i=0
c↵+i
zi
1X
i=0
c↵+2+i
zi
  (
1X
i=0
c↵+1+i
zi
)2 (A.8.12)
A.8.3 Formula for the negative part of the Birkho↵ factorization
of g[k](↵) = T kg(↵)
Lemma A.8.6. g[k](↵)  =
1
⌧
(↵)
k
"
S+(z)⌧ (↵)k S
+(z)⌧ (↵)k 1/z
S (z)⌧ (↵)k+1/z S
 (z)⌧ (↵)k
#
Proof. We will only prove the formula for the (0, 1) entry, since the other entries are similarly
calculated. Using Lemma A.8.1, the (0, 1) entry of g[k](↵)  is given by
hQ 11 v0,  0 (z)T kg(↵)v0i/⌧ (↵)k = hQ0Q 11 v0, Q0  0 (z)T kg(↵)v0i/⌧ (↵)k =
= hT 1v0, Q0  0 (z)T kg(↵)v0i = z khT k 1v0, Q0  0 (z)g(↵)v0i =
= z khQ 10 T k 1v0,  0 (z)g(↵)v0i =
= z k
1
(k   1)!Resw
  k 1Y
i=1
(z   wi)
Y
1i<jk 1
(wi   wj)2
k 1Y
i=1
C(↵)(wi)
 
=
= z 1S+(z)⌧ (↵)k 1/⌧
(↵)
k . (A.8.13)
A.8.4 Shift fields for dGL3
The shift fields for dGL3 are defined analogously to the shift fields for dGL2 (subsection A.8.2).
Here, we have three di↵erent types of shift fields, one for each of the three di↵erent types of
variables (cis, dis, and eis).
S±c acts on the cis exactly as do the shift fields in A.8.2, but acts trivially on the dis and
eis. S
±
d (z) and S
±
e (z) are similarly defined, with S
±
d (z) acting nontrivially only on the dis
and S±e (z) acting nontrivially only on the eis.
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A.8.5 Formula for the negative part of the Birkho↵ factorization
of g[k,`](↵, ) = T `2 T
 k
1 g
(↵, )
Lemma A.8.7.
g[k,`](↵, )  =
1
⌧ (↵, )k,`
26664
S+c (z)S
+
d (z)⌧
(↵, )
k,` ( 1)`
S+c S
+
d (z)⌧
(↵, )
k 1,`
z ( 1)`
S+c (z)S
+
d (z)⌧
(↵, )
k 1,` 1
z
( 1)` S
 
c (z)S
+
e (z)⌧
(↵, )
k+1,`
z S
 
c (z)S
+
e (z)⌧
(↵, )
k,`
S c (z)S+e (z)⌧
(↵, )
k,` 1
z
( 1)`+1 S
 
d (z)S
 
e (z)⌧
(↵, )
k+1,`+1
z
S d (z)S
 
e (z)⌧
(↵, )
k,`+1
z S
 
d (z)S
 
e (z)⌧
(↵, )
k,`
37775
(A.8.14)
The shift fields, S±x (z), x = c, d, e are defined in subsection A.8.4.
Proof. As in the proof of Lemma A.8.3 we only show the details for the (0, 1) entry. By
Lemma A.8.1,
g01(z) = hQ 11 v0,  0 (z)T `2 T k1 g(↵, )v0i/⌧ (↵, )k,` =
= hQ0Q 11 v0, Q0  0 (z)T `2 T k1 g(↵, )v0i/⌧ (↵, )k,` =
= hT 11 v0, Q0  0 (z)T `2 T k1 g(↵, )v0i/⌧ (↵, )k,` =
= z khT k1 T `2T 11 v0, Q0  0 (z)g(↵, )v0i/⌧ (↵, )k,` =
= ( 1)`z khQ 10 T k 11 T `2v0,  0 (z)g(↵, )v0i/⌧ (↵, )k,` =
= ( 1)`z k⇥
⇥
X
nc+nd=k 1
nd+ne=`
Resx,y,z(
ncY
i=1
C(↵  )(xi)
ndY
i=1
D(↵)(yi)
neY
i=1
E( )(zi)⇥
⇥ pnc,nd,ne
ncY
i=1
(z   xi)
ndY
i=1
(z   yi))/⌧ (↵, )k,` =
= ( 1)` 1
z⌧ (↵, )k,`
S+c (z)S
+
d (z)⌧
(↵, )
k 1,`. (A.8.15)
Lemma A.8.8. Let g[k1,··· ,kn 1]( 0,··· , n 2)  be the negative part of the Birkho↵ factorization of
T kn 1n 1 · · ·T k11 g( 0,··· , n 2), (A.8.16)
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where Ti = QiQ
 1
i 1, g
( 0, 1,··· , n 2) are the elements in gGLn, the non-centrally extended loop
group. Here, Qi denotes the projection of the corresponding fermionic translation operator
onto gGLn and g( 0, 1,··· , n 2) is the group element obtained by conjugating g by Q 00 · · ·Q n 2n 1 ,
i.e.,
g( 0,··· , n 2) = Q 00 · · ·Q n 2n 2 gQ  n 2n 2 · · ·Q  00 2 gGLn. (A.8.17)
Then the following are nonnegative, i.e., they contain no negative powers of z 1.
1. (g[k1,··· ,kn 1]( 0, 1,··· , n 2)  ) 1Tig
[k1,··· ,ki 1,ki+1,ki+1,··· ,kn 1]( 0,··· , n 2)
  ,
where 1  i  n  1.
2. (g[k1,··· ,kn 1]( 0, 1,··· , n 2)  ) 1Q
 1
i g
[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· , n 2)
  ,
where 0  i  n  2.
3. (g[k1,··· ,kn 1]( 0, 1,··· , n 2)  ) 1Q
 1
i 1g
[k1,··· ,ki,ki+1,···kn 1]( 0,··· , i 1, i+1, i+1,··· , n 2)
  ,
where 1  i  n  1.
4. (g[k1,··· ,kn 1]( 0, 1,··· , n 2)  ) 1Q
 1
i g
[k1,··· ,ki 1,ki 1,ki,···kn 1]( 0,··· , i 2, i 1+1, i,··· , n 1)
  ,
where 1  i  n  1.
Proof. The proof is the same as the proof of Lemma A.9.5, given below.
A.9 Gauss Factorizations for the cGL(n)1 Case
A.9.1 Formulas for the negative part of Gauss factorizations
Lemma A.9.1. If g 2 GL(n)1 has a Gauss factorization (i.e. ⌧ = hv0, gv0i 6= 0), then its
negative component, g  = I +X, is given by Then
X =
X
0a,bn 1
Resz(Resw(gab(z, w)Eab(z, w))) (A.9.1)
where
gab(z, w) = hv0, :  +b (w)  a (z) : gv0i/⌧, (A.9.2)
and Eab(z, w) is the generating series of Lie algebra elements as defined in section A.5.
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Proof. We want to find a formula for X =
P
a,b=0,1Xab, where Xab =
P
i,j 0 x
i,j
a,bE
 i 1,j
ab .
We introduce generating series,
xab(z, w) =
X
i,j 0
xi,jabz
 i 1w j 1, (A.9.3)
so that
Xab = ReszResw(xab(z, w)Eab(z, w)). (A.9.4)
Similarly to the proof of the formula for the negative part of the Birkho↵ factorizations
for the dGLn case, we have
g v0 = v0 +
X
a,b=0,1
X
i,j 0
xi,jabE
 i 1,j
ab v0 + · · · ,
where terms that are quadratic and higher is the E i 1,jab are omitted. We also know that, if
g has a Gauss factorization, then g v0 = gv0/⌧(g), and we have
xi,jab = hE i 1,jab v0, g v0i = hE i 1,jab v0, gv0i/⌧(g). (A.9.5)
The generating series, A.9.3 is then given by
xab(z, w) =
X
i,j 0
z i 1w j 1ha +( i 1)b  ( j 1)v0, gv0i/⌧(g) =
= z 1w 1h:  +a (z 1)  b (w 1) : v0, gv0i/⌧(g) = hv0, :  +b (w)  a (z) : gv0i/⌧(g).
A.9.2 Shift fields for the cGL(2)1 Case
The shift fields for cGL(2)1 are defined similarly to those for the dGL2 and dGL3 cases.
Definition A.9.2. Given ↵,     0, S↵,  : C[ci,j]i,j2Z ! C[ci,j]i,j2Z is the multiplicative map
such that S↵, (1) = 0 and S↵, (ci,j) = ci+↵,j+ .
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Definition A.9.3. The “shift fields” are the multiplicative maps defined by
S±,0(z) =
⇣
1  S
1,0
z
⌘±1
and S0,±(z) =
⇣
1  S
0,1
z
⌘±1
. (A.9.6)
A.9.3 Formulas for the negative part of the Gauss Factorization
of T kg(↵, )
Lemma A.9.4. The Gauss factorization for
g01(z, w) =
S+1,0(w)S0,+1(z)⌧ (↵, )k 1
wz⌧ (↵, )k
(A.9.7)
g10(z, w) =
S 1,0(z)S0, 1(w)⌧ (↵, )k+1
wz⌧ (↵, )k
, (A.9.8)
where gab(z, w) is as defined in Lemma A.9.1.
Proof. Here, we will only show the calculation of g01(z, w), since the calculation of g10(z, w)
is similar.
By Lemma A.9.1, g01(z, w) = hv0, +1 (w)  0 (z)gv0i/⌧ , (We note that the normal ordering
is not needed here since a 6= b. We do not calculate the gaa(z, w)s because they are not needed
for deriving our di↵erence equations.). g(↵, ) = exp(ReszResw(C(  ,↵)(z, w)E10(z, w))), so we
have
hv0, +1 (w)  0 (z)gv0i/⌧ =
=
1
(k   1)!Resz,w
⇣ k 1Y
i=1
C(zi, wi)hv0, +1 (w)  0 (z)T k
k 1Y
i=1
 +1 (zi) 
 
0 (wi)i
⌘
=
= z kw k
1
(k   1)!Resz,w
⇣ k 1Y
i=1
C(zi, wi)hT kv0, +1 (w)  0 (z)
k 1Y
i=1
 +1 (zi) 
 
0 (wi)i
⌘
=
= z kw k
1
(k   1)!Resz,w
⇣ k 1Y
i=1
C(↵  )(zi, wi)
Y
1i<jk 1
(wi wj)(zi zj)
k 1Y
i=1
(z wi)(w zi)
⌘
=
=
1
zw⌧ (↵, )k
S+1,0(w)S0,+1(z)⌧ (↵, )k 1 (A.9.9)
Here, Resz,w = Resz1 · · ·Reszk 1Resw1 · · ·Reswk 1 .
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A.9.4 Shift fields for the cGL(3)1 Case
The “shift fields” for the cGL(3)1 are defined as in subsection A.9.2. Here, we have shift
fields, S±,0c (z) and S
0,±
c (z) act on the ci,js exactly as do the shift fields, S
±,0(z) and S0,±(z)
in subsection A.9.2, and they act trivially on the di,js and ei,js. S
±,0
d (z) and S
0,±
d (z) and
S±,0e (z) and S
0,±
e (z) are similarly defined.
A.9.5 Formulas for the negative part of the Gauss Factorization
of T `2 T
 k
1 g
(↵, , )
Lemma A.9.5.
g01(z, w) = ( 1)`S
+1,0
c (w)S
0,+1
c (z)S
0,+1
d (z)S
0, 1
e (w)⌧k 1,`
zw⌧k,`
(A.9.10)
g10(z, w) = ( 1)`S
 1,0
c (z)S
0, 1
c (w)S
0, 1
d (w)S
0,+1
e (z)⌧k+1,`
zw⌧k,`
(A.9.11)
g12(z, w) =
S 1,0c (z)S
+1,0
d (w)S
+1,0
e (w)S
0,+1
e (z)⌧k,` 1
zw⌧k,`
(A.9.12)
g21(z, w) =
S+1,0c (w)S
 1,0
d (z)S
 1,0
e (z)S
0, 1
e (w)⌧k,`+1
zw⌧k,`
(A.9.13)
g02(z, w) = ( 1)`S
0,+1
c (z)S
+1,0
d (w)S
0,+1
d (z)S
+1,0
e (w)⌧k 1,` 1
zw⌧k,`
(A.9.14)
g20(z, w) = ( 1)`+1S
0, 1
c (w)S
 1,0
d (z)S
0, 1
d (w)S
 1,0
e (z)⌧k+1,`+1
zw⌧k,`
(A.9.15)
S±,0x (z) and S
0,±
x (z) are defined in subsection A.9.4.
Proof. Here, we will only prove the formula for g01(z, w), since the proofs of the others are
similar.
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By Lemma A.9.1,
g01(z) = hv0, +1 (w)  0 (z)T `2 T k1 g(↵, , )v0i/⌧ (↵, , )k,` =
=
X
nc+nd=k
nd+ne=`
1
nc!nd!ne!
hT1v0, +1 (w)  0 (z)T `2 T k1
ncY
i=1
 +1 (zci) 
 
0 (wci)
ndY
i=1
 +2 (zdi) 
 
0 (wdi)
⇥
neY
i=1
 +2 (zei) 
 
1 (wei)
ncY
i=1
C(  ,↵)(zci , wci)
ncY
i=1
D(  ,↵)(zdi , wdi)
ncY
i=1
E(  , )(zei , wei)i/⌧ (↵, , )k,` =
= ( 1)`w` kz k
X
nc+nd=k
nd+ne=`
1
nc!nd!ne!
hT k 11 T `2v0, +1 (w)  0 (z)⇥
⇥
ncY
i=1
 +1 (zci) 
 
0 (wci)
ndY
i=1
 +2 (zdi) 
 
0 (wdi)⇥
⇥
neY
i=1
 +2 (zei) 
 
1 (wei)
ncY
i=1
C(  ,↵)(zci , wci)
ncY
i=1
D(  ,↵)(zdi , wdi)
ncY
i=1
E(  , )(zei , wei)i/⌧ (↵, , )k,` =
= ( 1)`w` kz k( 1)`
X
nc+nd=k 1
nd+ne=`
1
nc!nd!ne!
⇥
Resz,w(
ncY
i=1
(w   zci)
ncY
i=1
(z   wci)
ndY
i=1
(z   wdi)
neY
i=1
(w   wei) 1
⇥
ncY
i=1
C(  ,↵)(zci, wci)
ndY
i=1
D(  ,↵)(zdi, wdi)
neY
i=1
E(  , )(zei, wei)pnc,nd,ne), (A.9.16)
where the residue is taken successively over all variables except for z and w and pnc,nd,ne is
as defined in 5.0.4.
This is then equal to
( 1)`S
+1,0
c (w)S
0,+1
c (z)S
0,+1
d (z)S
0, 1
e (w)⌧k 1,`
zw⌧k,`
, (A.9.17)
which is what we aimed to show.
Lemma A.9.6. Let g[k1,··· ,kn 1]( 0,··· , n 1)  be the negative part of the Gauss factorization of
T kn 1n 1 · · ·T k11 g( 0,··· , n 1), (A.9.18)
where Ti = QiQ
 1
i 1, g
( 0, 1,··· , n 1) are the elements in GL(n)1 , the non-centrally extended
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infinite matrix group. Here, Qi denotes the projection of the corresponding fermionic trans-
lation operator onto GL(n)1 and g( 0, 1,··· , n 1) is the group element obtained by conjugating g
by Q 00 · · ·Q n 1n 1 , i.e.,
g( 0,··· , n 1) = Q 00 · · ·Q n 1n 1 gQ  n 1n 1 · · ·Q  00 2 GL(n)1 . (A.9.19)
Then the following are nonnegative, i.e., they contain no terms of the form E i 1,jab where
i, j   0.
1. (g[k1,··· ,kn 1]( 0, 1,··· , n 1)  ) 1Tig
[k1,··· ,ki 1,ki+1,ki+1,··· ,kn 1]( 0,··· , n 1)
  ,
where 1  i  n  1.
2. (g[k1,··· ,kn 1]( 0, 1,··· , n 1)  ) 1Q
 1
i g
[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· , n 1)
  ,
where 0  i  n  1.
3. (g[k1,··· ,kn 1]( 0, 1,··· , n 1)  ) 1Q
 1
i 1g
[k1,··· ,ki,ki+1,···kn 1]( 0,··· , i 1, i+1, i+1,··· , n 1)
  ,
where 1  i  n  1.
4. (g[k1,··· ,kn 1]( 0, 1,··· , n 1)  ) 1Q
 1
i g
[k1,··· ,ki 1,ki 1,ki,···kn 1]( 0,··· , i 2, i 1+1, i,··· , n 1)
  ,
where 1  i  n  1.
Proof. We prove only (2) here. The proofs of (1), (3) and (4) are similar. We remind the
reader that all calculations here are occuring in the non-centrally extended group, GL(n)1 .
For (2), we have
Qig
( 0,··· , n 1)Q 1i = g
( 0,··· , i 1, i+1, i+1,··· , n 1),
so
QiT
 kn 1
n 1 T
 kn 2
n 2 · · ·T k11 g( 0,··· , n 1) = Qig[k1,··· ,kn 1]( 0,··· , n 1)  g[k1,··· ,kn 1]( 0,··· , n 1)0+ =
= g[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· n 1)  g
[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· , n 1)
0+ Qi
So
(g[k1,··· ,kn 1]( 0, 1,··· , n 1)  )
 1Q 1i g
[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· , n 1)
  =
= g[k1,··· ,kn 1]( 0, 1,··· , n 1)0+ Q
 1
i (g
[k1,··· ,kn 1]( 0,··· , i 1, i+1, i+1,··· , n 1)
0+ )
 1.
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Remark A.9.7. A corollary of Lemmas A.8.5 and A.9.6 is that the dGLn and cGL(n)1 tau-
functions, for n   3, satisfy bilinear relations with only three terms. See sections 3.2 and
Theorem 5.0.6 for the derivation of three-term relations for n = 3. The same process can be
followed for any n   3.
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