Predictions derived from the interactive activation (IA) model were tested in 3 experiments using the masked priming technique in the lexical decision task. Experiment 1 showed a strong effect of prime lexicality: Classifications of target words were facilitated by orthographically related nonword primes (relative to unrelated nonword primes) but were inhibited by orthographically related word primes (relative to unrelated word primes). Experiment 2 confirmed IA's prediction that inhibitory priming effects are greater when the prime and target share a neighbor. Experiment 3 showed a minimal effect of target word neighborhood size (N) on inhibitory priming but a trend toward greater inhibition when nonword foils were high-N than when they were low-N. Simulations of 3 different versions of the IA model showed that the best fit to the data is produced when lexical inhibition is selective and when masking leads to reset of letter activities.
To retrieve the meaning of a visually encountered word, it is necessary for the reader to activate or access the corresponding mental representation of that word. This lexical access process requires the reader to select the correct lexical representation from a set of possible candidates (a set that is determined by the joint influence of bottom-up sensory and top-down contextual factors). But what is the mechanism underlying this lexical selection process? A major theoretical contender is the mechanism of lexical inhibition, whereby activated lexical representations mutually inhibit one another, ultimately enabling the best matching candidate to suppress words with similar forms. In this article, we present experimental evidence supporting this mechanism, as well as computational results that suggest constraints on the nature of lexical inhibition.
Inhibitory Masked Form Priming Effects
A key source of evidence for lexical inhibition is provided by inhibitory form priming effects in masked priming experiments. In the masked priming paradigm, a briefly presented (i.e., for no more than 60 ms) lowercase prime is immediately preceded by a forward mask and immediately followed by an uppercase target with all stimuli appearing in the same position on the screen. Participants are typically unable to report the identity of the prime and, generally, are not even aware of its existence. Thus, whatever impact it has is presumed to be a result of automatic, rather than strategic, processes.
In one of the first investigations of the issue, Forster and Davis (1984) reported that lexical decision latencies were facilitated when targets were preceded by formally related nonword primes (e.g., bontrast-CONTRAST). Nonword primes were also used in the majority of subsequent form priming lexical decision task (LDT) experiments, with the results typically replicating Forster and Davis's (1984) facilitory form priming effect (e.g., Forster, 1987; Forster, Davis, Schoknecht, & Carter, 1987; Forster, Mohan, & Hector, 2003; Forster, & Veres, 1998; Perea & Lupker, 2003b , 2004 Perea & Rosa, 2000; Sereno, 1991) . However, these experiments are complemented by other form priming experiments that have used formally related word primes (e.g., able-AXLE). The latter experiments have typically shown inhibitory priming effects (e.g., Bijeljac-Babic, Biardeau, & Brysbaert, Lange, & Van Wijnendaele, 2000; De Moor & Brysbaert, 2000; Drews & Zwitserlood, 1995; Grainger, Colé, & Segui, 1991; Grainger & Ferrand, 1994; Segui & Grainger, 1990) . This evidence of a prime lexicality effect supports a general prediction of the lexical inhibition hypothesis. Related word primes should strongly activate lexical competitors of the target, increasing the effects of lexical inhibition, whereas related nonword primes should not have this effect because nonwords are, by definition, not lexically represented. Forster (1987) and Forster and Veres (1998) . Forster (1987) reported a 38-ms facilitation effect for word targets primed by word primes. More recently, Forster and Veres (1998) reported a set of lexical decision experiments in which word primes produced either a null or a facilitory effect. Nonword primes, however, consistently produced facilitation. The experiments by Forster and Veres are also particularly relevant to testing the lexical inhibition hypothesis because the same set of targets were preceded by both word and nonword primes (using a counterbalanced design), thereby providing a critical test of the prime lexicality effect. The only other published masked priming experiment that included both word and nonword primes was a Dutch-language experiment reported by Drews and Zwitserlood (1995, Experiment 3B) . This experiment obtained a small but significant inhibitory priming effect for formally related word primes (e.g., kerst [Christmas] -KERS [cherry] ), but there was no facilitory effect for formally related nonword primes (e.g., pilst-PIL). Thus, no published study to date has succeeded in simultaneously showing facilitation from nonword primes and inhibition from word primes.
One potentially relevant factor that varies across the above experiments is the language in which the stimuli were presented. All of Forster's experiments used English stimuli, whereas virtually all of the experiments that have reported inhibitory priming effects were conducted in French, Dutch, or German (although Grainger & Ferrand, 1994 , Experiment 3, found an inhibitory priming effect of 23 ms in an experiment with native English speakers, using English stimuli). This pattern raises the possibility that inhibitory priming effects from formally similar word primes are less likely to emerge in experiments using English stimuli than in experiments using French or Dutch stimuli. This might seem an unlikely explanation of the empirical discrepancy, were it not for the apparent language specificity of what is referred to as the neighborhood frequency effect in unprimed lexical decision experiments (e.g., Andrews, 1997) . 1 In particular, research using English stimuli (e.g., Forster & Shen, 1996; Sears, Hino, & Lupker, 1995) has generally failed to find evidence of the inhibitory effects of higher frequency neighbors that have been obtained in experiments using French (e.g., Grainger & Jacobs, 1996) , Spanish (e.g., Carreiras, Perea, & Grainger, 1997) , and Dutch (e.g., Grainger, 1990) . This pattern of results suggests that inhibitory processes may play a less important role in English than in other languages (e.g., perhaps because spelling-sound relationships are less consistent in English; see Andrews, 1997) . However, before accepting this conclusion, one needs to consider other possible differences between the experiments that have and have not obtained inhibitory priming effects, as well as to verify the difficulty of obtaining inhibitory priming effects in English. Forster and Veres (1998) argued that one important difference between their experiments and those that have obtained inhibitory form priming effects concerns the density of the target neighborhood: "in each of the aforementioned studies that failed to find facilitatory effects of a word prime, the word targets were generally four to five letters in length, which means that they were almost certainly located in high-density regions" (p. 505). In fact, a number of experiments have found that facilitory form priming effects (from nonword primes) are only obtained when the target's neighborhood density is very low (e.g., Forster et al., 1987; Perea & Rosa, 2000) . This factor also provides a plausible explanation of the failure to obtain facilitory form priming from nonword primes in the above-mentioned experiment by Drews and Zwitserlood (1995) , which used short targets (which presumably had high neighborhood densities). It is therefore conceivable that inhibitory form priming effects are restricted to high-density targets and that these effects will disappear (or even become facilitory) for lowdensity targets. This possibility was tested in the experiments reported below.
Another possibility, raised by the results of Forster and Veres (1998) , is that the difficulty of the LDT plays a critical role in whether inhibitory priming effects are observed. When using nonword foils that did not bear any similarity to words, Forster and Veres found that word primes produced facilitation, as did Forster (1987) . However, when using nonword foils that resemble words, the same word primes produced a null effect. In the same experiment, the same set of targets showed facilitory form priming when preceded by nonword neighbor primes; that is, there was a prime lexicality effect. This raises the prospect that, to obtain inhibitory form priming effects, it may be necessary to use nonword foils that are very wordlike. This possibility was tested in Experiment 3, in which the difficulty of the LDT was manipulated (as a betweensubjects variable) by varying the neighborhood density of the nonword foils. Thus, the key empirical goals of the present work were to determine whether inhibitory form priming is found in English and whether it depends on target neighborhood size or the difficulty of the LDT.
The Interactive Activation Model
The most well-known example of a model that uses lexical inhibition to enable lexical selection is the interactive activation (IA) model (McClelland & Rumelhart, 1981; Rumelhart & McClelland, 1982) . For over 20 years, this model has, arguably, been the most influential model in the word recognition literature. The model was originally proposed as an explanation of the word superiority effect and a number of related effects (Johnston & McClelland, 1973; McClelland & Johnston, 1977; Reicher, 1969; Wheeler, 1970) in perceptual identification tasks. More recently, it has formed the basis of models of performance in speeded response tasks as well, in particular, the LDT (in Grainger & Jacobs's, 1996, multiple read-out model [MROM] ) and the naming task (in Coltheart, Rastle, Perry, Langdon, & Ziegler's, 2001, dual-route cascaded model) . It is the model's performance in explaining LDT data that is the main focus of the present research.
Part of the IA model's attraction is that it is based on a fairly straightforward set of structures and processes. There are three levels of representation: a feature level, a letter level, and a word level. Inputs are presented to the model by fixing the activities of the feature-level units. The representational units at lower levels feed activation and inhibition to higher levels. So, for example, when the unit representing the letter "a" in the first letter position receives activation from the feature level, it in turn sends activation to all word-level units in which the word has an "a" in the first letter position and inhibition to all word-level units in which the word does not have an "a" in the first letter position. In addition, there is lexical (i.e., intralevel) inhibition. So, for example, when the word axle is presented and the word-level unit for axle is activated, it sends inhibition to all other word-level units. This inhibition is crucially important for suppressing other word-level units that have received some activation from the letter-level units (e.g., able) and, hence, are competing with the word-level unit for axle. Thus, lexical inhibition allows the reader to identify the word as axle and not able.
Masked Priming Predictions From the IA Model
To analyze which factors were most important in producing masked form priming effects, according to the IA model, Davis (2003) conducted simulations in which every word target was preceded by each of its word neighbor primes (for a total of 7,004 trials, given the model's lexicon of 1,179 four-letter words) and by each of its possible nonword neighbor primes (for a total of 28,297 trials). At the beginning of each trial, the activity of all the nodes in the model was set to their resting levels, and the prime was input to the model for a fixed duration, causing activity to develop at the letter and word levels. The target was then input to the model, and the model was allowed to continue processing until the activity of one of the word nodes reached a specified response threshold. The results of these simulations give rise to the general predictions described in the following section.
The most salient prediction of the IA model is the existence of a prime lexicality effect in masked form priming. In Davis's (2003) simulations of the model, related nonword primes had a mean facilitory priming effect of 14 processing cycles, whereas related word primes had a mean inhibitory priming effect of 42 processing cycles (both measured from an unprimed baseline). According to the IA model, facilitory masked form priming effects are due to preactivation of the target by the prime. For example, the prime azle will partially activate the word node AXLE, and hence lexical decision responses to the related prime trial azle-AXLE will be faster than to the unrelated prime trial pody-AXLE. More generally, however, form priming effects in the model are composed of a combination of facilitory and inhibitory priming components. The inhibitory component of form priming is due to the preactivation of the target's competitors. For example, the prime azle will partially activate the word node ABLE, which is a higher frequency competitor of the target AXLE. The magnitude of the inhibitory component differs markedly as a function of the lexicality of the prime. Thus, the word prime able will activate the competitor ABLE far more strongly than the nonword prime azle. By contrast, the facilitory component of form priming is roughly equivalent for related word and nonword primes (e.g., the level of preactivation of the target AXLE is not much smaller for the related word prime able than for the related nonword prime azle). It follows that responses to the target AXLE may be facilitated by nonword neighbor primes (azle) but inhibited by word neighbor primes (able). This prediction was tested in Experiment 1. Davis's (2003) analysis of masked priming effects in the IA model found that, for word primes, far and away the most important factor in terms of predicted target latency (i.e., cycles to threshold) was the frequency relationship between the prime and target. The larger the frequency advantage of the prime over the target, the larger the predicted inhibition effect. This prediction was also tested in Experiment 1.
Another critical prediction of the IA model is the shared neighborhood effect. Davis's (2003) analysis of masked priming effects in the IA model noted that the magnitude of inhibitory priming effects is strongly influenced by whether the prime and the target share any neighbors. The reason that shared neighbors play a particularly important role in the competitive process is that their activation is supported by both the prime and the target. For example, in the trial wait-BAIT, the prime-only neighbor WANT is a less effective competitor than the shared neighbor GAIT, because its activation is only supported by the prime and not the target; similarly, the target-only neighbor BAIL is a less effective competitor than GAIT, because its activation is only supported by the target and not the prime. This leads to the prediction that "the inhibitory effect of priming is larger, on average, when the prime and target share a neighbor (e.g., wait-BAIT, where the shared neighbor is GAIT; PE ϭ Ϫ57 cycles) than when they do not share any neighbors (e.g., bail-BAIT; PE ϭ Ϫ38 cycles)" (Davis, 2003, p. 157 ). This prediction was tested in Experiment 2.
A separate issue concerns the effect of target neighborhood size (N) on inhibitory priming. As noted above, one reason for considering the influence of this factor is the possibility, raised by Forster and Veres (1998) , that inhibitory form priming effects are more likely to be obtained for high-density targets than for low-density targets. The impact of shared neighbors in the IA model may suggest that a prediction of this result would follow from the model, given that targets with many neighbors are more likely to share neighbors with the prime. However, the actual prediction is more complex than this, due to the impact of neighbors of the target that are not neighbors of the prime (target-only neighbors). In unprimed identification, these neighbors have a (small) inhibitory influence on recognition of the target. When the target is preceded by a neighbor prime, however, target activation is enhanced much more than the activation of target-only neighbors. Hence, target-only neighbors become less effective competitors. Davis (2003) referred to this effect of priming as the target neighbor suppression effect. Increasing overall target N therefore has two counteracting effects: Increases in the number of shared neighbors increase the size of the inhibition effect, whereas increases in the number of target-only neighbors decrease the size of the inhibition effect. In simulations of the IA model, these two effects often tend to cancel each other out, resulting in a prediction of very little overall effect of target N on inhibitory priming. This prediction was tested in Experiment 3.
A final issue concerns the effect of the neighborhood size of the nonword foils in the LDT. This question is motivated primarily by Forster and Veres's (1998) finding of a prime lexicality effect that depended on the nature of the nonword foils. The manipulation of the difficulty of the nonword foils can be simulated by varying the setting of the model's activity threshold () for responding "yes" in the LDT. The rationale for this is that very wordlike nonwords will lead to higher activities at the word level, and thus a more conservative criterion is required (i.e., a higher setting of ). By contrast, when the nonwords are not especially wordlike a more liberal criterion (i.e., a lower setting of ) can be used without increasing the likelihood of false alarms, thereby enabling more rapid responses. This analysis leads to the prediction that inhibitory priming effects should be stronger when the nonwords are more wordlike (this prediction is quantified in the simulations reported below).
Simulating Masked Priming in the IA Model: Pattern Masking and Letter Reset
To simulate masked priming with the IA model, it is necessary to make some assumptions about what happens during the course of a masked priming trial. A particularly important assumption concerns what happens when the target replaces the prime at the feature level. In McClelland and Rumelhart's (1981) simulations of the Reicher-Wheeler task, they assumed that a poststimulus pattern mask had the effect of automatically resetting letter-level activities (this assumption is critical for the model's explanation of word-superiority effect phenomena). This reset occurs because the pattern mask contains several features that are incompatible with the currently active letter (whatever that letter happens to be), and because feature-letter inhibition is very strong. In the masked priming paradigm, the prime stimulus is postmasked by the target. When the prime and target are unrelated, there will be extreme discrepancies between their letter features at each position. Even in the case of related primes and targets, there will typically be several different features at each position, because the prime and target are presented in different typecases. It therefore seems reasonable to generalize McClelland and Rumelhart's account of pattern masking by assuming that discrepancies between the letter features of the prime and the target will result in a rapid reset of letter-level activities when the target is presented. In practice, however, the letter features of the common letters of related primes and targets do not differ in simulations of the model, because the implementation of the model only includes uppercase letters (i.e., both the prime and the target must be presented to the model in uppercase). A more psychologically realistic model would contain abstract letter units that responded to both upper-and lowercase forms (e.g., Bowers, 2003) .
In the simulations we report here, we opted to treat the issue of letter-level reset as an empirical question, by simulating two different versions of the model. In one version, we simulated the putative postmasking effect of the target by directly resetting letter-level (but not word-level) activities at the point of target onset. In the other version, there was no direct reset of letter-level activities. Instead, the target immediately overwrites the prime at the feature level, and the letter-level activities are modified through a combination of feedforward activation and inhibition. As we shall see, these two versions of the IA model make predictions that are quantitatively, and sometimes qualitatively, quite different from each other.
In summary, the experiments reported in the present article were motivated by both empirical and theoretical factors. A key empirical goal is to establish whether inhibitory form priming is found in English, given the failure of previous English-language experiments to observe such effects. To foreshadow our conclusions, our experiments show unambiguous evidence for the existence of inhibitory form priming effects in English. Thus, we also sought to explain the apparent empirical discrepancy between experiments that have and have not obtained inhibitory form priming. In particular, we explored whether inhibitory priming effects depend on target neighborhood size or the difficulty of the LDT or both. At the same time, we also sought to test theoretical predictions derived from the IA model, notably the existence of a prime lexicality effect, a relative prime-target frequency effect, and an effect of shared neighbors and target-only neighbors.
Experiment 1

Prime Lexicality
The primary issue in this experiment was the question of the impact of the lexicality of neighbor primes. As noted earlier, a key prediction of the IA model is that there should be a clear prime lexicality effect, because word neighbor primes will activate competitors of the target more strongly than nonword neighbor primes. At a broad level, there is already strong support for this prediction, in that many different experiments have repeatedly shown facilitory form priming for related nonword primes, whereas several experiments have shown inhibitory form priming for related word primes. However, it is essential to note that these experiments form disjoint sets-individual experiments have shown either facilitation or inhibition, but not both.
From a theoretical standpoint, it is quite important to demonstrate that both the facilitory and the inhibitory form priming effects can be obtained within the same experiment. The masked priming technique is, of course, supposed to prevent participants from strategically using the nature of the prime-target relationships when responding to the target. Thus, the assumption is that whatever effects emerge can unambiguously be attributed to the effects of automatic processes. Recent data (Bodner & Masson, 2001; Masson & Bodner, 2003) , however, suggest that participants do have the ability not only to monitor the nature of the primetarget relationships when masked primes are used but also to strategically use that information in their response processes. Thus, one could propose that the differing patterns between Forster's (1987) and Forster and Veres's (1998) experiments and the experiments showing inhibitory priming were due to how participants strategically used the prime, with the existence of nonword primes causing the participants to engage in a processing strategy more likely to produce facilitation.
To date, the very few studies that have included both word and nonword primes within the same experiment have obtained all possible outcomes for word primes: inhibition (Drews & Zwitserlood, 1995) , facilitation (Forster, 1987; Forster & Veres, Experiments 3 & 4, 1998) , and null effects (Forster & Veres, Experiment 2, 1998) . Of these, the one experiment that did show an inhibitory priming effect failed to show a facilitory form priming effect for related nonword primes. It is clear that further experimentation is warranted to address this issue. Furthermore, the absence of any sign of inhibitory priming effects in Forster's (1987) and Forster and Veres's (1998) experiments raises the question of whether such effects can be obtained at all in English. If the answer to this question is no, this result would (in combination with the discrepant findings concerning the neighborhood frequency effect in different languages) have significant implications for differences in the utilization of lexical inhibition in word recognition across different languages.
Relative Prime-Target Frequency
The other issue we sought to investigate in Experiment 1 was the effect of relative prime-target frequency. Our investigation of this factor was motivated by Davis's (2003) simulations, which showed that this factor is the most important predictor of the magnitude of inhibitory priming effects in the IA model. The larger the prime frequency advantage, the larger the predicted inhibition. There is already some support for this prediction. Segui and Grainger (1990) reported two masked priming experiments that showed significant effects of relative prime-target frequency. In the first, a 48-ms inhibitory effect was found when lowfrequency targets were primed by high-frequency neighbor primes, whereas a statistically null (10-ms) facilitation effect was obtained when high-frequency words were primed by low-frequency neighbor primes. In the other experiment, target frequency was held constant, and prime frequency was varied. A 41-ms inhibition effect was obtained when medium-frequency words were primed by high-frequency neighbor primes, whereas a statistically null (12-ms) inhibition effect was obtained when medium-frequency words were primed by low-frequency neighbor primes.
In summary, Experiment 1 aimed to investigate the effects of prime lexicality and relative prime-target frequency and to establish whether inhibitory priming effects could reliably be obtained in English. The target words were primed by both word and nonword neighbors. On the basis of past research, the expectation is that nonword neighbors should produce facilitation, an expectation that is consistent with the predictions of the IA model. To maximize the chance of observing this effect (i.e., based on Forster et al. 's, 1987, density constraint) , the word targets were low-N targets. We also conducted simulations of the IA model (with and without the letter-reset assumption) to directly compare the experimental results with theoretical predictions of the model.
Method
Participants. Thirty-two undergraduate students from the University of Western Ontario (London, Ontario, Canada) participated in this experiment for course credit. All had normal or corrected-to-normal vision.
Stimuli. Sixty-four pairs of words were selected. Half of the pairs involved four-letter words and the other half involved five-letter words. The words in each pair differed by exactly one letter (e.g., AXLE-ABLE). For each pair, one member was high in printed word frequency (Kucera & Francis, 1967 , mean frequency ϭ 365.5) and the other was of low frequency (Kucera & Francis mean frequency ϭ 5.4). The neighborhood sizes, N, of the high-and low-frequency members of the pairs were 2.2 and 2.4, respectively. N values were obtained using Davis's (2005) N-Watch software. In one of the word prime related conditions, the high-frequency member of the pair primed the low-frequency member of the pair whereas in the other word prime related condition, the opposite was true.
To create the word prime unrelated conditions, we selected new primes for both the low-and high-frequency targets. For the low-frequency targets, the prime frequency and prime N matched that of the related highfrequency primes (Kucera & Francis, 1967 , mean frequency ϭ 370.7, N ϭ 2.5). For the high-frequency targets, the prime frequency and prime N matched that of the low-frequency primes (Kucera & Francis, 1967 , mean frequency ϭ 7.8, N ϭ 2.4).
To create the nonword prime related conditions, we primed each target, both low-and high-frequency, with a nonword differing from the target in one letter position (for the low-frequency targets, mean prime N ϭ 2.2; for the high-frequency targets, mean prime N ϭ 2.2). To create the nonword prime unrelated condition, each target, both low-and high-frequency, was primed by a nonword that was the same length as the target but did not match the target at any letter position (for the low-frequency targets, mean prime N ϭ 2.5; for the high-frequency targets, mean prime N ϭ 2.4). These nonwords were derived from the unrelated word primes for each target by changing one letter in that word.
Thirty-two nonword targets were also selected, 16 of which were fourletter nonwords and 16 of which were five-letter nonwords (N ϭ 3.5). In the related condition, these nonwords were primed by either a word (Kucera & Francis, 1967 , mean frequency ϭ 24.4, N ϭ 3.4) or a nonword (N ϭ 3.6) that differed from the nonword target at one letter position. In the unrelated condition, these nonwords were primed by a word (Kucera & Francis, 1967 , mean frequency ϭ 20.0, N ϭ 3.9) or a nonword (N ϭ 3.3) that was the same length as the nonword target but differed from the target at all letter positions. A complete list of stimuli is contained in Appendix A.
For the word targets, it was necessary to create eight counterbalancing conditions. Each participant saw either the high-frequency or the lowfrequency member of the word pair as a target, and each target was primed by one of four prime types. To accomplish the counterbalancing, we divided the word pairs into eight sets with equal numbers of four-and five-letter pairs in each group. For the first half of the participants, in four of those sets, the low-frequency word was designated as the target, and in the other four of those sets, the high-frequency word was designated as the target. Within each set of four target sets, the targets were primed by the other member of the pair, the selected unrelated prime word, the neighbor nonword, or the unrelated nonword. The assignment of primes to targets was rotated across four groups of participants. For the other half of the participants, the other member of each word pair was designated as the target. Once again, there were four prime types for each of the targets, with the assignment of primes to targets being rotated across four groups of participants.
There were only four counterbalancing conditions for the nonword targets. The nonwords were divided into four sets with equal numbers of four-and five-letter nonwords in each set. The targets in one of the sets were primed with related word primes, the targets in a second set were primed with related nonword primes, the targets in a third set were primed with unrelated word primes, and the targets in the fourth set were primed with unrelated nonword primes. The assignment of primes to targets was rotated across the eight groups of participants with each set of primenonword target pairs occurring for two of the groups.
Experimental procedure and equipment. Participants were tested individually in a quiet room. Each trial consisted of a sequence of three visual events. The first was a forward mask consisting of a row of five number signs (#####). This mask was presented for 500 ms. The mask was immediately followed by the prime in lowercase letters exposed for a duration of 57 ms. Finally, the target in uppercase letters replaced the mask and remained on the screen until the response. Each stimulus was centered in the viewing screen and, hence, occupied the same position as the preceding stimulus.
Stimuli were presented on a TTX Multiscan Monitor (Model No. 3435P). Presentation was controlled by an IBM-clone Trillium Computer Resources PC. Words appeared as white characters on a black background. Reaction times were measured from target onset until the participant's response. Participants were asked to classify the letter sequence presented in uppercase letters as a word or a nonword. No mention was made of the number of stimuli that would be presented on each trial. Participants indicated their decisions by pressing one of two response buttons. When the participant responded, the target disappeared from the screen. Each participant received a different pseudorandom ordering of items. Each participant also received 12 practice trials (involving the same manipulations as in the experimental trials) prior to the 96 experimental trials. The whole session lasted approximately 10 min.
Simulation procedure. Simulations were conducted using the procedures outlined in Davis (2003) . At the beginning of each trial, the activities of all the nodes in the model were set to their resting levels, and the prime was input to the model (by fixing the activities of the feature nodes) for a duration of 50 cycles. The target was then input to the model, and the model was allowed to continue processing toward an equilibrium state. When the activity of a word node reached the level of the response criterion (set to .70), a unique identification was assumed to have been made. (Note that, unlike with the MROM [Grainger & Jacobs, 1996] , local word unit activation provides the only basis for making "yes" responses.)
The model was tested on exactly the same stimuli as used in the experiment.
2 Models with different vocabularies were used for testing four-letter words (using the vocabulary of the original model) and fiveletter words (which were not included in the original model), but an identical set of parameters was used for these two versions of the model. These parameters were identical to those used in the original IA simulations reported by McClelland and Rumelhart (1981) , with one minor exception: The integration rate of the model was 10 times smaller than in McClelland and Rumelhart's simulations. This results in predictions with a finer temporal resolution but does not affect the qualitative behavior of the models for the stimuli tested here (the smaller integration rate does increase the stability of the model in certain exceptional situations, but these are not relevant to the present simulations). Thus, the prime duration of 50 cycles is equivalent to 5 cycles in the original model.
We tested two distinct variants of the model that differed only with respect to a single assumption regarding what happens to letter-level activities at the onset of the target. In the letter-reset version of the model, it was assumed that the onset of the target had the effect of resetting letter-level activities (the reasons for this assumption and its effects are discussed below). In the other version of the model that we tested (the no-reset model), the onset of the target was not associated with any reset of letter-level activities; instead, the letters of the target replaced the prime at the letter level by means of the strong feature-letter inhibitory signals.
Results and Discussion
Incorrect responses (3.7% of the data for word targets and 6.0% of the data for nonword targets) and latencies greater than 1,500 ms (0.2% of the data for word targets and 0.6% of the data for nonword targets) were counted as errors and excluded from the latency analysis. For the word data, three-way analyses of variance (ANOVAs) were conducted, both by subjects (F 1 ) and by items (F 2 ), with target frequency (high vs. low), prime type (word vs. nonword), and prime relatedness (related vs. unrelated) as variables. In the subject analysis, all variables were treated as withinsubject variables. In the item analysis, prime type and prime relatedness were treated as within-item variables, whereas target frequency was treated as a between-item variable.
3 For the nonword data, two-way ANOVAs were conducted, both by subjects and by items, with prime type (word vs. nonword) and prime relatedness (related vs. unrelated) as variables. Both variables were within-subject variables in the subject ANOVA and within-item variables in the item ANOVA. Effects reported as significant were significant at the .05 level unless otherwise indicated. Mean latencies and error rates from the subject analysis are shown in Table 1 .
Word latencies. The only significant main effect was the frequency effect, F 1 (1, 31) ϭ 141.50, MSE ϭ 2,638.76; F 2 (1, 116) ϭ 40.93, MSE ϭ 18,350.65. Participants responded to highfrequency targets faster than to low-frequency targets. The crucial Prime Type ϫ Prime Relatedness interaction was also significant, F 1 (1, 31) ϭ 14.99, MSE ϭ 1,862.12; F 2 (1, 120) ϭ 10.41, MSE ϭ 5,197.71. This interaction was due to there being inhibition from word primes and facilitation from nonword primes. No other effects were significant (all Fs Ͻ 2.80). In particular, although there was some indication that the priming effects were larger for low-frequency targets, the Prime Type ϫ Prime Relatedness ϫ Frequency interaction was not significant in either analysis, F 1 (1, 31) ϭ 1.67, MSE ϭ 3,283.36, p Ͻ .25; F 2 (1, 116) ϭ 2.66, MSE ϭ 5,197.71, p Ͻ .11.
Word errors. The only significant effect in both analyses was the main effect of frequency, F 1 (1, 31) ϭ 20.31, MSE ϭ 0.28; F 2 (1, 116) ϭ 10.39, MSE ϭ 0.29. Both the prime type effect, F 1 (1, 31) ϭ 3.07, MSE ϭ 0.18, p Ͻ .10; F 2 (1, 116) ϭ 1.90, MSE ϭ 0.16, p Ͻ .20, and the prime relatedness effect, F 1 (1, 31) ϭ 1.19, MSE ϭ 0.47, ns; F 2 (1, 124) ϭ 2.80, MSE ϭ 0.11, p Ͻ .10, were marginal in one analysis and nonsignificant in the other. No other effects approached significance (all Fs Ͻ 1.00).
Nonword latencies. Neither of the main effects nor the interaction approached significance in either analysis (all Fs Ͻ 1.90).
Nonword errors. Neither of the main effects nor the interaction approached significance in either analysis (all Fs Ͻ 1.00). 
Note. Error rates are in parentheses.
The key question in this experiment was whether there is a prime lexicality effect in masked form priming, as predicted by competitive network models such as the IA model. The results showed unequivocal evidence that there is indeed a prime lexicality effect: Related nonword primes facilitated lexical decisions to target words, whereas related word primes inhibited lexical decisions to the same targets. Although both of these results have been reported previously, this is the first experiment that has reported both effects within the same experiment. That is, although many previous experiments have obtained facilitory form priming effects using nonword primes, and several separate experiments have obtained inhibitory form priming effects using word primes, no previous experiment has demonstrated both of these effects simultaneously. The present demonstration that inhibition and facilitation effects can emerge in the same trial block effectively rules out explanations that appeal to strategic processing. Rather, it appears that both priming effects reflect the interactions that arise automatically within the lexical processing system. Furthermore, the results of Experiment 1 clearly demonstrate that it is possible to obtain inhibitory masked priming effects in English.
A second issue investigated in Experiment 1 was the influence of relative prime-target frequency on priming effects. The results showed a clear tendency for inhibitory priming effects to be stronger for low-frequency word targets preceded by highfrequency word neighbor primes than for the opposite pairing of primes and targets. This result is broadly consistent with the relative prime-target frequency effect observed by Segui and Grainger (1990) . One slight difference is that Segui and Grainger observed (weak) facilitation for high-frequency primes paired with low-frequency targets, whereas we obtained (weak) inhibition for this condition. However, the priming effects for high-frequency targets did not attain significance in either experiment. Table 2 shows the results of the simulations for the no-reset and letter-reset versions of the model (as well as a third version of the model, which is discussed below). As can be seen, the no-reset model predicts a large prime lexicality effect: Related nonword primes produced very strong facilitation, whereas related word primes produced (on average) a negligible facilitory effect. Although the prediction of a prime lexicality effect is broadly in keeping with the results of the experiment, the nature of the observed effect is not captured by the model, which fails to predict the inhibitory priming effect for word primes. Furthermore, although the model predicts a relative prime-target frequency effect that is in the right direction and of a comparable magnitude to that in the data, it incorrectly predicts facilitation for high-frequency targets preceded by low-frequency primes and underestimates the inhibitory priming effect for low-frequency targets preceded by high-frequency primes.
Simulation Results
The letter-reset version of the IA model is much more successful at capturing the main patterns in the data. It also predicts a large prime lexicality effect, but unlike the model without reset, it captures the qualitative nature of this effect, predicting facilitation for related nonword primes and inhibition for related word primes. This model also predicts a relative prime-target frequency effect, which is consistent with the trend shown in the data, that is, a relatively strong inhibitory priming effect for low-frequency targets preceded by high-frequency primes, compared with a much smaller inhibitory priming effect for high-frequency targets preceded by low-frequency primes. Finally, both models predict that target frequency has a negligible effect on the magnitude of the facilitory form priming produced by nonword primes. Although the experimental data showed a numerical difference (of 15 ms) between the form priming for high-and low-frequency targets, the corresponding interaction between target frequency and prime relatedness was not significant. Furthermore, it is worth noting that Sereno (1991) observed no difference in the magnitude of form priming effects for high-and low-frequency targets, in agreement with the prediction of this model.
Masking and Letter Reset
The reason that the no-reset model gives a poorer fit than the letter-reset model is not hard to discover. An important clue is provided by the fact that the no-reset model actually provides a relatively good fit to the data when priming effects are measured in relation to an unprimed baseline. For example, compared with an unprimed condition, the model predicts an inhibitory priming effect of 22 cycles for high-frequency targets preceded by lowfrequency primes. This switches to a facilitory priming effect of 10 Note. Rel. ϭ related; Unrel. ϭ unrelated; PE ϭ priming effect; LF ϭ low-frequency; HF ϭ high-frequency.
cycles when priming is measured relative to an unrelated prime. It is clear, then, that the cause of this model's poor fit is that it predicts that unrelated primes produce considerable inhibition. For example, the model predicts that the unrelated prime pony would actually inhibit the target ABLE more than the related prime axle. As a result, when measured from an unrelated baseline, facilitation effects are overpredicted and inhibition effects are underpredicted. This inhibitory effect of unrelated primes is due to "inertia" in the no-reset model. In this model, the target immediately overwrites the prime at the feature level, but it then takes some time for this new pattern of activation to feed forward to the letter level (partly due to top-down feedback from active word units to their constituent letters). That is, there is inertia in replacing the letterlevel representation of the prime with a representation of the target. Thus, for some time following target onset, the target word node is inhibited by the (still active) letters of the prime (recall that active letter nodes send inhibitory signals to incompatible word nodes). For example, the reason the latency to respond to the target ABLE is 30 cycles slower following the unrelated prime pony compared with when the same target is presented without a prime is because there is a period following target onset during which the letters of the prime pony are still active and are inhibiting the target word node (e.g., a P in letter position 1 inhibits AXLE). By contrast, there is no inertia in the letter-reset model, in which the onset of the target is associated with a reset of the letter-level activities. Thus, it appears that (unless important aspects of the model are modified, such as its use of letter-word inhibition) the IA model requires the letter-reset assumption to explain masked form priming data. As noted earlier, we believe that the reset assumption is most consistent with the original spirit of McClelland and Rumelhart's (1981) model. In the General Discussion we consider some independent justifications for this assumption.
Homogeneous Inhibition vs. Selective Inhibition
The main reason that the letter-reset model provides a better account of the data than the no-reset model is that the reset of letter-level activities reduces the inhibitory effect of unrelated primes on target recognition. However, the reset assumption is not sufficient to completely eliminate this inhibitory effect. An additional factor underlying the inhibitory effect of unrelated primes is word-level inhibition. In the IA model, the lateral inhibitory signal to each word node is simply the total word-level activity minus the activity of the recipient word node. Thus, if the DOOR word node is active, it will add to the total word-level activity and will thereby inhibit all other word nodes, including unrelated word nodes like AXLE. In this respect, lateral inhibition is homogeneous. As a consequence, identification of the target AXLE is slower following the unrelated prime DOOR compared with when the same target is unprimed. This additional inhibitory impact of unrelated primes contributes to the letter-reset model's underestimation of inhibitory priming from related primes.
To investigate this issue further, we tested a modified version of the IA model that involved a change in the nature of lateral inhibition at the word level. In this modified model, lateral inhibition is nonhomogeneous and selective: Only word nodes that code orthographically overlapping words send inhibitory signals to each other. We implemented this in a relatively simple manner, counting two words as orthographically overlapping if they shared at least one letter in the same position. For example, AXLE receives inhibitory signals from word nodes like ABLE, ARID, and EXIT but not from word nodes like DOOR and EMIT. This selective inhibition assumption is a simplification of the continuous form of lateral inhibition used in Davis's (1999) SOLAR model, which is another competitive network model of visual word recognition. The introduction of selective inhibition greatly reduces the word-level inhibitory component of unrelated word primes; for example, priming the target AXLE with the unrelated word DOOR produces negligible word-level inhibition of the target. It is also worth noting that the selective inhibition assumption has no impact on the identification of unprimed targets, because words that do not share at least one letter with the target are never activated in the unprimed situation (i.e., it is only in the priming paradigm that a word node completely unrelated to the target could be activated). The modified IA model, which we refer to as the selective inhibition model, also assumes that the onset of the target is associated with letter-level reset. The combination of letter reset and selective inhibition virtually eliminates the inhibitory effect of unrelated primes (i.e., the recognition latencies for targets preceded by unrelated primes are very similar to the unprimed latencies).
The results for the selective inhibition model are shown in the final three columns of Table 2 . As can be seen, the predicted latencies for related prime trials are very similar to those for the letter-reset model, whereas the latencies for trials involving unrelated primes are slightly faster: This reflects the reduced inhibition from unrelated word primes. As a consequence, facilitory form priming effects are slightly smaller in this model, and inhibitory priming effects are slightly larger. This results in a better quantitative fit to the data than the letter-reset model.
In summary, Experiment 1 showed that inhibitory masked form priming from related word primes can be found in English and that this effect can be found within the same experiment as a facilitory form priming effect from related nonword primes, thereby confirming the prime lexicality effect predicted by the IA model. Furthermore, the results provided support for another key prediction of the model, namely the relative prime-target frequency effect. Finally, the results of the model simulations showed a fairly poor fit to the data for an IA model without the letter-reset assumption, but a good qualitative fit for an IA model that assumes that letter activities are reset when the target is presented; this suggests constraints on how to simulate masked priming in the IA model. An even better fit was provided by a model which combined the letter-reset assumption with the assumption that lexical inhibition is selective (in contrast to the homogeneous inhibition assumed in the original IA model). Thus, in addition to providing support for the general assumption of lexical inhibition, the results of Experiment 1 may also provide evidence regarding the nature of lexical inhibition.
Experiment 2
As noted in the introduction, a critical prediction of the IA model is that the magnitude of form priming effects should be strongly influenced by the presence of shared neighbors of the prime and target. A detailed discussion of shared neighborhood effects in the IA model can be found in Davis (2003) . For example, the model predicts that the magnitude of facilitory form priming effects should be greater for nonword primes and word targets that do not share any neighbors (e.g., sant-SALT) than for primes and targets that do share neighbors (e.g., saln-SALT, which share the neighbor sale), because, in the latter case, the shared neighbor will be activated by the prime and then will continue to inhibit the target after it is presented. Support for this prediction has been obtained in Dutch (Van Heuven, Dijkstra, Grainger, & Schriefers, 2001) and, more recently, in English (Lupker, Perry, & Davis, 2005) . The model also makes a similar prediction about shared neighbors for partial word primes (e.g., that facilitory priming should be greater for sa#t-SALT than for sal#-SALT), and empirical support for this prediction has also been obtained (Grainger & Jacobs, 1993; Hinton, Liversedge, & Underwood, 1998; Lupker et al., 2005) . However, the IA model's prediction that inhibitory priming effects should be greater for primes and targets that share neighbors has yet to be investigated empirically. The aim of the present experiment was to test this prediction.
Two sets of target words were selected in which the N sizes were small (3.5) and equal. For one set, higher frequency neighbor primes were selected such that the prime and the target had no shared neighbors (e.g., heard-BEARD). In the other set, the higher frequency prime and target shared one neighbor with a frequency higher than that of the target (e.g., short-SNORT, in which the prime and target share the neighbor sport). In the no-shared neighbor condition, all the target's neighbors (other than the prime) are target-only neighbors. These target-only neighbors should be (relatively) suppressed by the presentation of a prime that is not one of their neighbors, such that they have little impact on recognition of the target. In this condition, the only lexical competitor that should exert an inhibitory influence on the target is the prime word itself. In the one-shared neighbor condition, by contrast, there are two lexical competitors that exert a strong inhibitory influence on the target: the prime word and the shared neighbor. Thus, it is expected that inhibitory priming should be stronger in the one-shared neighbor condition than in the no-shared neighbor condition.
Method
Participants. Fifty undergraduate students from the University of Western Ontario participated in this experiment for monetary payment. All had normal or corrected-to-normal vision.
Stimuli. To create the no-shared neighbor condition, we selected 24 low-frequency, small neighborhood targets (Kucera & Francis, 1967 , mean target frequency ϭ 8.0, average N ϭ 3.5; all N values were obtained from the N-Watch program; Davis, 2005) and high-frequency neighbor primes (Kucera & Francis, 1967 , mean frequency ϭ 98.9) such that they had no shared neighbors. To create the one-shared neighbor condition, we selected 24 low-frequency, small neighborhood targets (Kucera & Francis, 1967 , mean target frequency ϭ 8.0, average N ϭ 3.5) and high-frequency neighbor primes (Kucera & Francis, 1967 , mean frequency ϭ 105.1) sharing exactly one neighbor.
A set of 48 nonwords were created by selecting 48 words and changing one letter to produce a nonword (average N ϭ 4.1). Those words served as related primes for each nonword. All the words and nonwords were five letters long. The complete set of stimuli is contained in Appendix B.
Each set of words and the set of nonwords were divided into two subsets. Half of the participants saw the targets in one subset preceded by their related prime and the targets in the other subset preceded by an unrelated prime. The unrelated trials were constructed by repairing the primes and targets from the stimuli in a subset. For the other half of the participants, the targets in the other subsets appeared with related primes. The targets in the first subset appeared with unrelated primes.
Procedures and equipment. The experimental and simulation procedures and equipment were identical to those of Experiment 1.
Results and Discussion
Incorrect responses (7.8% of the data for word targets and 11.3% of the data for nonword targets) and reaction times greater than 1,500 ms (1.8% of the data for word targets and 4.1% of the data for nonword targets) were excluded from the latency analysis. For the word data, two-way ANOVAs were conducted, both by subject (F 1 ) and by items (F 2 ), with number of shared neighbors (zero vs. one) and prime relatedness (related vs. unrelated) as variables. In the subject analysis, both variables were treated as within-subject variables. In the item analysis, prime relatedness was treated as a within-item variable, whereas number of shared neighbors was treated as a between-item variable. 4 For the nonword data, one-way ANOVAs were conducted, both by subject and by items, with prime relatedness (related vs. unrelated) as the only variable. Prime relatedness was a within-subject variable in the subject ANOVA and a within-item variable in the item ANOVA. Effects reported as significant were significant at the .05 level unless otherwise indicated. Mean latencies and error rates from the subject analysis are shown in Table 3 .
Word latencies. The prime relatedness main effect was significant in both analyses, F 1 (1, 49) ϭ 9.01, MSE ϭ 2,601.40; F 2 (1, 42) ϭ 4.59, MSE ϭ 2,415.25. Once again, higher frequency related primes produced inhibition. The main effect of number of shared neighbors was significant as a within-subject variable in the subject analysis, F 1 (1, 49) ϭ 29.04, MSE ϭ 1,584.24, and marginal as a between-item variable in the item analysis, F 2 (1, 42) ϭ 3.04, MSE ϭ 6,059.27, p Ͻ .10. Targets in the one-shared neighbor condition were responded to 30 ms more rapidly than targets in the no-shared neighbor condition. Most important, the Prime Relatedness ϫ Number of Shared Neighbors interaction was significant in the subject analysis, F 1 (1, 49) ϭ 4.09, MSE ϭ 2,362.17, but not in the item analysis, F 2 (1, 42) ϭ .97, MSE ϭ 2,415.25, ns. Simple main effects tests revealed that the inhibition effect was significant in the one-shared neighbor condition, t 1 (49) ϭ 3.58 and t 2 (21) ϭ 2.56, but not in the no-shared neighbor condition, t 1 (49) ϭ 0.78 and t 2 (21) ϭ 0.75.
Word errors. The prime relatedness main effect was significant in the subject analysis, F 1 (1, 49) ϭ 4.94, MSE ϭ 57.16, and marginal in the item analysis, F 2 (1, 42) ϭ 3.90, MSE ϭ 36.19. Participants were more accurate with unrelated primes than with related primes. The number of shared neighbors main effect was significant as a within-subject variable in the subject analysis, F 1 (1, 49) ϭ 8.83, MSE ϭ 84.87, but not as a between-item variable in the item analysis, F 2 (1, 42) ϭ 2.60, MSE ϭ 137.63, p Ͼ .10. Participants were more accurate in the one-shared neighbor condition. The interaction failed to approach significance in either analysis (both Fs Ͻ .11).
Nonword latencies. The prime relatedness main effect did not approach significance in either analysis (both Fs Ͻ .10).
Nonword errors.
Although there were slightly more errors in the unrelated condition, this difference was not significant in either analysis, F 1 (1, 49) ϭ 2.14, MSE ϭ 101.50; F 2 (1, 42) ϭ 2.06, MSE ϭ 86.45.
The main question in Experiment 2 was whether there would be a larger inhibition effect in the one-shared neighbor condition than in the no-shared neighbor condition. The answer is clearly yes, with a significant 35-ms effect in the former condition and a nonsignificant 7-ms effect in the latter. This supports the claim that the inhibitory processes acting on the target are weaker in the no-shared neighbor condition than in the one-shared neighbor condition. In the one-shared neighbor condition, the target must compete with not only the prime but also the shared neighbor. As a result, the overall inhibitory process is stronger, producing a larger inhibition effect. Thus, the present results would appear to provide nice evidence for the existence of inhibitory processes like those outlined in the IA model. This conclusion is further supported by the results of the IA simulations.
Simulation Results
As before, we compared three versions of the IA model: the no-reset model, the letter-reset model, and the selective inhibition model. The results of the simulations are presented in Table 4 . All three models predicted a shared neighbor effect, with stronger inhibitory priming for primes and targets that share a neighbor than for primes and targets that do not share any neighbors. This is in accord with the results of the experiment. However, the no-reset model once again underestimated the extent of inhibitory priming, predicting facilitation in the no-shared neighbor condition and predicting inhibition that was weaker than obtained in the shared neighbor condition. This underestimation of inhibitory priming is due to the relatively large inhibitory effect of unrelated primes.
The letter-reset model produced a better fit, predicting moderately strong inhibition in the shared neighbor condition but negligible priming in the no-shared neighbor condition. However, this simulation also underestimates the extent of inhibitory priming. That is, although the reaction time data showed only a nonsignificant trend toward inhibition in the no-shared neighbor condition, the error data from this condition showed a robust inhibition effect.
The selective inhibition model once again produced the best fit to the data, with modest inhibition in the no-shared neighbor condition and somewhat stronger inhibition in the shared neighbor condition. This analysis provides further support for the idea that lateral inhibition is modulated by orthographic overlap, in contrast to the homogeneous inhibition in the original IA model.
Experiment 3
The results of Experiments 1 and 2 do, of course, stand in clear contrast to those of Forster and Veres (1998) . Why is it that we were able to find inhibitory effects but they were not? In the introduction, we noted three factors that could potentially explain the difference between the experiments that have obtained inhibitory priming effects and the experiments reported by Forster (1987; Forster & Veres, 1998) . The first of these concerned crosslinguistic differences: Forster's experiments used Englishlanguage stimuli, whereas all but one of the experiments that have obtained inhibitory priming effects used languages other than English. However, our results show that robust inhibitory priming can be obtained in English, and hence that the use of Englishlanguage stimuli cannot be the relevant explanatory factor.
A second possible explanatory factor is the nature of the nonword foils used. When the foils were quite distinct from words (their Experiments 3 and 4), Forster and Veres (1998) reported that word primes actually produced facilitation. More important, in their Experiment 2, when the nonword foils did resemble words, which is the standard situation in the lexical decision literature, there was only a null effect. Thus, a reasonable hypothesis is that the size of the inhibition effect is strongly affected by the nature of the nonword foils (i.e., by the difficulty of the word-nonword discrimination). We tested this hypothesis in Experiment 3. Nonword N was manipulated as a between-subjects variable. The question of interest was whether the inhibitory effect would be greater with large-N nonword foils than with small-N nonword foils. As noted in the introduction, this is the prediction that follows from the IA model when differences in nonword difficulty are simulated by varying the model's response threshold. A third factor that could explain the difference between the experiments that have obtained inhibitory priming effects and the experiments reported by Forster (1987; Forster & Veres, 1998 ) is the neighborhood density of the word targets. Previous investigations of masked form priming effects have suggested that these effects are dependent on the number of neighbors of the targetthe so-called neighborhood density constraint . These observations have been based on facilitory form priming effects with nonword primes, and the question of how neighborhood density modulates inhibitory form priming effects has not previously been investigated. What is apparent, though, is that Forster (1987; Forster & Veres, 1998) used very low-N targets, whereas Grainger and Ferrand (1994) and Bijeljac-Babic et al. (1997) used targets that, on average, had much denser neighborhoods. The results of Experiment 1 indicate that relatively small N targets can produce inhibition. The question remains, however, as to whether large N targets would show larger inhibition effects.
The manipulation of target N also enables a test of the IA model. In view of the effect of shared neighbors in the IA model, one might expect that the model would predict a larger inhibitory effect as target N increases, given that targets with many neighbors are more likely to share neighbors with the prime. However, as noted earlier, the actual prediction is more complex than this, owing to the opposite influence of neighbors of the target that are not neighbors of the prime (target-only neighbors). That is, increasing overall target N has two counteracting effects: Increases in the number of shared neighbors increase the size of the inhibition effect, whereas increases in the number of target-only neighbors decrease the size of the inhibition effect, due to the target neighbor suppression effect (Davis, 2003) . Overall, then, the IA model predicts relatively little effect of target N on inhibitory priming. This prediction was quantified in the simulations reported below, and the empirical prediction was tested in Experiment 3, in which word N was manipulated as a within-subject variable.
Method
Participants. Sixty-eight undergraduate students from the University of Western Ontario participated in this experiment for course credit. All had normal or corrected-to-normal vision.
Stimuli. With six exceptions (the five targets that had unacceptably high error rates in Experiment 1 and the target ALTO), the low-N targets and primes were the four-letter stimuli used in Experiment 1 (Kucera & Francis, 1967 , mean target frequency ϭ 5.0, mean related prime frequency ϭ 467.9, mean unrelated prime frequency ϭ 513.9; target N ϭ 2.8, related prime N ϭ 3.0, unrelated prime N ϭ 2.9; N values were obtained from the N-Watch program [Davis, 2005] ). In addition, 32 pairs involving high-N targets were selected (Kucera & Francis, 1967 , mean target frequency ϭ 6.8, mean related prime frequency ϭ 329.0, target N ϭ 13.1, related prime N ϭ 12.1). Unrelated primes for these words were selected to match the related primes in frequency (Kucera & Francis, 1967 , mean frequency ϭ 294.4) and N (N ϭ 10.7).
Two sets of 32 four-letter nonword targets were also selected. One set contained nonwords with large neighborhoods (N ϭ 13.2). The other set contained nonwords with small neighborhoods (N ϭ 2.8). Two word primes were selected for each nonword target. One was a neighbor in the Coltheart et al. (1977) sense, the other differed at all four letter positions. For the large neighborhood nonword targets, the Kucera and Francis (1967) mean related prime frequency was 68.9 (N ϭ 11.2) and the mean unrelated prime frequency was 62.4 (N ϭ 11.3). For the small neighborhood targets, the Kucera and Francis (1967) mean related prime frequency was 68.8 (N ϭ 4.9) and the mean unrelated prime frequency was 67.8 (N ϭ 6.0). The complete set of stimuli is contained in Appendix C.
For the word targets, it was necessary to create two counterbalancing conditions. Both the low-N and high-N targets were divided into two sets of size 16. Half of the participants (Group 1) saw the targets in the first sets preceded by related word primes and the targets in the second sets preceded by unrelated word primes. For the other half of the participants (Group 2), the assignment of target sets to primes was reversed. In addition, half of the participants in each group were presented with low-N nonwords whereas the other half was presented with high-N nonwords. Hence, nonword N was a between-subjects variable.
Procedures and equipment. The experimental and simulation procedures and equipment were identical to those of Experiment 1. Variations in the difficulty of the word-nonword discrimination were simulated by varying the model's response threshold . Four different values for were simulated: .55, .60, .65, and .70.
Results and Discussion
Incorrect responses (5.5% of the data for word targets and 10.6% of the data for nonword targets) and reaction times greater than 1,500 ms (0.1% of the data for word targets and 1.2% of the data for nonword targets) were excluded from the latency analysis. There were also two trials in which a latency of 0 was recorded. Because of a programming error, the final six stimulus pairs in the stimulus set for each participant were not presented. These were all unrelated nonword trials. Thus, the word-nonword ratio for this experiment was 64:26, and the nonword analysis is based on only 20 targets in each neighborhood size condition.
For the word data, three-way ANOVAs were conducted, both by subject and by items, with target N (high vs. low), prime relatedness (related vs. unrelated), and nonword N (high vs. low) as variables. In the subject analysis, target N and prime relatedness were treated as within-subject variables, whereas nonword N was treated as a between-subjects variable. In the item analysis, nonword N and prime relationship were treated as within-item variables, whereas target N was treated as a between-item variable.
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For the nonword data, two-way ANOVAs were conducted, both by subject and by items, with target N (high vs. low) and prime relatedness (related vs. unrelated) as variables. Target N was both a between-subjects and between-item variable. Prime relatedness was both a within-subject and within-item variable. Effects reported as significant were significant at the .05 level. Mean latencies and error rates from the subject analysis are presented in Table 5 .
Word latencies. The prime relatedness variable was significant in both analyses, F 1 (1, 66) ϭ 23.40, MSE ϭ 1,240.83; F 2 (1, 59) ϭ 15.19, MSE ϭ 2,197.40. Latencies were longer following a related prime than following an unrelated prime. Target N was significant, as a within-subject variable, in the subject analysis and was marginal, as a between-item variable, in the item analysis, F 1 (1, 66) ϭ 15.53, MSE ϭ 2,373.93; F 2 (1, 59) ϭ 2.98, MSE ϭ 15,059.32, p Ͻ .10. As is often the case (Andrews, 1989 (Andrews, , 1992 (Andrews, , 1997 Sears et al., 1995) , latencies were shorter for high-N words. Nonword N was not significant, as a between-subjects variable, in the subject analysis; however, it was significant, as a within-item variable, in the item analysis, F 1 (1, 66) ϭ 1.71, MSE ϭ 39,474.83; F 2 (1, 62) ϭ 37.85, MSE ϭ 1,828.85. Word latencies were faster with the low-N nonword foils. The only other variable that approached significance was the Prime Relatedness ϫ Nonword N interaction, F 1 (1, 66) ϭ 3.66, MSE ϭ 1,240.83, p ϭ .06; F 2 (1, 59) ϭ 1.09, MSE ϭ 2,461.40. This interaction was due to the inhibition effects being larger in the high-N nonword condition.
Word errors. The prime relatedness variable was marginal in the subject analysis and significant in the item analysis, F 1 (1, 66) ϭ 3.80, MSE ϭ 0.76, p Ͻ .06; F 2 (1, 59) ϭ 5.07, MSE ϭ 0.64. The error rate was higher on related trials. Target N was significant in both analyses, F 1 (1, 66) ϭ 17.98, MSE ϭ 0.74; F 2 (1, 59) ϭ 4.22, MSE ϭ 3.95. The error rate was higher for low-N words. Nonword N was not significant, as a between-subjects variable, in the subject analysis; however, it was marginal, as a within-item variable, in the item analysis, F 1 (1, 66) ϭ 1.56, MSE ϭ 2.42; F 2 (1, 62) ϭ 3.20, MSE ϭ 1.29, p Ͻ .10. The error rate was slightly higher with high-N nonword foils. None of the interactions approached significance (all Fs Ͻ 1.65).
Nonword latencies. The only significant effect was the (nonword) target N effect, F 1 (1, 66) ϭ 5.59, MSE ϭ 21,105.83; F 2 (1, 38) ϭ 17.17, MSE ϭ 4,553.71. Neither the prime relatedness effect nor the interaction approached significance in either analysis (all Fs Ͻ 2.26).
Nonword errors. Neither of the main effects nor the interaction approached significance in either analysis (all Fs Ͻ 1.74).
Experiment 3 provides further confirmation that high-frequency word primes produce inhibitory effects for low-frequency word targets in English. There was also some evidence that priming effects vary as a function of nonword N. The difference in the inhibition effects for the high-N and low-N nonword conditions was 17 ms (29 ms to 12 ms), a difference that was marginal in the subject analysis but not in the item analysis.
Although the effect of nonword N is relatively small, the present results are at least consistent with the possibility that if we had used nonword foils having as low an N value as Forster and Veres (1998;  i.e., 1.04, as opposed to 2.8 in the present experiment), we might indeed have been able to eliminate the inhibition effect entirely. That is, reductions in nonword N could, at least partly, explain why Forster and Veres obtained a null effect in their Experiment 2. What needs to be kept in mind, of course, is that reductions in effect sizes (and overall latencies) as the wordnonword discrimination gets easier are fairly standard results in the speeded response literature (e.g., Stone & Van Orden, 1993) . Thus, even if the effect can be made to go away if the task is made easy enough, this fact would not seem to have any important implications for conclusions about lexical processing.
The results of this experiment showed very little evidence of an effect of target N on inhibitory priming: There was only a nonsignificant 13-ms difference (27 ms for low-N targets vs. 14 ms for high-N targets) in the size of the inhibition effects in spite of the fact that the difference in N between our high-and low-N targets was more than 10 (13.2 to 2.8). Thus, it seems unlikely that any major discrepancies between prior results can be explained in terms of target N.
Simulation Results
The results of the simulations are presented in Table 6 . For all three models, mean latency decreased markedly with decreases in mu. This corresponds to the decreases in participants' latencies with decreases in the neighborhood density of the nonword foils. Decreases in are also associated with reduced inhibitory priming. This is because the activation of lexical competitors greatly slows the time that it takes for the target to reach high levels of activity (by contrast, the effects of inhibition are much weaker earlier in processing). This impact of varying the response threshold on the predicted inhibition effects accords with the empirical effect of varying the difficulty of the word-nonword discrimination.
The no-reset model predicts that inhibitory priming effects should be much greater for high-N target words than for low-N targets; this prediction is clearly at odds with the data. By contrast, both the letter-reset and the selective inhibition models predict a very weak effect of target word N on inhibitory priming effects, with slightly more inhibition for high-N target words than for low-N targets. This is generally compatible with the experimental data, which showed no significant effect of target N on the size of the inhibition effects. Nevertheless, the small trends in the data and in the predictions do go in opposite directions, such that inhibitory priming was greater for low-N targets in the former and for high-N targets in the latter. The trend in the experimental data may reflect participants' use of a more sophisticated strategy for making lexical decisions than we assumed here. Previous accounts of Forster et al.'s (1987) target density constraint in masked form priming have considered the possibility that the smaller facilitory priming effects for high-N targets may reflect the use of overall word-level activity to make lexical decisions (e.g., Davis, 2003; Perea & Rosa, 2000) . A similar argument may apply to inhibitory form priming effects. Lexical inhibition does affect the time that it takes for the target to reach a local activity threshold, but, typically, it would not affect the time taken to reach a global activity threshold (e.g., one based on total word-level activity). Therefore, if high-N targets can be responded to on the basis of overall lexical activity, their responses would be less affected by inhibition. As a result, inhibitory priming effects would be smaller for high-N target words than for low-N target words. Some support for this interpretation can be found by examining the effect of target N for trials with unrelated primes. When the nonwords were high-N, the target N effect was only 9 ms (31% of the mean inhibitory priming effect for this nonword condition), but when the nonwords were low-N (and hence a large neighborhood density was a somewhat reliable indicator that the stimulus was a word), the target N effect was 25 ms (200% of the inhibitory priming effect for this nonword condition). This suggests that participants in the low-N nonword condition may sometimes have responded to high-N targets on the basis of the target's global similarity to English words rather than on the basis of a lexical identification.
General Discussion
The key empirical question addressed in the present research was whether it is possible to obtain inhibitory masked priming effects from formally similar primes in English. The answer provided in all three experiments is yes. When word targets are primed by masked, higher frequency neighbor primes, target latencies are prolonged. Like other recent findings (Bowers, Davis, & Hanley, 2005) , this pattern of results strongly supports the role of lexical inhibition in lexical selection.
Each of the experiments assessed different factors that, according to the IA model, should determine the magnitude of inhibitory priming. The model predicts that the frequency relationship between the prime and target is a key determinant of whether inhibition will be obtained: The larger the frequency advantage that the prime has over the target, the stronger the likelihood of obtaining inhibition. This prediction was confirmed in Experiment 1. The model also predicts that nonword primes, which do not have lexical representations, should produce facilitation, a prediction that was also confirmed in Experiment 1. Finally, Experiment 1 is informative from another perspective. The existence of facilitation from nonword primes and inhibition from word primes in the same experiment indicates that neither phenomenon is a result of using a particular processing strategy. Rather, both phenomena seem to be the result of the automatic interactions within the lexical system.
Experiment 2 was designed to test another prediction of the IA model concerning the impact of shared neighborhood of the prime and target. A contrast was made between two groups of low-N targets, one in which the prime and target had no shared neighbors and one in which the prime and target had one shared neighbor. The latter condition was predicted to result in strong inhibitory priming, because the presence of a shared neighbor means that there are two strong competitors of the target. By contrast, in the no-shared neighbor condition, according to the model, the only strong competitor of the target is the prime, with target-only neighbors playing a relatively small role in the competitive process. The results were in agreement with this prediction: The one-shared neighbor condition produced a larger inhibition effect than the no-shared neighbor condition.
In Experiment 3, the issue was the neighborhood sizes of both the targets and the nonword foils. Increasing nonword N slowed responses and increased the size of the inhibition effect from 12 to 29 ms. Given the previous literature on the impact of making the word-nonword discrimination more difficult (e.g., Stone & Van Orden, 1993) , a result of this sort was not unexpected. Within the IA model this effect can be explained by assuming that the difficulty of the word-nonword discrimination affects the setting of the activity threshold for responding "yes" in the LDT. The more wordlike the nonword foils, the more conservative the criterion should be (resulting in a higher response threshold), which leads to longer latencies and larger effects, including inhibitory priming effects.
Increasing target N also had a fairly small, nonsignificant impact on the size of the inhibition effect (a decrease from 27 to 14 ms). This result is broadly consistent with the predictions of the versions of the IA model with letter reset, according to which target N should have very little effect on the magnitude of inhibitory priming. However, it is possible that the trend in the data toward weaker inhibition for targets with more neighbors reflects a genuine (albeit weak) effect, which might be significant in a more powerful experiment. This effect is in the opposite direction to the weak effect of target N predicted in the model. As noted above, one possible explanation for why the data showed a smaller priming effect for high-N targets is that participants actually use a more complex lexical decision mechanism than the one we used in the present simulations.
Assessing the Fit of the Three Versions of the IA Model
At a qualitative level, both the letter-reset and the selective inhibition versions of the IA model did a good job of accounting for the present data. Although it is possible that variations in the parameters of the models would produce an even better fit, our goal in the present research was to explore the key characteristics of the IA model rather than to engage in precise model fitting. To this end, we retained all of the parameters of the original IA simulations reported by McClelland and Rumelhart (1981) , varying only a time-scaling factor. Comparisons across the three models that we tested therefore allow us to assess assumptions regarding type of lexical inhibition (homogeneous or selective) and letter reset due to masking, which are the only factors that vary across these models.
A quantitative measure of the relative goodness of fit of the three models was obtained by computing likelihood ratios, based on the observed and predicted priming effects for the 10 conditions tested across all three experiments (e.g., Glover & Dixon, 2004). 6 This analysis indicated that the observed data were 5.9 times more likely given the letter-reset model than given the no-reset model, thereby providing strong support for the letter-reset assumption (the only factor that differs between these models). The likelihood ratios also showed that the observed data were 1.6 times more likely given the selective inhibition model than given the letterreset model. Other things being equal, then, selective inhibition is to be preferred to homogeneous inhibition. These two assumptions of letter reset and selective inhibition are now discussed in more detail.
Masking and Letter Reset
The above results appear to provide strong support for the hypothesis that letter-level activities should be reset when simulating the effects of a posttarget mask in the IA model. However, this conclusion need not generalize to other models. For example, Davis (1999) noted several reasons for dropping the assumption of letter-word inhibition. If letter-word inhibition was dropped, the main reason for resetting letter-level activities in the present simulations would be eliminated (because, without letter-word inhibition, inertia at the letter level during the prime-target transition will not lead to inhibition of targets that are unrelated to the prime).
There are, however, a number of independent considerations that also lend support to the letter-reset hypothesis. From an adaptive standpoint, it would clearly be useful for the word recognition system to use a dynamic letter-reset mechanism so as to prevent old inputs from interfering with the recognition of new visual inputs (e.g., when the eyes land on a new word, as in normal reading). From an empirical standpoint, the absence of letter priming effects in letter identification and letter decision tasks (e.g., Arguin & Bub, 1995; Bowers, Vigliocco, & Haan, 1998; Jacobs, Grainger, & Ferrand, 1995) suggests that letter-level activation is not maintained when new inputs are encountered. Bowers et al. (1998) suggested that the absence of priming for letter pairs that are identical in meaning but visually dissimilar (i.e., different case letter pairs like r and R) could be due to the short-lasting activation of abstract letter codes following the presentation of the prime, which is due either to a fast decay rate of letter activation or to an active suppression of this activation when new letter information (the target) arrives. In both cases, the prior encoding of the prime would not facilitate the processing of the target because the letter activation would be at baseline levels again when the target was encoded. (p. 1718) This account is consistent with the assumption that the onset of the target results in the reset of letter-level activities.
A further issue that is raised in the present context is whether masking is critical for the inhibitory priming effects we observed. The most obvious difference between masked and unmasked priming-that participants are aware of the prime in the latter case but not the former-is irrelevant to models like IA, which have no mechanism for distinguishing between conscious and nonconscious processing. The present data do not address this issue, but the results of other LDT experiments do show inhibitory priming effects from unmasked orthographically related word primes (e.g., Colombo, 1986; Lupker & Colombo, 1994; Segui & Grainger, 1990) . These experiments have, however, also provided evidence for a dissociation between masked and unmasked priming. Specifically, the relative prime-target frequency effect that is obtained in masked priming appears to be inverted in unmasked priming, that is, high-frequency targets are inhibited by low-frequency related word primes, but low-frequency targets are not inhibited by high-frequency related word primes. It has been suggested that this pattern occurs because successful (conscious) identification of a (prime) word leads to suppression of that word's higher frequency competitors (Colombo, 1986; Segui & Grainger, 1990) . However, it is worth noting that a recent series of unmasked priming experiments conducted by Burt (2006, unpublished) failed to replicate the inverted relative prime-target frequency effect in English. It is clear that this is an area in which further research is required, both to clarify the effects and to determine whether models like IA need to posit an additional mechanism that occurs following identification.
Is Lexical Inhibition Homogeneous or Selective?
Although lexical inhibition is a central component of the IA model, it is not essential that it should work in exactly the way that it does in the original model. It is interesting to note that the TRACE model of speech perception (McClelland & Elman, 1986) uses an architecture and equations that are very similar to those used in the IA model, but replaces the homogeneous inhibition of the original IA model with a continuous form of selective inhibi-tion. The above comparison of the letter-reset and selective inhibition versions of the IA model suggests that, other things being equal, a model with selective inhibition should be preferred to one with homogeneous inhibition. It is important to note that these two versions of the models behave identically for unprimed targets and virtually identically for targets preceded by related primes. The key difference between them concerns behavior for targets preceded by unrelated primes. That is, does a prime like door inhibit an unrelated target like AXLE? More broadly, does inhibition punish both related and unrelated words? The greater predictive power of the selective inhibition model suggests that the answer to these questions is no. The general conclusion seems to be that lexical inhibition is modulated by formal similarity.
Other Theoretical Frameworks
It is also important to consider how well the present data might be modeled within other theoretical frameworks. It would clearly be of interest to know, for example, whether parallel distributed processing models (e.g., Plaut, McClelland, Seidenberg, & Paterson, 1996) could accommodate the present findings. At present, the answer to this question would appear to be no. Current instantiations of these models do not possess a satisfactory mechanism for making lexical decisions (Borowsky & Besner, 2006; Coltheart, 2004) . Nor is it clear how the masked priming paradigm could be simulated within these models. Finally, it is unclear why form-related primes should have an inhibitory effect, compared with unrelated primes, within this framework.
A theoretical framework that has often been applied to explaining lexical decision data in the masked form priming paradigm is Forster's (1987 Forster's ( , 1999 Forster & Davis, 1984; Forster et al., 2003) bin model. According to this model, lexical access involves a rapid serial search of an area of the lexicon most likely to contain the lexical representation of the presented word. Lexical units that provide close matches to the orthographic properties of the input are flagged for further analysis (verification). The verification process begins as soon as a close match has been found. Priming effects emerge because, while awaiting verification, those units that are flagged are "opened." Thus, once the verification process reaches them, their processing is more rapid.
As conceptualized, this type of account would immediately run into problems explaining the present data for two major reasons. First, although it has a mechanism for explaining facilitation effects, it has no obvious mechanism for explaining inhibition effects. Second, when the prime is masked, there is no obvious way to distinguish between the effects of word and nonword primes. In the present version of the model, neither leads to the successful verification of the prime. 
Reconciling the Apparent Empirical Discrepancies
One thing to note is that Forster's (1987 Forster's ( , 1999 original account was never designed to explain inhibition effects because in none of those papers was inhibition reported. In fact, as noted, both Forster (1987) and Forster and Veres (1998) reported facilitation from word primes that, of course, raises the question of why they obtained facilitation rather than null effects or inhibition. Although the answer is not yet entirely clear, a number of factors are likely to have contributed to this result.
The present work has shown that the inhibitory influences of a formally related word prime are maximized when (a) the prime word is of higher frequency than the target word, (b) the prime also activates other competitors that are shared neighbors of the target, and (c) the target must attain a high level of activity before a response is made (i.e., the response threshold is set high). In general, these conditions were not met in Forster and Veres's (1998) experiments. About 45% of the primes were lower in frequency than their targets (and, in many cases, prime frequency was very close to 0, such that many of the primes would have seemed like nonwords to the participants). For an additional approximately 30% of the pairs, the prime frequency was essentially the same as the target frequency. Furthermore, only a couple of the primes and targets used by Forster and Veres shared any neighbors. Finally, Forster and Veres's experiments used nonword foils with very low-N values; in the experiments in which they produced facilitation, the nonword foils had N values of 0, enabling participants to set their response thresholds at a relatively low level. Thus, at the very least, the conditions most likely to produce inhibition were not close to being met.
However, another important factor underlying the facilitation observed by Forster and Veres (1998) may have been the length of their stimuli. As noted, a masked neighbor prime has both facilitory and inhibitory influences on target recognition. According to the IA model, a key determinant of the facilitory influence of a prime is the extent of its overlap with the target. The experiments reported here used four-and five-letter words, so that the related primes shared either three out of four letters with the target, or four out of five letters. In Forster and Veres's experiments, however, the targets were eight or nine letters long, so that the related primes shared either seven out of eight letters with the target, or eight out of nine letters. This increased overlap greatly increases the facilitory boost of the prime on the target; for example, in the model, the net letter-word input to the target word node is three times as large for primes that share eight out of nine letters as for primes that share three out of four letters. Even in the simulations we reported here, there was a clear difference between four-and five-letter stimuli, which explains why inhibitory priming effects were larger in the simulation of Experiment 3 (which used only four-letter words) than in the simulations of Experiment 1 (which used a combination of four-and five-letter words) or Experiment 2 (which used only five-letter words).
To investigate this explanation further, we set up a selective inhibition version of the IA model with a vocabulary of 5,447 eight-letter words and tested this model on the 39 eight-letter stimuli used by Forster and Veres (1998) . The simulation showed that related primes had mean facilitory priming effects (relative to unrelated primes) of 21 cycles for word primes and 27 cycles for nonword primes. Thus, exactly the same model that predicts a qualitative prime lexicality effect for four-and five-letter words (i.e., inhibition for related word primes and facilitation for related nonword primes) predicts facilitation from both word and nonword primes in the case of eight-letter words, with only a small prime lexicality effect (the latter effect becomes negligible as the response threshold decreases, in line with Forster and Veres's find-ing that the prime lexicality effect disappears when the wordnonword discrimination is made easier). This analysis appears to provide a plausible resolution of the apparent discrepancy between the inhibitory priming effects that we observed and the facilitation observed by Forster and Veres. It is interesting to note that previously published experiments have observed differences in the magnitude of form priming as a function of stimulus length. When the prime was an orthographically similar nonword, Forster et al. (1987) reported that longer target words tended to show facilitation, whereas shorter target words tended to show null effects. Although Forster et al. went on to suggest that this pattern reflected differences in target neighborhood density, it may be that the initial result was (at least in part) a genuine length effect. Furthermore, in a new LDT experiment using seven-letter targets that we have recently conducted, we obtained no evidence of inhibitory form priming for lowfrequency targets preceded by high-frequency primes (e.g., private-PRIMATE); indeed, there was a nonsignificant trend (of 14 ms) toward facilitation. It therefore seems likely that word length is an important factor in masked form priming, which accords with the theoretical account offered by the IA model.
Conclusion
The IA model has been remarkably successful in accounting for both word-superiority data and data from the LDT. The model's ability to explain data from the unprimed LDT was demonstrated by Grainger and Jacobs (1996) , and Davis (2003) found that the model offered a good account of facilitory effects in the masked priming version of the LDT. The present article shows that this model also successfully predicts rather subtle aspects of inhibitory masked priming data.
In spite of these successes, though, there are some aspects of the model that are clearly unsatisfactory. The model's use of separate slots to code each letter position is simplistic and conflicts with experimental data (e.g., Davis, in press; Davis & Bowers, 2004; Perea & Lupker, 2003a , 2003b , 2004 . This method of coding letter position also prevents the model from handling words of differing length in a unitary fashion: Different networks must be simulated to test four-letter words, five-letter words, and so on. Another important limitation of the IA model is that it says nothing about how words are learned. Davis (1999) has developed a model that is similar in spirit to the IA model but that seeks to overcome these problems. The SOLAR (self-organizing lexical acquisition and recognition) model incorporates mechanisms of lexical inhibition similar to those in the modified interactive activation model described here. However, it offers a more satisfactory account of letter position coding, is able to simultaneously code words of varying length, and has the capacity to self-organize its own representations. Future work on this and related competitive network models should help to focus experimental investigations of visual word recognition. Note. Related and unrelated word primes for high-N and low-N word and nonword targets (in capital letters).
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