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Algoritmos de ana´lisis para grama´ticas de insercio´n de a´rboles∗
Vicente Carrillo y Vı´ctor J. Dı´az
Universidad de Sevilla
Avda. Reina Mercedes s/n
41012 Sevilla
{carrillo,vjdiaz}@lsi.us.es
Miguel A. Alonso
Universidad de la Corun˜a
Campus de Elvin˜a s/n
15071 La Corun˜a
alonso@udc.es
Resumen: Tree Insertion Grammar (TIG) es un compromiso entre Context Free
Grammar (CFG) y Tree Adjoining Grammar (TAG) que puede ser analizada con un
coste temporal de O(n3). En la literatura, tan so´lo han sido descritos dos algoritmos
de ana´lisis para TIGs, basados en los ya conocidos CYK y Earley para CFGs. En
este trabajo definimos cuatro nuevos analizadores para TIGs: tres son ascendentes
y otro ascendente predictivo.
Palabras clave: Ana´lisis sinta´ctico, grama´ticas de insercio´n de a´rboles
Abstract: Tree Insertion Grammar (TIG) is a compromise between Context Free
Grammar (CFG) and Tree Adjoining Grammar (TAG) that can be parsed in O(n3)−
time. In the literature, just two parsers for TIGs have been defined, based on the
well-known CYK and Earley algorithms for CFGs. In this paper, we define four new
parsers for TIGs: three parsers use a bottom-up strategy and the other one uses a
predictive bottom-up strategy.
Keywords: Parsing, tree insertion grammars
1. Introduccio´n
Las grama´ticas de adjuncio´n de a´rboles
(Tree Adjoining Grammar, TAG) (Joshi
y Schabes, 1997) constituyen un formalis-
mo naturalmente lexicalizado muy adecua-
do para la descripcio´n de la sintaxis de
los lenguajes naturales. Como contraparti-
da, el proceso de ana´lisis para este forma-
lismo suavemente sensible al contexto implica
mayores costes computacionales que el mismo
proceso para las grama´ticas independientes
del contexto (Context Free Grammar, CFG):
la complejidad temporal en el caso peor de los
analizadores para TAG es de O(n6), donde
n es la longitud de la cadena de entrada,
frente a la complejidad O(n3) que presentan
los analizadores para CFG. En los u´ltimos
an˜os, se han descrito muchas aproximacio-
nes que intentan mejorar las prestaciones de
los analizadores para TAG: unas basadas en
la compilacio´n de los a´rboles elementales en
auto´matas de estados finitos (Evans y Weir,
1998), otras que aplican ciertos filtros a los
algoritmos de ana´lisis (Carrillo et al., 2001;
Dı´az et al., 2002) y otras, como la empleada
en este trabajo, basadas en restricciones so-
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bre el formalismo (Schabes y Waters, 1995).
Las grama´ticas de insercio´n de a´rboles
(Tree Insertion Grammar, TIG) (Schabes y
Waters, 1995) constituyen un compromiso
entre CFG y TAG que combina la eficiencia
de ana´lisis de las primeras con la fuerte le-
xicalizacio´n de las segundas, ya que, al igual
que ocurre con las CFGs, cualquier TIG se
puede analizar con un coste temporal de
O(n3) en el peor caso y, por otra parte, al
ser las TIGs una subclase de las TAGs, se en-
cuentran naturalmente lexicalizadas. La im-
portancia del formalismo TIG se fundamen-
ta en el hecho de que la mayor´ıa de las
grama´ticas de adjuncio´n de a´rboles de am-
plia cobertura se corresponden en su mayor
parte con dicho formalismo. Esta afirmacio´n
se puede comprobar en la grama´tica del ingle´s
XTAG (Doran et al., 1994), donde el 99% de
los a´rboles y adjunciones posibles son com-
patibles con el formalismo TIG.
La mayor´ıa de los analizadores para TAG
y TIG son extensiones de analizadores bien
conocidos para CFG. En la literatura pode-
mos encontrar multitud de analizadores para
TAG, algunos usan una estrategia ascendente
(Alonso et al., 1999; Carrillo et al., 2001;
Dı´az et al., 2000; Noord, 1994) y otros uti-
lizan estrategias ascendentes predictivas de
manera similar al algoritmo de Earley para
CFG (Alonso et al., 1999; Nederhof, 1999;
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Dı´az et al., 2002). Sin embargo, tan so´lo se
han definido dos analizadores para TIG, uno
basado en el algoritmo CYK (Schabes y Wa-
ters, 1996) y el otro en el algoritmo de Ear-
ley (Schabes y Waters, 1995). En este traba-
jo pretendemos cubrir esa carencia, definien-
do un conjunto de cuatro analizadores como
nu´cleo de una red de analizadores para TIG
similar a la definida para TAG en (Alonso
et al., 1999). Podr´ıa pensarse que los analiza-
dores para TIG pueden ser derivados directa-
mente de los analizadores para TAG, dadas
las similitudes entre ambos formalismos. Sin
embargo, los aspectos que los diferencian son
lo suficientemente significativos como para
hacer que tal adaptacio´n no sea sencilla de
realizar. Como ilustracio´n, podemos consid-
erar la enorme diferencia existente los anal-
izadores de tipo Earley para TAG y el anal-
izador de tipo Earley para TIG definido en
(Schabes y Waters, 1995).
El art´ıculo se encuentra estructurado de
la siguiente manera. La seccio´n 2 introduce
la notacio´n necesaria para el resto del art´ıcu-
lo. En la seccio´n 3 se definen tres analiza-
dores para TIG que emplean estrategias as-
cendentes para llevar a cabo el ana´lisis. En
la seccio´n 4 se define un analizador para TIG
basado en el algoritmo de Earley. La seccio´n
5 presenta las conclusiones finales.
2. Notacio´n
2.1. Grama´ticas de insercio´n de
a´rboles (TIG)
Una TIG es una 5-tupla (VN , VT , S, I,A),
donde VN es un conjunto de s´ımbolos no ter-
minales, VT es un conjunto de s´ımbolos ter-
minales, S ∈ VN es el axioma, I es un con-
junto finito de a´rboles iniciales finitos y A es
un conjunto finito de a´rboles auxiliares fini-
tos. Al conjunto I ∪A se le denomina a´rboles
elementales. Nos referiremos a la ra´ız de un
a´rbol elemental γ como Rγ . En cada a´rbol
elemental, los nodos de la frontera se etique-
tan con s´ımbolos terminales, la palabra vac´ıa
(ε) o s´ımbolos no terminales marcados para
sustitucio´n, excepto un nodo en cada a´rbol
auxiliar, cuya etiqueta es la misma que la de
la ra´ız y que se denomina nodo pie. Deno-
taremos como Fβ al nodo pie de un a´rbol
auxiliar β. Denominamos espina al camino de
la ra´ız al pie de un a´rbol auxiliar. Usaremos
label(Mγ) para denotar la etiqueta asociada
al nodo Mγ .
Los a´rboles auxiliares en los cuales todo
nodo frontera esta´ a la izquierda (derecha)
del nodo pie se denominan a´rboles auxiliares
izquierdos (derechos). El resto de a´rboles au-
xiliares se denominan a´rboles wrapping. Usa-
remos AL y AR para denotar los conjuntos
de a´rboles auxiliares izquierdos y derechos,
respectivamente.
Una derivacio´n TIG comienza con un
a´rbol inicial cuya ra´ız esta´ etiquetada por
S. Este a´rbol se extiende repetidamente u-
sando las operaciones de adjuncio´n y susti-
tucio´n. La adjuncio´n inserta un a´rbol auxi-
liar β en el nodo Mγ de un a´rbol γ que
tenga la misma etiqueta que Rβ. En con-
creto, Mγ es reemplazado por β y Fβ es
reemplazado por el suba´rbol dominado por
Mγ . Usaremos β ∈ adj(Mγ) para denotar
que un a´rbol β ∈ A puede ser adjuntado
en un nodo Mγ , es decir, Mγ es un nodo
de adjuncio´n. Si la adjuncio´n no es obliga-
toria en Mγ entonces nil ∈ adj(Mγ), donde
nil es un s´ımbolo vac´ıo. La adjuncio´n de un
a´rbol auxiliar izquierdo (derecho) se denomi-
na adjuncio´n izquierda (derecha). Usaremos
β ∈ ladj(Mγ) (β ∈ radj(Mγ)) para deno-
tar que β ∈ AL (β ∈ AR) se puede adjun-
tar en el nodo Mγ , es decir, Mγ es un no-
do de adjuncio´n izquierda (derecha). Si una
adjuncio´n izquierda (derecha) no es obligato-
ria en el nodo Mγ entonces nil ∈ ladj(Mγ)
(nil ∈ radj(Mγ)). La sustitucio´n es una ope-
racio´n obligatoria y reemplaza un nodo mar-
cado para sustitucio´n Mγ con una copia de
un a´rbol inicial α cuya ra´ız este´ etiquetada
igual que Mγ . Usamos α ∈ subst(Mγ) para
indicar que el nodo Mγ puede ser sustituido
por el a´rbol α ∈ I.
TIG no permite: (1) a´rboles auxiliares
wrapping, (2) la adjuncio´n de un a´rbol au-
xiliar izquierdo (derecho) en la espina de
un a´rbol auxiliar derecho (izquierdo) y (3)
la adjuncio´n en los nodos ra´ız y pie de
los a´rboles auxiliares. Para incrementar los
a´rboles que se pueden generar, TIG per-
mite un nu´mero arbitrario de adjunciones si-
multa´neas sobre un mismo nodo. La adjun-
cio´n simulta´nea es una operacio´n esencial-
mente ambigua y provoca la creacio´n de mu-
chos a´rboles diferentes. Fa´cilmente se pueden
imaginar variantes de TIG donde la adjun-
cio´n simulta´nea este´ ma´s limitada. Para no
incrementar la ambiguedad de la derivacio´n,
hemos elegido la variante de TIG presenta-
da en (Schabes y Waters, 1996) que como
ma´ximo permite una adjuncio´n izquierda y
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otra derecha sobre un nodo. Adema´s, para
mantener los a´rboles que se pueden gene-
rar mediante adjuncio´n simulta´nea, permi-
tiremos la adjuncio´n en los nodos ra´ız y pie
de los a´rboles auxiliares.
Con objeto de representar los a´rboles de
ana´lisis parciales, definimos una produccio´n
Nγ → Nγ
1
. . . N
γ
g para cada nodo Nγ y sus
secuencia ordenada de g hijos Nγ
1
. . . N
γ
g en
un a´rbol elemental. Denotaremos el conjun-
to de producciones asociado a un a´rbol ele-
mental γ como P(γ). Por razones te´cnicas,
y salvo en el analizador basado en el algorit-
mo CYK, consideramos las producciones adi-
cionales ⊤ → Rα, ⊤ → Rβ y Fβ → ⊥ para
cada a´rbol inicial α y cada a´rbol auxiliar β.
Para mantener la capacidad generativa de la
grama´tica, se proh´ıbe la adjuncio´n y sustitu-
cio´n en los nodos ⊤ y ⊥.
2.2. Esquemas de ana´lisis
Los algoritmos de ana´lisis sinta´ctico se
pueden definir como sistemas deductivos
(Sikkel, 1997; Shieber et al., 1995), donde las
fo´rmulas, llamadas ı´tems, son conjuntos de
constituyentes completos o incompletos. Los
esquemas de ana´lisis fueron introducidos en
(Sikkel, 1997) como un me´todo de alto nivel
para la descripcio´n de algoritmos de ana´lisis.
Un sistema de ana´lisis abstrae los detalles de
implementacio´n, como las estructuras de con-
trol y datos.
Formalmente, un sistema de ana´lisis para
una grama´tica G y una cadena a1 . . . an es un
triple < I,H,D >, donde I es un conjunto
de ı´tems que representa resultados de ana´li-
sis intermedios, H es el conjunto inicial de
ı´tems llamado hipo´tesis que codifica la frase
que se va a analizar, y D un conjunto de pa-
sos deductivos que permite que se generen
nuevos ı´tems a partir de los existentes. Los
pasos deductivos son de la forma η1,...,ηk
ξ
cond,
que significa que si esta´n presentes todos los
antecedentes ηi de un paso deductivo y se
satisface la condicio´n cond, entonces el con-
secuente ξ deber´ıa ser generado por el ana-
lizador. El conjunto F ⊆ I de ı´tems finales
representa el reconocimiento de una frase. Un
esquema de ana´lisis es un sistema de ana´li-
sis parametrizado para una grama´tica y una
frase.
Los esquemas de ana´lisis nos permiten es-
tablecer relaciones entre dos analizadores de
manera formal. Un esquema se puede gene-
ralizar desde otro por medio de refinamien-
to de ı´tems, dividiendo un ı´tem en mu´ltiples
ı´tems, refinamiento de pasos, descomponien-
do un paso deductivo en una secuencia de pa-
sos, y considerando una clase de grama´ticas
mayor (extensio´n).
Para disminuir el nu´mero de ı´tems y pasos
deductivos en un esquema de ana´lisis, pode-
mos aplicar los siguientes tipos de filtros: fil-
tro esta´tico, el cual simplemente elimina las
partes redundantes, filtro dina´mico, que con-
siste en usar informacio´n contextual para de-
terminar la validez de los ı´tems, y contrac-
cio´n de pasos, mediante el cual una secuen-
cia de pasos deductivos se reemplaza por uno
solo. En particular, los filtros son relaciones
muy interesantes porque se pueden usar para
mejorar las prestaciones de los analizadores
en casos pra´cticos.
3. Ana´lisis ascendente
En esta seccio´n presentamos tres nuevos
analizadores que aplican estrategias ascen-
dentes. El primero esta´ basado en el cono-
cido algoritmo CYK para CFG y se trata
de una adaptacio´n del presentado en for-
ma algor´ıtmica en (Schabes y Waters, 1996).
El intere´s de este algoritmo en casos reales
puede no ser excesivo, ya que obliga a que los
a´rboles de las grama´ticas se encuentren bina-
rizados, aunque es un buen punto de partida
para describir el resto de analizadores.
El siguiente esquema que presentamos es
una generalizacio´n del CYK, concretamente,
se trata de una extensio´n a una clase de
grama´ticas mayor con objeto de evitar la res-
tricciones impuestas por el algoritmo CYK.
El tercer esquema es un filtro dina´mico
del segundo esquema. Este esquema adap-
ta al formalismo TIG la conocida relacio´n
de esquina izquierda para CFG, con objeto
de eliminar ı´tems innecesarios en el proceso
de ana´lisis y, por consiguiente, aumentar las
prestaciones en casos pra´cticos.
3.1. El esquema CYK
Definimos a continuacio´n el sistema de
ana´lisis sinta´ctico
IPCYK =< ICYK,HCYK,DCYK >
para una grama´tica TIG arbitraria G ∈ TIG
y una cadena de entrada a1...an con n ≥ 0.
El conjunto de ı´tems va´lidos del sistema
viene dado por:
ICYK = {[M
γ , i, j, code]}
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donde Mγ ∈ VN , γ ∈ I ∪A y 0 ≤ i ≤ j.
El para´metro code es el que controla
que como ma´ximo se efectu´e una adjuncio´n
izquierda y otra derecha sobre el nodo Mγ , y
puede tomar los siguientes valores:
code = ∅ si no se ha completado ninguna
adjuncio´n en el nodo Mγ ;
code = {L} si se ha completado una ad-
juncio´n de un a´rbol auxiliar izquierdo en
el nodo Mγ ;
code = {R} si se ha completado una ad-
juncio´n de un a´rbol auxiliar derecho en
el nodo Mγ ;
code = {L,R} si se ha completado las
adjunciones de un a´rbol auxiliar izquier-
do y otro derecho en el nodo Mγ .
El conjunto de hipo´tesis es:
HCYK =
{
[a, i− 1, i] | a = ai, 1 ≤ i ≤ n
}
Este conjunto es el esta´ndar y, por tanto,
sera´ el mismo para el resto de esquemas que
veremos en este trabajo.
Los pasos deductivos del sistema son:
DCYK = D
Sc
CYK ∪ D
ǫ
CYK ∪ D
Foot
CYK ∪ D
Cmp1
CYK ∪
DCmp2CYK ∪ D
LAdj
CYK ∪ D
Radj
CYK ∪ D
Subs
CYK
DScCYK =
[a, j, j + 1]
[Nγ , j, j + 1, ∅]
label(Nγ) = a
DǫCYK = [Nγ , j, j, ∅]
label(Nγ) = ǫ
DFootCYK = [Fβ , j, j, ∅]
β ∈ A
DCmp1CYK =
[Oγ , i, j, code]
[Mγ , i, j, ∅]
Mγ → Oγ ∈ P(γ)
DCmp2CYK =
[Oγ1 , i, j, code]
[Oγ2 , j, k, code
′]
[Mγ , i, k, ∅]
Mγ → Oγ1O
γ
2 ∈ P(γ)
DLAdjCYK =
[Rβ , i, j, code′]
[Mγ , j, k, code]
[Mγ , i, k, {L} ∪ code]
β ∈ ladj(Mγ)
L /∈ code
DRAdjCYK =
[Rβ, j, k, code′]
[Mγ , i, j, code]
[Mγ , i, k, {R} ∪ code]
β ∈ radj(Mγ)
R /∈ code
DSubsCYK =
[Rα, i, j, ∅]
[Mγ , i, j, ∅]
α ∈ subst(Mγ)
El conjunto de ı´tems finales, dado α ∈ I
con label(Rα) = S, se define como:
FCYK = {[R
α, 0, n, code]}
Los pasos deductivos DScCYK, D
ǫ
CYK y
DFootCYK son los que inician el reconocimiento
ascendente. Una vez reconocido el suba´rbol
dominado por un nodo, los pasos DCmp1CYK y
DCmp2CYK permiten continuar el reconocimien-
to ascendente. Cuando se ha reconocido un
a´rbol auxiliar izquierdo (derecho), el paso
DLAdjCYK (D
RAdj
CYK ) efectu´a la adjuncio´n en un
nodo de adjuncio´n izquierda (derecha), siem-
pre que el reconocimiento lo haya alcanzado
y no haya sido ya adjuntado por la izquier-
da (derecha). La operacio´n DSubsCYK sustituye
un a´rbol inicial que ha sido reconocido en un
nodo de sustitucio´n.
3.2. El esquema bottom-up Earley
En esta seccio´n definimos el sistema de
ana´lisis sinta´ctico
IPbuE =< IbuE,HCYK,DbuE >
para una grama´tica TIG arbitraria G ∈ TIG
y una cadena de entrada a1...an con n ≥ 0
El conjunto de ı´tems va´lidos del sistema
viene dado por IbuE = I
(i)
buE ∪ I
(ii)
buE:
I
(i)
buE = {[M
γ → δ • ν, i, j, code]}
tal que Mγ → δν ∈ P(γ), γ ∈ I ∪A, 0 ≤ i ≤
j, ν 6= ǫ y code = ∅ si no se ha completado
ninguna adjuncio´n en el nodo Mγ y code =
{L} si se ha completado una adjuncio´n de un
a´rbol auxiliar izquierdo en el nodo Mγ . Por
otra parte,
I
(ii)
buE = {[M
γ → ν•, i, j, code]}
tal queMγ → ν ∈ P(γ), γ ∈ I∪A, 0 ≤ i ≤ j,
code = ∅ si no se completo´ ninguna adjuncio´n
sobre Mγ , code = {L} si se completo´ una
adjuncio´n izquierda sobre Mγ , code = {R} si
se completo´ una adjuncio´n derecha sobre Mγ
y code = {L,R} si se completo´ una adjuncio´n
izquierda y otra derecha sobre Mγ .
Los pasos deductivos del esquema son:
DbuE = D
Ini
buE ∪ D
Sc
buE ∪ D
ǫ
buE ∪ D
Foot
buE ∪
DCmpbuE ∪ D
LAdj
buE ∪ D
Radj
buE ∪ D
Subs
buE
DInibuE = [Nγ → •ν, i, i, ∅]
γ ∈ I ∪A
ß
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DScbuE =
[a, j, j + 1]
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, j + 1, code]
tal que label(Mγ) = a
DǫbuE =
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, j, code]
tal que label(Mγ) = ǫ
DFootbuE = [Fβ → ⊥•, j, j, ∅]
β ∈ A
DCmpbuE =
[Mγ → ν•, j, k, code]
[Nγ → δ •Mγν, i, j, code′]
[Nγ → δMγ • ν, i, k, code′]
donde por una parte (nil ∈ ladj(Mγ) y L 6∈
code) o (β ∈ ladj(Mγ) y L ∈ code), mientras
que por otra parte (nil ∈ radj(Mγ) y R 6∈
code) o (β ∈ radj(Mγ) y R ∈ code).
DLAdjbuE =
[⊤ → Rβ•, i, j, ∅]
[Mγ → •ν, i, i, ∅]
[Mγ → •ν, i, j, {L}]
β ∈ ladj(Mγ)
DRAdjbuE =
[⊤ → Rβ•, j, k, ∅]
[Mγ → ν•, i, j, code]
[Mγ → ν•, i, k, {R} ∪ code]
tal que β ∈ radj(Mγ) y R /∈ code
DSubsbuE =
[⊤ → Rα•, j, k, ∅]
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, k, code]
tal que α ∈ subst(Mγ).
El conjunto de ı´tems finales es:
FbuE =
{
[⊤ → Rα•, 0, n, ∅]
}
tal que α ∈ I y S = label(Rα).
El paso DInibuE inicia el reconocimiento des-
de todos los suba´rboles de los a´rboles ele-
mentales. El paso DScbuE reconoce la presen-
cia de un s´ımbolo terminal en la cadena de
entrada, mientras que DǫbuE y D
Foot
buE reflejan
el hecho de que se puede saltar sobre nodos
etiquetados con ǫ y nodos pie sin tener que
reconocer nada. El paso DCmpbuE continu´a el re-
conocimiento ascendente cuando se ha com-
pletado el reconocimiento de un suba´rbol. El
resto de pasos funcionan de forma ana´loga a
los del mismo nombre del esquema anterior.
3.3. El esquema bottom-up left
corner
Al igual que el esquema buLC para TAGs
(Carrillo et al., 2001), este esquema elimina
del dominio de buE aquellos ı´tems que no
aportan nada significativo en el proceso de
ana´lisis, y que son aquellos de la forma:
[Mγ → •ν, i, i, code]
Al posibilitar el esquema buE este tipo de
ı´tems, se provoca un aumento en el nu´mero
de ı´tems deducidos y, por tanto, una mer-
ma en el comportamiento pra´ctico del anali-
zador. Por ello proponemos modificar el do-
minio y los pasos deductivos de dicho esque-
ma para evitar que se generen este tipo de
ı´tems, obteniendo como resultado el esquema
buLC que describimos a continuacio´n y cuyo
comportamiento en casos pra´cticos mejora a
buE.
El sistema ascendente con filtro left corner
se define como
IPbuLC =< IbuLC,HCYK,DbuLC >
para una grama´tica TIG arbitraria G ∈ TIG
y una cadena de entrada a1...an con n ≥ 0.
El conjunto de ı´tems va´lidos del sistema
es IbuLC = I
(i)
buLC ∪ I
(ii)
buLC ∪ I
(iii)
buLC:
I
(i)
buLC = {[M
γ → δ • ν, i, j, code]}
tal que Mγ → δν ∈ P(γ), γ ∈ I ∪ A, 0 ≤
i ≤ j, δ 6= ǫ, ν 6= ǫ y code = ∅ si no se
ha completado ninguna adjuncio´n en el nodo
Mγ y code = {L} si se ha completado una
adjuncio´n de un a´rbol auxiliar izquierdo en
el nodo Mγ .
I
(ii)
buLC = {[M
γ → •ν, i, j, code]}
tal que Mγ → ν ∈ P(γ), γ ∈ I ∪ A, 0 ≤
i ≤ j, ν 6= ǫ y code puede tomar uno de los
siguientes valores:
code = ∅ si no se ha completado ningu-
na adjuncio´n en el nodo Mγ pero ∃β ∈
ladj(Mγ):
code = {L} si se ha completado una ad-
juncio´n de un a´rbol auxiliar izquierdo en
el nodo Mγ .
I
(iii)
buLC = {[M
γ → ν•, i, j, code]}
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tal queMγ → ν ∈ P(γ), γ ∈ I∪A, 0 ≤ i ≤ j,
code = ∅ si no se completo´ ninguna adjuncio´n
sobre Mγ , code = {L} si se completo´ una
adjuncio´n izquierda sobre Mγ , code = {R} si
se completo´ una adjuncio´n derecha sobre Mγ
y code = {L,R} si se completo´ una adjuncio´n
izquierda y otra derecha sobre Mγ .
Los pasos deductivos del esquema son:
DbuLC = D
LCt
buLC ∪ D
LCǫ
buLC ∪ D
LCn
buLC ∪ D
LCsubs
buLC ∪
DLAdjsubsbuLC ∪ D
LAdjt
buLC ∪ D
LAdjǫ
buLC ∪
DLAdjnbuLC ∪ D
Sc
buLC ∪ D
ǫ
buLC ∪ D
Foot
buLC∪
DCmpbuLC ∪ D
Radj
buLC ∪ D
Subs
buLC
DLCtbuLC =
[a, j, j + 1]
[Oγ →Mγ • ν, j, j + 1, ∅]
tal que label(Mγ) = a y nil ∈ adj(Oγ)
DLCǫbuLC = [Oγ →Mγ • ν, j, j, ∅]
tal que label(Mγ) = ǫ y nil ∈ ladj(Oγ)
DLCsubsbuLC =
[⊤ → Rα•, j, k, ∅]
[Oγ →Mγ • ν, j, k, ∅]
tal que α ∈ subst(Mγ) y nil ∈ ladj(Oγ)
DLCnbuLC =
[Oγ → δ•, j, k, code]
[Qγ → Oγ • ν, j, k, ∅]
tal que nil ∈ ladj(Qγ)
DLAdjtbuLC =
[⊤ → Rβ•, i, j, ∅]
[a, j, j + 1]
[Qγ →Mγ • ν, i, j + 1, {L}]
tal que label(Mγ) = a y β ∈ ladj(Qγ)
DLAdjǫbuLC =
[⊤ → Rβ•, i, j, ∅]
[Qγ →Mγ • ν, i, j, {L}]
tal que label(Mγ) = ǫ y β ∈ ladj(Qγ)
DLAdjsubsbuLC =
[⊤ → Rβ•, i, j, ∅]
[⊤ → Rα•, j, k, ∅]
[Qγ →Mγ • ν, i, k, ∅]
tal que α ∈ subst(Mγ) y β ∈ ladj(Qγ)
DLAdjnbuLC =
[⊤ → Rβ•, i, j, ∅]
[Oγ → δ•, j, k, code]
[Qγ → Oγ • ν, i, k, {L}]
tal que β ∈ ladj(Qγ) y por una parte (nil ∈
ladj(Mγ) y L 6∈ code) o (β ∈ ladj(Mγ) y
L ∈ code), mientras que por otra parte (nil ∈
radj(Mγ) y R 6∈ code) o (β ∈ radj(Mγ) y
R ∈ code).
DScbuLC =
[a, j, j + 1]
[Nγ → P γδ •Mγν, i, j, code]
[Nγ → P γδMγ • ν, i, j + 1, code]
tal que label(Mγ) = a
DǫbuLC =
[Nγ → P γδ •Mγν, i, j, code]
[Nγ → P γδMγ • ν, i, j, code]
tal que label(Mγ) = ǫ
DFootbuLC = [Fβ → ⊥•, j, j, ∅]
β ∈ A
DCmpbuLC =
[Mγ → ν•, j, k, code]
[Nγ → P γδ •Mγν, i, j, code′]
[Nγ → P γδMγ • ν, i, k, code′]
donde por una parte (nil ∈ ladj(Mγ) y L 6∈
code) o (β ∈ ladj(Mγ) y L ∈ code), mientras
que por otra parte (nil ∈ radj(Mγ) y R 6∈
code) o (β ∈ radj(Mγ) y R ∈ code).
DRAdjbuLC =
[⊤ → Rβ•, j, k, ∅]
[Mγ → ν•, i, j, code]
[Mγ → ν•, i, k, {R} ∪ code]
tal que β ∈ radj(Mγ) y R /∈ code
DSubsbuLC =
[⊤ → Rα•, j, k, ∅]
[Nγ → P γδ •Mγν, i, j, code]
[Nγ → P γδMγ • ν, i, k, code]
tal que α ∈ subst(Mγ).
El conjunto de ı´tems finales es:
FbuLC =
{
[⊤ → Rα•, 0, n, ∅]
}
tal que α ∈ I y S = label(Rα).
La eliminacio´n del dominio de un determi-
nado tipo de ı´tems provoca que tengamos que
reescribir el paso DInibuE, obteniendo los pasos
DLCtbuLC, D
LCǫ
buLC, D
LCsubs
buLC y D
LCn
buLC, que se apli-
can cuando el s´ımbolo que esta´ a la izquierda
de la regla (la esquina izquierda) es un ter-
minal, la cadena vac´ıa, un nodo de sustitu-
cio´n o un no terminal, respectivamente. Ac-
tuamos de forma ana´loga con la regla DLAdjbuE
para obtener las cuatro reglas de adjuncio´n
izquierda de este esquema. El resto de pasos
funcionan igual que en el esquema anterior.
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4. Ana´lisis ascendente predictivo
Aqu´ı presentamos un algoritmo eficiente
de ana´lisis left-to-right para TIG que combi-
na predicciones descendentes, como el algo-
ritmo de Earley para CFG, con reconocimien-
to ascendente. Este algoritmo satisface la
propiedad del prefijo va´lido (Nederhof, 1999).
A continuacio´n definimos el sistema de
ana´lisis
IPEarley =< IEarley,HCYK,DEarley >
para una grama´tica TIG arbitraria G ∈ TIG
y una cadena de entrada a1...an con n ≥ 0.
El conjunto de ı´tems va´lidos es IEarley =
I
(i)
Earley ∪ I
(ii)
Earley:
I
(i)
Earley = {[M
γ → δ • ν, i, j, code]}
tal que Mγ → δν ∈ P(γ), γ ∈ I ∪ A,
0 ≤ i ≤ j, ν 6= ǫ and code = ∅ si no
se completo´ ninguna adjuncio´n sobre Mγ y
code = {L} si se completo´ una adjuncio´n
izquierda sobre Mγ .
I
(ii)
Earley = {[M
γ → ν•, i, j, code]}
tal queMγ → ν ∈ P(γ), γ ∈ I∪A, 0 ≤ i ≤ j,
code = ∅ si no se completo´ ninguna adjuncio´n
sobre Mγ , code = {L} si se completo´ una
adjuncio´n izquierda sobre Mγ , code = {R} si
se completo´ una adjuncio´n derecha sobre Mγ
y code = {L,R} si se completo´ una adjuncio´n
izquierda y otra derecha sobre Mγ .
Para el conjunto de pasos deductivos,
definimos subconjuntos inicio, scan, predic-
cio´n y complecio´n similares al analizador
Earley para CFG. El conjunto DEarley se de-
fine mediante:
DEarley = D
Ini
Earley ∪ D
Sc
Earley ∪ D
ǫ
Earley∪
DCmpEarley ∪ D
Foot
Earley ∪ D
LAdjPred
Earley ∪
DLAdjCmpEarley ∪ D
RadjPred
Earley ∪ D
Pred
Earley∪
DRAdjCmpEarley ∪ D
SubsPred
Earley ∪ D
SubsCmp
Earley
El reconocimiento comienza con la prediccio´n
de todo a´rbol inicial α ∈ I cuya ra´ız este´ eti-
quetada con el axioma (label(Rα) = S):
DIniEarley = [⊤ → •Rα, 0, 0, ∅]
El conjunto de pasos de scan son los tres sigu-
ientes:
DScEarley =
[a, j, j + 1]
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, j + 1, code]
siempre que label(Mγ) = a
DǫEarley =
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, j, code]
siempre que label(Mγ) = ǫ
DFootEarley =
[Fβ → •⊥, j, j, ∅]
[Fβ → ⊥•, j, j, ∅]
β ∈ A
En el caso de TIG, tenemos cuatro tipos de
predicciones con sus pasos de complecio´n aso-
ciados: suba´rbol, adjuncio´n izquierda, adjun-
cio´n derecha y sustitucio´n.
DPredEarley =
[Nγ → δ •Mγν, i, j, code]
[Mγ → •ω, j, j, ∅]
tal que nil ∈ ladj(Mγ)
DCmpEarley =
[Mγ → ω•, j, k, code]
[Nγ → δ •Mγν, i, j, code′]
[Nγ → δMγ • ν, i, k, code′]
donde por una parte (nil ∈ ladj(Mγ) y L 6∈
code) o (β ∈ ladj(Mγ) y L ∈ code), mientras
que por otra parte (nil ∈ radj(Mγ) y R 6∈
code) o (β ∈ radj(Mγ) y R ∈ code).
DLAdjPredEarley =
[Nγ → δ •Mγν, i, j, code]
[⊤ → •Rβ, j, j, ∅]
tal que β ∈ ladj(Mγ)
DLAdjCmpEarley =
[⊤ → Rβ•, j, k, ∅]
[Nγ → δ •Mγν, i, j, code]
[Mγ → •ω, j, k, {L}]
tal que β ∈ ladj(Mγ)
DRAdjPredEarley =
[Mγ → ν•, i, j, code]
[⊤ → •Rβ , j, j, ∅]
tal que β ∈ radj(Mγ) y R /∈ code
DRAdjCmpEarley =
[⊤ → Rβ•, j, k, ∅]
[Mγ → ν•, i, j, code]
[Mγ → ν•, i, k, {R} ∪ code]
tal que β ∈ radj(Mγ) y R /∈ code
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DSubsPredEarley =
[Nγ → δ •Mγν, i, j, code]
[⊤ → •Rα, j, j, ∅]
tal que α ∈ subst(Mγ)
D
SubsCmp
Earley =
[⊤ → Rα•, j, k, ∅]
[Nγ → δ •Mγν, i, j, code]
[Nγ → δMγ • ν, i, k, code]
tal que α ∈ subst(Mγ).
El conjunto de ı´tems finales se define me-
diante:
FEarley =
{
[⊤ → Rα•, 0, n, ∅]
}
tal que α ∈ I y S = label(Rα).
5. Conclusiones
Hemos descrito cuatro nuevos algoritmos
para ana´lisis sinta´ctico de TIG que consti-
tuyen una red de analizadores ba´sica para
dicho formalismo. Comenzamos con un algo-
ritmo de tipo CYK y concluimos con un algo-
ritmo de tipo Earley. Como analizadores in-
termedios definimos dos algoritmos: uno tipo
Earley ascendente, que elimina la restriccio´n
que presenta el CYK respecto a la forma de
la grama´tica, y otro que aplica un filtro basa-
do en la relacio´n de esquina izquierda (muy
conocida en CFG) al algoritmo tipo Earley
ascendente, con objeto de mejorar las presta-
ciones en casos pra´cticos.
Actualmente, con el fin de extender la red
de analizadores descrita en este art´ıculo, tra-
bajamos en la definicio´n de un algoritmo left
corner predictivo para TIG.
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