Abstract-We introduce a parametric model for the power spectrum density of SAR interferograms. This model is derived by assuming the interferogram as a stationary frequency modulated process, and by exploiting the statistical description of earth topography provided by multi-fractal fields. Despite the small number of parameters involved (3-6 in most cases), the model have been proven robust and accurate in most of the case tested. In particular, the parametric probability distribution assumed for ground terrain slopes fitted the actual histogram (derived from existing DEMs) in a range of 3-5 decades. Applications to blind baseline estimation and phase unwrapping are then briefly discussed.
I. INTRODUCTION SAR interferometry (InSAR) is a well-known and assessed
technique for Digital Elevation Model (DEM) generation, terrain deformation, change monitoring, and many other applications. The complex SAR interferogram, i.e. the Hermitian product of two co-registered complex images taken from (slightly) displaced orbits, or better, its phase, is the starting point for all these applications [1] .
The properties of the interferogram have been widely studied and assessed in literature, whereby statistic models have been formulated for the interferogram phase, its amplitude and for the two interferometric images cross-correlation (see for example, [2] ). The scattering model widely used in literature for deriving these properties is an homogenous distributed target lying on the earth's surface. The real nature of terrain topography is usually ignored or reduced to very simplistic assumptions, for example, a constant sloped terrain. In blind baseline estimation, a non-sloped (ellipsoidal) earth is usually assumed. In phase unwrapping interferograms are "flattened", then phase gradients are estimated by wrapping phase differences, as zero slope is supposed to be the most likely. Less simplicistic models have sometimes been proposed, like a polynomial approximation in [3] , or an autoregressive Gauss-Markov random field in [4] , yet, none of these is based on the actual statistics of earth topography.
The main purpose of this paper is to fill this gap: first by providing useful information on terrain statistics, and then by suggesting potential applications to SAR interferometry. We will show that some common assumptions are not, in many cases, verified, for example a zero-slope may not be the most probable in hilly topographies.
The statistical properties of topography (e.g. the DEM), known since the early fifties [5] , are seldom exploited in SAR literature. Examples are provided in [6] , where the fractal model of the DEM power spectrum has been used to remove atmospheric artifacts, or in [7] , where the use of fractals is suggested for phase unwrapping. Fractals models were exploited for validation in [8] .
This paper frames in the same fractal environment, where recent earth modeling by stochastic multifractals (see reference [9] ), is exploited to derive the statistics of terrain slopes. The structure is the following: in section 2, the complex interferogram is assumed as a quasi-stationary frequency modulated signal. Henceforth, Woodward theorem [10] , is invoked to link the interferogram PSD with the slope PDF in the SAR (slant range, azimuth) reference. Section 3 discusses the parametric, multi-fractal model of ground slopes. The mapping from ground terrain slopes to SAR reference slopes is then exploited in section 4 to derive the parametric model of the interferogram PSD. The model can be exploited in different ways, and examples of applications are also in section 4. A list of the acronyms used in this paper is provided in Tab. I
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II. SAR INTERFEROMETRY AS 2D FREQUENCY
MODULATION
In this paper, we limit our study to the simplified Interferometric SAR (InSAR) system in Fig. 1 .a. In particular we approximate earth as locally flat, and assume straight orbits parallel to the ground and null squint angle. Let B n be the normal baseline, i.e. the displacement of the two sensors normal to the view angle, and θ the incidence angle (here identical to the look angle). The meaning of the various symbols is shown in Tab Let us define the ground reference as (x, y) oriented with x parallel to the orbit (azimuth), and y being the ground range. The two co-registered SAR images, and the interferogram, are defined in the SAR (x, r) reference, also shown in the figure. We assume that the terrain slope is constant on a local scale (e.g. within many resolution cells), hence let α x , α y be the azimuth, ground range slopes. We will also define the gradient as the column
T . If terrain slopes varies smoothly, the complex interferogram can then be viewed as a quasi-stationary frequency modulated (FM) process [11] , [12] , and the vector
represents the 2D instantaneous frequency [10] . That relation between ∆f and the local slopes is computed in the appendix A. The interferogram can thus be locally approximated as
Amplitude modulations, due to variation in mean backscattering, also appear in the interferogram, however these aspects will not be dealt with in the paper as we are interested in phase, or "fringe" patterns. An example of fringes is provided in Fig.  1 .b: note that the phase pattern is locally "stationary", giving the idea of a sweeping complex sinusoid.
The stationary phase assumption is no longer true for steep fore-slopes, where the increase in the ground range sampling and the baseline decorrelation do not allow for constant slope approximation. The model is thus inadequate, both for foreshortening and in layover where two different frequencies are superposed. Hopefully, these slopes are so steep that their impact is reduced to a few pixels in the interferogram, and they do not alter the fringe statistic. The stationary phase approximation allows us to relate the power spectrum density (PSD) of the interferogram (1) to the probability density function (PDF) of the instantaneous frequencies : f x,r (∆f ) by Woodward's theorem [10] :
An example is provided in Fig. 2 . Here a synthetic interferogram has been generated from an existing DEM (Mt. Vesuvius, Italy), and by exploiting the geometry of an InSAR ERS system with a baseline of 100 m. The interferogram PSD was estimated by conventional periodogram analysis, and then compared to the histogram of ground slopes, computed by the DEM and converted into frequencies by exploiting the relation derived in appendix A. A quite good fit, up to the noise floor, was achieved both in range ( Fig. 2 .a) and in azimuth ( Fig.  2.b) . As expected, the model does not fit with foreshortened and layovered slopes: the shaded areas in the plot of Fig. 2 .a.
III. A FRACTAL MODEL FOR SLOPES PDF
An approximation for ground terrain slopes PDF is here discussed: it is based on the modeling of earth topography provided by stochastic Multi Fractal Field (MFF) [9] , and will be used throughout the whole paper. The reader is referred to appendix B for more detailed discussion on fractal modeling of earth topography. Here, we make the fundamental assumption, made in [9] , that the MFF is a good approximation of the absolute value of the height gradient, ∆h = |d|. Its PDF is shown in appendix B to be log-Lévy ("logL") distributed:
where L α,n,µ is a Lévy PDF, whose characteristic is in (29), and plotted in Fig. 3 .a, for different values of the parameter α (α = 2 lead to the Normal distribution N(µ, σ 2 = 2n)). The height gradient PDF: f |d| (|d|), the log-Lévy distribution, is plotted in 3.b for different values of the parameters α, n. Note that the parameter µ, the mean value, affects only a stretch in the horizontal axis (the gradient), as it is easily derived from (3), where L α,n,µ=0 (log(b |d|) = L α,n,log b (log |d|).
The two "fractal" parameters, α, n, are directly related the slope statistics:
-the Lévy parameter α fixes the level of multifractality (see appendix B). For α → 2, like for topography, the height gradient is highly multi-fractal, hence its fractal dimension 1 will depend much on its value. α represents also the exponent of the power-law fall off of the Lévy PDF tails, hence it fixes the behavior of height gradient PDF for both the lower slopes (|d| ≈ 0) and the steepest one, as appears in the plots of Fig.3.b; -the parameter n governs the variance of the distribution. For log-Normal PDFs, the ratio between the variance and the squared mean value is exp(4n) − 1, hence it depends only on n. For n 0.17 the standard deviation equates the mean. Therefore for n 0.17 we can expect a "peaked" PDF, and the mean slope ( = 0) dominates: this the case of a rough topography. On the other hand, for n 0.18, we expect a smooth PDF, leading to flat topographies. Such behavior is consistent with the peculiarity of n in influencing the sparseness of mean MFF, provided in the appendix B. 
A. Ground slopes PDF
Let us derive the ground slopes PDF, e.g. the PDF of one component of the gradient along the generic direction d. The projected gradient will be:
where ξ can be assumed (for isotropic case) uniformly distributed in 0 . . . 2π. The ground slopes PDF, can then be derived as the product of two independent random variables: |d| that is log-Lévy distributed (3) and ξ, uniform. The distribution of the projected gradient is then:
This expression cannot be provided in a closed form and should be computed numerically. The transformations exploited to derive the parametric model (5) of slopes PDF are summarized in Fig. 4 . The model depends on the two fractal parameters (α, n), just discussed, and the third parameter, b, that has the same role of as the Lévy mean, µ, of scaling the gradient values, where a smaller value of b results in a wider PDF. 
1) Validation:
The fit between the model (5) and the actual slope histogram was checked with many cases of different topographies. We have tested different kind of DEMs, like USGS DEMs (the "1-Degree", spaced at 3-by-3 arc sec and freely available on the web), SAR DEMs, generated by multi ERS tandem combination and merging ascending and descending passes, SPOT DEMs, etc.
The value of the three parameters involved in the model was retrieved by a least mean square fitting of the measured histogram. A first example is seen in Fig. 5 , that draws DEM, the actual slope histogram and its parametric model for both a flat topography (Williams, AZ), and a mountainous one (Mt. Yakima, WA). The parameter values are reported in the plots: as expected from section III, the parameter n allows to discriminate between flat-smooth (n large) and mountainousrough (n small) topographies. Of particular interest is the "M"-shaped PDF, corresponding to the very low value of n, that appears in the rough topography of Mt. Yakima.
What is quite surprising is the capability of the model to "predict" the data, e.g. to extend the fit well beyond the slope range used for deriving its parameters, as appears from , and mountainous topographies (right). Two USGS DEM have been used to derive the slopes statistics. In the plotted histograms, the vertical axis is expressed in logarithm, and the part exploited to fit the model is marked by circles. Note, however, that the fit extends well beyond those parts.
In the majority of cases the topography cannot be modeled as "flat" or "rough", and a mixture of two PDFs of the type (5) was enough to cover the whole slope range, from 0 to 40
o , as appears in Fig. 6 .
The model for slope PDF just proposed has been validated with many different DEMs, at different resolutions and sizes, giving in all cases acceptable results: some examples are provided in the plots of Fig. 7 .
Good accuracy was achieved for slopes up to 30 − 50 o (depending on the topography roughness), corresponding to a dynamic range of 8 Neper, i.e. for slopes whose occurrence was 3000 times less than the most likely one.
IV. APPLICATIONS
The parametric model of slopes PDF can be combined with the non-linear slope-to-frequency transformation, provided in appendix A, to derive a parametric model for range and azimuth PSD, to be exploited in many different applications in interferometry and phase unwrapping.
A. Interferogram Range Power Spectrum
The steps required to derive the interferogram PSD in range are shown in Fig. 8 . The fractal model for the PDF of the terrain height gradient projected in the across-track direction, y, is f d (d y ) in (5). This PDF should be first scaled for the slope occurrence in slant range, e.g. proportionally to the ration between slant range and ground range sampling:
it should be mapped with the slopes-to-frequency transformation derived in appendix A:
The PDF of the instantaneous range frequency, ∆f r , is then:
k being the proportionality constant (to be retrieved by imposing unitary area to the PDF). For Woodward's theorem, (2), the range frequency PDF (7) is proportional to the interferogram range PSD, hence this provides the parametric model searched. The dependence of the model (7) upon the topographic "fractal" parameters (α, n, b) is implied in the expression f d (d y ) in (5) . Notice that, in deriving (7), we do not accounted for noise, nor for effects due to sampling (aliasing). We furthermore remark that the model is based on the stationary phase assumptions, hence it does not account properly for the foreshortened slopes (whose probability is however quite small).
1) Parametric estimate for the range PSD: The parametric estimate for the interferogram range PSD can be obtained as a fitting with the actual PSD derived from the data. This one can be estimated by (1) "cleaning" the interferogram by means of a local adaptive filtering (a complex multilooking), (2) imposing a constant amplitude and (3) performing a periodogram analysis [10] . Notice that the technique is suited to explore patches on the ground as small as to assume the baseline constant with range and azimuth, for example, over areas of 20 x 20 km.
As an example, Fig. 9 .a plots the PSD of a tandem ERS interferogram of Mt. Vesuvius, compared with the estimate achieved by fitting the parametric model here derived. The fit is rather good for the whole range of negative frequencies. Notice, in particular, that the model is ∼ 3 dB lower than the data in correspondence of half the sampling frequency. This is due to the fact that the interferogram PSD is aliased 2 , whereas the model (7) was derived in the continuous time-domain. The effect of aliasing is also clear in the wraparound of the PSD in correspondence with positive frequencies, where only layovered areas and noise should contribute. Finally, notice that the periodogram estimate biases the PSD by convolving with a Dirichlet (or periodic sinc) function. Aliasing, noise and biasing can be easily accounted for in a second order approximation.
The proposed model can be used to extrapolate the PSD of interferogram achieved at different baselines and topographies, and this has been shown in Fig. 9 .b.
A possible application of this model would be the design of an optimized interferogram filtering. Such design could follow the Goldstein-Werner filter proposed in [13] . That filter exploits the absolute value of the local interferogram spectrum: indeed a quite coarse estimate of the Interferogram PSD, that can be better replaced by the paramteric estimate here derived.
B. Interferogram Azimuth Power Spectrum
The derivation of the azimuth PSD closely follows the range case, summarized in Fig. 8 , with one important difference.
Here, in fact, the slopes to azimuth frequency transformation is no longer monodimensional, as both along track and across track slopes contribute to the same azimuth slope in the SAR reference. This is due to foreshortening, that shifts the azimuth fore-slopes in the direction of the sensor, of an amount proportional to the range slope. The slopes-to-frequency transformation is shown in appendix A to be:
We now need the 2D statistics of ground slopes, f dx,dy (d x , d y ) that, in turn, can be derived by applying the following mapping:
to the Log-Lévy distributed gradient |d|. We proceed by assuming θ uniformly distributed in 0 − 2π, and we will account later for anisotropies, by differently stretching the x, y axis (that leads to one further parameter). The 2D PDF of ground terrain slopes is then
where we have substituted the Jacobean of the transformation:
Eventually, we apply the slant-to-ground range sampling ratio, |sin(θ − arctan d y )|, to scale for the occurrence of slopes in slant range, and then apply the 2D transformation (8) . Let first introduce the temporary variable:
Eventually, by inverting (8,10) the ground terrain slopes can be expressed as a function of azimuth, range frequencies:
Thereafter we can compute the 2D PDF:
where J = |d y (∆f x , W ) − tan θ| is the Jacobean of the transformation d = g(W, ∆f x ) in (11).
The 2D distribution f ∆fx,W (∆f x , W ) in (12) needs to be integrated numerically to get the marginal PDF of its first argument, ∆f x , i.e. the PDF of the azimuth frequency:
The fitting between the model and the measured azimuth PSD is then performed in the same way as for the range PSD. An example of such fitting is provided in Fig. 10 . According to (8) , the azimuth PSD scales directly with both the baseline, B n , and the parameter b in (3). 
C. Baseline estimate
The parametric model of the interferogram range PSD in (7) can be regressed with respect to the baseline, B n , one of the parameters to derive a "blind" baseline estimate (e.g. with no knowledge of the acquisition geometry). The effect of Baseline on the interferogram range PSD is shown in Fig. 9 .b: at a first approximation, both the peak and the bandwidth scale with B n . Notice also the marked asymmetry of the range PSD, that is due to the nonlinear compression of foreslopes (and expansion of backslopes) in the SAR acquisitions.
The implementation of the technique closely follows the range power spectrum estimate in IV-A.1. An example of the baseline fitting of the range power spectrum is shown in Fig.  11 .
A straight sensitivity analysis was been performed by fixing the baseline, optimizing for all the other parameters and measuring the least square error. The procedure has been iterated for different values of the baseline and provided a loose coupling between the baseline and all the other parameters. A quantitative estimate of the accuracy that can be achieved with this technique has been checked by exploiting a SAR simulator that generates interferogram with different baselines. The source topography was provided by both real DEM and simulated fractal topographies [14] . The results achieved on a typical mountainous topography are plotted in Fig. 12 .a, and are compared with the baseline estimate based on the interferogram peak, that is identical to estimate displacements over a small area, and then fitting an ellipsoidal model of earth [15] . This last technique assumes that the terrain is un-sloped, e.g. an impulsive PDF on the ground slopes, and then retrieves the normal baseline by measuring the interferogram peak and inverting (6) under the assumption d y = 0. In doing so, we introduce both a random error, due to the fact that the interferogram peak depends on the local topography, as appears clearly in Fig. 9 .a, and a biasing, due to the asymmetry of the range PSD: this bias is proportional to the baseline, as shown in Fig. 12 .b.
D. Phase unwrapping
The aim of phase unwrapping (PU) is to retrieve the absolute (unambiguous) phase of the interferogram, given its value wrapped in the range ±π. PU algorithms are based on an estimate of the Phase Gradient (PG) that is achieved by wrapping the phase differences between adjacent samples. The hidden assumption is that zero PG is the most probable in a flattened interferogram (see for reference [1] , [2] , [16] ).
The a-priori information that can be derived by the earth topography statistics are usually ignored, or replaced by generic approximations not based on the actual properties of earth topography [3] , [4] . Instead, quite accurate statistics can be derived by the results exposed in this paper.
Let us for example, express the gradient of the absolute (unwrapped) phase in slant range according to (1, 6) :
that holds for the flattened interferogram. The PDF of ∇φ r is then linearly related to the PDF of the instantaneous frequency, ∆f r , hence to the interferogram PSD for the Woodward theorem. As an example, the result of a comparison between the histogram of the unwrapped PG, the interferogram PSD and its parametric model (7), achieved from a simulation, are plotted in Fig. 13 . This result shows how the probability of phase aliasing can be estimated by integrating the fitted model of the PG PDF for |∇φ r | ≥ π. The following observations can be made:
(1) the target of phase unwrapping should not be the toutcourt minimization of residuals, based on some norm, but rather to get a number of residuals consistent with the local topography, (2) the interferogram "flattening" (e.g., the compensation for d=0), that conventionally precedes PU, is not necessarily optimal, as it does not minimize the probability of phase aliasing, P (|∇φ r | ≥ π). It can be shown that the asymmetry of the range P SD leads to a better "flattening" that would overcompensate the fore-slopes. However, this flattening would depend on the baseline, the local topography and the scene noise [17] . Furthermore, the second order statistic of the phase gradient, that is still a fractal, can be exploited to estimate the average intervals for which |∇φ r | ≥ π, i.e., the expected length of branch-cuts [17] .
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VI. CONCLUSIONS
We have shown that "a remarkable feature of earth topography" known since the mid-nineties [Vening Meinesz, 1951] and captured in stochastic multi-fractal fields, leads to parametric modeling of slopes PDF. A preliminary validation of such a model, reported here, provided surprising accuracy, that extends over the dynamics of three decades and for slopes up to 50 o (for the flattest areas), well beyond the slopes range exploited for retrieving the model parameters.
The modeling of the interferogram as a stationary frequency modulation was then be exploited to derive a non linear transformation from slopes PDF to interferogram PSD. As a result, a parametric formulation of both range and azimuth PSD have been derived from the fractal models of slopes PDF. This model is free from aliasing and allows different applications, like interferogram filtering and baseline estimation.
Furthermore, the one-to-one correspondence between interferogram PSD and (unwrapped) phase gradient PDF (the Woodward theorem), allows us to estimate this last, given the interferogram PSD, and this discloses many applications in the field of Phase Unwrapping (PU). In the paper, we have derived an a-priory estimate of the probability of phase aliasing, due to topography, to be used in a Bayesian phase unwrapping algorithm. Other statistics, like the average cut length, can then also be deduced by the fractal model of topography.
The proposed statistical models have been tested with both real and simulated data, providing in all cases quite good accuracy.
APPENDIX
A. Slope-to-frequency conversion
In this appendix we will derive the relation between the instantaneous frequency of the interferogram, measured along any direction, and the ground slopes. We assume the same simplified model as in section II, and the same ground / SAR references: (x,y,z) and (x,r) respectively. Eventually, we will express the SAR reference in slow time, fast time coordinates: x = v s t; r = cτ /2. With reference to Fig 14. a, we assume O to be the origin of both coordinate systems, and n x , n y , n z three versors. Let P(x, y, z) be a generic target on the ground, this target will be imaged at coordinates
in the (unsquinted) SAR geometry. We assume that P lays on a generic (sloped) plane: z = x tan α x +y tan α y = xd x +yd y . The target contributes to the interferogram with a differential phase (with respect to O):
) r M P = S M −P and r SP being the target displacements to the master and the slave sensors respectively. For the usual interferometric configuration, where the baseline is rather small, we can approximate:
whereas ∆r S (x, y) can be obtained by differentiating (16) over θ:
where ∆θ = B n /R 0 is the different view angle between the two sensors. The interferometric phase is hence expressed by combining (14) with (15) and (16) . It can be expressed as a function of the ground coordinates by inverting (16):
We get the general expression:
(17) that can be projected along any direction and then differentiated to get the instantaneous fringe frequency. For the scope of the paper, we are interested on the range frequency:
e.g., the same spectral shift as in [18] , and the azimuth component: Notice that, unlike in the range case, the instantaneous frequency along azimuth depends on both the ground slope in the along track and on the ground slope in the across track direction. This is a simple consequence of the fact that a direction orthogonal to the ground range and sloped with respect to azimuth is not yet orthogonal to the slant range in the SAR reference, as the foreshortening would slant it towards the satellite.
B. Introduction to multi-fractals
The term fractals was first used by D. Mandelbrot (from the Latin 'fractus'), that, loosely translated means 'fragmented and irregular' to define rough objects that cannot be handled by the classic, Euclidean geometry [19] . An example of a deterministic fractal is the well-known Von Koch snowflake curve, in Fig. 15 . The curve is constructed iteratively (three iterations: k=1,2,3, are shown in the figure). At the iteration k, its length can be properly measured with a stick of extent:
k , where λ = 3 and l 0 is the initial line length (k = 0). We need N k = (4) k sticks to "cover" the whole curve. Its length, L tot = N k l k diverges as sticks become smaller and smaller, e.g. k → ∞, although the curve remains confined in a fixed box. Such rough behavior is typical of fractals the fractal dimension D s has been introduced to express the attitude of a fractal F to "fill" the space:
where M δ (F ) is the "measure" of F at the scale δ. In practice, M δ (F ) is the number of "sticks" to cover the 1D curve in the figure, or the number of "boxes" for a 2D fractal: formally, M δ (F ) is the Hausdorff-Besicovitch dimension of the set F.
with D s = log 3 4. If we compare D s to the "topological dimension" (the normal idea of dimension), that is always integer (0 for a point, 1 for a line, 2 for a surface, etc.), we notice that the fractal dimension is higher than the topological one. For a 1D fractal, like the Von Koch curve, a dimension between 1 and 2 corresponds to its capacity to partly "fill" the plane, without achieving it completely. A related measure is codimension, that can be defined 3 as c = d − D s , d being the topological dimension of the space in which the set is embedded: for the Von Koch curve c = 2 − log 3 4 0.74.
1) Stochastic mono-fractals:
An example of a stochastic mono-fractal field is provided by the β-model, shown in Fig.16 .a. The field is generated by iterating a "cascade", the product of the field itself, ε n , times a random variable ω n :
The field ε n is completely determined by the multipliers ω k (k=0. . . N), and assuming ε 0 = 1. We may represent ω k as a "noisy" image, whose pixel size reduces of a factor λ at each iteration (λ = 2 in the example in Fig. 16 ), providing the fractal behavior. ω k assumes, for each pixel, only two different values (states), one null (dead state), and one equal to λ c (c being a constant), with probabilities:
so that the mean is conserved through iterations:
. Each iteration will add features at finer scales, and a total of λ k × λ k pixel will result at the iteration k: the field PDF, is
c−2 pixels will be "alive". The fractal dimension of the field is then D s = 2 − c, hence c is the codimension. We will show later, that c is no longer constant in the multi-fractal case. 
a) Mono-fractals DEM generation: power scaling law:
The β model was used by Mandelbrot for simulating artificial landscapes, where the field ε k is interpreted as the component of the height increment that corresponds to a displacement ∆x/λ −k :
x being a generic position of the map. The field PDF (23) can be interpreted as a power law scaling of the gradient:
where H is the codimension, and d = (24) means equal in probability. We refer to (24) as the "scale-invariance" properties of fractals. This scaling property induces a similar scaling in the frequency domain, as finer resolution corresponds to smaller wavenumber, and this results in the known a power law of the field PSD
. In particular, the PSD is related to the second order moment of the field, that still scales with the resolution, from (24):
and we get the result β = 1 − 2H. The relation D s = 3 − H holds from the definition of codimension and by observing that the height field is embedded in a 3D space. Therefore the PSD power law exponent is β = 2D s − 5. However, as the fractal dimension is 2 < D s < 3, the spectrum is always less steep than 1/f . In nature there exist many fields that exhibit power scaling law, at least over a certain range of scales, hence behaving like fractals. However, most of these fields are not conservative, and the average of observed quantity is not equal at all scales: their PSD is always steeper than f −1 . As an example, the isotropic 3D turbulence predicts β = 5/3, and for DEM, β has been found empirically close to 2 [5] , [20] . The simulation of such fields require a further filtering by means of a transfer function ∝ |f | −Hs (in suitable range of frequencies). This filtering is defined as "fractional integration" [19] .
2) Stochastic Multi-Fractals: The β model just discussed is quite suited for representing turbulent fields where an energy flux, ε 0 is injected into the system at a large scale and then cascaded into stages of modulators, ω k , where the "section" of each modulator reduces with the step. The extension of this model to topography requires that the "flux" is replaced by the altitude fluctuations, ∆h, and there are no rigorous geomorphologic interpretations, except for very limited cases [9] . The validity of this model is mainly due to the observations of the fractal, self-scaling features of earth surface [5] , [20] . Although the fractal behavior of topography, like many other natural phenomena, is now acknowledged, its modeling by mono-fractals has proven poor. Fields like salinity, phyto/zooplankton, pollution and also DEM show different scaling behaviors at different resolutions, hence their PSD has two or more different spectral slopes. In topography, this translates in the variogram scaling with the resolution, that is commonly observed [20] .
These limitations led to multi-fractals, an example being the α model in Fig. 16 .b [21] . This model generalizes the β model by assuming that both states of the multiplier ω can be nonnull. The PDF (23) is extended as follows:
where c, γ + , and γ − are all positive and linearly related, so that the average field is conserved. This model reduces to the β one for γ − → ∞. The number of states here increases from two at the first iteration: λ , and so on. The MFF is the gray-level image in Fig. 16 . It is possible to show, at the iteration n, the field assumes values of type (λ n ) γ k , and the probability of the field to exceed those values tend, for large n, to be:
but for a proper scale factor (here ignored), where c k depends on the value γ k . For large n the set of values [γ k ] tend to be continuous, γ, but still confined in the same limited range. We generalize (26) by defining he ratio between the coarser scale and the finer one as λ (> 1):
where the derivation, on the left, led to the field PDF, that is still exponential. The equation (27) indicates that as the resolution of a measure gets finer, we are able to distinguish smaller and smaller areas of higher and higher values. The proportionality if the field PDF to λ −c(γ) , shows fractal behavior with codimension c. However, for multi-fractals, many co-dimensions exist in the same field, as the co-dimension depends on the value of the field itself.
3) Universal Multi Fractals: The basic mechanism underlying multifractal fields is that of a multiplicative cascade through which a quantity (i.e. turbulence) is transferred from large to smaller and smaller scales resulting in complex patterns of heterogeneity in the spatial distribution of the measure. The end result is that at smaller scales, a large portion of the measure will be concentrated in small zones of space.
This mechanism applies to a wider class of stochastic multifractals than the α model just shown. In particular, Lovejoy and Schertzer addressed the problem of a continuous cascade, where many processes interact in a continuous of scales, from coarsest to finest [14] . The same exponential PDF (27) applies, and this leads to the following scaling law for the statistical moments of order q (> 0) of the process:
K(q) is defined as "moment scaling function": K(0) = 0, but also K(1) = 0 for the conservation of the mean field. A universal multi-fractal field generator was obtained by taking the logarithm of the discrete cascaded field: Γ λ = log ε λ and looking for a limit when the number of elements increases. Γ λ tend to be distributed according to a Lévy PDF. This PDF generalizes the central limit theorem, to those PDFs whose q-order moments diverge for q > α (where α is real, and 0 ≤ α ≤ 2) [22] . The Lévy distribution has the following characteristic function:
where k(α) = 1 − |1 − α| 0 ≤ α ≤ 2; −1 ≤ β ≤ 1; n ≥ 0 that depends upon the parameters α, β, µ, n. A closed form expression for Lévy PDF, L(x), does not exists, but for the Cauchy {α = 1, β = 0} and the Normal PDF: l α=2,β,n,µ =N(µ, σ 2 = 2n). This implies that the MFF field resulting from the cascade, ε λ = exp(Γ λ ), is log-Normal (see the central limit theorem for products in [10] ), or, more generally, is log-Lévy distributed. It is then possible to compute the moments of the field, by taking from (29) the second characteristic function (see [10] ), K λ (q). We get from (28):
We furthermore impose the following constraints for ensuring the stability of the cascaded field #1 the field spectrum should scale as f −1 so that K λ (q) ∼ log λ, according to (30); #2 the field generator Γ λ should be band-limited, in the wave-number range [1 − λ]. The fractal scaling feature is then limited to a finest scale 1/λ (the resolution of the field), for smaller scales the field should be smooth.
#3 the PDF Γ λ must fall-off more than exponentially Γ λ > 0, to get convergence of all the q-order moments, in (28,30).
The Lèvy PDF (29) is consistent with these constraints, provided that β = 1: in that case, the following expression applies for the moment scaling function K(q):
α−1 (q α − q) for α = 1 C 1 q log(q) for α = 1
where C 1 = (α − 1) /n log(λ). Eventually, by combining (31) and (28), we get the co-dimension of the field:
where α = 1 − α −1 −1 ; for α = 1
The MFF field is then fully characterized by the parameters (α, n) or (α, C 1 ), besides the average, µ. The interpretation of these parameters is the following:
(1) a, the Lévy index, indicates how far the field is from a monofractal process. For α = 0 the codimension c in (32) is constant and we find the mono-fractal case;
(2) C 1 expresses the codimension of the set of values lower than the mean field (γ C 1 in (32)) and thus characterizes the sparseness of the mean field. As C 1 approaches 0, the field is close to the mean value almost everywhere. For large C 1 (in practice > 0.5) the field has very low values almost everywhere except for some very specific locations where its value is much higher than the mean.
DEM multifractal analysis of above measured fields indicated that they were highly multifractal (a close to the upper limit of 2), but not very sparse (C1 small).
a) MF DEM generation: Given a Lévy distributed noise (µ = 0, n = 1), s α (x), the generation of a MFF that fulfill the constraints discussed in the previous section should be implemented as following [14] , see Fig. 17 :
(33) F −1 being the inverse Fourier Transform, λ the finest scale (inverse of sampling). The first factor in the braced expression, S α (f ), is the Fourier Transform of a Lévy white noise. The subsequent three factors are required to fulfill the constraints #1, #2, #3 mentioned above, h λ (f ) being an ideal low-pass filter with cut-off frequency f = λ. k d is a constant to normalize the DFT gain and d the number of dimensions. The field Γ λ is exponentiated and then fractionally integrated in order to achieve the desired PSD power law: ∝ f −β . The fractional exponentiation is H = 1 2 (β − 1 + C 1 (2 α − 2)/(α − 1)), as it can be computed by (25) and assuming β = 1 − 2K(2).
The actual value of the parameters involved in generating the MFF, depends on the particular application modeled, typical values are reported in [14] for several fields (clouds, rain radar, seismicity, temperature, pollution, etc.). In the case of topography, values of (α, H) close to (1.8, 0.5) are suitable for scales from 50 m to 1000 km.
