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Abstract 
Deterministic summation modulo an arbitrary semigroup generalises the schemes of bounded 
summation and bounded product used to build up the class of elementary functions. As a special 
case it includes bounded first-order quantification over the integers. S,, as usual, is the group of 
permutations of [n] = (0, 1,. . .,n - I}. iiS’” stands for the monoid of all binary relations on [n], 
with relational composition as the semigroup operation. We show that in the presence of bounded 
quantification and boolean operations, deterministic summation modulo the group S, is already 
as powerful as deterministic summation module the monoid a,,. The computational significance 
is that for certain machines (Bel’tyukov’s stack register machines), the first corresponds to 
determinism, the second to nondeterminism. 
1. Introduction 
A,” is the class of sets of the form 
(2 : @l d PlG)W2 G P2(-3). . . w/f 6 Pd-9) [q(G) = 01) \ , 
finitely many alternating bounded quantifiers 
where pi(Z) E fV[q and q(Z,x’) E H[Z,,x’l. Smullyan called these sets the construc- 
tive arithmetic predicates [ 191 and gave Definition 8 (below, in Section 2), which is 
equivalent and more easily extended. 
Although there are classes of formulae (studied for example in [5]) which relate 
more directly to Turing machine computations, As-formulae are beautifully tailored to 
expressing familiar properties of numbers, including ones which are relevant to the 
P L NP question. The set of prime numbers and, since A! is closed under comple- 
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mentation, the set of composite numbers are both in At. So the problems addressed 
here bear on the big questions of complexity theory. 
However, it is remarkable that whereas some computationally demanding sets are 
known to be in A: the same is not known for closely related sets. To give a couple 
of examples, let 
be the set of primes written out in ascending order. This set is in A!. However it is 
not know whether the relation 
{(%Y) : x = Pyl 
is in A!. Worse still, we do not know whether 
{PO, ~29~4,. ..) E A:. (1) 
Nevertheless, the existence of alternative characterizations suggests very strongly that 
A! is a class of natural significance. 
The first alternative characterization is as the class RUD of rudimentary sets, again 
presented in [19]. Bennett proved in [4] (or see [14]) that RUD = A!. 
The second alternative is the linear time hierarchy (LTH) defined by Wrathall: 
c; =DLINTIME 
ow* 
[B is computable by 1 
: (34 E Cf) a nondeterministic TM 
running in linear time 
with oracle A 
Wrathall showed that LTH = RUD in [20]. We write AF in preference over LTH or RUD, 
but in all the contexts we meet the three are interchangeable. 
A third alternative comes with the stack register machines (SRMs) of Bel’tyukov. 
We postpone a definition of these machines (and the complexity classes based on them) 
until Section 7 (Definition 13), for although they also provide the principal application 
of our main theorem (Theorem 1 in Section 3), the latter is entirely independent of 
them. SRMs are defined in [3], where it is observed that RUD is exactly 
SRM[+, .I (#), o), 
which denotes the class of sets recognised by SRMs 
l with oracles for the relations x + y = z and x . y = z, and 
l running in polynomial space (equivalently polynomial time), but 
l not using the special “working” register. 
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Summation 
The definition of elementary functions, due to Kalmar and Csillag (see e.g. [ 18]), 
relies, in addition to certain initial functions such as successor, on the schemes of 
bounded summation and bounded product: 
c .0&X’) = .00,x’) + f(V) + . . . + f(Y,x’), (2) 
I < ,” 
[pm = f(O,X’).f(l,~)...f(Y,I). (3) 
. 
Both these schemes have the same form but the first has addition on the natural numbers 
as its underlying operation whereas the other has multiplication. One may ask, What 
happens if one takes not N but some other set (whose elements are representable 
by numbers) and not addition or multiplication but some other operation, preferably 
associative? Take, say, the group iZz, which is the set {0, 1) under the operation of 
addition module 2: one has an obvious notion of summation (or counting) mod Z2; it 
just gives the parity of the bounded sums 
f(O,.?) @ f(l,x’) @. . . CT3 f(y,x’). 
In raising question ( 1) above, one is asking whether A! is rich enough to handle 
operations such as summation mod Z2. (In our notation, whether Z,-A: = Ar.) Such 
questions are relevant to models of lA0 (Peano arithmetic with the induction scheme 
holding only for bounding arithmetic formulae; see [ 15, 161). 
The results in this paper, it must be said, do not bear directly on the extent of 
At itself. Rather they show the power of bounded quantification when combined with 
other forms of summation. If G is a semigroup, 2 & for example, add closure under 
summation mud G, call the resulting class G-A:, and investigate what else may have 
been sumggled in. 
Semigroups of binary relations 
Let [n] be a set with n elements. In places, this paper’s title for one, we assume 
that 
[n] = {0,1,2 )...) n - 1) 
but any n-element set will do. 
The semigroups of interest for this paper (all in fact are monoids) contain relations 
and functions over [n]. 
Definition 1. For a relation R C [n] x [n’], the domain and range of R are defined by 
Dam(R) = {x E [n] : 3y E [n’]. (x, y) E R}, 
Ran (R) = {y E [n’] : 3x E [n]. (x, y) E R}. 
2 A semigroup is a set with a binary associative operation. 
identity. 
A monoid is a semigroup with a two-sided 
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Definition 2. If R z [n] x [n’] and R’ G [n’] x [n”] then the composite R 0 R’ is defined 
by 
ROR’={(x,z): 3~. (x,y) gRA(y,z) ER’}. 
For example, with n = n’ = n” = 3: 
We note that when R is a set of functions, f 0 g is more usually written g o f. 
The next definition will be useful later. 
Definition 3. For R 2 [n] x [n’] and y E [n’], the inverse image of y is defined by 
R-*(y) = {x : (x, y) E R}. 
For example, with n = n’ = 3: 
-1 
i-iii z 
. = . 
0 . 
Definitions 4. (a) Z& stands for the set of binary relations 3 over [n], i.e. S$, = ~([n] x 
[n]), the set of subsets of [n] x [n]. 
(b) Yn stands for the set of functions with domain and codomain (but not necessarily 
range) [n]. (Other names for Y,, are ([n] -+ [n]) and I%&,, the latter in [8].) 
(c) Si stands for the set of pre-graphs or multivalued functions over [n]: that is 
binary relations with domain the whole of [n], so that 
R E LF~ if and only if (Vx E [n])(3y E [n])( (x, y) E R). 
(Note that y is not necessarily unique; if it is then R E Fn.) 
(d) S,, is the usual group of permutations of [n]. 
3 I follow [7] in writing L%‘. and % 
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Typical elements are 
Clearly S, E Y,, 5 T,” $L 9% (f holding for all n 82), because a function is a 
special kind of binary relation and functional composition is a special case of relational 
composition. 
Closure under summation 
The chief feature of A! is its closure under bounded quantification and boolean 
operations (see Definition 6 in Section 2). The class formed by adding closure under, 
for example, S,, we denote &-A! (see Definition 11). 
We take summation mod S, as our base point because these groups arise directly 
when considering SRMs (see Fact 1 in Section 7). It is trivial that 
&-A; = &-A; 
and [15] it is known too that, for example, 
&-A; = &-A! = H2Z3-A :. 
So these closures are, or are very nearly, the smallest possible. 
In this paper, we show (Corollary 1 in Section 3) that for all 
&&A,[P] = S,-A,,[F], 
where 9 indicates possible relativisation to an oracle. 
TtEN 
(4) 
In [8], by methods which this paper extends, Clote gave direct proofs of (4) for 
n d 2. For n L 5, he built on the work of Barrington [2] and gave a less direct proof 
(Fact 2 of Section 7). Indeed, as an acquaintance with Barrington’s work might lead 
one to hope, the result is much more striking: an apparent hierarchy collapses and, for 
all n>5, 
$-A! = ALINTIME 
where ALINTIME is the class of relations which can be recognised in linear time by 
alternating Turing machines (studies by Chandra et al. in [6]). 
In this paper we give a direct proof of (4), for all n E N, including the missing 
cases 3 d n Q4 (Corollary 1 ), but we cannot claim fresh insight into other questions of 
separation/collapse. 
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Stack register machines 
Definition 15 details complexity classes SRM [Y](@, r) for SRMs. Here 9 is a 
collection of oracles, r gives bounds on the special, “working” register, and @ gives 
bounds on all the other register. In Definition 19, we pass on to nondeterministic SRMs 
(NSRMs) and classes NSRM [F](@,r). 
We know from [ 151 that 
SRM [+, .] (n’(‘),k) = &+1-A: 
and we can now show (Corollary 3) that, for all k E N, 
NSRh4 [+,.I (n”(‘),k) = SRM [+;I (n”(“,k) = &+I-AT, 
which was already proved by Clote in the cases k 6 1 and k 24. Indeed (Corollary 4) 
NSRM [F] (n“(l), k) = SRM [Y] (n’(l), k) = &+i-As[P] 
for many classes of functions 9. 
2. Preliminaries 
Let N be the set (0, 1,2,. . .} of natural numbers. Let G be a semigroup with semi- 
group operation 0. 
Definition 4. If G is a semigroup and F : b4(‘+k) + G then 
F : N(‘+k) + G 
is defined by 
&x’) = F(O,x’) @ F(l,?) @ *. . @ F(Y,x’) 
where x’ = xi , . . . ,Xk are parameters. Since parameters make no difference to our 
results and will be clear from the context, we henceforth omit them, writing simply 
F:N+G. 
For an example of F, where F : N -+ T3, * the reader may consult Figs. 1 and 2 in 
Section 3. 
Example. Let N, be the semigroup whose elements are natural numbers and whose 
operation is the usual addition. Deterministic losure under summation mod PV+ gives 
exactly the bounded summation at (2) above. 
Let N X be the semigroup whose elements are natural numbers and whose operation is 
the usual multiplication. Deterministic losure under summation mod BJ x gives exactly 
the bounded product at (3) above. 
For the remainder of this paper, we shall assume that G is finite. 
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Ao-closure 
In the manner of [19, Ch. II, Part A, Section 11, we say that: 
Definition 6. A relation R G Nm is Ao-definable from existing relations RI, R2 if one 
of the following holds: 
(a) Boolean operations: RI,Rz C N” and R = RI U R2, R = RI n R2 or R = W’\R1. 
(b) Bounded quantification: RI C W+’ and 
R = {(XI ,...,xrn): (~<xi)(z,xl,...,xm) ERI} 
or 
R = {(xl ,...,x,) : b'zdxi)(z,xl,...,xm) E RI} 
for given 1 di<m. 
(c) Explicit transformation: RI C N” and 
R = {(XI ,...,x,) : (51,...,5r) E RI) 
where each ti is an xj or a natural number. 
Definition 7. A class of relations %? over the natural numbers N is Aa-closed if 
l it contains the binary relations {(i,j) : i = j} and { (i,j) : i<j} and 
l if R is definable from RI, RZ E %? by a boolean operation, by bounded quantification, 
or by explicit transformation then R E V. 
Definition 8. We write A,[91 to indicate the closure of .Y under Ae-definability. That 
is to say the smallest class 9 of relations on N such that 
[.I % c 9, 
[o] 9 is Ao-closed. 
We write A: for A,( { +, .}), where + and . are the 3-place relations ((i,j, k) : i +j = 
k} and { (i,j, k) : i . j = k} respectively. 
Remark. Aa-definability is the constructive dejkability of Smullyan, and A! is the 
class of constructive arithmetic predicates. RUD is Ae({C}), where C(x, y,z) iff the 
dyadic representation of z is identical to the dyadic representations of x and y con- 
catenated. (Each natural number has a unique dyadic representation as a string of l’s 
and 2’s. For example, 5 is represented as 21 because 5 = 2 .2’ + 1 .2’. This avoids 
the problems of leading O’s which a binary representation would cause.) All this is 
in [ 193, with further details on RUD in [21]. 
Closure under summation 
Definition 9. For finite G, if F : N”’ + G then we write 
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to mean that, for all LY E G, 
F-l@) E %. 
Definition 10. 92 is closed under summation mod G if, for all m, for all F : N” + G 
F E %’ implies F E 2Z. 
Remark. If Bv is the semigroup {True False}, with disjunction as the semigroup -T- 
operation, then summation mod Bv is the same as bounded existential quantification. 
If BA is the semigroup {True, False}, with conjunction as the semigroup operation, 
then summation mod BA is the same as bounded universal quantification. 
Definition 11. We write G-As[P] to indicate the closure of $ under Ao-operations 
and summation mod G; that is, it is the smallest class 9 of relations on N such that 
l F&9, 
l 9 is As-closed, 
l 9 is under summation mod G. 
Formulae and dejinitions of functions 
For ease of exposition, we represent relations by formulae. We now give construc- 
tions on formulae to correspond to some of the closure properties above. 
If 59 is Ao-closed then we can use the following constructions: 
(a) If R & Ne is in %’ then any formula 
(5 1,...,5e) ER 
also represents a member of %?, with 51,. . . , & as for explicit transformations. R itself 
is captured by taking [i = xi. 
(b) By assumption x = y and x< y also represent relations in V. 
(c) If @I, ~32 represent relations known to be in % then the formulae 
01 A @2, @I V@zand1@i 
correspond to the boolean operations of fl,U and N”\ respectively. Extending the first 
two. we also allow 
/\@i and v@i 
iEf iEI 
when I is finite. 
(d) Similarly 
(32 <X)@l, 
WGX)@l 
represent the results of bounded quantification. 
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(e) Although explicit transformations have already been allowed for, we have a 
further possibility for substitution. If f : N” + N is such that 
_ the (k + 1) place relation f (xl,. . . ,xk) = y is in $7 and 
-for somei,f(Xl,...,Xk)<Xi 1 
(5) 
then 4i may make the form f (x1 , . . . ,xk). We can allow such substitutions because 
(...,f(x,,...,xk),...) E R 
is equivalent to 
(IZ<Xi)(( . . . . Z ,...) ERA f(Xl,..., Xk) =Z), 
If g,,...,gk : Nq --+ N have the same properties, then the substitution f (gl (x1,. . . ,x,), 
. . ..gk(xl , . . . ,x,)) is also allowed, etc. 
Examples. The relation x < y is defined by the formula 
(xGy)A(x#y) 
where x # y abbreviates 1(x = y) and x = y + 1 defined by the formula 
ybx A -+z<y)(y < z AZ < x). 
Therefore both these relations are in any Ao-closed class. The function J.x.x - 1 : N + 
N, where x - 1 = y is the relation 
y=OV(x=y+l), 
has the properties at (5). 
For As-closed %, we can also see that: 
(a) If F E V and X is any subset of G (therefore finite) then the formula 
F(~l,...,L) EX 
represents a relation in %?, for it is equivalent to 
(51,..., 5m) E VxF-‘(io. 
(b) If F,, . , Fk,Fk+l E %?, @I,. . . , @k E ‘# and 
( 
Fi(41,...,&), if @i else 
if @k else 
then F E ‘27. As before, the ti may include certain function symbols. Thus, for instance, 
if F1 E VT and 
F(x) = Fl(x - 1) 
then F E %?. 
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(c) If Fi,..., Fk E V, if II/: Gk + G is any operation on the underlying set of G, 
and if 
F(xl ,...,x,) = $(Fi(Xi,. ..,&),. ..,Fk(xi,...,x,)) 
then F E W. 
In particular IJQ may be the semigroup operation, that is +(a,& = a 0 /I, or if G is 
a group t,Q may be the inverse operation4 that is $(a) = a-‘. 
Immediate observations 
Definition 12. Let [k, i] = {x E N : k <x <i}. 
We can extend the definition of F(i) by defining 
so that F(i) = F[O,i]. 
If G is a monoid (i.e. possesses an identity) and we have a As-closed class V 
of relations which is also closed under deterministic summation mod G then F E %? 
implies F[., .] E ‘3. If we define F1 : N -+ G by 
Fl(j,k) = 
&j ifj < k, 
F(j) if j2k 
(making the parameter k explicit) then, for all k <i, 
F[k, i] = F( i, k). 
We shall, in places, be relying implicitly on the fact that in this move to F[k,i], k is 
a parameter and not a constant. 
As a convention, if i < k, F[k, i] = id. 
Lemma 1. If 2 is (isomorphic to) a subsemigroup of G then closure under deter- 
ministic summation mod G implies closure under deterministic summation mod 9. 
Proof. Trivial. 0 
3. The main theorem 
The main result is as follows: 
Theorem 1. Assume Ao-closure. Then for all n E N, closure under determinstic sum- 
mation mod& implies closure under deterministic summation mod%. 
4 Here and occasionally below, -’ has a slightly different sense from that in Definition 3 but no confusion 
should arise. 
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Proof. The proof is an induction on n. 
It is relatively straightforward to see that: 
(i) Summation mod&-l implies summation rnodBn\Yj The latter, recall, consists 
of those elements of % with domain of size < n (Lemma 4). 
(ii) Summation mod%\Y,f and summation modT,f together imply summation 
mod&J,, (Lemma 7). 
(iii) Summation mods, implies summation mody,, (Lemmas 5 and 6). 
These obtained, there remains only the key step. 
(iv) Summation mod3?,_, and summation mod Tn together imply summation mod 
Y,f (Lemma 9). This is elaborated below. 0 
Corollary 1. 
.s$-A,[@-] = &-A,,[F]. 
Outline of the argument 
Assume summation mod?&, and summation mody,,. How to show summation 
mod .T”v 
Suplfdse, for example, that we are trying to sum the sequence F : N + T: of Fig. 1. 
The sum we aim for is F: fW -+ Y:, is shown in Fig. 2. 
Since we are summing summation mod$t?,_l, one avenue is to subdivide the do- 
main, i.e. [3] = {0,1,2} into (a) a singleton subdomain isomorphic to [l] = (0) 
and (b) its complement, isomorphic to [2] = (0, l}, perhaps as in Fig. 3. This pro- 
duces two sequences, one taking values in @i and the other in sLL, both of which 
we can sum. Unfortunately this ignores crossings from one subdivision to the other 
(j E {0,2,3,4,5,. . .}). N onetheless the position is not completely hopeless: If all the 
crossings are one-way, say from top to bottom, then once we cross over, we cannot 
back. In effect each crossing splits the problem into two parts: summation in the top 
domain before the crossing, and summation in the bottom domain after the crossing. 
~x~z~?$:;~~: 
( W) ) ( Jv) ) ( fY2) 1 i ( F(4) ) ( F(5) ) .’ ” ” 
Fig. 1. F: N - I”. 3 
_ 
Fig. 2. F: N + 5-R, 3 
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Fig. 3. Possible subdivision. 
flg;~“lpg-I$: 
( WJ) 1 ( F(l) 1 ( F(2) 1 TX-? ( F(4) ) ( F(5) 1 l . ‘. .. 
Fig. 4. Possible moving subdivisions with the “one-way” property 
These are summable by assumption, and, moreover, bounded existential quantification 
would allow us to try all possible crossing points. 
Unfortunately, our example sequence and subdivisions do not possess this “one- 
way” property (at F(3) the only crossing is top-to-bottom, but for i E {0,2,4,5} there 
are crossings both ways). However, there is something more we can do, because the 
subdivisions need not be fixed. We can use a different subdivision at each boundary 
between F(j) and F(j + 1). In Fig. 4, we see such a possibility, with the single- 
ton subdivisions picked out by A’s. These moving subdivisions have the “one-way” 
property. 
Alas, there are two major problems. Firstly, though these subdivisions work, we have 
not defined them using only As-operations and the simpler summations of the induction 
hypothesis. Indeed, at the level of definability, finding a sequence of subdivisions with 
the one-way property is as hard as doing the original summation. Secondly, subdivision 
may be impossible. For example, the multifunction 
does not permit it. 
We would like to find a general method of modifying a sequence of elements of 
Fi so as to achieve the “one-way” property. The method we adopt is to fix the 
subdivisions first, and then remove any crossings which go the wrong way. The hope 
is that we will not be removing any useful information. The reason for believing that 
this might be possible is as follows. Take a composite R 0 S. If (z, y) E S then, 
certainly, R-‘(z) c(R 0 S)-‘(y). Logically, therefore, either R-‘(z) = (R 0 S)-‘(y) 
or R-*(z) LZ (R 0 S)-‘(y). Suppose that the former holds. In this case any pair 
(w, y) E S with w # z is redundant; we can remove such pairs, producing an S’ such 
that R @ S’ = R @ S. For example: 
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R s R@S S’ ROS’ 
Ignore, for the moment, the case R-‘(z) $z (R 0 S)-‘(y) and return to our sequence 
F. We need to be more precise about how the subdivisions are fixed, defining them 
using only Ac-operations and the simpler summations. It is here that we use summation 
mod F,,. Fig. 5 shows a sequence F1 : N + Yj. Each F,(j) is a subrelation of F(j) 
and it is possible to extract FI from F using only boolean operations. (F, and F3 
(below) are the same as in the proof of Lemma 9). Because, by assumption, we can 
sum F1 to give 7, we immediately have access to the sequence P: N -+ [3], marked 
by O’s, which defines the singletons in our sequence of subdivisions. 
Having fixed the subdivisions, Ao-operations suffice to remove crossings going the 
wrong way. In our example, this is necessary for F(2) and F(3), both of which lose 
a crossing. The result is F3 : N + .BJ, shown in Fig. 6. Fig. 7 shows more clearly the 
subdivisions and the fact that the crossings are one-way. Fig. 8 shows how a crossing 
splits the problem into two simpler summations, one before the crossing and one after. 
Lemma 8 will show that As-operations and the simpler summations yield E: N + 
s (Figs. 9 and 10). 
We obtain F3 by removing information from F; therefore, for all j E N, F3(j) C 
F(j), and hence E( j)(CF( j). What we might hope is that, in fact, F3( j) = F(j), 
and indeed this is true for O< j<2. What goes wrong at j = 3? 
The answer is that, for 0 < j<2, 
F( j - 1 )(P( j)) = F( j>P( j + 1)) = (F(j - 1) 0 F( j))(P( j + 1)) 
Fig. 5. F, : N + T3,P : N + [3] 
Fig. 6. 4 : N - B3 
148 W G. Handley I Theoretical Computer Science I72 (1997) 135-I 74 
P(l) P(2) P(3) P(4) P(5) P(6) 
. . . . . 
. . 
. . . . . 
Fig. 7. F3 : N -+ &,spread. 
Fig. 8. A crossing. 
. . 
. . . . . . 
. . . . . . . 
_ _ _ _ _ _ _ 
Fig. 9. F : N + &,spread. 
and therefore, as argued above, any pair (w,P(j + 1)) E F(j), 
removed (from F(j)). This is precisely what we did to obtain 
But at j = 3 (see Fig. 1 1 ), we encounter the other case, 
F(j - l)(P(j)) E W)(W + 1)) 
. . . . . . . . . 
with w # P(j), can be 
Mi). 
and the argument breaks down. What can we do to rescue it? 
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The solution is to observe that there is a finite bound on the number of times that 
F(j - 1 )(P(i)) E F(j)(P(j + 1)). 
Indeed this can happen at most n times, for what we have is a nondecreasing chain of 
subsets of [n]. 
In our example it only happens once, at j = 3, since 
F(3)(P(4)) = [31 
is as big as possible. We can therefore split the sequence F: N + Y! into two blocks 
separated by F(3). For jG2, we know that F(j) = Fs(j), because the information 
lost in the move to F3 is redundant. At j = 3 there is a problem but, for j > 3, 
information lost is again redundant; for j > 3, we can assert 
F(i) = F(3) 0 F3(4) @ . . . 0 F3(i) = F(3) 0 794, i], 
recalling the notation introduced in Definition 12. As we remarked following that def- 
inition, the sum E[4,i] is almost as easily defined as q(i). F(3) = F(2) 0 F(3) is 
available too, of course. This gives us the sum Is’(i), for all i E N (Figs. 12 and 13). 
We are almost done. 
One snag remains: finding the points where 
F(j - l)(P(j)) E F(MYj + 1)) 
is just as hard as the original problem. Fortunately, we do not need to find them! Just 
as we could use one bounded existential quantifier to try all possible crossings, we can 
use n - 1 bounded existential quantifiers to try all possible combinations of points at 
which 
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7 . 
G-7 
5 
(G[4,41) 
Fig. 12. Split about F(3). 
z . 
E[O ,21 
@F(3) 
. 
3x 
K[O, 21 
@F(3) 
om4,41 
. . . . . se: . . . . . 
l . . * . . (E[4,5]) 
. . . . Y: . . . . . .. 
~[~,21 
W(3) - 
W3[4,51 
Fig. 13. F ragained. 
“Wrong” tries do no damage because we never add information, only remove it. What 
matters is that, for at least one try (a single split about F(3) in our example above), 
the information removed turns out to be redundant, in which case we regain the whole 
of F. 
This concludes the argument. The proofs of Lemmas 8 and 9 give full details. 
4. Two technical emmas 
This section provides two technical lemmas which make the later work easier. 
The following is essentially [9, Lemma IV.31. 
Lemma 2. Suppose that %? is Ao-closed. Let J be a monoid and H a semigroup, 
both contained in some larger finite monoid G, which they generate. Suppose that 
Cf? is closed under deterministic summation modJ and modH. Suppose that for all 
/?EJ, y~H,thereisayO/I~Hsuchthat 
y 0 a = y 0 CrElB). 
Then % is closed under deterministic summation modG. 
Proof. This lemma might at first seem trivially true, but being able to compose se- 
quences of elements of J and (separately) sequences of elements of H does not imply 
directly that we can compose mixed sequences. 
Let 
F:N-+G 
be in G??. 
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From the assumed property of El it follows that 
H@J={Y@/I: yEHandBEJ}cH 
and hence 
G=JuHu(J@H). 
Also, there must be operations /I : G + J and y: G --) H such that, for all c1 E J 0 H, 
u = P(a) 0 r(a) 
with /I and Y defined arbitrarily elsewhere, i.e. on (J U H)\(J 0 H). (There may be 
more than one choice for fi(cc) and Y(a): we fix on one.) 
1. The first step is a reduction to a function FZ with F2(0) $! J. Let Fl : N -+ J be 
defined by 
Fltj) = 
F(j) if F(j) E J, 
gJ if F(j) $A J. 
Since J is a monoid, FI[., ~1 E W. 
Let p : N -+ N be defined by p(w) = y if and only if 
y = 0 A F(0) @ J 
Vy > 0 A F(y)@JA(V’idy-l)(F(i)EJ) 
v y = 0 A (V’i<w)(F(i) E J) 
(so p(w) is the least y <w such that F1 (y) cf J, if such exists, and is 0 otherwise). 
Clearly p(w)dw and p satisfies the substitution conditions (5) above. 
Let 
( 
F(0) ifp(w)=OAj=O, 
F,(j) = 
F[O, p(w) - l] 0 F(p(w)) if p(w) > 0 Aj = 0, 
id 
--G if p(w) > OAj > OAj<p(w), 
F(j) if j > p(w). 
(Fz has w as a parameter.) It is easy to see that E(p(w)) = F(p(w)) and hence, for 
all p(w) <j 6 w, 
E(j) = F(j). 
Thus 
F(w) = 5(w) if Wdw)(F(i) E J), 
F2(w) if (3ibw)(F(i) 4 J). 
Therefore E E W would imply F E W. 
2. The next step is to eliminate all values in J from F2. Let e : N + N be defined 
by e(j) = y if and only if 
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(SO that e(j) - 1 is the greatest z < y such that F2(z) $E’ J). Clearly e(j) <j and e 
satisfies the substitution conditions (5) above. 
Let 
F,(j) 
FJ(j)= 
{ 
if F,(j) @J, 
Fdt(j) - l)~Fl[Qj),jl if F2( j) E J A Fz(tf( j) - 1) E H, 
(y(F2(Qj)-l)))~Fr[&),jl ifF2(j)EJAF2(e(j)-l)E(JOH)\H 
where y : G + H is the operation fixed on above. 
F3 E v because F, [e( j), j] is a composite of elements of the monoid J. An easy 
induction shows that for all j with Fz(j) E J, 
F3[t(j)- l,jl = F2[W) - 1,jl. 
Hence F2(j) = F3(j) and, for all j E N, F,(j) #J. 
For example, if F2(7) E (J 0 H)\H and F2(8), F2(9) E J then @) = 8 and 
F2[7,9] = j&(7>> @ y(F2(7)) @ F2(8) @ F2(9) 
= P(F2(7)) 0 y(F2(7)) 0 F2(8) 
O(MF2(7)) 0 F2(8))mF2(9)) 
= p(F2(7>) 0 Y(F2(7)) @ MF2(7))@F2(8)) 
@((Y(F2(7)) 0 F2(8))mF2(9)) 
= F3(7) 0 F3(8) 0 F3(9) = F3[7,91 
3. NOW work on F3. The third step is to eliminate all values in (J OH)\H from F3, 
reducing it to a function F4 which takes values only in H. Again we use the operations 
p:G-+Jand y:G+H. 
Define Fd(j) by 
’ Fd_i) if F3(j) E H, 
y(F3(0)) if F3(0) $ H Aj = 0, 
Fdi) = 
(F3(j - l)OB(F3(j))) 0 y(F3(j)) 
if F3(j)~HAj>OAF3(j_l)EH, 
(y(Fdj - l))OB(Fdj))) 0 y(Fdj)) 
if F3(j)$?‘HAj>OAF3(j- l)@H. 
Then, for all j E N, 
F3(j) = i 
F4(j) if F3(0) E H, 
/?(F3(0)) 0 F4( j) if F3(0) $ H. 
Thus F4 E %? would imply F3 E Q?. 
But F4 E $I? and F4 : N + H. Hence F4 E %, and we deduce F E %. 17 
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Lemma 3. Suppose that %? is As-closed. Let J be a monoid and H a semigroup, both 
contained in some larger (finite) monoid G, which they generate. Suppose that %T is 
closed under deterministic summation modJ and modH. Suppose that: 
(i) HOJCH; 
(ii) for all y E H, there is an ty E H such that 
1y 0 y = y. 
It follows that %? is closed under deterministic summation mod G. 
Proof. As in proof of Lemma 2, G = J U H U (J 0 H) and we can define operations 
/?:G-+Jandy:G-+Hsuchthatforeachcr#HUJ 
with p and y defined arbitrarily on G\(H U J). 
If 
F:N+G 
define 
F(j) if F(j)EHUJA[(j = O)V(F(j-l)EHUJ)], 
Fi(j)= 
y(F(j- 1)) 0 F(j) if F(j)EHUJA[(j > O)V(F(j-l)$HUJ)], 
y(F(j-1)) 0 RF(j)) if W)GHUJAKj > OWV’(J’-1)WUJ)I, 
lW’W> if F(j)$!HUJA[(j = O)V(F(j-l)EHUJ)], 
then FI : N -H U J and an easy induction shows that 
F(w) = 
Fl(w) 0 y(F(w)) if F(w) $ H U J, 
_ 
Fl(w) if F(w) E HUJ. 
Let F2 : N --+ J be defined by 
Fdi) = 
Fl(j) if FIG) E J, 
id 
--J if Fl(j) @J. 
With p : N + N defined by p(w) = y if and only if 
[Y =O A FI@) @Jl 
V [y > 0 A Fl(y) $2 J A (Vi < y - l)(Fl(i) E J)] 
V [y = 0 A (Vi < w)(Fl(i) E J)] 
(so p(w) is the least y d w such that F,(y) +Z J, if such exists, and is 0 otherwise), 
let 
F,(j) = 
PI(P(w)) if j < p(w), 
Fl(j) if j >, p(w) 
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so that Fs(0) E H. It is easy to see that 
F(w)= - 
i 
F2(p(w) - 1) 0 F3(w) if p(w) > 0, 
F2(P(W>)? if (Vi < w)(Fi(i) E J). 
Let q : N2 + N be defined by q(w,j) = y if and only if 
j<yAy<wAFs(y)EH A (ViGy-l)(i<jVF3(i)$H) 
v y=o A (Vi 6 w)(i < j V Fj(i) #H) 
(so that q(w,j) is the least j < y < w such that F3(y) E H, if such exists, and is 0 
otherwise). Let 
i 
,RW if j = 0, 
F4i) = 
Fki- 1) if j > 0 A F3(j- 1) E H A Fs(j) E H, 
Fs(j-l)@F2Ij,q(w,j)-1] if j>O A Fs(j-l)~HAFs(j)5$H, 
,4(4(W)) if j>O A F3(j-l)@H. 
Then with Y : N + N defined by Y(W) = y if and only if 
(so that Fs(w) 6 H implies that (r(w) - 1) is the largest z <w such that Fs(y) E H), 
we have 
273(w) = 
r;;,(w) 0 F3(w) if F3(w) E H, 
- 
F~(Y(w))OFZ[~(W), WI if Fdw) 6H 
But F4 : N -+ H and F4 E 59. Therefore F4 E %7. 0 
5. Four easy lemmas 
The lemmas in this section are more specific to the application. 
Lemma 4, For n 2 1, deterministic summation modSI,_l implies deterministic sum- 
mation modS9,\Yn-,“. (assuming Ao-closure). 
Proof. Let the operation 6 : (k’&\<‘) + ([n - l] --f [n]) be such that, for all p E 
%l\C, 
6(p) : [n - l] 2 [n] and Dam(p) & 6(p). 
This is possible because p E ?%\FJ implies ]Dom(p)] < n. Clearly 
P = v(p))-’ 0 d(P) 0 P. 
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Define F1 E V by 
Fl(j) = 
W’(O)) 0 GWW))-’ if j = 0, 
6(F( j - 1)) 0 F(j - 1) 0 (&F(j)))-’ if j > 0. 
Then 
F(j) = (&F(O)))-' 0 Fl( j) 0 W’(j)) 0 F(j). 
But F, : N --+ g,+..i and hence, by assumption, Fi E %?. Therefore F E e. 0 
Lemma 5. For n 2 1, deterministic summation modY,_, implies deterministic sum- 
mation modYn-,\S,, (assuming Ac-closure). 
Proof. Let the operation i : (F”\S,) + ([n- l] + [n]) be such that, for all f E $“\S,,, 
i(f) : [n - l] 2 [n] and Ran(f) G c(p). 
This is possible because f E &\S,, implies IRan( <n. Clearly 
f = f 0 (W-))-’ 0 i(f). 
Define F1 E %? by 
F1(j) = 
[(F(O)) 0 (@F(O)))-’ if j = 0, 
c(F( j - 1)) 0 F(j) 0 (&F(j)))-’ if j > 0. 
Then 
%> = F(O) 0 (W’(O)))-’ 0 FICA 0 W’(j)). 
But F, : N + Yn-l and hence, by assumption, Fi E W. Therefore F E V. •1 
The remaining two lemmas in this section rely on those in Section 4. 
Lemma 6. Given A~-closure, closure under deterministic summation mods,, and mod 
9JS,, together imply closure under deterministic summation modTn. 
Proof. This is a simple application of Lemma 2. Let J = S,, the group of permutations 
on [n], n > 2. Let H = &\S,,. Clearly both are closed under 0. 
If f E &\S, then f is not onto, for the only onto functions are permutations. So 
there is a least a < n such that a @ Ran(f). 
But now if cr E S,,, define f q a by 
U-ma)(n) = 
a(x) if x # a, 
a(b) if x = a, 
where b < n is least such that b # a. 
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f El g is still a function, but it is no longer a permutation. Therefore f IXI CT E &\S,,. 
On the other hand, it is quite clear that 
f 0 0 = f 0 (f Elo). 
Together S,, and Yn-,\S,, generate the monoid & of functions with domain and co- 
domain [n]. (Indeed the latter is just their union.) Thus the conditions for Lemma 2 
are satisfied. 0 
Lemma 7. Closure under deterministic summation modYx’ and deterministic sum- 
mation mod &?“\Yn;;g together imply (modulo Aa-closure) deterministic summation 
mod%$,. 
Proof. This is a direct application of Lemma 3. 
Let J = fng. Recall that a E Yn’ if and only if CI is a binary relation over 12 and 
Dom(cr) = [n]. Let H = 6&\Y:, so that p E @,, if and only if IDom(p)] <n. Clearly 
H and J generate .%?,, and: 
(i) For all y E H and B E J, (y@/?) has the same domain as y and is therefore in H. 
(ii) If, for y E H, we set 
zy = id -_D,,m(y) = {(X,X) : X E Doll 
then clearly 
ry 0 y = y. 
Thus all the conditions for Lemma 3 are satisfied. 0 
6. Key lemmas 
The main business of this section is Lemma 9. We begin however with: 
Lemma 8. Let n E N Suppose that V, a A,,-closed class of relations on N, is also 
closed under deterministic summation mod9$,_l. Suppose that F : N + .@I,, and 
F E %. Suppose that %? also contains a sequence P : N -+ [n] such that, for all 
jE N 
F(f)-‘(P(f + 1)) C{P(f)]. 
It follows that E; E %?. 
Proof. For i E N and x, y E [n], (x, y) E F(i) if and only if there exists a sequence 
X = U()~U1~~~~~Ui~Ui+l = ,V 
such that, for all 0 < m < i, 
(urn, um+l) E F(m). 
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Since, by assumption, u,+i = P(m + 1) implies u,,, = P(m), an easy induction shows 
that 
& # P(m) implies uk # P(k) for all m d k d i + 1. 
There are therefore only three cases in which (x, y) E F(i): 
1. For all 0 6 m d i + 1, u, = P(m). In this case x = P(0) and y E P(i + 1). 
2. For all 0 6 m < i + 1, u, # P(m). 
3.x=P(O)andforsomei> 1, (P(k-l),uk) EF(k-l)andforallk<m<i+l, 
urn #P(m). 
(It is clearly impossible, for instance, that x # P(0) and y = P(i + 1)) 
Let 
F,(i) = 
1 
{(P(O),P(i))} if (Vj d i)(j = 0 V (P(j - l),P(j)) E W - 1>), 
0 if (Elj < i)(j > 0 A (P(j - l),P(j)) $ F(j - 1)). 
P E %? implies F1 E V. Furthermore, for i 3 1 and y = P(i), 
- 
(x,y) E F(i - 1) iff (x,y) E Fl(i). 
This covers case 1 above. 
Let the operation 6 : [n] --+ ([n - l] !Qi [n]) be such that 
Ran(Wr)) = [nl\{m> 
where ([n- l] 2 [n]) is the set of l-1 functions with domain [n- l] and codomain [n]. 
Such operations clearly exist. Let 
Fz(j) = W(j>)-1 0 W’(j)) 0 F(j). 
Observe that, if u # P(j), 
(u, 4 E F(j) 8 (K 4 E Fdj). 
Clearly Fz(j)(I F(j), j E N, and so &(i)CF(i), for all i E N. Indeed, following 
case 2 above, we see that, for x # P(O), 
- 
by) E F(i) 8 (x,Y) E FAG 
Although it is clear that F2 E %‘, we need to show that & E g. Let FX E 9? be defined 
by 
F,(j) = 
1 
&P(O)) 0 &P(o))-’ if j = 0, 
S(P(j - 1)) 0 F(j - 1) 0 &P(j))-’ if j > 0. 
An easy induction shows that, for all i E N, 
F2(i) = d(P(O))-’ @ Fx(i) 0 &P(i)) 0 F(i). 
But F3 : N + Bn-l. Therefore, by assumption, F3 E %Y, and hence F.J E 59, Since a,, 
is a monoid, this also entails F2[., ~1 E V. 
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For case 3, we observe that if, for u E [n], we express i E (Fd)-l(u) by the formula 
I 
k>O 
V @k < i) 
A (P(O),P(k - 1)) E &(k - 1) 
Mnl A (P(k-l),u) EF(k- 1) 
A (u, 0) E Fz[k, il ! 
then F4 : N + [n] and F4 E %?. We can then define F5 E %?, Fs : N --+ 9Yn, by 
Fs(i) = {P(O)} x F4(i) = {(P(O),w) : w E F4i)). 
For all i E N and for x = P(0) and y # P(i), 
- 
(x, y) E F(i) 8 (x, Y) E Fdi). 
We can therefore assert hat p E G9, because 
F(i) = 
1 
F(0) if i = 0, 
_ 
F(i- 1) @F(i) if i>O 
and, for i Z 1, 
F(i- l)=Fz(i- l)UFl(i)UFS(i- 1). 0 
Lemma 9. Suppose that V, a A&osed class of relations, is closed under determin- 
istic summation modTn and closed under deterministic summation mod%,_l. 
It follows that %? is closed under deterministic summation rnodyi. 
Proof. Suppose that F E 9 and F : N + Fnu. We shall first define a function r : 
N -+ Fn’, making it clear that r E %?. Then we shall show that in fact Y = F. 
Let 0 : LA?,, -+ Fn be an operation such that, for all p E Yn8, 
(that is to say (@p))(x) = y implies (x, y) E p, for all x E [n]). For example, with 
n = 3, 
for p = , we could take B(p) = 
7 
. 
. 
If we define F1 : N + Fn (recalling that Yn’ C %,) by 
FICA = W’(A) 
then FI E W. By assumption Fi E 27; indeed Fi[*, .] E V, because Yn is a monoid. 
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Now, for e d n, zo E [n] and di,...,de E IV, define P2 : N + [n] by 
P2(j) = 
{ 
20 if j = 0, 
(Ft(j - l))(zo) if j > 0. 
The form of the definition 5 ensures that P2 E %?. One may regard zo as a constant and 
dt , . . . ,dc as parameters. Because Fl( j) = B(F( j)) 2 F(j), for all j E N, it follows 
that 
(P2(j - 1 hP2W) E W - 1) 
for all j > 0. 
Define the operation r : Fnu x [n] x [n] + i?Z,, by 
r(p,y,z)= {(w,u) Ep: w=xvu#y}. 
If (y,z) E p then 
(r(p, Y,z))-‘(z) = {Y>. 
Now define F3 : N + &I,,, FJ E 92, by 
F&i) = 
{(ZOJO)~ if j = 0, 
z(F(j - l),Pz(j - l),Pz(j)) if j > 0. 
By Lemma 8, taking P(j) = P2( j - 1 ), Fj E V; also Fs[., .] E %‘, because S3)n is a 
monoid. 
With d,, . . , dd as parameters define F$ : N --f &f,, by 
F:(i) = 
’ &[l,(d,) - 11 0 F((dl) - 1) 
@F3[(dl) + l,(dz) - 11 0 P((&) - 1) @ . . . if dp < i, 
. . @ F((d() - 1) 0 Fs[(de) + l,il 63 P(i) 
Fs[l,(dl) - 11 @P((dl) - 1) 
@F3[(dl) + l,(dz) - 11 0 F((&) - 1) @ ... if dc = i. 
L . ..oF((de)-l)@F(i) 
This definition assumes that dl < d2 < . . dl < i, which is made explicit below. F$ E 
97, because the composites are finite and can be expressed as the results of operation 
S9ie+2 + g,, and C4?ie+l + S?,,. For the sake of well-definedness, recall our convention 
that, for i < k, F[k, i] = 2. (The function expressed (d,) + 1 should be thought of as 
having two arguments: d, and i.) 
5 Proceeding with more caution we might have defined an operation App : Fn x [n] + [n] with App(f,x) = 
f(x), and written 
APP@, (j - I), 20 1 
instead of (Fl(j - 1 ))(zo). 
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Since r(p y z) & p for any p E Y-” ,, , it is clear that Fs(j+ l)GF(j), for all j E N, 
and hence thai $(i)‘ci”(i), for all i > de. 
NOW define P’ : N 4 B,, by having i E (re)-l(p) if and only if 
(Vdl < i)(Vdz < i) . . . (Vdc < i) 
(dl < 1 v dZ Q d, v . . . V 4 < de-1 v F:(i) G p) 
(3dl < i)(3d2 < i)...@de <i) 
(1 <d, Ad, <d2 A... A de-1 < de A F:(i) = p). 
Making the parameters explicit, re(i) is the union of Fi(i, dl,. . . , dd) over all appro- 
priate sequences d 1,. . . , dc. Clearly I’( E V and rd(i) G F(i), for all i 2 e. 
Finally define Yf : N + &? by having i E T-‘(p) if and only if 
t?n(iitVl+ (i) G p) A V (zf < i A rL(i) = p). 
e<n 
This gives the union over all e < n. Clearly r E V and T(i) GF(i) for all i E N. 
It remains to show that F(i) G T(i). To do this, it will s&ice to find e < n, zo E [n], 
and l<dl<d~<...<de suchthat 
F:(i,zo,d, ,...,dd) =F(i). 
Note that in this part of the proof, the properties of V are no longer relevant: we make 
external observations about functions already shown to be in V. 
We begin with two claims, whose proofs are trivial. 
Claim 1. Zf p, CJ E S?,, then 
(y,z) E cr implies p-‘(y) C (p@o)-l(z). 
Claim 2. Zf p, CT E W, and 
(LmJ-‘(4 c K’(Y) -
then 
p @ r(a, y,z) = p 0 0. 
Starting from F : N -+ J, , O-I we choose a zo E [n] and fix a sequence dl,dz . . . < i 
as follows. zo is any element of [n]. We define FI : N + Yn and PZ : N --f [n] exactly 
as above. 
Let d 1 be the least k > 0 such that k < i and 
F(k - l)-‘(Pz(k)) a {zo}. 
If no such k exists, stop. 
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Thereafter, let d, be the least k > d, such that k < i and 
F(k - l)-‘@‘2(k)) 1 F((d,) - l)+‘z(d,)). 
If no such k exists, stop. 
Since 
{z,,} s F((dl) - l)-‘(4) s F((dz) - l)-‘(dz) s . ..L [nl, 
the sequence must be finite, indeed of length <n. 
For a given i E N, let e 6 n be such that de < i and either the sequence stops at de 
or d/+1 > i. 
We have the following property: 
Claim 3. For 0 <j <dl, 
F(j - l)-v2m = {zo} 
and for all d, < j < d,+l (0 < m < e) or j > d, (m = e), 
F(j - I)-‘(P,(j)) = F((dm) - l)-‘(Wdm)). 
Proof. For the case d, < j < d,,,+l (0 < m < e) or j > d, (m = e), we observe that 
(P2(k - l),P2(k)) E Fl(k - 1) c F(k - 1). Then a simple induction based on Claim 1 
shows that 
F(j- I>-‘(P2(j))>(F((d,)- l)@(Fi(d,)O...OFi(j- l)))-‘(~0) 
- 
On the other hand 
> (Q(6) - I))-‘(P2tdm)). 
F(j - l)-‘(P2(j)) 1 F((&) - l)-‘(p2(4)) 
would violate the definition of d,,,+l. The case 0 < j < dl is very similar. This ends 
the proof of Claim 3. 0 
Let F3 --f L#)n be exactly as above. 
Claim 4. For 0 < j < j + 1 < dl, d, < j < j + 1 < (d,+l) - 1 (0 < m < e), and 
j < de, 
F(j) = F(j - 1) @ Fj(j + 1). 
Furthermore dl >2 implies that 
F(0) = FJ( 1). 
Proof. By Claim 3, 
F( j)-‘(P2(j + 1)) = (~0) = F( j - 1 )-‘V2(j)) 
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or 
F(j)_‘(Pz(j + 1)) = F((d,) - l)-1(P*(dm)) = F(j - l)_‘(&(j)). 
Therefore, applying Claim 2, with 
p=F(j- l), 
o = F(j), 
Y = P2(j), 
z=P2(j+ l), 
we see that 
F(j - 1) 0 T(F(j),P2(j),PZ(j + 1)) = F(j - 1) 0 F(j). 
That is 
F(j-l)@Fs(j+l)=F(j), 
In the case dl g2, 
WVV(l)) = {zo) 
and therefore 
r(W),zo,~(l)) = F(O). 
This completes the proof of Claim 4. q 
Easy inductions then show 
Claim 5. For 0 <j < dl, 
F(j - 1) = Fs(1) @ . . . @ F,(j) 
and, thereafter, for d, d j < d,,,+l (0 < m < e) or j > d, (m = e), 
F(j-l)=F((d,)-l)OFs((d,)+l)O...OFs(j). 
From Claim 5, it follows immediately that 
F:(i) = F(i). 
Therefore, since F,d(i,zo,dl,. . . ,de) !Z T(i), 
T(i) = F(i). 
Lemma 9 is thus proved. 0 
All the steps necessary for the proof of the main theorem (Theorem 1) have now 
been presented. 
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7. Bel’tyukov’s stack register machines 
In this section we introduce the deterministic stack register machine (SRM) and 
explain how it computes a function or recognises a relation. This done, we introduce 
the nondeterministic SRM but then apply Theorem 1 to show that the nondeterminism 
can be eliminated. 
Deterministic SRMs 
To make the following definitions and results as general as possible we use 9 to 
sand for some set of functions over the natural numbers N. These act as oracles. Our 
principal example is % = {+, .}, in which case we write SRh4+, .], etc. 
Definition 13. An Sl2M [%] calculating an a-ary function has a input registers with 
contents xi , . . .,x,; b stack registers with contents tb,. . . , to; and a working register 
containing r. The instructions of the machine can be the following: 
(i) Y := z, where z has the form xi, ti, r or 0; 
(ii) ti := t, + 1; 
(iii) if f(zl,..., Zn) = Z,+l & QO t0 Li & QO t0 Lj; 
(iv) M, 
where: z and the zi have the form x,, t,,,, r or 0; L,, Lj label instructions; f E %. A 
program is a sequence of consecutively numbered instructions. An important restriction 
is that, for 0 < i < b, there is at most one instruction ti := ti + 1 affecting ti. 
Before execution the inputs are placed in the input registers. Non-input registers are 
initialised to zero. The instruction ti := ti + 1 has the side-effect of setting 
tj I=0 
for all j < i. The operator of the program is otherwise as one would expect. The value 
computed is tb at &&. 
Remarks. The proof of Lemma 11 below, gives some examples of programs. During 
execution, the input registers are like a block of high-index stack registers, for none 
of which is there an instruction of type (ii). 
If the value we want ends up in the bottom register to (or any other register), we 
can add a new top stack register tb+l, and to the instructions add an outer loop which 
keeps incrementing tbfl, each time running through the original program in its entirety, 
until we have the same value in tb+i as to. (This assumes that we can test for equality 
between registers, but this is nearly always possible.) Therefore requiring output from 
the top stack-register is not a significant restriction (even when we come to consider 
space-bounded complexity classes). 

W. G. Handley I Theoretical Computer Science I72 (1997) 135-I 74 165 
of the Grzegorczyk hierarchy (see [ 181) can be expressed as complexity classes of 
SRMs. There are corresponding classes of relations, and it is a problem of long standing 
whether one can separate 
the three smallest of these. It is known that 
A,” 2 &z and 8” = DLNIME. 
The latter is due to Ritchie [ 171. The former inclusion is not known to be strict and our 
chief interest lies in this possible gap between A: and 8:. One will readily observe 
that 8: is closed under the summations treated here, so a negative result G-A: # A! 
would show A! s 8: and hence LTH s LMSPACE. 
Facts (Bel’tynkov [3]). 
8°=Space[~](n+0(1),n+O(l)), 
bl=Space[id](n~O(l),n~O(l)), 
&F2 = Space[~](n”(‘),no(‘)) 
and hence 
~:=sRM[idJ(n+0(1),n+0(1)), 
8; =SRM[id](n~o(l),n.o(l)), 
&Z = SRh4[ id](nO(‘), no(‘)). 
Furthermore 
A; = SRM[+, .](n’(‘), 0). 
Fact 1 (Paris and Wilkie [16]). 
&+,-A: = SRM[+, .](n”“),k). 
Fact 2 (Clote [8]). For all k>4 
SM[-t, .I(n ‘(‘),k) = ALINTIME. 
Lemma 10. Suppose that @, r are classes of nondecreasing functions on N such that: 
1. (Vk E N)(3$ E @)(Vx E N)(4(x)>x + k); 
2. (v@1,@2 E 0@@3 E r)(‘dx E ~)(@l(x)<@3(X)A @2(x)<@,(x)); 
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3. WeI E r, 4 E @)@e2 E OW E ~)(el(+b))<e2(~)); 
4. We E 03 E @)W E ~)(e(x) G &x)). 
And suppose that there is an eq E 9 such that for some 51,. . . , (,, {,,+I E {z,,z2} u 
109 11 
es(tl,...,L> = &+I isfzl =~2.~ 
It follows that 
SPacespa,,[Y](@,Q( @, r) = Space[F](@, r). 
(6) 
Proof. (This is a special case of [9, Lemma 11.31.) We give only a suggestion of the 
proof; it is essentially as for the first step in the proof of [3, Theorem l] (or see [8] 
on “normalisation”), but having cast our definition slightly more generally, we have 
been correspondingly more explicit about the conditions that make the proof work. 
Calculations of the xi can easily be implemented on new stack registers of low index 
introduced specially for that purpose. It is therefore easy to see that SRMgs can be 
simulated by standard SRMs. 
The converse is less trivial and relies on the fact that there is at most one instruction 
of type (ii) for each stack register ti. Because of the side-effect 
tj := 0 (j < i) 
it is always known which was the last stack register to be changed. Between executions 
of instructions of type (ii) there are only branchings and changes to the work register 
Y. If r changes it can only assume one of the unchanged values {xl,. . . ,x,, tb, . . . , to}. 
If execution is to terminate, there must be no loops. Therefore, a type (iii) instruction 
can be applied at most a + b + 2 times between executions of instructions of type 
(ii) (or before the final /&). It is relatively easy to find functions ~0,. . . ,x6+1, which 
capture the possibilities. 0 
Lemma 11. Under the same conditions as Lemma 10, 
SRM[F]( @, r) is Ao-closed. 
Proof. The program 
1. to := to+ 1 
2. &Jt. 
computes the constant function 1. Therefore the program 
1. to := to + 1; 
2. $ eq(<‘,,..., t;) = t;+r &z go 4; 
3. tl := tl + 1; 
4. &J. 
6 For example, if +~g, then z1 + 0 is such an eq, with z,+l = 22. 
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recognises x1 = x2, where (I is x1 if ti is zr, x2 if ti is ~2, 0 if ri is 0, and to if ri is 
1. This allows us to simulate branching instructions of the form if zr = z2 then . . .“7 
The binary relation x1 <x2 is recognised, in space bounds (id,@, by 
1. ifto =x, then goto 6; 
2. if to = x2 then goto 5; 
3. to:= to + 1; 
4. zy to = to then gotol; 
5. ;:= t1 + 1; 
6. j&. 
For As-definability: 
(a) Boolean operations: Are very easy. 
(b) Bounded quanti&ation: For bounded existential quantification, we have: 
L: 
if tl = 0 A t2 = 0 A to < Xi A 7R(to,x’) 
then (r := r; to := to + 1; go to L) 
else if tl = 0 A t2 = 0 A to < Xi A R(to,x’) 
then (r := r; tl := tl + 1; go to L) 
else if tl = 0 A t2 = 0 A to = Xi A d?(to,x’) 
& (r := r; t2 := t2 + 1; go to L) 
& (r:=r; - h&) 
Bounded universal quantification is equally easy (or follows from closure under com- 
plementation). 
(c) Explicit transformation: This is also straightforward. To obtain natural number 
constants other than 0 and 1, we use the appropriate number of applications of the 
successor function starting from 0. The successor function has program 
1. zj- to = t1 then go to 5; 
2. if to = x &l go to 7; 
3. ;:= to + 1; 
4. got0 1; 
5. t1 := t1 + 1; 
6. goto 1; 
7. &&t. 
None of these programs use the work register. The stack registers are always bounded 
by L . x + k, for some k. 0 
7 There is a slight subtlety here. To know if zr = z2 one must perform a subcomputation. However, because 
one must subsequently resume the original flow, this is not a straightforward case of composition (which 
is easy). The problem is that both the interrupting and interrupted computations affect the work register. 
Fortunately one can store the value of the work register without difficulty in a new low-index stack register 
and zero the work register; one then performs the interrupting computation on stack registers of even lower 
index, restoring the work register to its stored value before continuing. 
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Theorem 2. Under the same conditions as Lemma 10, for all n E iW, SRM[9](@,T) 
is closed under summation mod& if and only if SRM[F]( @, r) is closed under sum- 
mation mod a,,. 
Proof. Theorem 1 + Lemma 11. 0 
Nondeterministic SRMs 
In [8], Clote gives the definition of the nondeterministic SRM (NSRM): 
Definition 17. A nondeterministic stack register machine over 8, denoted NSRh4[%], 
is defined by extending the branching instruction (iii) of Definition 13 to 
(iii)’ if f(Zi,. . . ,z,) = z,,+l then go to I&, . . . ,&do to Lb,, . . . ,Lb,. - 
If f(Zl,..., z,) = z,+l, the machine may jump to any of the instructions labelled 
L a,,...,L,. Iff(Zl,..., zn) # Z,+l, it may jump to any of the instructions Lb,, . ,Lb,. 
For a given input x1 , . . . ,x,, there will now be a computation tree instead of a single 
computation. This tree will have branch points corresponding to the instructions of type 
(iii)‘. The nodes in the computation tree are the configurations (Lj, xl,. . . ,x1, tb, . . . , to, r) 
which can be reached from the initial configuration (Lo,xl, . . . ,x1,0,. . . ,O, 0), which 
later forms the root node: Lj represents the next instruction to be executed with LO the 
initial instruction. 
Definition 18. An input xi,. . . ,x, is accepted by an NSRM if: 
(a) The computation tree contains only finitely many different configurations. 
(b)There is a computation, i.e. single branch in the computation tree which has 
a leaf node (&Xi,. . . ,X1, tb,. . . , to,r), where Lh is a !r& instruction, and where 
tb = 0. 
Complexity classes for NSRMs are defined in much the same way as those for SRMs 
(Definition 15): 
Definition 19. An a-ary relation R is in NSRM[%](@,r) if there is an NSFWI such 
that: 
(a) For all inputs xi,. . . ,x,, all the configurations in the computation tree with root 
(LO,~l,...,~l,O,..., 0,O) satisfy the bounds (@, r). 
(b) The machine accepts input xi,. . . ,x, if and only if (xi,. . .,x,) E R. 
For the rest of the section, we confine ourselves to the complexity classes NSRM 
[%] (@,k). This means that the work register Y is only permitted to take values in 
[k + l] = (0,. . .) k}. The following lemma will be useful. 
Lemma 12. Under the same conditions as Lemma 10, SRM [%] (@, k) is closed 
under summation mod .628k+l. 
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Proof. If F: N” -+ &+I and F E %? then (Definition 9), for all pairs 
(u,u) E [k + 11 x [k + 11, 
the a-ary relation 
F-‘((~4) 
is in %?. Let 
Y(Z,y,z) iff V (y=uAz=uAx’~F-‘((u,u))). 
u,uE[k+ll 
For y E [k + 11, the program 
L: - 
{ 
if y6k A -Y&y,t~) &I (to := to + 1; go L 
g&e (halt) 
calculates (F(?))(y). The program 
L: 
if (t3= OAt2=OAtl > OAto<x,) - 
&z (r := (F(to,xz,. .,X,))(Y); to := to+ 1; 
eke if (t3 = 0 A t2 = 0 A tl = 0 A r # u) 
then (r := u; tl := tl + 1; 
else if (t3 = 0 A t2 = 0 A tl > 0 A to > xi A r = v) 
then (t2 := t2 + 1 
eke if (t3 = 0 A t2 = 0 A tl > 0 A to > x1 A r # v) 
169 
go to L) 
go to L) 
go to L) 
& (t3 := t3 + 1; go to L) 
&e (halt) 
recognises F 
I 
((IA, v) ). The summation is with respect to x1 with x2,. . . ,x, as param- 
eters. At kzJ, t3 = 0 indicates acceptance. 0 
Corollary 2. Under the same conditions as Lemma 10, 
ak+,-&,[F] G Sw[@j(@,k). 
Proof. Lemmas 11 and 12. 0 
In this case, a restricted application of Clote’s “normalisation” lemma shows that 
the NSRM’s program can be replaced by one of the form 
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( if Y,,(3&-) &z (r := 0; to := to + 1; go L) ’ - 
if Y,&?,~1:) & (r := k; to := to + 1; go L) - 
if Yi,“(_?y<r) then (Y := V; Q := ti +  1; go L) 
L:c - 
if yb,,(_?,,T) then (r := k; tb := tb + 1; e L) 
if Y&,,r) &z (r := 0; h&) 
\ if Y,&?,,r) &JZ (r := k; huJt) J - 
where Yo,o,~~~,~,...,Yo,~,Y/~,o,..., y/b& Y~,o, Yh,k E SRM[F](@, k). Because these re- 
lations need not be disjoint, the program is still nondeterministic. 
The full proof of this is considerably more complicated than the deterministic equiv- 
alent, and we do not attempt o reproduce Clote’s argument. 
Theorem 3. Under the same conditions as Lemma 10, and provided that the functions 
in @ are themselves conputable by SRM[B]‘s running in bounds (@, k), 
NSRM[T](@, k) = SRM[F](@, k). 
Proof. Here we sketch an alternative version of Clote’s “looping” lemma for NSRMs, 
which he gives in full for the case k = 1. 
Let $J E SRM[F](@,k) be the bound on the stack registers. 
Taking the normalised program above, first define FO E NSRM [5](G), k) by 
to E F;‘((u,v)) iff @o,,(~,<u). 
Fo: N -+ i?&+l and so, by Lemma 12 and Theorem 2, Fa E SRM[B](@, k). Next, for 
1 &i<b and i = h, define Y:,,(Z,ttb ,..., tl,r) as 
yi,v(~,tb,...,tl,O,r) 
V 
(3t0 G cb(maM))) 
( i 
(r,4 E ((F0)-‘(to)) 
V A 
wE[k+ll 
‘I’i,ds tb,. . . Y tl, to, w) ). 
Using the various known closure properties, it is easy to see that 
!P;,+ E SRM[F]( @, k). 
The use of +(max(x’)) can be thought of as composition with 4. 
Yj,, covers all the possibilities for the next move affecting tb,. . . , tl to be 
ti I= ti + 1. 
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Because changes to higher stack registers have the side effect to := 0, any intermediate 
changes to to must start from to = 0. At the point where we jump out of such a 
succession of increments to to, K(to) allows us to recover the possible values in the 
work register, but nothing more. Furthermore, the machine must jump out before hitting 
the bound 4(max(x’)). For these reasons, the program 
(if Y’,,,(%.-, t,,r) &z (Y := 0; t1 := t1 + 1; go to L) ’ - 
if y;,,(?, tb,. . ., t,,r) &z (r := u; tj := tj + 1; go to L) - 
L: ( > 
if yL,$(?y tb, . . . , tl,?-) & (r := k; tb := tb + 1; 90 t0 L) 
if !$,(x’Jb,.. .) t1,r) &z (r := 0; I&t) 
\ if y;,k(x’, tb,. . . , tl,r) & (Y := k; @) / - 
recognises the same relation as before and runs within the required bounds. The register 
to is no longer used. 
By repeating this step, we eventually arrive at 
’ if !i$&?,tb,r) & (r := 0; tb := tb + 1; @ L) ’ - 
L: ( 
lj- Y{k(?,tb,r) & (T- := k; t,, := tb + 1; e L) 
if Y[O($ tb, r) & (r := 0; halt) 
> 
if Y[,(?,tb,r) & (r := k; h&t) / - 
with the Yzo,..., Ylk E SRM[9](@, k). This machine accepts just if 
v (y;,(x’,tb,o)) 
oE[k+l] ’ 
which expresses the possibility of a halt before any increment of tb. q 
Corollary 3. 
NSm[+, .](no’l’,k) = SI&l[+, .I@‘(‘), k) = &+l-A!* 
Proof. It is easy to verify that the conditions for Theorem 3 are met and that the 
observation 
YO,O,YO,l,..., Yo,k, Yyl,o,. ., yb,k, ‘Yh,o, ‘Yh,k E SRN~I(Rk) 
in its proof can in this case be replaced by 
~O,O,‘YO,1,...,~O,k,~1,0,..., yb,k, ‘Yh,O, ‘Yak E gk+l-Ao[Fl. 
We can then rely on Corollary 2. 0 
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Indeed, for exactly the same reasons: 
Corollary 4. If there is an eq E 9 satisfying (6) above then 
NSRM[B](n O(l), k) = SRM[S]( n’(‘),k) = &+I-A,[P’]. 
8. Concluding remarks 
What emerges most clearly from this paper is the power of bounded quantification. In 
part of [8], Clote applies the techniques of [2], where Barrington showed the power of 
width-5 branching programs, to stack register machines whose work register can take at 
least 5 values. In other parts the work register is only permitted 1,2,3 or 4 values. The 
results presented here also apply at these low levels; we might hope, therefore, to apply 
the new work to branching programs of width below 5. Unfortunately, this seems to 
be hard. Bounded quantification is not easily available with branching programs. To be 
sure, what Barrington shows is precisely that logical connectives (and hence bounded 
quantification) can be simulated, but the simulation requires a width of at least 5. What 
causes difficulty below this level? Just as with boolean circuits, defining an infinite set 
using branching programs requires a family of programs, one for each size of input. 
These families are basically nonuniform (each program may be completely unrelated 
to the others in the family) and imposing uniformity, say to eliminate nonrecursive 
sets, means imposing restrictions at a higher level than that of the circuits/programs 
themselves. On the other hand the individual programs are very inflexible; their “control 
flow” is the same for every input. By contrast, the sets in A!, expressed by single 
formulae, are inherently uniform. Compensation comes in the form of the bounded 
quantifiers, which provide for wide-ranging searches, in effect allowing two inputs of 
the same size to be handled in highly divergent ways. Thus branching programs are 
powerful in being nonuniform but weak in having a fixed control flow for all inputs of 
the same size, whereas A! is weak in being uniform but powerful in having flexible 
control flow. At low levels the opposition nonuniform/inflexible vs. uniform/flexible 
seems to be significant. 
On a different point, we note that the proofs abvoe do not depend on the pres- 
ence of addition or multiplication, despite the fact that the intended application is to 
arithmetic. (The reader may recall similar independencies in the work of Ajtai [l].) 
By contrast, Clote, in proving that &-A! = ALINTIME, does use addition and mul- 
tiplication (they make it possible to code strings). Although it is generally felt that 
LTH s ALINTIME, we may therefore reasonably say that + and . have yet to be fully 
understood. 
Lastly, in [8] Clote introduces a notion of nondeterministic summation, intended to 
correspond to the nondeterminism of SFUvIs and indicated by the prefix N. Without 
giving definition, we remark that since the first version of this paper, progress has been 
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made. Combining the results here with those in [8, 10-131, we now know that 
NF;-Ar = &-A; = ALTIME 
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