In this paper, we will consider the following strongly coupled cooperative system in a spatially heterogeneous environment with Neumann boundary condition
main methods to study the existence of positive stationary solutions are the bifurcation theory, subsupersolution and fixed point index theory. In 1998, Du and Lou [10] applied the bifurcation theory and the Lyapunov-Schmidt reduction to a predator-prey system with Holling-Tanner response and obtained an S-shaped global bifurcation branch. In the above papers, the coefficients are all spatially homogeneous, while more and more interesting papers studying the spatially heterogeneous effects have appeared. For example, Du et al. [8, 9, [11] [12] [13] have mainly studied degenerate effects of intraspecific pressures in some predator-prey or competitive models; Hutson et al. [16] [17] [18] [19] have mainly studied the spatial effects of birth rates in some diffusive competitive models. Recently, Kuto [21] studied a Lotka-Volterra predator-prey system with cross-diffusion in a spatially heterogeneous environment. By the methods of the bifurcation theory and Lyapunov-Schmidt reduction, Kuto obtained the global bifurcation branch of positive stationary solutions and found that the spatial segregation of ρ(x) and d(x) could cause the bifurcation branch to form a bounded fish-hook curve. However, little attention has been paid to the cooperative system. As far as we know, only Delgado et al. [7] and Ling and Pedersen [24] studied some cooperative systems with cross-diffusion, where the coefficients are spatially homogeneous. In this paper, we use the bifurcation theory and Lyapunov-Schmidt reduction to investigate the structure of positive stationary solutions of (1.1) and especially study the spatial heterogeneous effects on the set of the positive stationary solutions and obtain rather different results. To focus our attention on the heterogeneous effect, we study a simpler strongly coupled elliptic system 2) which can be obtained by a rescaling. We remark that our all results are true for the following system
From the ecological viewpoint, we are only interested in positive solutions of (1.2) . It is said that (u, v) is a positive solution of (1.2) if u > 0 and v > 0 inΩ . From system (1.2), we can see that the presence of v is beneficial to u due to the cooperative character; while in the equation of v, there is a balance between the cooperation (term + d(x)uv) and the repulsive force in the diffusion (term + kρ(x)uv). Thus it is quite interesting to investigate the necessary balance between both terms to obtain the positive solution curve of (1.2).
Throughout the paper, we denote the average of f (x) over Ω by − f (x) = 1 |Ω| Ω f dx and u ∞ = maxΩ |u(x)|. We denote λ 1 (q) by the least eigenvalue of the problem
where q(x) is continuous inΩ . We know that the mapping q → λ 1 (q) : C (Ω) → R is continuous and monotone increasing. We now show our main results. 
2) has at least one positive solution; if λ ∈ ( λ, λ * ), (1. 2) has at least two positive solutions. Here C is a sufficiently large number.
We should note that if ρ(x), b(x) and d(x) are all spatially homogeneous, then under the weakly cooperative condition (bd < 1), we have λ ξ (ξ, ε) > 0. Thus in case μ > 0, (1.2) has a unique positive solution if λ ∈ (λ * , ∞) and no positive solutions if λ λ * ; in case μ < 0, (1.2) has a unique positive solution if λ ∈ (λ * , ∞) and no positive solution if λ λ * . More precisely, the positive solution set can be explicitly expressed by
From Theorems 1.1 and 1.2, we can see that the spatial heterogeneity can cause Γ p to become an unbounded fish-hook shaped branch with respect to λ, i.e. can produce multiple coexistence states. 
Clearly, we know that if
It is known that when λ < 0, μ < 0, k = 0 and b(x) ≡ d(x) ≡ 0, (1.2) has a globally stable trivial solution (0, 0). Moreover, suup(ρ − ε) + provides a domain in which the cross-diffusion effect is comparatively strong and suup b gives a favorable domain for u in which u increases due to the cooperation. Our first result shows that, if u has a death rate, v has a small but not very small birth rate, the inter-specific cooperation is quite small, then a spatial segregation of ρ(x) and b(x) can produce even multiple coexistence steady-states when k is very large. We see that the cross-diffusion changes the stationary patterns of (1.2). In our second result, the cross-diffusion can be spatially homogeneous (ρ(x) ≡ const). Then our second result implies that although v has a small death rate, the cooperation is rather weak for v, and v moves high away from u, a very strong cooperation for u can still produce even multiple coexistence steady-states.
Compared with the results in [21] , we find that the results are quite different. For the case μ > 0, a spatial segregation can yield an unbounded fish-hook shaped bifurcation branch; for the case μ < 0, strong cooperation for u and weak for v can also yield an unbounded fish-hook shaped bifurcation branch; while in [21] , a spatial segregation asserts a bounded fish-hook shaped bifurcation branch. The shape of the curve is similar, but the curve of the predator-prey is bounded. This is because upper and lower bounds can be obtained for the bifurcation parameter in the predator-prey system, while we can only deduce a lower bound for the bifurcation parameter. In an ecological viewpoint, this is due to the cooperation character and the predator character.
Furthermore, Delgado et al. [7] discussed (1.2) with spatially homogeneous coefficients under Dirichlet boundary condition. As the principal eigenvalue λ 1 of − under Dirichlet boundary condition is positive, then from the proof of item (3) the positive solution branch is bounded if the cross-diffusion is large; however, the Neumann boundary condition is a no-flux boundary condition, the species encountering ∂Ω are always "reflected" back into Ω. Then even though the cross-diffusion is large in this case, the upper bound for λ cannot be obtained. All the above results show the interesting and complicated spatio-temporal patterns of the positive stationary solutions due to the spatial heterogeneity. Remark 1.3. We point out that our present paper only concerns the weak cooperation (i.e.,
, we leave it for the further study as it is much complicated [6, 25] .
The organization of our paper is as follows: In Section 2, we mainly give some preliminary results, including a priori estimates and non-existence regions of the positive stationary solutions and the local and global bifurcation branch. In Section 3, we firstly introduce a perturbed problem by a suitable rescaling and the Lyapunov-Schmidt reduction, then study the detailed positive solution structure of the limiting system. In Section 4, we show the detailed profile of Γ p as a perturbation of Γ ∞ . Finally, we give the main results of the paper.
Coexistence regions

An equivalent semilinear elliptic system
In this subsection, we reduce (1.2) to an equivalent semilinear elliptic system. To do so, we let
then by the one-to-one correspondence between (u, v) and (u, V ), one sees that the new unknown function (u, V ) satisfies the following semilinear elliptic system:
Obviously, (1.2) and (2.2) have the same semitrivial solution sets
is a positive solution of (1.2) if and only if (u, V ) is a positive solution of (2.2).
Once we have found a bifurcation point on Γ u or Γ V to the positive solution of (2.2), we immediately obtain the positive solution branch of (1.2) bifurcating from the same point. So in the following, we mainly apply the bifurcation theory to (2.2). In order to apply the bifurcation theory, we firstly introduce sets
and
We have the following lemma with respect to S u and S V , which will be important to obtain the local positive solution branch. 
While if μ > 0, then
A similar argument to that of Lemma A.1 in [23] can deduce the above lemma, so we omit the proof of Lemma 2.1.
At the end of the subsection, we point out the linear stability of the semitrivial solutions.
Lemma 2.2.
Proof. The proof is very similar to that of Proposition 4.1 of [6] , but we give the proof of (ii) for the convenience of the readers.
We linearize the corresponding parabolic system of (2.2) at (λ, 0) and obtain
1+λkρ (x) in Ω. From the property of the eigenvalue, we
If μ < 0, Lemma 2.1 asserts that there exists a unique λ * such that
), there exists a positive eigenfunction ψ such that
and a unique
exists, i.e. a positive eigenfunction (φ, ψ) exists with the corresponding negative eigenvalue σ 1 for (2.5), thus (λ, 0) is unstable. 2
A priori estimates
In this subsection, we mainly obtain a priori estimates of positive solutions of (2.2), which can also give the non-existence regions of positive solutions.
Proof. Since
the inequality u λ follows easily by a simple comparison argument.
By the maximum principle, we can obtain
Furthermore, we can see
the estimate of u is obtained. Similarly, we can get
the estimate of V is also obtained. 2
Remark 2.4. It should be noted that in [21] the spatial dimension N 3 is required to derive a priori estimates of positive solutions. However, we do not restrict the spatial dimension in our paper.
From (2.6) and (2.7) in the proof of Lemma 2.3, we immediately deduce the following nonexistence region of positive solutions of (2.2). 
2) does not have any positive solutions.
Note that if the cross-diffusion is spatially homogeneous (ρ(x) ≡ const), by the same method, we know that if b ∞ d ∞ < 1, λ −μ b ∞ , then there does not exist any positive solution in case μ > 0; the results are the same if μ < 0. The differences imply that we have to impose stronger restrictions on b(x) and d(x), but we can obtain a smaller non-existence region of positive solutions, that is the spatially heterogeneous cross-diffusion may cause a larger existence region of positive solutions. In Section 4, we surely deduce that the spatial heterogeneity can produce a larger coexistence region, in particular, can produce multiple coexistence states.
Bifurcation from semitrivial solutions
In the subsection, we will regard λ as the bifurcation parameter and apply the local bifurcation theory [4] to obtain positive solutions of (2.2) bifurcating from the semitrivial solution sets.
With regard to Lemma 2.1, we can define the positive functions ψ * and φ * such that
(2.10)
It should be noted that we assume μ < 0 in (2.9) and μ > 0 in (2.10).
Furthermore, we define the following Banach spaces:
by the Sobolev embedding theorem.
Then, we obtain the following lemma by the local bifurcation theory.
, the following local bifurcation properties hold true: 
After some simple computations, we can see
Note (2.9) yields that in case μ < 0,
(2.14)
) = 0, together with the elliptic regularity theory and the compactness of this kind of operator (− + I) −1 , we can apply the Fredholm alternative theorem to obtain that the second equation of (2.14) is solvable if and only if Ω gψ * = 0. Then for the obtained solution ψ , we
Consequently we can apply the local bifurcation theory to Φ at (0, 0, λ * ). It should be noted that the possibility of other bifurcation points except λ = λ * is excluded by the virtue of the Krein-Rutman theorem. Using u = U + λ, we immediately obtain the local bifurcation branch (2.12).
(ii) The proof is similar to that of (i). We sketch the main procedure. LetV = V − μ and define Ψ :
Moreover, 
By the local bifurcation theory, we can see that the cross-diffusion does not affect the set S V , but
The result shows that the spatial heterogeneity of the cross-diffusion can only affect the bifurcation point on Γ u , the bifurcation point on Γ V is unaffected.
Global bifurcation branch
In this subsection, we obtain the global bifurcation branch together with the local branch obtained in Lemma 2.6.
Theorem 2.8. For any fixed
the positive solution set of (2.2) (with parameter λ) forms an unbounded continuum Γ p ⊂ X × R bifurcating from (u, V , λ) = (0, μ, λ * ) ∈ Γ V ; if μ < 0, then the positive solution set of (2.2) also forms an unbounded
Proof. For any fixed μ > 0, the local bifurcation branch (2.13) exists. We letΓ be any maximum extension in X × R as a connected set of solutions of (2.2). According to the global bifurcation theorem [33] ,Γ must satisfy one of the following:
(ii)Γ meets the trivial or a semilinear solution curve at some point except for (0, μ, λ * ). Recall that positive solutions of (2.2) bifurcate from {(0, μ, λ): λ ∈ R, μ > 0} if and only if λ = λ * and no positive solutions bifurcate from {(λ, 0, λ): λ > 0} if μ > 0. In addition, the non-degeneracy of the trivial solution can be easily verified.
Thus when μ > 0, (ii) is excluded. Due to the a priori estimates of positive solutions, the local bifurcation branch (2.13) can be extended to λ → ∞,Γ is unbounded in X × R.
If μ < 0, for the local bifurcation branch (2.12), the proof is essentially the same as that of the case μ > 0. We only need to note that there do not exist such semitrivial solutions (0, μ) in this case. Thus the positive solution set of (2.2) also forms an unbounded continuum bifurcating from 
< 0 and λ 1 −λ − μb(x) < 0.
Limiting system
Lyapunov-Schmidt reduction
To study the heterogeneous effects on the shape of the positive solution curve, we introduce the following change of variables in (2.2):
where ε is a small positive number and α and β are real numbers. By (3.1), the function (w, z)
satisfies the following perturbed problem of semilinear elliptic equations: in addition to the trivial solution (w, z) = (0, 0). In the following, we regard α as the bifurcation parameter. We will give the exact structure of the positive solution set of (3.2) when ε > 0 is sufficiently small.
To apply the Lyapunov-Schmidt reduction, we firstly introduce a linear operator H : X → Y and a nonlinear operator B : (3.4) where X and Y are defined in (2.11). Consequently, (3.2) is equivalent to H(w, z) + εB(w, z, α) = 0. 
Some properties of the limiting positive solution set
In the subsection, we derive the exact expression of the limiting solution set as ε → 0 and give some useful properties of the limiting solution set. This will be very important to obtain the positive solution set of (3.2) when ε > 0 is small.
.
Note that L p contains the limiting set of positive solutions of (3.2) as ε → 0.
By virtue of (3.9), if β > 0, then f (r) > 0 for r ∈ [0, ∞).
While if β < 0, we can find a unique positive constant r 0 such that
(3.10)
In the following, we aim to study the profiles of g(r). Since we need the a priori estimates to obtain our final results, we assume the assumptions in Lemma 2.3 hold true in the following. 
Furthermore, the following hold:
. 
which yields that lim r→+∞ g(r) = +∞.
Thus (i) and (ii) follow clearly.
It is easy to see that
f (r 0 ) = 0 in the case β < 0, we know that r 0 does not depend on b(x). So if b ∞ is very small, then
is positive; however, if minΩ b(x) is very large, then
is negative.
Thus, either g (r 0 ) > 0 or g (r 0 ) < 0 can hold. 
we can see In the following, the positive solution set of (3.2) will be constructed when ε > 0 is small. To be more precise, we have the following theorem:
with c defined in Lemma 2.3. Then there exist a small constant ε 0 > 0 and a family of bounded smooth curves
such that for any ε ∈ (0, ε 0 ], all positive solutions of (3.2) with α ∈ [−cβ b ∞ , A] can be expressed by
where U(r, s, α, ε) is the X 1 -valued smooth function defined in Lemma 3.1 and S(ξ, ε) is a certain smooth function satisfying
Here α * (ε) is defined by In order to prove Theorem 4.1, we take several steps. As the first step, we construct local branches 
Proof. By Lemma 2.6 and the change of variable (3.1), we know that there exist a neighborhood V ε of (w, z, α) = (0, β, α * (ε)) and a positive number δ = δ(ε) such that all positive solutions of (3.2) contained in V ε can be given by
We define the subset U ε ⊂ R 3 by
and put
As (3.2) is equivalent to Φ ε (r, s, α) = 0 for small ε, we obtain
Since lim ε→0 α * (ε) = −β − Ω b(x) (the proof is similar to [21, Lemma 4.6], we omit the proof), (0, β, α(0, ε)) = (0, β, α * (ε)) is the bifurcation point, so if ε > 0 is small, U ε contains a neighborhood Proof. To prove the lemma, we mainly use the perturbation theory of Du and Lou [10, Appendix] . For the numberδ * > 0 obtained in Lemma 4.2, we define
As some computations can yield that
) is invertible. The implicit function theorem then asserts that there exist a positive number δ = δ(r) and a neighborhood Wr of (r, f (r)) such that for each ε ∈ [0, δ], (4.5) where Ur = Wr × (g(r) − δ, g(r) + δ) and (r(α, ε), s(α, ε) ) is a smooth function satisfying r (g(r), 0), s(g(r) , 0) = r, f (r) .
Furthermore, we can show that So either (4.5) or (4.6) holds, we know
is compact, we can find finitely many points {r j } n j=1
such that
In addition, we put U 0 = U * . Without loss of generality, we can assume
. Then (4.5) and (4.6) yield that for each ε ∈ [0,
Furthermore, we set
Thus, Lemma 4.2 and (4.7) imply that 
(4.10)
are also uniformly bounded. Then the elliptic regularity (see [14] ) deduces that there exists a subse- 11) for some (w,z, α ∞ ).
Let n → ∞ in (4.10), we know
(4.12)
Since w ∞ = z ∞ = 1, we know thatw =z = 1 inΩ . Thus we can find nonnegative constants r and s such that (4.13) as {(w n , z n )} is bounded and positive. Together with Lemma 3.1, (w n( j) , z n( j) ) can be parameterized
for sufficiently large j ∈ N. Moreover, lim j→∞ (r j , s j ) = (r, s).
Integrating the two equations in (4.10), we obtain
(4.14)
We let j → ∞ in (4.14), then
So (4.9) is proved, which shows the lemma. 2
Now we give the proof of Theorem 4.1.
Proof of Theorem 4.1. By Lemmas 4.3 and 4.4, we need only to show that Γ ε can be extended to α ∈ [A, ∞) as a positive solution curve of (3.2). LetΓ ε be any maximum extension in the direction α A. By virtue of the global bifurcation theorem,Γ ε must satisfy one of the following:
(ii)Γ ε meets a certain bifurcation point except for (0, β, α * (ε)).
As no positive solutions bifurcate from other semitrivial solution curve {(α, 0, α): α > 0}, and the trivial solution is non-degenerate, (ii) is excluded. As (w, z) is bounded due to the a priori estimates, Γ ε can be extended to α ∈ [A, ∞). The theorem is proved. 2
Unbounded fish-hook shaped branch
Due to Theorem 4.1, we obtain the following unbounded fish-hook shaped bifurcation branch.
with c defined in Lemma 2.3,
Then for any small constant η > 0, there exists a small positive number ε 2 such that if (3.2) has no positive solutions; (3. 2) has at least one positive solution; (3. 2) has at least two positive solutions.
Proof. For the smooth curve
with C defined in (4.1).
Since when β >
, g (0) < 0. Then for any fixed small positive number η, we can find a small ε 2 > 0 such that if (β, ε) ∈ [
With regard to α(ξ, ε) α(C ε , ε) for ξ ∈ [0, C ε ], we know that there exists 
, then for any small η > 0, there exists ε 2 such that if (β, ε) ∈ η,
the bifurcation at (0, β, α * (ε)) is supercritical. In the two cases (including the case that the crossdiffusion is spatially homogeneous), we can only deduce that if α ∈ (α * (ε), ∞), (3. 2) has at least one positive solution by this method.
While if a spatial segregation of b(x) and ρ(x) enables − Ω b(x)ρ(x) < − Ω b(x) − Ω ρ(x) to hold, then we can deduce that if α ∈ ( α(ε), α * (ε)), (3. 2) has at least two positive solutions for suitable fixed β besides the existence of positive solutions when α ∈ (α * (ε), ∞). We see that the spatial heterogeneity can generate complicated and interesting spatio-temporal patterns of stationary solutions.
On the other hand, as we know if the coefficients of (3.2) are all spatially homogeneous, g (r) > 0 for all r, then if ε > 0 is sufficiently small, α ξ (ξ, ε) > 0 can be obtained for any ξ ∈ (0, C ξ ). The positive solution curve is a monotone curve with respect to α in either case β > 0 or β < 0. Thus, (3.2) has a unique positive solution if α > α * (ε) in case β > 0 and α > α * (ε) in case β < 0, the latter case will be seen in the next subsection. 
