Abstract. We consider the solution of a scalar Helmholtz equation where the potential (or index) takes two positive values, one inside a ball of radius ε and another one outside. In this paper, we report that the results recently obtained in the two dimensional case in [Cap12] can be easily extended to three dimensions. In particular, we provide sharp estimates of the size of the scattered field caused by this ball inhomogeneity, for any frequencies and any contrast. We also provide a broadband estimate, that is, a uniform bound for the scattered field for any contrast, and any frequencies outside of a set which tends to zero with ε.
Introduction
We consider a scalar field satisfying the Helmholtz equation with frequency ω > 0 in R 3 . Given a prescribed incident field u i , a non-singular solution of (1.1) ∆u i + ω 2 q 0 u i = 0 in R 3 ,
we are interested in the solution u ε ∈ H 1 loc R 3 of (1.2) ∆u ε + ω 2 q ε u ε = 0 in R 3 ,
where, for |x| > ε, u ε = u i + u s ε , and q ε equals q inside the inhomogeneity and q 0 outside. We take the inhomogeneity to be a ball of radius ε. The coordinate system is chosen so that the inhomogeneity is centered at the origin. In other words q ε (r) := q if r < ε q 0 if r > ε
We assume that both q 0 and q are real and positive. We assume that the scattered field satisfies the classical Silver-Müller [Mül69] outgoing radiation condition, given by The purpose of this paper is to provide sharp estimates for the scattered field u s ε , for any contrast q/q 0 and any frequency ω. The norms we use to describe the scattered field are the following. Given any f ∈ C 0 (R 3 ), its restriction to the circle |x| = R can be decomposed in terms of the spherical harmonics given by (3.4), in the following way f (|x| = R) = It is easy to see that this norm is finite for a smooth f with bounded radial variations. For a radial function, this is simply the sup norm for f . Finally, to document the sharpness of our estimates, we will provide lower bounds in terms of the seminorms (1.6) N and if for all R, f (|x| = R) only has one non zero spherical harmonic coefficient,
They are the natural extension of the norms introduced in [Cap12] for the two dimensional companion problem. When the incident field is a plane wave,
where ζ is a unit vector in R 3 , for all R > 0,
(2n + 1)j n (ω ε R/ε) 2 = 1, whereas for any q ≥ p and κ ≥ 1,
where 2 3 5 ≥ C(n) ≥ 1 for all p and q (see (3.30)). The motivation from this work comes from imaging. In electrostatics, the small volume asymptotic expansion for a diametrically bounded conductivity inclusion is now well established, and the first order expansion has been shown to be valid for any contrast [NV09] . It is natural to ask whether such expansions could also hold for non-zero frequencies, even in a simple case. Another inspiration for this work is recent results concerning the so-called cloaking-by-mapping method for the Helmholtz equation. In [KOVW10, Ngu12, LZ11] , the authors show that cloaks can be constructed using lossy layers, and that non-lossy media could not be made invisible to some particular frequencies (the quasi-resonant frequencies). Within the range of non-lossy media, one can ask whether such 'cloak busting' frequencies are a significant phenomenon, that is, would appear with non-zero probability in any large frequency set, or on the contrary if they are contained in a set whose measure tends to zero with ε.
These questions were considered in two dimensions in [Cap12] . In this paper we show that these results extend, after some adjustments, to the three dimensional case. The proofs presented in this paper are very similar to the ones of the twodimensional paper, but we believe the results, more than their derivation, could be of interest to researchers in various areas of mathematics. In numerical analysis they could be used as a validation test for broadband Helmholtz solvers, since we provide both upper and lower bounds for the scattering data. In the area of small volume expansion for arbitrary geometries, or in the mathematical developments related to cloaking, they provide a 'best case scenario' which can be used to document the sharpness of more general estimates.
To make the results of this paper accessible to readers who are not familiar with Bessel functions, the main estimates are written in terms of the norms · H σ , N σ p,q (·, κ) and N σ (·) introduced above, and powers of 2. Because no unknown constant C > 0 appears in the results, this paper can be used as a black-box if the reader wishes to do so. Bessel functions do appear in one place, to describe quasi-resonances, but they turn out to be of the same nature as the two-dimensional ones, and so we refer to [Cap12] in that case.
The main results of the paper are presented in Section 2. The proofs are given in Section 3.
Main results
To state our results, we introduce the rescaled non-dimensional frequency ω ε , and the contrast factor λ given by (2.1) ω ε := √ q 0 ωε and λ :=0 .
The following theorem provides our estimates for either small frequencies or for any frequency.
2) holds for all max(λ, 1)ω ε < p 0 + 1 2 . Furthermore, for any R ≥ ε, when max(λ, 1)ω ε < 1 2 , the scattered field u s ε also satisfies u
Naturally, the variant of (2.2) incorporating the more precise estimate given by (2.3) for the Fourier coefficient corresponding to n = 0 also holds by linearity. It is easy to verify that the dependence on ω ε in (2.3) is optimal by a Taylor expansion around ε = 0 (or ω = 0) for a incident wave u i with only one (or two) non-zero spherical harmonic coefficients for n = 0 (and n = 1). Theorem 2.1 shows that this estimate is valid up to rescaled frequencies of order 1 when λ < 1, and of order 1/λ when λ > 1. To prove the optimality of these ranges, we define, for t < 1,
2 ) 2/3 , and for t > 1,
In fact estimate (2.5) holds if the supremum is taken in the set 0 < λω ε < q + 1.86q 1/3 + 1.04q −1/3 .
Note that
ελ R exp R ελ − 1 > 1 when R < ελ. To illustrate the sharp contrast between what these estimates show when λ < 1 and when 1 < λ, let us consider the case of a plane wave. When λ < 1, Theorem 2.1 and Proposition 2.2 show that for any R ≥ ε there holds 1 4
and for any R ≥ λε,
The combination of these two estimates do not provide a bound when 2λω ε > 1 for the near field ε ≤ R < λε. Proposition 2.2 provides a lower bound in that case. For any p ≥ n 1 (λ) and any σ,
This lower bound grows geometrically with the upper bound of the interval of frequencies considered. In particular, for any λ > 1, any R < λε, and σ ∈ R,
This unbounded behavior of the scattered field is due to the existence of quasiresonant frequencies, just as in the two-dimensional case. To characterize these quasi-resonances, Bessel functions are required. For t ≥ 0, we denote by H (1) t (x) the Hankel function of the first kind of order t. The Bessel functions of the first and second kind of order t are given by
We denote by α ν,m the m-th positive solution of J t (x) = 0. We denote by α 
The following proposition is proved in [Cap12] in the case when t is an integer, but the proof is unchanged for any t ≥ Proposition 2.4. For any t ≥ 1 2 and λ > α t,1 /β t,1 , in every interval
there exists a unique frequency ω t,k such that the triplet (t, ω t,k , λ) is quasi-resonant. There are no other quasi-resonances. In particular, no quasi-resonance exists in the interval (0, α
t,k /λ), or when λ < α t,1 /β t,1 .
Since for any λ there is only a countable number of quasi-resonant triplets, one could hope that outside security sets around the quasi-resonant frequencies, the scattered field could be bounded from above, even in the near field. This means excluding a countable union of intervals: a trade-off occurs between how much in the near-field one wishes to go, and how large the set of authorized frequencies is. The Theorem below is the result of such a trade-off.
Theorem 2.5. For all λ > 0, all ǫ < 7 −3/2 , R ≥ ε 1/3 , and α ∈ (0, 1], there exists a set I depending on ε, λ and α such that |I| ≤ ε 1/3 |ln ε| ,
If the contrast λ is less than ε −2/3 , this holds with I = ∅.
Proofs of the main results
Altogether, the conditions (1.1,1.2,1.3) imply that the incident field u i , the scattered field u s ε and the transmitted field u t ε = u ε for r < ε, admit series expansions in terms of special functions, namely
In the above formulae, j n (x) = ℜ(h 
where P m n is the associated Legendre Polynomial. The reflection and transmission coefficients r n and t n are given by the transmission problem on the boundary of the inhomogeneity, that is, at r = ε. They are the unique solutions of
, and, after a simplification using the Wronskian identity satisfied by j n (·) and h
.
In (3.1), (3.2) and (3.3), the ∼ symbol is an equality if the right-hand-side is replaced by its real part, the fields being real. By a common abuse of notations, in what follows we will identify u i and u s ε with the full complex right-hand-side. To verify that this is the correct solution, we need to check that r n and t n are well defined. The fact that there is a unique solution to Problem (1.2) satisfying the radiation condition (1.3) is well known (see e.g. [Mül69] ).
is non zero for all n ∈ Z, ω ε > 0 and λ > 0.
Then, as j n and j ′ n do not have common zeroes (see e.g. [OLBC10] ), either j n (λω ε ) is non zero, in which case (1.2)-(1.3) has the following solution
is non zero, and (1.2)-(1.3) has the following solution
Both (3.7) and (3.8) would be solution of problem (1.2)-(1.3) without an incident wave. There is of course another solution to that problem, U ε ≡ 0. Since Problem (1.2)-(1.3) is well posed, see [Mül69] , we have a contradiction.
We chose the three (semi-)norms · H σ , N σ and N σ p,q (·, κ) because they are compatible with expansions (3.1), (3.2) and (3.3). In particular, for any R > 0, we have (3.9)
, and (3.10)
Whereas the other norms are
, and for any q ≥ p ≥ 0 and κ > 1,
3.1. Proof of Theorem 2.1. The two dimensional results found in [Cap12] are easily translated into three dimensional ones for the following reason.
Proposition 3.2. Let R n (ω ε , λ) be the reflection coefficient associated to problem (1.2) posed in a disk of radius ε in dimension 2, with the appropriate out-going radiation condition. This reflection coefficient is defined (by the same formula) when n is an arbitrary positive real number, and ω ε is replaced by any real x > 0. Then, for any n ≥ 0 and any x > 0 there holds
Notation. From this point onwards, we use the short-hand ν to represent the number n + 1 2 . Proof. For n ≥ 0 we introduce
, and
Then, the reflection function R ν introduced in two dimensional problem considered in [Cap12] is
where i 2 = −1. For any ν > 0 and any x such that J ν (x) = 0, we write
The properties of the function R t were studied in [Cap12] for any t ≥ 1. When t is an integer, R t is the reflection coefficient associated to problem (1.2) in dimension 2. Note that the identities (3.13)
We introduce the notations
Then, the reflection coefficient corresponding to (1.2) is given by r n (x, λ) = −u n u n + iv n .
If we introduce for any t ∈ R, outside the zeroes of j t− 1 2 (x) and y t− 1 2 (x),
, and s t (x) = − x t
we can rewrite, when λx is not a zero of j n (x), j n (λx) or y n (x),
From (3.13) it follows that for any t > 0,
where these functions are defined. This in turns implies that
and this identity extends to the zeroes of j n (x), j n (λx) or y n (x) by continuity.
The following Lemma then follows mostly from [Cap12] .
Lemma 3.3. For any λ > 0 and n ≥ 0,
• For x ∈ (0, min(1/λ, 1)ν) we have
• Furthermore, when 0 < max(λ, 1)x < 1 2
and when 0 < max(λ, 1)x < ν and n ≥ 1,
• When λ < 1 and n ≥ n 0 (λ), we have
• When λ > n 1 (λ) there exists x n < α ν,1 /λ such that
Proof. The existence of x n satisfying (3.19) follows from Proposition 2.4. Thanks to Proposition 3.2, and because for any n ≥ 0, we have
, the inequalities (3.14), (3.15) and (3.18) are proved when n ≥ 1 in [Cap12] , Lemma 7.1. We will now check that (3.14) holds when n = 0. From (3.5) there holds
we have for all x ∈ (3/5, π/2)
The zero α We have from Proposition 3.2, for n = 0, 1, 2
and using the Wronskian identity satisfied by J n+
(x) and the recurrence relations satisfied by Bessel functions, we obtain (see [Cap12] for details) that
(λx) .
Note that g n+ In particular, it is easy to show that g n+ 1 2
is decreasing on (0, α
).
When n = 0, we have the following bound for all 0 < x < min(3/5, α
As a consequence,
Which concludes the proof of (3.14) when n = 0. For any n = 0, 1, 2, and max(λ, 1)x < n + 1 2 , we have
To proceed, note that
is negative and decreasing, and for
Thus a Taylor expansion shows that for 0
Inserting (3.22) in (3.21) together with the values of M 0 and κ 0 , we obtain |s 0 (x)| ≤ 2 2 3 |λ − 1| max(λ, 1)x 2 for all 0 < 2 max(λ, 1)x ≤ 1, which implies (3.15), and (3.16) since |j 0 (x) | ≤ 1. Inserting (3.22) in (3.21) together with the values of M n and κ n for i = n and n = 2, we obtain for x ≤ n + 1 2
In particular, for all x ≤ 1, we have (3.25) j 1 (x) ≤ x exp 1 7 j 1 (1) , and j n (x) ≤ x 2 exp 1 9 j n (1) for n ≥ 2.
Combining (3.23), (3.25) and (3.15) we obtain (3.17).
We may now conclude the proof of Theorem 2.1.
Proof of Theorem 2.1. For convenience we write A := u s ε (|x| = R) H σ . Formula (3.9) shows that
Note that x h
(1)
n (x) is decreasing (see e.g. [Wat95] § 13.74), therefore for all R ≥ ε,
Estimate (3.15) in Lemma 3.3 shows that when max(λ, 1)
Inserting this bound in (3.26) we obtain
, which is estimate (2.2). Using (3.17) instead, we obtain for n ≥ 1 and ω ε ≤ 1,
Inserting this bound in (3.26) together with (3.16) we obtain
which proves (2.3) since |a 0 | = |u i (0)|. Let us now turn to (2.4). Formula (3.9) shows that
We define two sets of indices,
n (x) is decreasing, estimate (3.14) shows that for all n ∈ I, we have
On the other hand, ν < α
(1) ν,1 < β ν,1 , therefore when n ∈ J, max(λ, 1)ω ε ≥ α
(1) ν,1 , and it is known (see [Wat95] § 13.74) that when x > n,
is an increasing function of x with limit 2/π. Furthermore, it is also known (see [Wat95] § 15.3) that for all n ≥ 0
Therefore, since |r n (ω ε , λ) | ≤ 1, we have
On the other hand, 2 π max(λ, 1)ω ε H
As it is known (see [Lan00] ) that for all n ≥ 0 (3.28) 0.539
We have obtained that, for n ∈ I ∪ J,
Inserting this bound in (3.27), we obtain (2.4).
Proof of Proposition 2.2. To prove Proposition 2.2, we shall use the following intermediate result, related to Bessel functions.
Lemma 3.4. For any n ≥ 0, there holds
For any λ > 1, n ≥ 1, and R λε ≤ 1, there holds
We prove this lemma below. We can now conclude the proof of Proposition 2.2.
Proof of Proposition 2.2. Let us start with the case λ < 1. Starting as before from formula (3.9), we have
Using now the bounds (3.31) in Lemma 3.4 and (3.18) in Lemma 3.3, we have
as claimed. We now turn to the case λ > 1. Note that for all q ≥ 1, using the upper bound given in (3.34) we see that α q+ 1 2 ,1 < 6q. Therefore, choosing for each q the frequency x q given by Lemma 3.3, we have
The conclusion follows from estimate (3.32).
Proof of Lemma 3.4. To estimate the maximum of |j n (x) |, we proceed as follows. Note that the maximal value occurs at the first positive solution of j ′ n (x) = 0, which we will denote γ ν,1 . We compute that
It is known (see e.g. [Cap12] Proposition A.1) that for x < ν and ν > 1,
Next, note that from (3.28), and the bound ν < α
ν,1 we have
On the other hand, ν → ν 1/3 J ν (ν) is an increasing function (see [Wat95] § 15.8), therefore
It is well known (see e.g. [OLBC10] ) that for all x > 0, |h
Combining these two bounds we obtain that
Together with (3.33) this shows that
Let us now turn to (3.32). It is known (see [QW99] ) that Then, using (3.34) we find
It is known (see [Par84] ) that for all x < ν,
r ν , where ln r ν = ν 5/6 ln R ελ
is increasing for x < 1, we have
Using the definition of M (3.35), we see that the right hand side of this last inequality is an explicit function of ν −1/2 c(ν), which is negative when ν −1/2 c(ν) < 2.18. Using (3.34), we see that for ν −1/2 c(ν) < 2.16 for all ν ≥ 3/2. Thus for all ν ≥ 3/2, there holds
. Next, we note that
where it equals (πν) −1 . Therefore
, and, using that
Let us now suppose that 1
. Since x → x −1 exp(x − 1) is decreasing when x ≤ 1, we obtain an upper bound on
by replacing R/(ελ) by its lower bound and c(ν) by its upper bound, given in (3.34). The resulting expression is an explicit increasing function of n, with limit exp(2A 
therefore when x ≤ α ν,1 .
(3.38) h
The bounds (3.37) and (3.38) show that when 1
. Combining (3.36) and (3.39) we have obtained that (3.39) holds for all λ ≥ 1, all n ≥ 1 and all R ≤ ελ. To conclude, note that using (3.30) we have 1 15
3.3. Proof of Theorem 2.5. The proof of Theorem 2.5 follows the line of the proof of the corresponding result in the two-dimensional case proved in [Cap12] .
The first step is the following proposition.
Proposition 3.5. For any 0 < τ ≤ 1 4 and λ > 7, we define
where I ν,k (τ ) is defined by
and where K(λ, n) is the set of all positive n such that α
When n = 0, the same result holds for τ < Proof. First, note that Lemma 3.3 shows that (0, α
ν,1 /λ) ⊂ A ν,k (τ ). Furthermore, we have shown in the proof of Theorem 2.1 that when ω ε ≥ α
Thirdly, using the bound |r n (ω ε , λ) | ≤ 1, we see that when ν < ω ε < α
(1) ν,1 , we have
< λx. Finally, λ 2 < 1.05(λ 2 − 1) when λ ≥ 7, thus for any τ ≤ 3/4, we have obtained that
. since x/k(x) is increasing on (0, 1/2), and η k > α is a convenient choice (but any number smaller than α The second step is to use Proposition 3.5 to derive an estimate for the scattered field, for large enough contrast.
Lemma 3.6. Suppose λ > 7. Let η max be the following decreasing function of the contrast If ω ε ∈ ∞ n=1 B n,τn , we have thanks to Proposition 3.5 ∞ n=p0 n m=−n a n,m (2ν) σ r n (ω ε , λ) h 
10
≤ η.
To conclude, note that the set of excluded frequencies for √ q 0 ω is 1 ε ∞ n=1 B n,τn . We can now conclude the proof of Theorem 2.5.
Proof of Theorem 2.5. When 0 < λ ≤ 1, Theorem 2.1 implies Theorem 2.5, with I = ∅. When 1 < λ ≤ ε −2/3 . Theorem 2.1 shows that for all R ≥ ε 1/3 , we have 
