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Robotics research has been developing rapidly in the past decade. However, in 
order to bring robots into household or office environments and cooperate well with 
humans, it is still required more research works. One of the main problems is robot 
localization and navigation. To be able to accomplish its missions, the mobile robot needs 
to solve problems of localizing itself in the environment, finding the best path and 
navigate to the goal. The navigation methods can be categorized into map-based 
navigation and map-less navigation. In this research we propose a method based on neural 
networks, using a depth image camera to solve the robot navigation problem. By using a 
depth image camera, the surrounding environment can be recognized regardless of the 
lighting conditions. A neural network-based approach is fast enough for robot navigation 
in real-time which is important to develop the full autonomous robots.  
In our method, mapping and annotating of the surrounding environment is done 
by the robot using a Feed-Forward Neural Network and a CNN network. The 3D map not 
only contains the geometric information of the environments but also their semantic 
contents. The semantic contents are important for robots to accomplish their tasks. For 
instance, consider the task “Go to cabinet to take a medicine”. The robot needs to know 
the position of the cabinet and medicine which is not supplied by solely the geometrical 
map. A Feed-Forward Neural Network is trained to convert the depth information from 
depth images into 3D points in real-world coordination. A CNN network is trained to 
segment the image into classes. By combining the two neural networks, the objects in the 
environment are segmented and their positions are determined. 
We implemented the proposed method using the mobile humanoid robot. 
Initially, the robot moves in the environment and build the 3D map with objects placed 
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in their positions. Then, the robot utilizes the developed 3D map for goal-directed 
navigation.  
The experimental results show good performance in terms of the 3D map 
accuracy and robot navigation. Most of the objects in the working environments are 
classified by the trained CNN. Un-recognized objects are classified by Feed-Forward 
Neural Network. As a result, the generated maps reflected exactly working environments 
and can be applied for robots to safely navigate in them. The 3D geometric maps can be 
generated regardless of the lighting conditions. The proposed localization method is 
robust even in texture-less environments which are the toughest environments in the field 
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CHAPTER 1  
INTRODUCTION 
1.1 Background 
Humanoid robots are developing rapidly in the past decades. Unlike other kinds 
of robots, humanoid robots can navigate in the environment to implement their tasks. 
They can operate in office environments or household environments in order to help 
people in their busy life. They can help human with tough missions such as rescue or 
explore the region where human cannot reach such as deep oceans, cold areas, high 
mountains or other planets. The development of a high level of automation robot can help 
human to improve their life quality, reduce the burdens of life. They also can assist the 
disability or elderly people to have an easier life. It has a considerable impact on the 
economy and society due to the increasing demands of high quality, safe, lightweight and 
environment-friendly robots. The development of industrial robotic systems remains a 
complicated, costly and highly time-consuming operation. In performing domestics tasks 
such as cleaning, picking and carrying food or household item from one room to another, 
a mobile humanoid robot is required to autonomously explore the working environments, 
localize itself, find the best path, navigate to the target position while avoiding obstacles. 
In this thesis we proposed a method based on neural network using depth image camera 




Day by day, human life becomes busier. The development of autonomous mobile 
robots is an urgent requirement to improve human life quality. In order to bring robots 
into human life environments such as office or household, robots need to be more 
“intelligent” and require many researches works to solve the problem of navigation, 
safety… Robots need to understand the working environment better. For example, 
consider the task “going to cabinet to get the medicine”. First, robots need to know where 
the cabinet and medicine are. Second, find the best path to navigate to the cabinet and 
finally navigate to the cabinet to take the medicine. In order to accomplish the above 
sequence of tasks, it is required a map of the operating environment. The map not only 
contains geographic information but also the semantic content. These problems motivated 
us to accomplish the research to find out a complete method of robot navigation. We 
utilized neural networks to build 3D semantic maps. The navigation tasks are done by 
training the robot to navigate in the environment using Neural Networks.   
1.3 Objectives 
The objective of this work is to develop a navigation method which can help 
robots to explore the environment autonomously and learn how to navigate to the target 
location. All the tasks are implemented on a humanoid robot. Therefore, the method needs 
to be is lightweight, require less computation. The robot can also cope with the lighting 
conditional changes, environment changes, static environment and dynamic 
environments. The aim of this work is to develop a fully autonomous robot that can 
explore an unknown environment and works in that environment. Another objective is to 
build a biologically motivated robot that uses only the visual sensor to accomplish the 
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tasks that is like all the species in the world. The robot builds the map, navigate and avoid 
obstacles using the depth image camera.  
1.4 Method overview 
 In this research, we proposed a complete method for robot autonomously 
navigate in unknown environments. The method is demonstrated in figure 1.1. First, 
robots will autonomously explore the environment and build the 3D map with annotation. 
During mapping, the robot needs to localize itself using a proposed method called “Multi-
feature Image Indexing for robot localization”. After that, a Feed-forward Neural 
Network is trained to control the robot to avoid obstacles. Finally, goal-oriented 
navigation is implemented by using Probabilistic Roadmap (PRM) for path planning and 
Pure Pursuit for path following.  
 
 
Figure 1.1. Robot navigation method 




The development of this thesis can be split into several phases. Robot mapping, obstacle 
avoidance, localization, path planning and vision-based navigation.  
1.5.1 Solving problem of robot localization in the featureless environments using 
multi-feature image indexing 
1.5.2 Light weight 3D Semantic mapping using Neural network 
1.5.3 Navigation in static and dynamic environment based on supervised learning  
1.5.4 Light condition invariance robot localization using depth image camera. 
1.6 Thesis Outline 
The thesis is divided into eight six chapters. A detailed description of each chapter is 
provided to facilitate the understanding and use of this thesis. 
 Chapter 1 introduces this thesis. It discusses the background, motivation, 
objectives, and contributions of the thesis. 
 Chapter 2 presents a literature review of the state of art works, which are related 
our works.  
 Chapter 3 describes the basic theory and 3D mapping methodology  
 Chapter 4 presents localization and navigation methodology 
 Chapter 5 presents the experimental results 
 Chapter 6 concludes the thesis and discusses the future works that can be drawn 
from this research. 
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CHAPTER 2  
RELATED WORKS 
Robot navigation tasks are usually divided into subtasks such as robot mapping, 
localization, obstacle avoidance, path planning, and path following. The summary of 
relevant research works is reviewed in this chapter. Our literature review has two main 
areas: robot localization and mapping, path planning and obstacle avoidance. 
2.1 Robot localization and mapping 
Robot localization is one of the most fundamental issues in the field of robotic 
research. Many localization methods have been proposed. Some methods use GPS [1–
10], while others use laser ranger finders [11–20] or cameras [21, 22]. Artificial 
landmarks, such as beacons, are also used for localizing robots in the environments [23, 
24]. Vision-based localization is more popular due to the availability of low-cost, 
lightweight, high-resolution cameras. A camera provides rich information about the 
surrounding environment such as color, texture, and shape. In addition, it can be used in 
many environments such as indoors, outdoors, or even underwater. 
2.1.1 Vision-based robot localization 
Vision-based robot localization is widely used in research for robot navigation. 
The common idea is matching the geo-tagged image in a dataset with the currently 
captured image. Many methods for image matching have proposed either using direct 
matching or feature matching. The most widely used descriptor is Scale-invariant feature 
transform (SIFT) described by Lowe [25], which uses a histogram of gradient orientation 
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and a multi-scale approach. Work derived from the SIFT descriptor includes Morel and 
Yu [26] who use affine transformation to make the descriptor more robust or Tola et al. 
[27] who use a circular mask to sample neighborhood points. Another widely used 
descriptor is Speeded up robust features (SURF) described by Lepetit and Fua [28], which 
is based on SIFT but uses wavelet decomposition to reduce computation time while 
delivering comparable results. Mikolajczyk and Schmid [29] cross-compared some of the 
descriptors and showed which of them are robust to any geometric transformation. 
Bhuvana et al. [30] proposed an image retrieval method based on SURF features. 
Bouteldja et al. [31] used SURF features and a bag of visual words to retrieve the image. 
Hongwen Kang [32] proposed an algorithm called Re-Search to match the query image 
with the pre-captured images. Based on the geo-tagged of the matched images, the robot’s 
position can be determined.  
Many methods used SIFT features for robot navigation. S.Se et al. [33] used 
SIFT features as landmarks in unmodified dynamic environments. These 3D landmarks 
are localized, robot ego-motion is estimated by matching them, taking into account the 
feature viewpoint variation. Hashem Tamimi [34] proposed a method to reduce the 
number of SIFT features extracted for robot localization.  A.Gil et al. [35] present a 
localization method based on the Monte Carlo algorithm. The authors take advantage of 
the use of a vision sensor. They use SIFT features as visual landmarks for the global 
localization of a mobile robot. C.Weiss [36] combined SIFT features and global image 
features in order to reduce the processing time while remaining exact as in SIFT features. 
Luke Ledwich et al. [37] present a method to reduce the size, complexity and matching 
time of SIFT feature sets for use in indoor image retrieval and robot localization. They 
take advantage of the structure of typical indoor environments to reduce the complexity 
of each SIFT feature and the number of SIFT features required to describe a scene. Jana 
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Košecká and Xiaolong Yang [38] divided the environment into several locations, each 
characterized by a set of scale-invariant keypoints. The descriptors associated with these 
keypoints can be robustly matched despite the changes of contrast, scale, and affine 
distortions. The misclassifications due to dynamic changes in the environment or inherent 
location appearance ambiguities are overcome by exploiting the location neighborhood 
relationships captured by a Hidden Markov Model.  
SURF features are also applied for vision-based robot localization. A. Murillo et 
al. [39] proposed a method that uses SURF features to improve the performance of 
appearance-based localization methods that perform image retrieval in large data sets. 
This feature is integrated with a vision-based algorithm that allows both topological and 
metric localization using omnidirectional images in a hierarchical approach. It uses 
pyramidal kernels for the topological localization and three-view geometric constraints 
for the metric one. K.Guan et al. [40] proposed an indoor localization system for 
performing fine localization and less latency with more prior information, including tile 
angel and the relative height between camera optical center and origin in reference 
coordinate system (RCS). The system is divided into two stages: offline stage and online 
stage. SURF and learning line methods are performed by establishing an image database 
in the offline stage, which makes preparation for the next stage. In the online stage, 
position and direction angle's estimation are performed by the homography matrix and 
learning line. H. Badino [41] used SURF features for topometric localization (a 
combination of topological and metrical localization).  A topometric map is created by 
driving the route once and recording a database of SURF features. The vehicle then 
localizes by matching features to this database at runtime. The authors employ a discrete 
Bayes filter to estimate the most likely vehicle position using evidence from a sequence 
of images along the route in order to increase the reliability of image matching results. 
8 
 
Satoshi et al. [42] proposed the method of self-localization for mobile robots using a 
cheap USB camera to recognize the landmark in the environment. The proposed method 
uses SURF that is the robust method to recognize landmarks, then positions the mobile 
robot based on the results of SURF. David Wong et al. [43] proposed a novel method that 
uses the scale of matched SURF image features and Dynamic Time Warping to perform 
stable localization. By comparing SURF feature scales between input images and a pre-
constructed database, stable localization is achieved without the need to calculate the 
fundamental matrix. In addition, 3D information is added to the database feature points 
in order to perform lateral localization, and therefore lane recognition.  
Other feature descriptors are also used for robot localization. Ethan Rublee [44] 
proposed a binary descriptor based on BRIEF, called ORB, which is rotation invariant 
and resistant to noise. The authors claimed that ORB is at two orders of magnitude faster 
than SIFT while performing as well in many situations. Li Dong et al. [45] made use of 
the merits of both multi-class and bi-class HOG-based detectors to form a three-stage 
algorithm at low computing cost. In the first stage, the multi-class classifier with coarse 
features is employed to estimate the orientation of a potential target object in the image; 
in the second stage, a bi-class detector corresponding to the detected orientation with 
intermediate-level features is used to filter out most of the false positives; and in the third 
stage, a bi-class detector corresponding to the detected orientation using fine features is 
used to achieve accurate detection with low rate of false positives. Christian Weiss et al. 
[46] used Integral Invariants for outdoor environments. First split the image into a grid of 
sub-images. Then calculate integral invariants for each grid cell individually and 
concatenate the results to get the feature vector for the image. The authors combine the 
method with a particle filter to improve the localization results. Baptiste Charmette et al. 
[47] proposed a new image matching method using a local 3D model of the features that 
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exploits the motion model of the robot. The method is then combined with prediction 
models to achieve autonomous navigation of a mobile robot. 
2.1.2 SLAM 
Simultaneous localization and mapping (SLAM) method is a widely researched 
topic in the field of robotics. SLAM is a technique of building a map of the environment 
and estimating the state of the robot in the map in which it is moving, simultaneously. 
SLAM is first introduced in 1986 by R.C. Smith and P. Cheeseman [49]. Some other 
pioneering work was conducted by Hugh F.Durrant-Whyte in 1990 [50]. Stanley and 
Junior cars, led by Sebastian Thrun won DARPA Grand Challenge and came second in 
the DARPA Urban Challenge in the 2000s, and included SLAM systems, bringing SLAM 
to worldwide attention. Many types of SLAM had been proposed such as EKF SLAM 
[49], Fast SLAM [51], L-SLAM [52], GraphSLAM [53], Occupancy Grid SLAM [53] , 
DP-SLAM [53], Parallel Tracking and Mapping- PTAM [54], LSD-SLAM [55], S-
PTAM [56], ORB-SLAM [57], OrthoSLAM [58], MonoSLAM [59], CoSLAM [60], 
SeqSLAM [61], iSLAM [62], CT-SLAM [63], RGB-D SLAM [64].  
Many types of sensors can be used for SLAM such as LRF, cameras, inertial 
sensors, GPS.  Recently, most of the researches using cameras because of its availability, 
lightweight, easy to set up and provide rich information about the environment. Takafumi 
et al [65] made a survey on visual SLAM. They had categorized visual SLAM into 
Feature-based SLAM, Direct method, RGB-D methods. In each category, they listed 
several methods. Feature-based SLAM has MonoSLAM [59], PTAM [54], ORB-SLAM 
[57]. Direct method has DTAM [66], LSD-SLAM [55], SVO [67], DSO [68]. RGB-D 
SLAM has KinectFusion [69], SLAM++ [70]. 
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The lighting condition is also a key issue that affects the performance of vision-
based SLAM [71]. Some research works that try to improve the accuracy of SLAM have 
been proposed. Jonghoon Ji et al. [72] used both vanishing points and door plates as the 
landmarks for EKF SLAM to increase the stability of the SLAM process in the corridor 
environment. 
2.1.3 Localization and Mapping in Texture-less Environments. 
Some of the methods can be applied in texture-less environments. Watanabe et 
al. [48] proposed a method for a mobile robot to navigate in texture-less environments 
using an omnidirectional camera. The lines extracted from the sequence of at least three 
images were matched to estimate the camera movement. The method makes an 
environment map consisting of 3D edge points obtained from omnidirectional camera 
images and estimates the locations of planes by analyzing these 3D edge points so that 
the robot can autonomously travel while avoiding walls as obstacles. Khalid Yousif et al. 
[73] proposed a 3D SLAM method using Rank Order Statistics (ROS) which can be 
applied in texture-less environments. The proposed method is based on a novel 
informative sampling scheme that extracts points carrying the most useful 3D information 
for registration. The aim of the proposed sampling technique is to informatively sample 
a point cloud into a subset of points based on their 3D information. The flatness of a point 
is measured by applying a ROS based robust segmentation method to surface normal in 
its local vicinity. The extracted keypoints from sequential frames are then matched and a 
ROS based robust estimator is employed to refine the matches and estimate a rigid-body 
transformation between the frames. Ryosuke Kawanishi et al. [74] proposed a 
reconstruction method for a 3D structure using sequential omnidirectional images in an 
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artificial environment. The proposed technique uses an omnidirectional camera and line 
based SfM. Directions and locations of lines are estimated simultaneously with 3D 
camera movements. A 3D model of the environment is constructed from measurement 
results of lines and edge points.   
2.1.4 Semantic mapping 
In order to develop a fully autonomous robot, the maps are required not only 
contain geometrical information but also the semantic contents. Recently, there are 
several methods that are proposed for semantic 3D mapping. John McCormac [75] 
proposed a method called SematicFusion to build a semantic map using a Convolutional 
Neural Network. In the research, they used ElasticFusion SLAM to build a 3D map. CNN 
is used to segment 2D images into classes. Finally, they fuse the two components using 
Bayesian update to build the final dense semantic map. Stückler et al. [81] and 
Hermans et al. [82] both aim towards a dense semantically annotated 3D map of indoor 
scenes. They both obtain per-pixel label predictions for incoming frames using Random 
Decision Forests. They both fuse predictions from different viewpoints in a classic 
Bayesian framework. Stückler et al. [81] used a Multi-Resolution Surfel Map-based 
SLAM system capable of operating at 12.8Hz. Hermans et al. [82] registered the 
predictions in the reference frames using only camera tracking. Their run-time 
performance was 4.6Hz. Shichao Yang [83] propose an incremental and (near) real-time 
semantic mapping system. A 3D scrolling occupancy grid map is built to represent the 
world. They utilize the CNN segmentation as prior prediction and further optimize 3D 
grid labels through a novel CRF model. Superpixels are utilized to enforce smoothness 
and form robust P N high order potential. Efficient mean-field inference is developed for 
12 
 
graph optimization. Abhijit Kundu [84] proposed a 3D semantic mapping using 
monocular image stream. Their framework produces a 3D volumetric semantic + 
occupancy map. They derive a Conditional Random Field (CRF) model defined in the 3D 
space, that jointly infers the semantic category and occupancy for each voxel. They use 
class-specific semantic cues that constrain the 3D structure in areas where multiview 
constraints are weak. They also make use of class-specific semantic cues to reduce either 
the degree of such higher-order factors, or to approximately model them with unaries if 
possible. Vibhav Vineet [85] build on a recent hash-based technique for large-scale fusion 
and an efficient mean-field inference algorithm for densely connected CRFs to present 
the system that can perform dense, large-scale, outdoor semantic reconstruction of a scene 
in (near) real-time. They also present a ‘semantic fusion’ approach that allows handle 
dynamic objects more effectively. Alexander Hermans [86] proposed a novel 2D-3D label 
transfer based on Bayesian updates and dense pairwise 3D Conditional Random Fields. 
They used 2D semantic segmentation to create a consistent 3D semantic reconstruction 
of indoor scenes.  They also proposed a fast 2D semantic segmentation approach based 
on Randomized Decision Forests. Sunando Sengupta [87] proposed an algorithm to 
generate a dense 3D map with associated semantic labelling. The inputs to the algorithm 
are street-level stereo image pairs acquired from a camera mounted on a moving vehicle. 
The depth-maps, generated from the stereo pairs across time, are fused into a global 3D 
volume online in order to accommodate arbitrary long image sequences. The street-level 
images are automatically labeled using a Conditional Random Field (CRF) framework 
exploiting stereo images, and label estimates are aggregated to annotate the 3D volume. 
Sunando Sengupta [88] solved the problems of image labelling and 3D mapping by 
embedding an octree into a hierarchical robust P N Markov Random Field. This help to 
jointly infer the multi-resolution 3 D volume along with the object-class labels, all within 
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the constraints of an octree data structure. The octree representation is chosen as this data-
structure is efficient for further processing such as dynamic updates, data compression, 
and surface reconstruction. Zhe Zhao et al. [89] proposed method to generate 3D semantic 
maps for an indoor scene. They create a 3D reconstructed map from RGB-D image 
sequences firstly, then jointly infer the semantic object category and structural class for 
each point of the global map. 12 object categories (e.g. walls, tables, chairs) and 4 
structural classes (ground, structure, furniture and props) are labeled in the global map. 
In order to get semantic information, they compute semantic segmentation for each RGB-
D image and merge the labeling results by a Dense Conditional Random Field. They used 
temporal information and higher-order cliques to enforce the label consistency for each 
image labeling result.  Xuanpeng Li et al. [90] combined the state-of-art deep learning 
method and semi-dense Simultaneous Localization and Mapping (SLAM) based on video 
stream from a monocular camera. 2D semantic information are transferred to 3D mapping 
via correspondence between connective Keyframes with spatial consistency. There is no 
need to obtain a semantic segmentation for each frame in a sequence, so that it could 
achieve a reasonable computation time. Cheng Zhao et al. [76] used Pixel-Voxel Neural 
Network to build a 3D dense semantic map. The author leverages the advantages of 
Pixelnet and Voxelnet to form a Pixel-Voxel Network which can simultaneously build a 
3D map and labeling the semantic category on the map. Justin et al. [77] proposed a 
method called PRISM to build the semantic map by having the robot recognize the door 
sign and annotate it on the map. Similarly, Case et al. [78] also proposed a method that 
extracted the text from signs such as door placards. Malcolm et al. [79] segment the map 
into regions such as rooms or corridors. They made convolution between the distance 
image of the map and a circular kernel then grouping pixels of the same value. Then the 
segmentation is done based on these pixel values. Bormann et al. [80] review the literature 
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on room segmentation. They categorize the segmentation method into Morphological 
Segmentation, Distance Transform-Based Segmentation, Voronoi Graph-Based 
Segmentation, and Feature-Based Segmentation. According to the author’s comparison, 
Voronoi based method gave a better result. 
2.2 Path planning and obstacle avoidance 
Currently, many algorithms have been developed for real-time path planning and 
obstacle avoidance [114]. Among them, Probabilistic Roadmap (PRM), Artificial 
potential field, Rapid-exploring random trees (RTT), Fuzzy logic, Genetic Algorithm, A* 
algorithm, and particle swarm optimization are well known. Lately, reinforcement 
learning for robot navigation in which robots learn by itself to navigation in the 
environment is a potential method that attracted many researchers. 
2.2.1 Probabilistic Roadmap (PRM) 
PRM is a sampling-based algorithm that comprises of networks of connected 
nodes in a map based on free and occupied spaces to find an obstacle-free path from start 
to endpoint. PRM is first presented by Lydia E. Kavraki [91]. It is also developed 
independently at different sites [92, 93, 94, 95, 96, 97]. PRM path planner includes two 
phases: the construction phase and the query phase. In the first phase, random nodes are 
created. The number of nodes can be customized to fit the complexity of map to find the 
most optimal collision-free path. After that, it uses a network of connected nodes to find 
an obstacle-free path from a start to an end location. Finally, the path between the initial 
position and target position is obtained using Dijkstra’s shortest path query.  
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There are many research works that tried to improve the PRM algorithm [101, 
102, 103, 104, 105, 111,112,113]. Roland Geraerts et al. [98] made a review of the 
proposed PRM algorithms. Nancy M. Amato et al [99] proposed a method called obstacle 
based PRM for 3D workspaces. The authors evaluated various node generation strategies 
in order to select the best strategy for each type of object. R. Bohlin et al [100] proposed 
Lazy PRM to minimize the running time of the planner. In contrast with PRMs, Lazy 
PRM initially assumes that all nodes and edges in the roadmap are collision-free and 
search the roadmap at hand for the shortest path between the initial and the goal node. 
The nodes and edges along the path are then checked for collision. If a collision with the 
obstacles occurs, the corresponding nodes and edges are removed from the roadmap. The 
planner either finds a new shortest path, or first updates the roadmap with new nodes and 
edges, and then searches for the shortest path. The above process is repeated until a 
collision-free path is returned. The difference between original PRM and improved PRM 
is that the former builds the roadmap using feasible paths, while the latter builds the 
roadmap using randomly selected collision free paths  
PRM is applied to many different types of motion planning problems. J. Cortes 
et al. [106] apply PRM for path planning for closed kinematic chains. L. Han [107] 
proposed a PRM method based on kinematics for a closed chain system. C. Holleman 
[108] applied PRM for a flexible surface patch. F. Lamiraux [109] applied PRM for 
elastic objects under manipulation constraints. S. Sekhavat [110] proposed a method for 
nonholonomic robot path planning. 
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2.2.2 Rapidly-Exploring random trees 
Rapidly-exploring random trees (RRT) is first introduced by Steven M. Lavalle 
[120]. It is specifically designed to handle nonholonomic constraints (including 
dynamics) and high degrees of freedom. In RRT, initially a source node or tree is created 
at the start point which expands or extends randomly, further to branches of the tree within 
the workspace, ultimately leading to an optimal collision-free path which is near to goal 
or destination node. Some later works apply RTT for path panning [121, 122, 123]. 
Fragkopoulos et al. [121] proposed a method based on RTT for manipulation motion that 
the authors called Cell based Bi-directional Rapidly exploring Random Trees 
(CellBiRRT). Garrote et al. [ 122] applied RTT for mobile robot and automated vehicle 
navigation. They incorporated an RRT-based dynamic path planning and a path-
following controller. Seif et al. [123] proposed RTT* method for path planning in 
dynamic environments. This method is a combination of the algorithm of asymptotic 
optimal Rapidly-Exploring Random Tree (RRT*) for mapping the executable path with 
image processing techniques for recognizing the situation of fixed and moving obstacles 
at different times 
2.2.3 A* Algorithm 
A* algorithm is first introduced in 1986 by Peter Hart et al. [138]. It was an 
extension of Dijkstra’s algorithm [139]. This algorithm used a heuristic function to 
evaluate a node in terms of the best path to go through that node. It browses these nodes 
in the order of this heuristic evaluation. Because A* stored all the generated nodes in 
memory, it cost computational resources and complexity. However, A* is still the best 
solution in many cases. W.Zeng et al. [140] evaluated the algorithms of the Gallo–
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Pallottino (GP) class of SPAs and three different implementations of the A* algorithm 
applied to road networks. From the experimental results, the authors concluded that on 
real road networks, the A* algorithm is more efficient than the GP class algorithms 
especially when the network’s size is increased. Junfeng Yao et al. [141] modified the A* 
algorithm by weighted processing of evaluation function in order to reduce the 
computational time. The proposed method is effective and accurate in finding a feasible 
path in unknown environments. There are many works tried to improve the A* algorithm. 
Basic Basic Theta* [142] is an extension of A* algorithm, which resides in the test of the 
visibility between cells. This means that if the tested cell has direct visibility to the cell 
included in the selected sequence, the cells between them are ignored. In this way, only 
cells, which robot has to pass, are found. These cells are characterized also with the 
change of the robot’s orientation. Phi* algorithm [143] is an extension of the Basic Theta* 
algorithm. The extension resides in the recording of a local predecessor of each evaluated 
cell. Logically, this predecessor is one of the neighborhood cells (by the definition of 
Basic Theta*). This algorithm also records two angles for each cell. These angles define 
the range in which the predecessor can be found (Fig. 3). This property of Phi* algorithm 
allows in some restrictive way to introduce the dynamics of the robot into the calculation 
of the algorithm. Another method of how to reduce the amount of the examined cells is 
Jump Point Search (JPS) [144], which can be directly applied to A* algorithm. The 
principle of this method is the cropping of neighborhood cells in the surroundings of the 
actually evaluated cell. František DuchoĖ et al. [145] evaluated some modified A* 
algorithm. They concluded that JPS is the best algorithm in terms of computational time. 




2.2.4 Artificial potential field 
Potential field approach was first proposed by Khatib [115]. The artificial 
potential field method assumes the robot moving in an abstract artificial force field. The 
artificial field consists of a repulsive potential field and an attractive potential field in the 
workspace. The potential force has two components: attractive force and repulsive force. 
The goal position produces an attractive force which makes the mobile robot move 
towards it. Obstacles generate a repulsive force, which is inversely proportional to the 
distance from the robot to obstacles and is pointing away from obstacles. The robot moves 
from high to low potential field along the negative of the total potential field. 
Consequently, the robot moving to the goal position can be considered from a high-value 
state to a low-value state. L.Huang [116] proposed an APF based path planning method 
for dynamic environments. The robot’s planned velocity is determined by relative 
velocities as well as relative positions among robot, obstacles, and targets. MC Lee [117] 
proposed a method to solve the local minimum problem of APF based path planner. They 
used a concept called virtual obstacles which are located around local minimum to repel 
robot from local minimums. Similarly, Lijuan Xie et al. [118] also tried to solve the 
problem of local minimum. They integrated virtual water-flow with APF to guide robots 
in unknown or unstructured environments. Alaa A. Ahmed et al. [119] improved the APF 
method by using particle swarm optimization.   
2.2.5 Methods based on Fuzzy Logic 
Fuzzy logic was developed by Zadeh in 1965. In fuzzy logic, a variable may 
have true values at any number between 0 and 1. It is applied to many fields. In the field 
of robotic, it is applied to solve problems of path planning. Meng Wang et al [124] used 
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fuzzy logic to address the local path planning to escape from local minimum during goal-
oriented robot navigation in unknown environments. In this method, the robot direction 
is selected based on the risk index which is calculated using fuzzy logic. Hajer Omrane 
[125] used only one fuzzy logic controller for robot navigation and obstacle avoidance. 
They used two input distance and angle orientation for the fuzzy logic controller. Output 
is the speed of right wheel and left wheel. Singh et al. [126] designed a fuzzy logic 
controller for static environments with input is the angle between the robot orientation 
and the robot target orientation (i.e. robot rotation angle) and the distance measured by 
the ultrasonic sensor from the obstacle to the orientation. Many other research works used 
fuzzy logic for path planning and obstacle avoidance [127, 128, 129]. 
2.2.6 Methods based on Genetic Algorithm 
GA is an algorithm inspired by the process of natural selection. It is used to find 
an optimized solution through operators such as mutation, crossover, and selection. GA 
was first introduced by John Holland [130] ad is extended by David E.Goldberg [131, 
132]. It starts with a population of randomly generated individuals. The more fit 
individuals are selected and are modified to form a new generation. The algorithm 
terminates when either a maximum number of generations has been produced, or a 
satisfactory fitness level has been reached for the population. Many path planning 
methods based on GA had been introduced. Woong-Gie Han et al. [133] used GA to 
generate the goal-directed dynamic path. The fitness value is calculated based on the 
length of the generated path and distance to the obstacles. The authors decreased the 
search space by projecting the two-dimensional data to one dimension. Jianping Tu et al. 
[134] propose a GA based path planning for both static and dynamic environments. A 
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genetic algorithm with a variable length chromosome has been developed to generate an 
optimal or near-optimal obstacle-avoidance path for a mobile robot. Yanrong Hu et al. 
[135] proposed a knowledge-based genetic algorithm for mobile robot path planning. The 
GA uses a simple and unique robot path representation that combines grids and 
coordinates environment representations. The genetic algorithm incorporates the domain 
knowledge into its problem specific genetic operators in order to solve problems of path 
planning in complex static and dynamic environments. Adem Tuncer et al. [136] 
improved GA for path planning in dynamic environments. The method solved problems 
of infeasible path and premature convergence by improving the mutation operator. 
Xiaolei Zhang et al. [137] proposed a method for path planning in dynamic environments 
based on visible space and improved genetic algorithm. They introduced the concepts of 
visible space, new coding form, and new mutation operators in order to obtain the global 
optimal solution quickly, a feasible path and reduce the calculating complexity. 
2.2.7 Particle swarm optimization 
Particle swarm optimization (PSO) is a form of previously known population 
evolution algorithms such as Genetic algorithm (GA), Ant colony algorithm. However, it 
differs from GA in that it is more about using interactions between individuals in a 
population to explore search space. The algorithm is motivated by the behaviors of bird 
flocks. PSO is introduced by James Kennedy and Russell C. Eberhart [146]. PSO 
algorithm has three stages: (1) Evaluate the fitness of each particle, (2) Update the best 
fitness, local and global best position, (3) Update velocity and position of each particle. 
The processes are repeated until a stop condition is reached. PSO is used for solving many 
optimization problems including path planning. Qiaorong zhang et al. [147] used PSO to 
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find global paths in static environments. The authors first described obstacles in the 
environments as polygons and the vertex of obstacles are numbered from 1 to n. The 
number of obstacles’ vertexes is used to describe the workspace of the mobile robot. 
Secondly, the particle swarm optimization is used to get a global optimized path. Esh 
Vckay et al. [148] used PSO to solve the path planning problem in a partially known 
environment. Global path planning is performed by using a spatial database of the region 
which is processed using PSO. Local path planning is performed online utilizing 
information from various sensors. Li Lu et al. [149] proposed a method of robot path 
planning in unknown environments based on particle swarm optimization. The method 
firstly transforms the problem of robot path planning into a minimization one, and then 
defines the fitness of a particle based on the positions of the target and the obstacles in 
the environment. The positions of a globally best particle in each iterative are selected 
and reached by the robot in sequence. P. Raja et al. [150] used PSO for path planning in 
dynamic environments. The authors used only valid path sequences in the populations for 
PSO to find obstacle-free optimal paths. Therefore, the optimized path can be found in 
fewer generations. Ellips Masehian et al. [151] used PSO for global path planning and 
Probabilistic Roadmap Method (PRM) for local path planning. PSO is utilized to find not 
only the shortest but also the smoothest path. The smoothness is measured by the 
difference of the angles of the hypothetical lines connecting the robot's two successive 
positions to its goal. Qing Li et al. [152] proposed a global path planning method based 
on Guaranteed Convergence Particle Swarm Optimization (GCPSO). The PSO only 
search in the “active region” which can narrow the search space. It does not re-initialize 
the invalid particles but replaces it by valid neighborhoods. 
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2.2.8 Reinforcement learning for robot navigation 
In recent decades, reinforcement learning (RL) has been widely used in different 
research fields ranging from psychology to computer science. Reinforcement 
learning (RL) is an area of machine learning concerned with how software agents ought 
to take actions in an environment in order to maximize some notion of cumulative reward. 
Reinforcement learning is one of three basic machine learning paradigms, alongside 
supervised learning and unsupervised learning. Reinforcement learning differs from 
supervised learning in not needing labeled input/output pairs to be presented, and in not 
needing sub-optimal actions to be explicitly corrected. Instead, the focus is on finding a 
balance between exploration (of uncharted territory) and exploitation (of current 
knowledge). The environment is typically stated in the form of a Markov decision (MDP) 
because many reinforcement learning algorithms for this context utilize dynamic 
programming techniques. The main difference between the classical dynamic 
programming methods and reinforcement learning algorithms is that the latter does not 
assume knowledge of an exact mathematical model of the MDP and they target large 
MDPs where exact methods become infeasible. 
Many reinforcement learning-based robot navigations have been proposed. Weiyu Zhu et 
al. [153] proposed a reinforcement learning-based mobile robot navigation using stereo 
cameras. The authors combined the static state and dynamic state for state organization 
problems. They mapped the physical state space into small conceptual space in static in 
order to reduce the feature spaces. Jake Bruce et al. [154] solved the problem of high cost 
in training robots to navigate in real-world by leveraging an interactive world model built 
from a single traversal of the environment, a pre-trained visual feature encoder, and 
stochastic environmental augmentation. B. Bischoff et al. [155] proposed a hierarchical 
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Reinforcement learning to solve the problem of complexity and making RL feasible. They 
divided the original task into elementary subtasks and train these subtasks using RL. The 
proposed method includes two hierarchical layers for movement planning and execution, 
using decomposed movement primitives. Mu-Chun Su et al. [156] used reinforcement 
learning to build Fuzzy rules which map the current sensory inputs to appropriate actions 
that can guide the robot to navigate in unknown environments. RL has been used widely 
for solving the problem of robot navigation since it has been proved to give reliable and 
efficient solutions due to its simple and well-developed theory. However, most of the 
researchers who tried to use RL for solving the mobile robot navigation problem dealt 
with static environments because dynamic environments are a more complex problem 
that has an infinite number of states. Jaradat, M. A. K. et al. [157] limited the number of 
states based on a new definition for the state space which can be applied in dynamic 
environments. Gary G. Yen et al. [158] improved the RL for applying in dynamic 
environments by the addition of a forgetting mechanism, use of feature-based state inputs, 
and hierarchical structuring of an RL agent. According to the simulation results, the 
incorporation of a forgetting mechanism did considerably improve the learning times of 
RL agents in a dynamic environment. The inclusion of a hierarchical structure in an RL 
agent resulted in significantly improved performance, specifically when one layer of the 
hierarchy included a feature-based agent for obstacle avoidance and a standard RL agent 
for global navigation. Elizabeth Duane S. Costa et al. [159] proposed a model to provide 
autonomous navigation with a policy modified by information from a greedy heuristic. 






CHAPTER 3  
3D MAPPING METHODOLOGY 
This chapter presents the proposed method for robot 3D map building. Section 
3.1 describes the theory of Feed-Forward neural network and Convolution Neural 
Network which we applied in our research. Section 3.2 presents in detail the proposed 
method.  
3.1 Theory of Neural Network 
3.1.1 Feed-forward Neural Network 
Neural networks are computing systems inspired by biological brains. A neural 
network learns to perform tasks through examples instead of hard programming for 
specific tasks. A neural network is a collection of nodes that are connected by artificial 
neural. Each connection can transmit a signal to other neurons. The “signal” in a neural 
network is a real number, and the output is computed by some non-linear function of the 
sum of its inputs. There are 3 types of neural networks: Feed-Forward Neural Network 
(FFN), Recurrent Neural network, and convolution neural network. In our research, we 
used FFN neural networks to train the robot to navigate, avoid obstacle and calculate the 
3D geographical positions. 
Feedforward neural networks are the first type of artificial neural networks to 
have been created and can be considered as the most commonly used ones today. These 
neural networks are called feedforward neural networks because the flow of information 
through the network is unidirectional without going through loops. Feedforward neural 
networks can further be classified into single-layered networks or multilayered networks, 
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based on the presence of intermediate hidden layers. The number of layers depends on 
the complexity of the function that needs to be performed. The single-layered feedforward 
neural network consists of only two layers of neurons and no hidden layers in between 
them. Multi-layered perceptrons consist of multiple hidden layers between the input and 
output layers, allowing for multiple stages of information processing. 
Feedforward neural networks are applied in areas that require supervised 
learning, such as computer vision. Feedforward neural networks are most commonly used 
in object recognition and speech recognition systems. Figure 3.1 is an example of Feed-
Forward Neural Network.  
3.1.2 Convolutional Neural Network 
Convolutional Neural Network-CNN is a class of deep neural network which is 
applied for image recognition, image classification, etc. [162] CNN employs a 
mathematical operation called convolution which is a specialized kind of linear operation. 
A CNN can successfully capture the Spatial and Temporal dependencies in an image 
through the application of relevant filters. The architecture performs a better fitting to the 
image dataset due to the reduction in the number of parameters involved and the 
 
Figure 3.1. Feed-Forward Neural Network 




reusability of weights. In other words, the network can be trained to understand the 
sophistication of the image better. Figure 3.2 shows the architecture of a CNN network. 
A convolutional neural network consists of an input and an output layer, as well as 
multiple hidden layers. The hidden layers of a CNN typically consist of a series of 
convolutional layers that convolve with a multiplication or other dot production. The 
activation function is commonly a Relu layer and is subsequently followed by additional 
convolutions such as pooling layers, fully connected layers, and normalization layers 
re0ferred to as hidden layers because their inputs and outputs are masked by the activation 
function and final convolution. The final convolution, in turn, often involves 
backpropagation in order to more accurately weight the end products.  
Though the layers are colloquially referred to as convolutions, this is only by 
convention. Mathematically, it is technically a sliding dot product or cross-correlation. 
This has significance for the indices in the matrix, in that it affects how weight is 
determined at a specific index point.  
 
 
Figure 3.2. Convolutional Neural Network 




3.1.2.1 Convolution layer 
Convolution is the first layer of a CNN that extracts the features from the input 
image. It is a mathematical operation that takes two inputs such as image matrix and a 
filter or kernel. Convolution of an image with different filters can create different features. 
CNN is not limited by the number of convolution layers. Conventionally, the first 
convolution layer captures the low-level features and other layers capture high-level 
features that help CNN understand an image better. The dimension of features can be 
reduced if we apply valid padding. Or it can be increased or remains the same if we apply 
same padding.  
3.1.2.2 Pooling layer 
 Pooling layer is responsible for reducing the spatial size of the Convolved 
Feature when the image is too large while retains important information. This helps 
reduce the calculation required to process the data. Pooling can be of different types: Max 
Pooling or Average Pooling. Max pooling takes the largest element from the rectified 
feature map while Average Pooling the average value of all elements.  
3.1.2.3 Fully connected layer 
 After images are transferred through convolution and pooling layer, the network 
model has learned the features of the images. The fully connected layer flatten features 
matrix into vector and apply activation function such as softmax or sigmoid to classify 
the images into classes.  
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3.2 Robot mapping method 
 Mapping is a crucial task for robot navigation. Especially, in order to develop a 
fully autonomous robot that can interact well with humans, the map is not only required 
to contain geometrical contents but also the semantic contents. Moreover, the mapping 
algorithm needs to be lightweight to apply for the robot in real-time. In our research, we 
 
Figure 3.3 Flow chart of robot mapping. 





propose a method for environmental detail mapping and annotation. The method includes 
two components: Geometrical mapping and semantic annotation. A simple lightweight 
feed-forward neural network is trained to convert a depth image into 3D real-world 
coordination. A CNN neural network is trained to segmentation the RGB image.  The 
segmented objects are modeled based on their real-sized and position which are calculated 
by the first component. Finally, combine the two components to get the final map. The 
whole method is demonstrated in figure 3.3.  
3.2.1 Neural network-based 3D mapping 
In order to build the 3D map of the environments, first, we calculate the distance 
from the objects to the robot. After that, we estimate the coordinate of the robot in real-
world coordination. Based on these parameters, we can calculate the coordinates of the 
objects in the real-world coordination.  
The first and the most important is to determine the distance of objects to the 
robot. In this research, we use depth image camera for that purpose. The depth image 
provides the distance from the camera to the objects in the view. According to the object’s 
position in real-world coordination, it’s position in the image is different. Based on the 
theory, and using the information provided by depth image, we can infer the position of 
the object in real-world coordination. For instance, we can calculate the distance from an 




         (1) 
in which, f is the focal length of the camera, r is the size of the object in image plane, R 
is the size of the object in the object plane, and d is the distance from the camera to the 
object. However, the above equation is applicable whenever we know the size of the 
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objects which is impossible in real operation since there are too many objects in real-
world. We also must calibrate camera in order to determine the focal length. Moreover, 
the working condition is unstable such as lighting changes, object’s materials, moving 
objects…These will affect the accuracy of the measurements. For that reason, in this 
research, we use neural network which weights are selected through training with the data 
collected from the environments. It can also cope with the unstable of depth camera under 
the affected by environment condition changes. Figure 3.4 is the neural network that we 
used to convert the depth image to real-world coordination. Input is the image 
coordination x, y of one point in pixel and the depth of that point. Output is the position 
X, Y in real-world coordination and the height of that object.  
The data collection is described in figure 3.5. We marked some positions in the 
wall with a specific distance. The distance between columns is 30cm and between rows 
is 10cm. Other distance can be selected, however, through experiments, it is shown that 
the above distance is the best suit. It does not require too many data to train the network 
while remaining the accuracy of the measurements. The robot stand facing the wall, starts 
at the position 90cm from the wall, takes an image of marked wall. The taken image give 
information about x, y coordinates in pixel of every marked point and its depth values. 
They are saved as input to train and test neural network. The output is obtained from the 
information about the distance from the robot to the wall (X coordinate in cm) and the 
distance from central line to the marked points (Y coordinate in cm) which we known 
beforehand. Repeating the above step while moving the robot in the step of 30 cm to take 
the images of the marked wall, we got data of 390 input/output. 80% of the data are used 






Figure 3.4. Depth image to 3D coordinates conversion 
Figure 5 Figure 3.4. Depth image to 3D coordinates conversion 
 
    
 
Figure 3.5. Data collection 
Figure 6Figure 3.5. Data collection 
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3.2.2 CNN-based segmentation 
A Convolution Neural Network can be used to classify every pixel in an image, 
resulting in an image that is segmented by class. It can be applied for semantic 
segmentation include road segmentation for autonomous driving and cancer cell 
segmentation for medical diagnosis. In this research, we train a CNN network to segment 
captured RGB image into seven objects: table, chair, refrigerator, wall, floor, trash bin, 
and obstacle. The structure of the CNN network is shown in figure 3.6, it is based on the 
pre-trained resnet50 network. 
In order to train the CNN, we first move the robot in environments and take 1200 
images. The taken images are then labeled using app Image Labelling provided by Matlab.  
 
 
     
Figure 3.6. Semantic Segmentation 
Figure 7Figure 3.6. Semantic Segmentation 
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3.2.3 Generation of final map  
In order to build the final map, we need to combine the above components. First, 
the robot will take an image and run the CNN network for captured image segmentation. 
Run the feed-forward neural network to calculate the real-world coordination of the 
segmented environment. As a result, we got the real-world coordination of the segmented 
objects. The objects which had not been trained will be marked as obstacles and are 
modeling as 3D boxes. This step is run in every 3 seconds. The output of this step is the 
coordination of segmented objects related to the robot. Based on the robot coordination, 
we calculate the position of the segmented objects in global coordination as the following 
equations: 
𝑋1 = X0 + cos(RAn + PAn) ∗ √𝑥2 + 𝑦2                (2) 
𝑌1 = Y0 + sin(RAn + PAn) ∗ √𝑥2 + 𝑦2                (3) 
in which, x, y is the position of a point related to the robot. X0, Y0, Ran is the robot’s 
pose in global coordination. PAn is the angle between the robot heading direction and the 
line connect the robot to the point.  
In order to fix the errors of the final map, we recalculate the positions of detected 
objects positions in every 5 images. 
3.2.4 Mapping process finishing 
   The mapping environment is divided into 3 regions: explored region, unexplored 
region and cannot explore region. Explored region is the region in the map that robot’s 
camera has already scanned through. Unexplored region is the region that robot’s camera 
has not scanned yet. Cannot explored region is the region that surrounded by explored 
region and there is no path for robot to enter. Figure 3.7 demonstrates the process. Figure 
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3.7.a shows an unfinished map which includes three types of regions. During mapping, 
robot will find the path to the nearest unexplored regions.  As showed in figure 3.7.a, 
the next target that robot will go to explore is marked as blue triangle. The mapping 








(a) Unfinished map 
     
(b) Finish map 
Figure 3.7. Map finishing 
Figure 8Figure 3.7. Map finishing 
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CHAPTER 4  
ROBOT LOCALIZATION AND NAVIGATION 
METHODOLOGY 
 This chapter presents our proposed method for robot localization and navigation. 
Robot localization is a vision-based method. The method can be applied in different types 
of environments, especially in the most challenging environments – texture-less 
environments. Section 4.1 presents the localization method in detail. The robot navigation 
method is presented in section 4.2.  
4.1 Robot localization 
Robot localization is an important task for mobile robot navigation. There are 
many methods focused on this issue. Some methods are implemented in indoor and 
outdoor environments. Many kinds of sensors can be used for robot localization such as 
Laser range finder, camera, beacon…Among them, vision-based localization is the most 
used because of the availability of cameras. However, vision-based localization in 
texture-less environments is still a challenging task. This is because in these environments, 
the scene appears the same in almost every position. As shown in figure 4.1, the two 
images are taken at different positions but appear to be similar. Another example of 
texture-less environment is shown in figure 4.2. The two images are taken using a wide 
range camera. We extracted HOG features of the two images and compared, the similarity 
is 70 percent as shown in figure 4.3. The color histogram of the two images is almost 
similar as shown in figure 4.4. In this work, we propose a method that can localize robots 








Figure 4.1. Texture-less Environments 








Figure 4.2. Texture-less Environments Images taken by wide range camera 









Figure 4.3. Texture-less Environments Images HOG features comparison 





The proposed method is shown in figure 4.5. First, we collected a dataset of 
images in the environment. Every image is tagged with the location where it is taken. 
Therefore, it is called geotagged image database. This tag is later used to determine the 
position of the robot in environments. In order to increase the image encoding and 
matching speed, we created only one dataset of D-RGB images instead of separate Depth 
and RGB image datasets. Figure 4.6 shows a sample D-RGB image. It is a combination 
of Depth image and RGB image to form a 4D image. By extracting the features of all the 
images in dataset and then applying the K-means clustering on the extracted features we 
obtain a number of groups of similar features. Each group is called a visual word. All the 
visual words form a visual vocabulary that is later used to encode the images in the dataset 
or the query image. In the query step, the query image is similarly extracted features and 
then encoded using the created vocabulary. The encoded query image is compared to all 
 
Figure 4.4. Color histogram comparison 




the encoded images in the dataset to find the best-matched image. Based on the geotagged 
of the best-matched image, the robot location is determined. 
 
 
Figure 4.5. System 












Figure 4.6. (a) RGB image, (b) Depth image, (c) Depth-RGB image 




4.1.1 Visual Vocabulary 
The most important process of the method is the visual vocabulary creation step. 
This step is demonstrated in detail in Figure 4.7. First, we extracted the features of all the 
images. Three types of features—SURF, HOG, and Depth—are used. HOG and SURF 
features proved to be effective for object detection [21–23]. Depth features supply 
information about the distance from the robot to surrounding objects. Combination of the 
three features forms a strong feature for robot localization. We used SURF detector to 
select the points of interest. After that, the SURF and HOG features at the detected points 
are extracted. We selected only 80 percent of the strongest extracted features in order to 
reduce the computation time. The visual vocabulary is created by dividing the obtained 
features using K-means clustering. 
 
   
  
 
Figure 4.7. Vocabulary creation 




4.1.1.1 Feature Concatenation 
The SURF feature is presented by a 64-bit array, while the HOG feature is 
presented by 36-bit array. We also extracted the depth information of the four pixels 
surrounding the detected point. Therefore, a Depth-HOG-SURF feature is presented by a 
104-bit array. The number of SURF features, HOG features, and Depth features is the 
same since they are extracted at the detected SURF points. Therefore, we can concatenate 
the features horizontally to form a feature matrix that has 104 columns. The number of 
rows is equal to the number of detected SURF points. Applying the process to all the 
images in the dataset, we obtain all the Depth-HOG-SURF features. 
4.1.1.2 K-Means Clustering 
K-means clustering is a popular method to analyze the data. The input is the data 
to be divided into clusters and the number of clusters. In our implementation, the data are 
all the Depth-HOG-SURF features of the images in the dataset. The output is the data 
divided into clusters. Basically, the clustering process consists of the following steps. 
First, the center of every cluster is selected randomly. Second, the distance from the 
centers to all the data points is calculated to determine the nearest cluster center. 
Assigning the data point to the generated nearest center. Third, the new centers of the 
clusters are calculated. The process is repeated until the permanent cluster centers are 
obtained. 
After applying the k-means clustering, we have already divided our data into 
clusters that we called visual vocabulary. The visual vocabulary is used to encode the 
images in dataset and query images. 
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4.1.2 Image Encoding and Image Matching 
This step aims to present the images in a form that is easy to search for the best-
matched image. So, the processing time decreases, which is very important in robot 
localization tasks. To encode an image, we extracted the Depth-HOG-SURF features of 
the image and then compared them with the visual vocabulary to determine the visual 
words and number of words that appear in the image. After that, we compile the histogram 
of visual words of that image. 
As the robot navigates in the environment, the robot captured image is encoded using the 
visual vocabulary. Next, we started the comparison with all the histograms in the database 
to find the best-matched image. Based on the geotag of the best-matched image, the 
robot’s location is determined. 
4.2 Robot navigation  
Vision based robot navigation and localization is still an issue in robotics 
community. In this research, we propose a human like robot navigation in indoor 
environments using controlled by neural networks [164]. 
Figure 4.8 shows our system structure. We use depth image camera to 
detect obstacles. We propose two motion planning methods: the first one is path 
following; and the second one is robot navigation for obstacle avoidance. If there is no 




For path planning, we use PRM planner which shows good results even in 
complex environments. Path following and localization are accomplished using odometry 
which is calibrated to increase the accuracy. For obstacle avoidance, we train a feed-
forward neural network using the information about obstacles as input data. The output 
directly controls the robot’s steer. 
4.2.1 Vision-based obstacle avoidance 
We train a Feed-Forward Neural Network for robot obstacle avoidance. Figure 
4.9 shows the neural network structure. It includes 20 inputs. These 20 inputs represent 
almost the information about the environment, the number of obstacles, obstacle’s size, 
obstacle’s position. The inputs are the information about obstacles that robot detects using 
Depth Image. We consider the maximum number of obstacles to be 5 based on the camera 
resolution (420x200). If the environment has more than five obstacles, some of the 
obstacles are merged into one, leaving the number of obstacles as 5. Every obstacle has 4 
 
Figure 4.8. Robot navigation 




parameters determined from the captured image: position x and y, width and height. In 
total there are 5x4 equal to 20 inputs. This helps the robot to deal with the dynamic 
changes of the environment.  
In our experiment, we have tried the network with different number of hidden 
layers. The network with 15 hidden layers gave the best result.  
4.2.1.1 Obstacle Detection 
We use Depth Image to detect obstacles. The depth camera we used for our 
experiment is Asus Xtion PRO LIVE which has the range from 0.8m to 3.5m. Figure 4.10 
shows the camera image and obstacle detection image. First, we collect the ground-plane 
depth image. This image supplies the depth information when the environment does not 
have any obstacle and will be used as a reference to detect obstacle. To ensure the 
reliability of the ground-plane depth image, we took some images around the 
experimental environment and take the average value as a final reference ground-plane 
depth image. After that, we compare the reference ground-plane depth image with the 
depth image of the environment surrounding the robot. The position in the image where 
the difference exceeds the threshold is marked as an obstacle. Finally, we make a 
 
Figure 4.9. Neural Network for obstacle avoidance 
Figure 17Figure 4.9. Neural Network for obstacle avoidance 
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bounding box of the obstacles, get information about its center location, width and height 
of the obstacle, which are used as input of neural network. 
4.2.1.2 Data Collection 
To collect data for neural networking training, we use a joystick to move robot 
through obstacles in the environments. To ensure the adaptation of neural networks, we 
train the neural network in 4 different environments. Figure 4.11 shows the environments 
where the data are collected. The first two environments are the simple, aiming to train 
the robot to recognize when to turn left or right. The last two environments are more 
complicated, with narrow paths just slightly wider than the size of the robot. The obstacles 
are also selected in different shapes and sizes to ensure that the robot can adapt to the 
diversity of obstacles in other real environments. We move throughout every environment 
50 times, collected 15000 samples. In total, there are 60000 samples used to train the 
neural network.  
4.2.2 Path planning and path following 
In this work, for path planning we use probabilistic roadmap planner (PRM) [14]. PRM 
path planner includes two phases: the construction phase and the query phase. In the first 
  
(a) Ground-plane image        (b) Environment image    (c) Comparison image 
Figure 4.10. Obstacle detection 
Figure 18Figure 4.10. Obstacle detection 
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phase, a number of random nodes are created. Based on the size of the experimental 
environment, the required accuracy and the path calculation time, we use 500 nodes. After 
that, we connect all the neighbor nodes that are less than a threshold distance of 50cm. 
       
(a)                            (b) 
      
(c)                            (d) 
Figure 4.11. Environments 
Figure 19Figure 4.11. Environments 
50 
 
Finally, the path between the initial position and target position is obtained 
using Dijkstra’s shortest path query. 
Path following is accomplished using pure pursuit algorithm [12], [13]. This is a path 
following algorithm in which robot try to get to the position at a specific distance on the 
track. Two parameters have to be determined: robot’s current pose and look ahead 
distance. We use robot’s odometry parameters and apply the following equations to 
calculate robot’s current pose. The left and right wheel velocities are determined as 
follows:  
𝑥𝑡 = 𝑥0 + 𝑣𝑟 ∗ 𝑡 ∗ cos 𝜃0                           (4) 
𝑦𝑡 = 𝑦0 + 𝑣𝑟 ∗ 𝑡 ∗ sin 𝜃0                          (5) 
𝜃𝑡 = 𝜃0                                  (6) 
when the velocities are the same or  






                   (7) 






                  (8) 
𝜃𝑡 =  𝜃0 +
(𝑣𝑟−𝑣𝑙)∗𝑡
𝑏
                          (9) 
when velocities are different. 
  𝑥𝑡, 𝑦𝑡 and 𝜃𝑡 refer to the current robot’s pose, 𝑥0, 𝑦0 and 𝜃0 refer to the previous 
robot’s pose, t is the duration when the robot moves from the previous position to the 
current position, 𝑣𝑟  and 𝑣𝑙   are the right wheel velocity and left wheel velocity 
corresponding, 𝑏 is the distance between the two wheels. 
Look ahead distance is determined based on the length between waypoints of the path. A 
long look ahead distance will cause the robot to get to a position too far from waypoint 
and may hit obstacle in a complex environment. In contrast, a very short look ahead 
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distance will cause robot to move in a zigzag shape. Based on the size of the experimental 


























CHAPTER 5  
EXPERIMENTAL RESULTS 
5.1 Hardware 
5.1.1 Humanoid robot  
 Most of the experiments in this research are done using the humanoid robot 
which is shown in figure 5.1. Figure 5.1.a is the robot’s appearance and figure 5.1.b shows 
the detail of the robot’s components. The robot has a high degree of mobility. It can 
perform some of the manipulation tasks such as pick up and handover objects. The robot 
consists of the upper part and the mobile platform.  
  
Figure 5.1. Humanoid robot. (a) humanoid robot, (b) robot’s components 
Figure 20 Figure 5.1. Humanoid robot 
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The upper part has ten degrees of freedom arms with a pair of grippers. The arms 
are actuated by the DC motors which are powered by a 9V power supply or a battery. The 
robot arm joint angles are determined using the potentiometers. The grippers are attached 
to the armed. Every gripper is actuated by the three servo motors.   
The mobile platform consists of two Yamaha AC motors which are powered by 
24 voltage battery and is the basement of the upper part. The maximum speed is one meter 
per second. The velocity and direction of the robot are controlled by two parameters, 
speed and steer.  
The robot is also equipped with a laser rangefinder and webcam that can be used 
for robot navigation and object recognition. The depth image camera is placed on the top 
of the upper part. The microcontroller and motor drivers are used to control the arms and 
grippers. 
5.1.2 Depth image camera 
 For robot navigation tasks, many kinds of sensors can be used. In the past, laser 
range finders are preferable. However, lately with the availability of compact, cheap 
depth-RGB cameras, they become more and more popular in the many research works. 
A depth-RGB camera not only supplies information about objects such as color, texture, 
etc. but also the distance to the camera. Therefore, it is suitable for robot applications 
since it helps robots to get understanding the surrounding environment better.  
 The theory for most of the depth image camera is the measurement of Time-of-
Flight. The cameras illuminate the scene with infrared light and measure the flight time 
of particle since it is transmitted to when it comes back to the cameras after reflection on 
objects. There are two operation principles: pulsed light and continuous wave amplitude 
54 
 
modulation [161]. We used Asus Xtion pro live which is shown in figure 5.2 for our 
research. The camera is designed for research. It is equipped with infrared sensors, an 
RGB image sensor, and audio sensors. It can be used for gesture detection, whole-body 
detection, etc. We used the camera for obstacle detection and convert the distance into 
3D real-world coordination.  The specification of the camera is shown in Table 1. 
Table 1. Depth image camera specification 
Specification Value Specification Value 
Sensor RGB& Depth& 
Microphone*2 
Platform Intel X86 & AMD 
Depth Image Size VGA (640x480): 30 
fps 
QVGA (320x240): 60 
fps 
OS Support Win 32/64: XP, 
























Power Consumption Below 2.5W Dimensions 18 x 3.5 x 5 




5.2 Robot mapping 
We evaluate the 3D mapping method as follows: a) accuracy of the feed-forward 
neural network; b) CNN for environment segmentation; c) 3D map developed by the 
mobile robot; d) Real robot experiments.  The experiments are done using the laptop 
with CPU core i5 2.30 GHz, RAM 4096 MB. 
5.2.1 Experiment to evaluate the feed-forward neural network. 
In this experiment, we took an image of only a box whose size is known to 
evaluate the accuracy of the trained neural network.  Run the neural network at the 
vertex of the box we got the result, as shown in figure 5.3. Implement the experiment with 
different position of the box and calculate the error ratio as the following equation: 
𝐸𝑟𝑟𝑜𝑟 = |G − R|                            (10) 
in which, G is the actual position and R is the position that we obtained using the neural 
network. The errors are shown in the table 2: 
 
 
Figure 5.2. Depth image camera 











X 1.120 5.212 10.310 
Y 1.231 7.541 12.060 




(a)                                     (b)   
    
(c)                            (d) 
Figure 5.3. Feed-Forward NN Evaluation 
Figure 22Figure 5.3. Feed-Forward NN Evaluation 
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5.2.2 CNN network Evaluation 
In this experiment, we run only the trained CNN network with the test dataset. 
The test dataset contains 250 images which are labeled into seven classes. The 
experimental results are shown in figure 5.4. The average accuracy is 86.63 percentage. 
The highest accuracy class is trash bin because the number of tested pixels smaller than 
other classes. The lowest accuracy class is for the floor. This class is susceptible to be 
recognized as chair or table class. That is because of the labeling step. We used the 
labeling app of Matlab to make pixel labeling, there are errors at the border of floor and 
chair, table. As shown in a segmented image (figure 5.5), most of the wrong segmented 
pixels are located at the border of the objects. However, these errors are acceptable and 
do not affect the mapping accuracy.  
 
Figure 5.4. CNN result 
Figure 23Figure 5.4. CNN result 
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5.2.3 Experimental environment mapping 
In this experiment, the robot moves in the lab to automatically build the map.  
The Lab is shown in figure 5.6.a. The size of the lab is 11m long and 7m width. The robot 
captures an image every 2.72 seconds. The speed of the robot is 11cm/s. figure 5.6.b is 
the map presented as 3D points. Every color presents a specific class. Figure 5.6.c is the 
map after the model of objects are located. Figure 5.7 shows the comparison of the real 
map with the map built by the robot. We compared the built map with the static objects 
in the environment which showed in red color. The map generated by the robot in 3D is 
shown by points in blue color. The experimental result shows that the proposed method 
is light enough to be applied for robot real-time mapping tasks. The built map is accurate 
enough to be applied for other tasks such as path planning or goal-oriented navigation. 
 
Figure 5.5. Segmented image 
Figure 24Figure 5.5. Segmented image 
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5.2.4 Robot navigation using the generated map 
In these experiments, the robot utilizes the built map to navigate from the initial 
to the target position. The probabilistic roadmap [23] is used for path planning. The pure 
pursuit algorithm [24] is implemented for path following. The effectiveness of these 
algorithms is presented in our previous work [25]. Figure 5.8.b shows the robot’s position 
in simulated and its corresponding position in real environment during navigation at 
different time intervals. The planned path (blue line) and robot’s paths (red line) are 
shown in Figure 5.8.a. The results show that the error between the planed and real robot 
trajectories is very small. The navigation results show that the proposed mapping method 
can be used to build the maps which can help the robot to navigate safely and effectively 











Figure 5.6. Experimental result 





Figure 5.7. True position of objects and the map built by robot 
Figure 26Figure 5.7. True position of objects and the map built by robot 
 






(b) Robot’s position at different time intervals 
Figure 5.8. Robot navigation using the generated map  




5.3 Robot localization 
In order to evaluate the localization method, we made three experiments in 
different environments and lighting conditions. 
5.3.1 Experimental setup 
We validated the proposed localization methods in three different environments, 
as shown in figure 5.9. The first environment is a long corridor with some static objects. 
The second environment is inside the lab, in which the visual scene is subject to changes 
every time the third environment is a long corridor without any object; the scenes are 
almost the same in all positions. In the first environment, the robot localization is done in 
four positions, in the second environment in one position and in the third environment in 
two positions. We divided the experiments into three parts: (1) experiments with the pre-
captured images in the test set; (2) experiments for robot localization; and (3) topological 
robot navigation based on the proposed method. All the experiments are done using 
MATLAB R2018a installed in the Intel (R) Core (TM) i5-6200U CPU 2.30 GHz laptop. 
In order to show the effectiveness of the proposed method, we compare the results with 
HOG feature matching, ORB feature matching, and SURF feature image indexing 
methods. 
The image dataset for training contains 1400 images of all seven locations. This 
test dataset also contains 1400 images to validate the success rate. The images are taken 
in different lighting conditions. By extracting all the features of the image dataset we 
obtained 14,000,000 Depth-HOG-SURF features. Clustering the extracted features into 
1000 groups corresponds to 1000 visual words in the vocabulary. We tried with different 
number of visual words but 1000 words gave the best localization results. Table 3 gives 
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the comparison of the localization results with different number of visual words. In this 
experiment, we captured 500 images at four positions. There are three possible results: 
correct localization, wrong localization, and cannot localize. The correct and wrong 
localization are used in the case when the robot real location and generated topological 
localization are the same or different, respectively. For example, if the robot is in position 
1 and the algorithm generates geotag position 1, the result is “correct localization”, 
otherwise it is “wrong localization”. “Cannot localize” is when the robot cannot find the 
matched image in the database; therefore, its position cannot be determined. 
 
(a) Environments 1 and 2 
 
(b) Environment 3 
Figure 5.9. Experimental environments 
Figure 28Figure 5.9. Experimental environments 
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Table 3. Localization results with different number of visual words. 








500 490 10 0 
1000 493 2 5 
1500 492 1 7 
5.3.2 Results 
5.3.2.1 Experiments with the Images in the Test set 
Figure 5.10 shows the captured and the best-matched image. Figure 5.10.a is the 
query image in the test set and Figure 5.10b is the best-matched image taken from image 
dataset. The geotagged of the best-matched image is “in front of lab to the west”, so that 
the robot is localized at this position. Among the 1400 images in the test set, the number 
of correct best-matched images was 1375 images. Therefore, the success rate is 98.21%. 
In order to further verify the performance of the proposed method, the 
experiments were also performed in different lighting conditions (Figure 5.11). Figure 
5.11.a shows the result in the good lighting condition. Figure 5.11.b shows the result at 
the same position, but in the insufficient lighting condition. In both environmental 
conditions, the robot can localize exactly its position as “middle lab”. Figure 5.12 shows 
the localization accuracy at the position “middle lab” when the lighting condition is 
gradually reduced. 
Table 4 shows the detail localization results for seven positions. Positions 1 to 4 
are in environment 1, position 5 is in environment 2, and positions 6 and 7 are in 
environment 3. 
Table 4. Localization results at 7 positions in 3 environments. 
Position 






Position 1 197 3 98.5 
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Position 2 198 2 99 
Position 3 196 4 98 
Position 4 198 2 99 
Position 5 196 4 98 
Position 6 196 4 98 
Position 7 194 6 97 
 
    
(a) Query image                (b) best-matched image 
Figure 5.10. Localization result 
Figure 29Figure 5.10. Localization result 
     
(a)                            (b) 
Figure 5.11. Localization result in different lighting conditions. (a) Good lighting 
condition and (b) insufficient lighting condition. 
Figure 30Figure 5.11. Localization result in different lighting conditions. (a) 
Good lighting condition and (b) insufficient lighting condition. 
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Figure 5.13 shows the comparison results with the HOG feature matching, ORB 
feature matching, and SURF feature image indexing methods. In all the seven locations, 
our method gave a better localization success rate. Especially in environment 3 (positions 
6 and 7), where there is almost no feature, our method performed better than three other 
methods. In environment 2 (position 5), because there are more features, the HOG and 
ORB feature matching methods resulted in the same performance as our method.  
5.3.2.1 Experiments for robot localization 
We also conducted experiments for robot localization. For the robot running in 
the environment we captured 1011 images. The number of images correct matches is 996. 
Therefore, the success rate is 98.51%. Table 5 is a comparison with other methods. The 
experimental results show that our method performed better than others. The SURF 
feature image indexing method has a shorter computation time but gave poor localization 
results. Our method is fast enough to apply for real time robot localization and navigation. 
 
Figure 5.12. Localization accuracy in different lighting conditions. 
conditions. 








Processing Time (second) 
Our method 98.51 0.18 
HOG matching 91.8 1.3 
ORB matching 91.5 0.45 
SURF feature image indexing 72.1 0.16 
Figure 5.14 is the precision–recall curve of the proposed method. To generate 
the curve, we change the threshold of the image matching process. When the threshold is 
increased, it is difficult to match the query image with the images in the database. 
Therefore, the recall decreases and the precession increase.  
 
Figure 5.13. Localization result comparison 
Figure 32Figure 5.13. Localization result comparison 
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4.2.2.1 Topological Navigation  
In this experiment, we apply the proposed localization method for robot 
navigation in a topological map, as shown in Figure 5.15 a. The environment is the 
corridor on the first floor of the north building, Hosei University, Koganei Campus; it is 
80 meters long. The robot will move from the initial position “Printer” to the target 
position “Corner 1”. The path is “Printer”, ‘’East Exit”, “In front of Lab”, “Corner 1”. 
The navigation result is shown in Figure 5.15.b. The robot successfully localized and 
passed all the middle nodes to get to the target.  
5.4 robot navigation 
5.4.1 Obstacle detection 
The experimental results are shown in figure 5.16. The results show that the 
detection method gives a good performance. It can detect obstacle efficiently, varying 
from big size to small and even thin obstacle. In addition, static and moving obstacles are 
 
Figure 5.14. Precision–recall curve 
Figure 33Figure 5.14. Precision–recall curve 
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detected. We also tested the proposed method in different lighting conditions. The method 
works well even in completely dark environments. Figure 5.16.a, 5.16.b and 5.16.c show 
the obstacle recognition results in the good lighting conditions, insufficient lighting 
conditions and dark environments, respectively. The detection result is stable, when the 
robot stays in the same position, the information about detected obstacle is almost the 
same. In figure 5.17, we compare three detected objects when the robot does not move. 
Looking at the graph we can see that the three data have almost the same values. So that, 






(b) Robot’s trajectory  
Figure 5.15. Topological navigation 





(a) Good lighting condition 
 
(b) Insufficient lighting 
 
(c) Dark light 
Figure 5.16. Obstacle detection in different lighting conditions 
Figure 35Figure 5.16. Obstacle detection in different lighting conditions 
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5.4.2 Robot avoid obstacle 
Figure 5.18 shows the result of robot obstacle avoidance using the trained Feed-
Forward Neural Network. As we can see in the graph, the trajectory when we collect data 
and when we run the robot using the trained neural network is almost the same. There is 
still some small difference between the two trajectories. We think that the reason is the 
data collected using the joystick. But these differences did not affect the navigation results. 
We run the robot in 4 environments 10 times to verify the efficiency of the neural network. 
The robot did not hit any obstacle in the environment that had been trained. We also test 
the performance of neural network in environments different from the trained ones. The 
result show that the robot strategy is adaptive to the new environment is also good when 
the robot can move throughout a new environment, even in environments when people 
are moving.  
 
Figure 5.17. Obstacle detection  








Figure 5.18. Obstacle avoidance trajectories  




5.4.3 Path planning and path following 
Figure 5.19 is the path planning result. Figure 5.20 and 5.21 show the path 
planning result. In this experiment, the number of nodes that we used is 500 nodes. The 
nodes are shown in blue. There are a lot of possible paths connecting the initial position 
to the destination as shown in gray color. The shortest path that the algorithm has found 
is shown in green.  
Figure 5.20 shows the trajectory of the robot when it moves in an environment 
with only static obstacles. Because there are not the dynamic obstacles blocking the path, 
the robot uses the path following motion plan to get to the destination. The blue path is 
the actual robot path. There is some difference between the planned path and the actual 
path. That is because the look-forward distant we used in the experiment is 50cm. The 
robot generated point in a distance longer than 50 cm and try to get to that point in a curve 
path. This does not make the robot off the track but instead will make the movement more 
natural. Figure 5.21 is the trajectory when the robot moves in a dynamic environment. In 
this experiment, we move an obstacle to block the path. The position of the obstacle while 
robot moving is showed in figure 5.21.a and 5.21.b. In such situation, the robot switches 
to obstacle avoidance motion plan. It uses the trained neural network to avoid obstacle. 
After avoiding the obstacle, it switches back to path following motion plan and tracks 











Figure 5.20. Robot path following in static environment 
Figure 39Figure 5.20. Robot path following in static environment 
 
 
Figure 5.19. Path planning result  







(a) Obstacle at t=3 second 
 
(b) Obstacle at t=60 second 
Figure 5.21. Robot path following in dynamic environment 




 CHAPTER 6 
CONCLUSION AND DISCUSSION 
6.1 Conclusion 
In this thesis, we have proposed a novel method for humanoid robot navigation 
using depth image camera. The navigation task is divided into sub-tasks: environment 
exploration and 3D mapping, robot localization, obstacle avoidance, and goal-oriented 
navigation.  
Environment mapping is done by the combination of a Convolutional Neural 
Network and a Feed-Forward neural networks. The Convolutional Neural Network uses 
an RGB image in order to segment the environment by objects. The Feed-Forward Neural 
Network uses depth image as input to calculate the real-world coordination of the 
segmented objects. The advantages of the proposed mapping method are: (1) The 
proposed method cope with the objects that is not recognized by CNN networks. By using 
a Depth Image camera, the objects that are not recognized by CNN can be recognized 
with Depth Image through Feed-Forward Neural Network. This is very important in 
mapping tasks since we cannot make sure CNN can recognize correctly 100% of obstacles. 
The unrecognized obstacles will be dangerous for robot navigation in this case. (2) It is 
computationally effective, which is important for real-time robot implementations. All 
the experiments with the mobile humanoid robot using the generated semantic 3D maps 
are implemented in real-time. (3) It is robustness to the lighting conditions. By using 
Depth Image Camera, the 3D mapping can be implemented in completely dark 
environments. (4) The 3D maps generated by the proposed method contain absolute 
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positions of the objects in the environment. The absolute positions are important for other 
robot navigation tasks such as path planning. 
Obstacle avoidance task is based on a Feed-Forward Neural Network. The input 
for the Feed-Forward Neural Network is a depth image camera. The advantage of the 
proposed obstacle avoidance method is that it is invariance to lighting conditions.  
Robot localization is implemented using multi-feature image indexing. By 
combining the state-of-the-art feature descriptors HOG and SURF together depth feature, 
we formed a strong HOG-SURF-Depth feature which can be applied for robot 
localization in the most challenging environment that is texture-less environments. Image 
indexing help decrease the image retrieval time.  
All the experiments are implemented using a Laptop without GPU in a humanoid 
robot. The experimental results showed the robustness of the proposed method. It can be 
applied for real-time robot navigation.  
6.2 Future work 
 In this thesis, we have proposed a method for robot autonomously explore and 
navigation in working environments. In the future, some other issues will be considered: 
(1) Fully sematic mapping: 
In this research, the semantic mapping method can classify seven classes. In order to 
understand working environments better, more classes need to be added. 
(2) Human-robot interaction:  
In order to truly help humans with daily tasks, the robots need to understand the 
command from humans. For this task, a new method for voice recognition and command 
understanding need to be researched.  
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(3)  Semantic content knowledge for robots:  
Currently, the robot can recognize and segment the objects in environments. However, 
the robot cannot understand the relationship between the recognized objects. This issue 
is important to improve the accuracy of the recognition method and help robots to 
understand better their working environments. Suppose a robot is working in known 
environments, robot understood the positions of the objects. It takes an image for 
recognition, if the result contains two objects which really are far from each other, it can 
understand that the recognition result is incorrect. In another example, consider the task 
“go to take a medicine”. If the robot understands that the medicine is inside the cabinet 
which is near the table, the task will become much easier. Therefore, it is necessary to 
build semantic content knowledge if we want to create a robot that really can “think”.  
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