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Abstract
We consider a bipartite version of the color degree matrix problem. A bipartite
graph G(U, V,E) is half-regular if all vertices in U have the same degree. We give
necessary and sufficient conditions for a bipartite degree matrix (also known as
demand matrix) to be the color degree matrix of an edge-disjoint union of half-
regular graphs. We also give necessary and sufficient perturbations to transform
realizations of a half-regular degree matrix into each other. Based on these
perturbations, a Markov chain Monte Carlo method is designed in which the
inverse of the acceptance ratios are polynomial bounded.
Realizations of a half-regular degree matrix are generalizations of Latin
squares, and they also appear in applied neuroscience.
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1. Introduction
Consider an edge weighted directed graph as a model of a neural network.
Such network can be build up using real life measurements (see for example,
[19]), and neuroscientists are interested in comparing this network with random
networks. If the edges were not weighted, the typical approach would be to
generate random graphs with prescribed in and out degrees. This topic has a
tremendous literature, see for example, [18, 9, 15, 5, 7], just to mention a few.
In case of weights are introduced, one might want to generate a random
graph that keeps not only the sum of the weights but also individual weights.
The weights can be transformed into colors, and then we are looking for an edge
colored graph with prescribed in and out degrees for each color. This problem
1Partly supported by Hungarian NSF, under contract K116769.
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is known as finding edge packing [2], edge disjoint realizations [10], or degree
constrained edge-partitioning [1]. The problem has also applications in discrete
tomography [1, 6]. Above finding one edge colored graph with given constraints,
it is also an important problem how to generate a ”typical” solution, as we can
see in the before mentioned neuroscientific problem.
Unfortunately, the general edge packing problem is NP-complete even if the
number of colors is 2 [4, 8, 6]. Although the general problem is NP-complete,
special cases are tractable. Such special cases include the case when the number
of colors is 2 and the subgraph with one of the colors is almost regular [17, 16, 3].
Another tractable case is when the graph is bipartite, the number of colors is 2,
and there exist constants k1 and k2 such that for each vertex, the total number
of edges in one of the vertex class is k1− 1, k1 or k1 + 1 and in the other vertex
class is k2 − 1, k2 or k2 + 1 [10]. When the number of colors is unlimited,
tractable solutions exist if the graphs are forests for each color [1] or the graphs
are forests for each color except one of the colors might contain one cycle [12].
A special case is when the bipartite graph is the union of n 1-factors. Such
edge packings are simply the Latin squares. For any n, Latin squares exist, and
even a Markov chain is known that explores the space of Latin squares for a
fixed n [13]. This Markov chain is conjectured to be rapidly mixing, that is,
computationally efficient to sample random Latin squares. The conjecture has
neither proved nor disproved in the last twenty years.
In this paper, we consider another tractable case with unlimited number of
colors. We require that the subgraphs for each color be half-regular, that is,
the degrees are constant on one of the vertex class. We further require that
this regular vertex class be the same for all colors. We give sufficient and nec-
essary conditions when this edge packing problem has a solution. We also give
necessary and sufficient perturbations to transform solutions into each other.
A Markov chain Monte Carlo method has been given using these perturba-
tions, and we give a proof that the inverse of the acceptance ratio is polynomial
bounded.
2. Preliminaries
In this paper, we are going to work with realizations of half-regular degree
matrices, defined below.
Definition 2.1. A bipartite degree sequence D = ((d1, d2, . . . dn), (f1, f2, . . . fm))
is a pair of sequences of non-negative integers. A bipartite degree sequence is
graphical if there exists a simple bipartite graph G whose degrees correspond
exactly to D. We say that G is a realization of D.
Definition 2.2. A bipartite degree matrix M = (D,F ) is a pair of k × n and
k×m matrices of non-negative integers. A bipartite degree matrix is graphical
if there exists an edge colored simple bipartite graph G(U, V,E) such that for
all color ci and for all uj ∈ U , the number of edges of uj with color ci is di,j
and for all vl ∈ V , the number of edges of vl with color ci is fi,l. Such graph
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is called a realization of M. A bipartite degree matrix is half-regular if for all
i, j, l, di,j = di,l.
The rows of M are bipartite degree sequences that are also called factors
and the edge colored realization of M is also called an M-factorization.
We consider two problems. One is the existence problem which asks the
question if there is a realization of a half-regular degree matrix. The other is the
sampling problem, which considers the set of all realizations of a half-regular
degree matrix and asks the question how to sample uniformly a realization
from this set. Markov Chain Monte Carlo (MCMC) methods are generally
applicable for such problems, and we are also going to introduce an MCMC for
sampling realizations of half-regular degree sequences. Below we introduce the
main definitions.
Definition 2.3. A discrete time, finite Markov chain is a random process that
undergoes transitions from one state to another in a finite state space. The
process has the Markov property which means that the distribution of the next
state depends only on the current state. The transition probabilities can be
described with a transition matrix T = {ti,j}, where ti,j := P (xi|xj), namely,
the conditional probability that the next state is xi given that the current state
is xj . When the state space is a large set of combinatorial objects, the transition
probabilities are not given explicitly, rather, a random algorithm is given that
generates a random xi by perturbing the current state xj . Such algorithm is
called transition kernel.
When the process starts in a state xi, after t number of steps, it will be in a
random state with distribution Tt1i, where 1i is the column vector containing
all 0’s except for coordinate i, which is 1. The Markov Chain Monte Carlo
method is the way to tailor the transition probabilities such that the limit
distribution limt→∞Tt1i be a prescribed distribution. To be able to do this,
necessary conditions are that the Markov chain be irreducible, aperiodic and
the transitions be reversible defined below.
Definition 2.4. Given a discrete time, finite Markov chain on the state space
I, the Markov graph of the Markov chain is a directed graph G(V,E), with
vertex set I and there is an edge from vi to vj iff P (vj |vi) 6= 0. A Markov chain
is irreducible iff its Markov graph is strongly connected. When the transition
kernel of an irreducible Markov chain generates a class of perturbations, we also
say that this class of perturbations is irreducible on the state space.
A Markov chain is aperiodic if the largest common divisor of cycle lengths of
its Markov graph is 1. This automatically holds, if there is a loop in the Markov
chain, that is, a state x exists for which P (x|x) 6= 0.
Definition 2.5. The transition kernel of a Markov chain is reversible if for all
xi, xj , P (xi|xj) 6= 0⇔ P (xj |xi) 6= 0.
The strength of the theory of Markov Chain Monte Carlo is that any irre-
ducible, aperiodic Markov chain with reversible transition kernel can be tailored
into a Markov chain converging to a prescribed distribution as stated below.
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Theorem 2.6. [20, 11] Let an irreducible, aperiodic Markov chain be given with
reversible transition kernel T over the finite state space I. Let pi be a distribution
over I, for which ∀x ∈ I, pi(x) 6= 0. Then the following algorithm, called the
Metropolis-Hastings algorithm, also defines a Markov chain that converges to pi,
namely, its transition kernel T′ satisfies limt→∞T′
t
1i = pi for all indices i.
1. Draw a random y following the distribution T (·|xt) where xt is the current
state of the Markov chain after t steps.
2. Draw a random u following the uniform distribution over [0, 1]. The next
state, xt+1, will be y if
u ≤ min
{
1,
pi(y)T (xt|y)
pi(xt)T (y|xt)
}
and xt otherwise.
The ratio in the second step of the algorithm is called the Metropolis-
Hastings ratio. It is simplified to T (xt|y)T (y|xt) when the target distribution pi is
the uniform one. When this ratio is small, the Markov chain defined by the
algorithm tends to remain in the same state for a long time, thus increasing the
mixing time, namely, the number of steps necessary to get close to the target
distribution.
In this paper, we introduce perturbations that are irreducible on the real-
izations of a half-regular degree matrix. Using these perturbations, we design a
reversible transition kernel, for which
T (xt|y)
T (y|xt) ≥
2
m5
∀xt, y (1)
where m is the number of vertices in vertex class V .
3. The existence problem
Definition 3.1. Let G(V,E) be a multigraph, and for each u, v ∈ V , let f(u, v)
be
f(u, v) :=
{
0 if (u, v) /∈ E
m(u, v)− 1 otherwise (2)
where m(u, v) denotes the multiplicity of edge (u, v). The exceed number of
graph G is defined as
ex(G) :=
∑
u,v∈V
f(u, v) (3)
Clearly, the exceed number is 0 iff G is a simple graph.
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Theorem 3.2. Let
M = {{d1,1 = d1,2 = . . . = d1,n}, {f1,1, f1,2, . . . f1,m}
{d2,1 = d2,2 = . . . = d2,n}, {f2,1, f2,2, . . . f2,m}
...
{dk,1 = dk,2 = . . . = dk,n}, {fk,1, fk,2, . . . fk,m}} (4)
be a half-regular bipartite degree matrix. The bipartite complete graph Kn,m has
an M-factorization iff
1. ∀i, ndi,1 =
∑m
j=1 fi,j
2.
∑k
i=1 di,1 = m
3. ∀j, ∑ki=1 fi,j = n.
Proof. ⇒ If Kn,m has anM-factorization, then clearly, all factors are graphical
and the degrees sum to the degrees of the complete bipartite graph. Conditions
2 and 3 explicitly state that the sum of the degrees in the factors sum up to
the degree of the complete bipartite graph. Condition 1 states that in each
factor, the sums of the degrees in the two vertex classes are the same, which is
a necessary condition for a graphical degree sequence.
⇐ Conditions 2 and 3 also say implicitly that for each i, di,1 ≤ m and for
each i, j, fi,j ≤ n. Together with condition 1, they are sufficient conditions that
a half-regular bipartite degree sequence be graphical. Namely, the theorem says
if all factors are graphical and the sums of the degrees are the degrees of the
complete bipartite graph, then Kn,m has such a factorization.
For each i, letGi be a realization of the degree sequence (di,1, . . . di,n), (fi,1, . . . fi,m).
Let G = ∪ki=1Gi. Color the edges of G such that an edge is colored by color ci
if it comes from the realization Gi. G might be a multigraph, however, for each
color ci and each pair of vertices u, v, there can be at most one edge between
u and v with color ci. If ex(G) = 0, then G is a simple graph, and due to the
conditions, it is Kn,m, thus we found an M-factorization of Kn,m.
Assume that ex(G) > 0. Then there is a pair of vertices u, v such that there
are more than one edge between u and v. Fix one such pair (u, v), and let V0
denote the set {v}. Since the degree of v in G is n, there must be a u′ such that
there is no edge between u′ and v. Let C0 denote the set of colors that appear
as edge colors between u and v. Since for each color ci, u and u
′ has the same
number of edges with color ci, there must be at least one vertex v
′ such that
there are more edges with color from C0 between u
′ and v′ than the edges with
color from C0 between u and v
′. Let V ′ denote the set of vertices for which this
condition holds. There are three possibilities (see also Figure 1):
1. There is a vertex v′ ∈ V ′ such that there are more than one edge between
u′ and v′.
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Figure 1 The three possible cases when there are more than one edge between
vertices u and v. See text for details.
2. There is a vertex v′ ∈ V ′ such that there is only a single edge between u′
and v′, however, there is no edge between u and v′.
3. For each vertex v′ ∈ V ′, there is only a single edge between u′ and v′ and
there is at least one edge between u and v′.
If case 1 holds, then let ci0 be a color in C0 such that there is a ci0 colored edge
between u′ and v′ and there is no ci0 colored edge between u and v
′. Remove
that edge between u and v and also between u′ and v′ and add a ci0 colored
edge between u′ and v and also between u and v′. Note that Gi0 , the graph with
color ci0 remains a simple graph with the prescribed degree sequence. f(u, v)
decreases by 1. f(u′, v) remain 0, since the edge with color ci0 is the only edge
between them. f(u′, v′) decreases by 1. f(u, v′) might increase by 1 if there was
already at least one edge between them before the change, otherwise it remains
the same. Altogether, ex(G) is decreased at least by 1.
If case 2 holds, then do the same edge changing than in case 1. This causes
a decrease in f(u, v) by one, and no change in f(u′, v), f(u, v′) and f(u′, v′).
Altogether, ex(G) decreases by 1.
In case 3, select a subset V1 from V
′ such that the colors of edges between
u′ and the vertices in V1 are exactly the set C0. This is doable, since for each
vertex v′ ∈ V ′, there is only one edge between u′ and v′, furthermore, the union
of colors of edges between u′ and V ′ must contain a subset C0. Let C1 denote
the (possibly multi)set of colors that appear as edge colors between vertex u
and the set of vertices V1. The multiset of colors between u and V0 ∪ V1 is
C0 unionmulti C1, where unionmulti denote the multiset union, while the set of colors between u′
and V0 ∪ V1 is C0. Therefore, there is at least one vertex v′ /∈ V0 ∪ V1 such that
the number of edges with colors from C1 between u
′ and v′ is more than the
number of edges with color from C1 between u and v
′. Let V ′ denote the set
of vertices with this property. If case 3 holds, then we can select a subest V2
from V ′ such that the multiset of colors between vertex u′ and V2 is exactly C1.
Then the multiset of colors between u and V0 ∪ V1 ∪ V2 is C0 unionmulti C1 unionmulti C2, while
the multiset of colors between u′ and V0 ∪ V1 ∪ V2 is C0 unionmulti C1.
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Therefore, while case 3 holds, we can select the subset of vertices v′ /∈ ∪j−1i=0Vi
such that the number of edges with colors from Cj−1 between u′ and v′ is more
than the number of edges with colors from Cj−1 between u and v′, and from
this set, we can select an appropriate subset Vj . Since there are finite number
of vertices in Vj , for some j, case 1 or 2 must hold (see also Figure 2). Let v
′
be the vertex for which case 1 or 2 holds, and let cij−1 be the color such that
there is an edge with color cij−1 between v
′ and u′ and there is no such edge
between u and v′. Remove that edge between u′ and v′ and add between u and
v′. Let vj−1 ∈ Vj−1 be a vertex such that there is an edge between u and vj−1
with color cij−1 . Remove that edge and add between u
′ and vj−1. Let the color
between u′ and vj−1 be cij−2 . Remove it and add between u and vj−1. (Note
that due to the definition of V ′ and due to case 3 held in the j − 1st iteration,
before the change, there was no cij−2 colored edge between u and vj−1, thus
after the change, all edges between u and vj−1 have different colors.) Iterate
this process; in the lth iteration, let vj−l be a vertex in Vj−l such that there is
an edge with color cij−l between u and vj−l. Remove that edge and add between
u′ and vj−l, remove the edge with color cij−l−1 between u
′ and vj−l and add
between u and vj−l. Finally, remove the edge with color ci0 between u and v
and add it between u′ and v. Let this new graph be G′. Then in G′, f(u, v)
decreases by 1, f(u′, v) remains the same. For each i = 1, . . . j − 1, neither
f(u, vi) nor f(u
′, vi) is changed since the total number of edges between them
is not changed. Finally, f(u, v′) + f(u′, v′) is not increased. Altogether, ex(G′)
is at least 1 less than ex(G). On Figure 2, it is easy to verify that all vertices
participating in the modification of G, the same colored edges were removed and
added. Therefore, G′ is still the union of realizations of the prescribed degree
sequences.
Since the exceed number is a non-negative finite integer, after a finite number
of steps, the exceed number will be 0, thus we get Kn,m as anM-factorization.
It is clear that one of the colors might encode ”non-edge”, namely, we can
delete those edges and get a realization of a half-regular degree matrix obtained
by deleting one row from M. Therefore, the following theorem also holds.
Theorem 3.3. Let
M = {{d1,1 = d1,2 = . . . = d1,n}, {f1,1, f1,2, . . . f1,m}
{d2,1 = d2,2 = . . . = d2,n}, {f2,1, f2,2, . . . f2,m}
...
{dk,1 = dk,2 = . . . = dk,n}, {fk,1, fk,2, . . . fk,m}} (5)
be a half-regular bipartite degree matrix. Then M has a realization iff
1. ∀i, ndi,1 =
∑m
j=1 fi,j
2.
∑k
i=1 di,1 ≤ m
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[… C2 …] [… Cj-1 …]
[… Cj-2 …]
v1 v2 vj-1 v’
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C0
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Figure 2 The case when after j iterations, either Case 1 or Case 2 holds.
[. . . Cl . . .] indicates that the (possibly multi)set of colors between u and Vl
is Cl and the (possibly multi)set of colors between u
′ and Vl is Cl−1, for all
l = 1, . . . j − 1. From the set of vertices Vl, a vertex vl is selected such that
there is one edge between u′ and vl with color cil−1 and there is at least one
edge between u and vl including an edge with color cil . See text for details.
3. ∀j, ∑ki=1 fi,j ≤ n.
Proof. It is clear that equality in condition 2 holds iff equality in condition 3
holds for all j. In case of equality, we get back Theorem 3.2. In case of inequality,
let
dk+1,1 = dk+1,2 = . . . dk+1,n = m−
k∑
i=1
di,1
and let
fk+1,i = n−
k∑
j=1
fj,i ∀i = 1, 2, . . .m.
Extend M with this k + 1st row, and this matrix will satisfy the conditions of
Theorem 3.2. Find a realization of this extended matrix, and delete the edges
with the k + 1st color, thus obtain a realization of M.
In the following section, we consider the solution space of realizations of
half-regular degree matrices. Since there is no difference of realizations of half-
regular degree matrices and M-factorizations of the complete bipartite graph
Kn,m, we will consider this later, namely, we consider non-edges as k+1st colors
when non-edges exist.
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4. The connectivity problem
In this section, we give necessary and sufficient perturbations to transform
any realization of a half-regular bipartite degree matrix, M, into another real-
ization of M. First, we extend the space of graphs on which perturbations are
applied. We show how to transform a realization of M into another realization
in this extended space, then we show how to transform realizations into each
other remaining in the space of realizations. The concept is very similar to
the concept applied in paper [13], but different perturbations are necessary to
temporarily extend the space of graphs. First, we introduce the necessary defi-
nition, the (+c1 − c2) deficiency. We will extend the space of graphs that have
at most 3 vertices with deficiency. We show how to transform G1, a realization
of M into another realization G2, via graphs having at most 3 vertices with
deficiency. In doing so, we first arrange the colored edges of a vertex u0 ∈ U
that they agree with realization G2. Then we fix these edges, and reduce the
problem to a similar, smaller problem. Note that U is the regular class, and if
we fix (technically: remove) the vertex u0 together with its edges, the remaining
graph is still half-regular. Finally, we prove how to transform realizations ofM
into each other remaining in the space of realizations of M.
First, we define deficiency.
Definition 4.1. Let M be a bipartite degree matrix, and let G be an edge
colored bipartite graph. We say that a vertex uj inG has a (+ci1−ci2)-deficiency
w.r.t. M if the number of its ci1 colored edges is di1,j + 1, the number of its ci2
colored edges is di2,j − 1 and for all other i 6= i1, i2, the number of ci colored
edges of uj is di,j .
Then we define an auxiliary graph that we use several times.
Definition 4.2. Let G(U, V,E) be an edge colored bipartite graph in which
the edges are colored with colors c1, c2, . . . ck, and let u and u
′ be two vertices
in U . Then the directed, edge labeled multigraph K(G, u, u′) is defined in the
following way. The vertices of K are the colors c1, c2, . . . ck, and for each v ∈ V ,
there is an edge going from ci to cj , where ci is the color of the edge between
u and v and cj is the color of the edge between u
′ and v. Such edge is labeled
with v.
The next two lemmas show how to handle graphs with a small amount of
deficiency.
Lemma 4.3. Let G be such an edge colored simple graph of Kn,m which is
almost a factorization of a half-regular bipartite degree matrix M = (D,F ) in
the following sense:
1. For each color ci and vertex vj, the number of edges with color ci is fi,j.
2. For each color ci and vertex uj the number of edges with color ci is di,j
except for two colors ci1 and ci2 and two vertices uj1 and uj2 , where uj1
has a (+ci1 − ci2)-deficiency and uj2 has a (+ci2 − ci1)-deficiency.
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Then there exists a perturbation of G that affects only edges of uj1 and uj2 and
transforms G into a realization of M.
Proof. Consider K(G, uj1 , uj2). For each vertex ci, i 6= i1, i2 of the graph
K(G, uj1 , uj2), the number of incoming and outgoing edges are the same, while
ci1 has two more outgoing edges than incoming and ci2 has two more incom-
ing edges than outgoing. Therefore, there is a trail from ci1 to ci2 due to the
pigeonhole principle. For each edge eh labeled by vh along the trail, swap the
corresponding edges in G, namely, the edge between uj1 and vh and the edge
between uj2 and vh. This transforms G into a realization of M. Indeed, uj1
will have one less edge with color ci1 and one more edge with color ci2 while
the effect on uj2 is the opposite. The number of edges with other colors are not
affected, since in the trail, the number of incoming and outgoing edges are the
same for all colors not ci1 and not ci2 , and swapping the edges in G is equivalent
with inverting the direction of the corresponding edges in K(G, uj1 , uj2).
Lemma 4.4. Let G be such an edge colored simple graph of Kn,m which is
almost a factorization of a half-regular bipartite degree matrix M = (D,F ) in
the following sense
1. For each color ci and vertex vj, the number of edges with color ci is fi,j.
2. For each color ci and vertex uj, the number of edges with color ci is di,j
except for three colors ci1 , ci2 and ci3 and three vertices uj1 , uj2 and uj3 ,
for which uj1 has (+ci1 − ci2)-deficiency, uj2 has (+ci2 − ci3)-deficiency
and uj3 has (+ci3 − ci1)-deficiency.
Then there exists a perturbation of G that affects only edges of ui2 and ui3 and
transforms G into an edge colored simple graph of Kn,m satisfying conditions 1
and 2 in Lemma 4.3.
Proof. Consider the graph K(G, uj3 , uj2). For each vertex ci, i 6= i1, i2, i3 of the
graph K(G, uj3 , uj2), the number of incoming and outgoing edges are the same,
while ci3 has two more outgoing edges than incoming and ci1 and ci2 has one-one
more incoming edges than outgoing. Therefore there is a trail from vertex ci3 to
ci2 (and also to ci1) due to the pigeonhole principle. Take a trail from ci3 to ci1 ,
and for each edge along the trail, swap the corresponding edges in G, namely,
the edge between uj2 and vh and the edge between uj3 and vh. This transforms
G into a graph satisfying conditions 1 and 2 in Lemma 4.3. Indeed, u3 will
have one less edge with color ci3 and one more edge with color ci1 , namely, the
transformation cancels its deficiency. Vertex u2 will have one more edge with
color ci3 and one less edge with color ci1 , therefore its (+ci2 − ci3) deficiency
becomes a (+ci2−ci1) deficiency. The number of edges with other colors are not
affected, since in the trail, the number of incoming and outgoing edges are the
same for all colors not ci1 and not ci3 , and swapping the edges in G is equivalent
with inverting the direction of the corresponding edges in K(G, uj3 , uj2).
The following lemma is the key lemma in transforming a realization into
another realization. As we mentioned above, the strategy is to transform a
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realization G1 into an intermediate realization H, such that the colors of edges
of a vertex u0 in the regular class agrees with the colors of the edges of u0 in the
target realization G2. We have to permute the edges, and the basic ingredient
of a permutation is a cyclic permutation. The following lemma shows how to
perturb a realization along a cyclic permutation.
Lemma 4.5. Let G1 and G2 be two realizations of the same half-regular bipartite
degree matrix M. Let V ′ be a subset of vertices such that for some u ∈ U , each
possible colors appears at most once on the edges between u and V ′ in G1,
furthermore, there exists a cyclic permutation pi on V ′ such that for all v ∈ V ′,
the color between u and v in G1 is the color between u and pi(v) in G2. Then
there exists a sequence of colored graphs G1 = H0, H1, . . . Hl with the following
properties
1. For all i = 1, . . . l−1, Hi is a colored graph satisfying either the properties
1 and 2 in Lemma 4.3 or the properties 1 and 2 in Lemma 4.4.
2. For all i = 0, . . . l − 1, a perturbation exists that transforms Hi into Hi+1
and perturbs only the edges of two vertices in U .
3. Hl is a realization of M such that for all v′ ∈ V ′, the color of the edge
between u and v′ is the color between u and v′ in G2, and for all v ∈ V \V ′,
the color between u and v is the color between u and v in G1.
Proof. Let (vi1 , vi2 , . . . vir ) denote the cyclic permutation, and for all l = 1, 2, . . . r,
let cjl be the color of the edge between u and vil in G1. Since G2 is a realization
of M, there is a u′ such that the color between u′ and vi1 is cjr . Indeed, the
color between u and vi1 in G2 is cjr (the permutation pi moves vir to vi1), thus,
vi1 has an edge with color cjr . Swap the edges between u and vi1 and between
u′ and vi1 . This will be H1, which satisfies the conditions 1 and 2 in Lemma 4.3.
Indeed, u has a (+cjr − cj1) deficiency, while u′ has a (+cj1 − cjr ) deficiency.
Clearly, H0 and H1 differ only on edges of u and u
′, furthermore, all edges of u
has the same color than in G1 except the edge between u and vi1 .
Assume that some Ht is achieved for which conditions 1 and 2 in Lemma 4.3
are satisfied with u having (+cjr − cjs) deficiency and with some u′ having
(+cjs − cjr ) deficiency and for all vertices vi1 , vi2 , . . . vis , the edges between u
and these vertices have a color as in G2. Furthermore, all other edges between
u and v 6= vi1 , vi2 , . . . vis did not change color. The color between u and vis+1 in
G2 is cjs , therefore, there is a u” such that the color between u” and vis+1 is cjs
in Ht. Swap the edges between u and vis+1 and between u” and vis+1 . This will
be the graph Ht+1. Clearly, Ht and Ht+1 differ only on edges of u and u”. If
u′ = u”, then u has (+cjr−cjs+1) deficiency, and u′ has (+cjs+1−cjr ) deficiency,
hence Ht+1 satisfies conditions 1 and 2 in Lemma 4.3. We can rename Ht+1 to
Ht and iterate the chain of transformations.
If u′ 6= u”, then u has (+cjr − cjs+1) deficiency, u” has (+cjs+1 − cjs) de-
ficiency and u′ has (+cjs − cjr ) deficiency. Thus, the conditions 1 and 2 in
Lemma 4.4 hold. Due to Lemma 4.4, there exists a perturbation that affects
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only edges on u′ and u” and transforms Ht+1 to an Ht+2 for which conditions 1
and 2 in Lemma 4.3 hold with u having (+cjr − cjs+1) deficiency and u” having
(+cjs+1 − cjr ) deficiency. We can rename Ht+2 to Ht and iterate the chain of
transformations.
With this series of transformations, we can reach Ht wich satisfies conditions
1 and 2 in Lemma 4.3 with u having (+cjr − cjr−1) deficiency and with some u′
having (+cjr−1 − cjr ) deficiency, furthermore, all vertices vi1 , vi2 , . . . vir−1 , the
edges between u and these vertices have a color as in G2, while all other edges
of u did not change color. There is a u” such that the color of the edge between
u” and vir is cjr−1 . Ht is transformed into Ht+1 by swapping the edges between
u and vir and between u” and vjr . If u
′ = u”, then this transformation leads
to a realization of M, and we are ready, namely, Ht+1 = Hl. Otherwise, Ht+1
satisfies the conditions 1 and 2 in Lemma 4.3 with u′ having (+cjr−1 − cjr )
deficiency and u” having (+cjr − cjr−1) deficiency. According to Lemma 4.3,
Ht+1 can be transformed into Hl with a perturbation affecting only edges on u
′
and u”.
Since Hl is also a realization of M, it is desirable to have a series of trans-
formation from G1 to Hl such that all the intermediate graphs are realizations
ofM. To do this, we need a slightly larger perturbation modifying the edges of
three vertices in the regular vertex set, as stated in the following lemma.
Lemma 4.6. Let G1, G2, V
′ and pi the same as in Lemma 4.5. Then there
exists a sequence of colored graphs G1 = H
′
0, H
′
1, . . . H
′
l′ with the following prop-
erties
1. For all i = 1, . . . l′, H ′i is a realization of M.
2. For all i = 0, . . . l′− 1, a perturbation exists that transforms H ′i into H ′i+1
and perturbs only the edges of at most three vertices in U .
3. H ′l′ is a realization of M such that for all v′ ∈ V ′, the color of the edge
between u and v′ is the color between u and v′ in G2, and for all v ∈ V \V ′,
the color between u and v is the color between u and v in G1.
Proof. Consider the series of colored graphsH0, H1, H2, . . . Hl obtained in Lemma 4.5.
Find the largest t1 satisfying ∀0 < t′ < t1, Ht′ has two vertices with a deficiency.
Due to the construction, for all t′, these two vertices are the same, and G1 and
Ht′ differ only in edges of these two vertices, u and u
′. If t1 = l, then G1 and
Hl differ only on edges of two vertices of U , thus G1 = H
′
0, H
′
1 = Hl will suffice.
Otherwise, Ht1 has deficiency on 3 vertices, u, u
′ and u”. Ht1+1 has deficiency
on 2 vertices, u and u”, and G1 differ from Ht1+1 on edges of three vertices, u,
u′ and u”. Apply Lemma 4.3 on Ht1+1, the so-obtained graph will be H
′
1. H
′
1
is a realization of M and differ from G1 only on edges of 3 vertices in U .
Iterate this construction, find the largest tj such that ∀tj−1 < t′ < tj , Ht′
has two vertices with deficiency. If tj = l, then l
′ = j, and H ′l′ = Hl. Otherwise,
Htj has 3 vertices with deficiency, and differ from H
′
j−1 only on the edges of
these 3 vertices. Htj+1 has two vertices with deficiency, on which Lemma 4.3 is
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applied to get H ′j . H
′
j differs from H
′
j−1 only on edges of 3 vertices, since H
′
j−1
differs from Htj−1+1 on the edges of the same 2 vertices that have deficiency for
all Ht′ , tj−1 < t′ < tj .
After a finite number of iterations, tj = l, and then j = l
′, H ′l′ = Hl, and
this finishes the construction.
Theorem 4.7. Let G1 and G2 be realizations of the same half-regular bipar-
tite degree matrix M. Then there exists a sequence of colored graphs G1 =
H0, H1, . . . Hl = G2 with the following properties.
1. For all i = 0, . . . l, Hi is a realization of M.
2. For all i = 0, . . . l − 1, a perturbation exists that transforms Hi into Hi+1
and perturbs only the edges of at most three vertices in U .
Proof. Consider a vertex u in the regular vertex class U , and define the following
directed multigraph K. The vertices of K are the colors c1, c2, . . . ck and the
edges are defined by the following way. For each vertex v ∈ V , there is an
edge going from ci to cj , where ci is the color of the edge between u and v
in G2 and cj is the color of the edge between u and v in G1 (if ci = cj , then
this edge will be a loop). Label this edge with vertex v. Since G1 and G2
are realizations of the same degree matrix M, K is Eulerian and thus, can be
decomposed into directed cycles. If all cycles are trivial (loops), then for all
vertex v ∈ V , the color of the edge between u and v in G1 and G2 are the same.
If there is a nontrivial cycle C, then each color appears in this cycle at most
once, and the edges of a cycle define a cyclic permutation on a subset of vertices
V . Let (vi1 , vi2 , . . . vir ) denote this cyclic permutation pi. By the definition of
K, the color between u and v in G1 is the color between u and pi(v) in G2,
for all v = vi1 , vi2 , . . . vir . Therefore, we can apply Lemma 4.6 to transform G1
into H ′l′ . Now if we construct the same directed multigraph K considering H
′
l′ ,
G2 and the same vertex u, then cycle C becomes separated loops for all of its
vertices, while other edges are not affected (recall the second half of condition
3 in Lemma 4.5, ”for all v ∈ V \ V ′, the color between u and v is the color
between u and v in G1.”). While there are non-trivial cycles in K, we can apply
Lemma 4.6, and in a finite number of steps, G1 is transformed into a realization
H ′ such that for all vertices v ∈ V , the color of the edge between u and v in H ′
and G2 are the same. Furthermore, in all steps along the transformation, the
intermediate graphs satisfy the two conditions of the lemma.
Fix the edges of u both in H ′ and G2. Technically, this can be done by
deleting vertex u and its corresponding edges both from H ′ and G2. Then these
reduced graphs will be realizations of the same half-regular degree matrix that
can be obtained from M = (D,F ) by deleting a column from the row-regular
D (which thus remains row-regular) and modifying some values of F according
to the edge colors of u. On these reduced graphs, we can consider a vertex u
from the regular vertex class U , and do the same. Once there is one remaining
vertex in U , the two realizations will be the same, and thus, we transformed G1
into G2.
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Theorem 4.7 says that perturbing the edges of at most three vertices in
the regular vertex class is sufficient to connect the space of realizations of a
half-regular degree matrix M, namely, a finite series of such perturbations is
sufficient to transform any realization into another such that all intermediate
perturbed graphs are also realizations of M. A natural question is if such
perturbations are also necessary. The answer to this question is yes. Latin
squares can be considered as 1-factorizations of the complete bipartite graph
Kn,n. The corresponding degree matrix M = (D,F ) satisfies the definition of
half-regular degree matrices. Indeed, both D and F are n×n, all-1 matrices. It
is well-known that already 5× 5 Latin squares cannot be transformed into each
other via Latin squares if only two rows are perturbed in a step, and the same
claim holds for any p× p Latin squares, where p is prime and p ≥ 5 [13].
5. Markov Chain Monte Carlo for sampling realizations of a half-
regular degree matrix
In this section, we give a Markov Chain Monte Carlo (MCMC) method for
sampling realizations of a half-regular degree matrixM. Theorem 4.7 says that
the perturbations that change the edges of at most 3 vertices of the regular
vertex class are irreducible on the realizations of half-regular degree matrices.
A na¨ıve approach would make a random perturbation affecting the edges of 3
vertices, and would accept this random perturbation if it is a realization of M.
Unfortunately, the probability that such random perturbation would generate
a realization of M would tend to 0 exponentially quickly with the size of M,
making the MCMC approach very inefficient. Indeed, there were an exponential
waiting time for an acceptance event, that is, when the random perturbation
generates a realization of M.
Even if the random perturbation generates a realization of M with proba-
bility 1, the Metropolis-Hastings algorithm applying such random perturbation
might generate a torpidly mixing Markov chain if the acceptance ratios are
small. An example when this is the case can be found in [21].
In this section, we design a transition kernel that generates such perturba-
tions and its transition probabilities satisfy Equation 1, namely, the inverse of
the acceptance ratio bounded by a polynomial function of the size of M. To
do this, we first have to generate random circuits and trails in auxiliary graphs
that we define below.
Definition 5.1. Let K(G, u, u′) be the directed, edge labeled multigraph of the
edge colored bipartite graph G as defined in Definition 4.2. Let cs and ce be
two vertices of K such that for any vertex c 6= ce of K, the number of outgoing
edges of c is greater or equal than the number of its incoming edges, and cs has
more outgoing edges than incoming edges if cs 6= ce. We define the following
function f(K, cs, ce) that generates a random trail from cs to ce when cs 6= ce
and a random circuit when cs = ce.
1. Select uniformly a random outgoing edge e of cs which is not a loop. Let
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the sequence of labels P := v, where v is the label of e, namely, P be a
sequence containing one label. Let c be the endpoint of e.
2. While c 6= ce, select uniformly a random outgoing edge e of c which is not
a loop and does not appear in P . Extend P with the label of e, and set c
to the endpoint of e.
Note that due to the pigeonhole rule, this random procedure will eventually
arrive to ce, since for any vertex c 6= ce reached by the algorithm, there exist at
least one outgoing edge of c which is not a loop and is not in the sequence P .
The probability of a trail T = cs, c1, c2, . . . cr, ce or circuit C = (cs, c1, c2, . . . cr)
generated by f(K, cs, ce) consists of the product of the inverses of the available
edges going out from cs, c1, c2, . . . cr. These probabilities will be denoted by
P (C) and P (T ).
We are going to perturb the graphs along the circuits and trails as defined
below.
Definition 5.2. Let C (resp., T ) be a random circuit (resp., random trail)
generated by f(K(G, u, u′), cs, ce). Then the transformation G ∗ (C, u, u′) (G ∗
(T , u, u′)) swaps the colors of the edges between u and v and between u′ and v
for all edge labels v in C (T ).
With these types of perturbations, we are going to define the random algo-
rithm that generates a random perturbation.
Algorithm 5.3. Let G(U, V,E) be a realization of the half-regular degree matrix
M. Do the following random perturbation on G.
I. With probability 12 , do nothing. This is technically necessary for the Markov
chain surely be aperiodic. Any constant probability would suffice, 12 is the
standard choice for further technical reasons not detailed here, see for ex-
ample, [22].
II. With probability 14 , do the following
(a) Draw uniformly a random ordered pair of vertices u and u′ from
the vertex set U . Construct the auxiliary graph K(G, u, u′), draw
uniformly a random color c0 and draw a random circuit C using
f(K(G, u, u′), c0, c0).
(b) Chose a random integer l uniformly from [1,m]. If l ≥ |C|, then let
G′ be G ∗ (C, u, u′). G′ is the perturbed graph, exit the algorithm.
(c) If l < |C|, do the following (see also Figure 3). Let e1, e2, . . . denote
the edges of circuit C starting with the edge going out from c0. Let T
be the trail with edges e1, e2, . . . el. Perturb G to G ∗ (T , u, u′). Draw
uniformly a u” from U \{u, u′} and also uniformly a vertex v from the
subset of V satisfying the condition that the color of the edge between
u and v in G ∗ (T , u, u′) is the last color in the trail T . Let c′ denote
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Figure 3 This figure shows how Algorithm 5.3, case II.(c)-(e) perturbs G into a
G′. Vertices u, u′ and u” are the vertices whose edges are perturbed. Couples
of colors are swapped in three trails (see also Definition 5.1), furthermore a
pair of colors c and c′ are swapped. Some colors are boxed in order to help
understand that the perturbation yields a realization ofM, see also the proof
of Theorem 5.4. The transformation swapping the columns until the first
vertical line yields G˜, until the second vertical line yields G¯. Note that for sake
of readability, all color changes are indicated in separate columns, however, it
is allowed that a column is used several times during the perturbation. Also
note that due to readability, columns are in order as they follow each other
in a trail, however, they might not be necessarily consecutive ones in G.
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Figure 4 This figure shows how Algorithm 5.3, case III.(c)-(e) perturbes G into
a G′. Vertices u, u′ and u” are the vertices whose edges are perturbed. Cou-
ples of colors are swapped in three trails (see also Definition 5.1), furthermore
a pair of colors c and c′ are swapped. Some colors are boxed in order to help
understand that the perturbation yields a realization ofM, see also the proof
of Theorem 5.4. The transformation swapping the columns until the first ver-
tical line yields G¯, until the second vertical line yields G˜. Note that for sake
of readability, all color changes are indicated in separate columns, however, it
is allowed that a column is used several times during the perturbation. Also
note that due to readability, columns are in order as they follow each other
in a trail, however, they might not be necessarily consecutive ones in G.
the color of the edge between u” and v . Swap the colors of the edges
between u and v and between u” and v. Note that c′ might equal to
c, and in that case, swapping the colors has no effect. Denote the so
far perturbed graph G˜.
(d) Construct K(G˜, u′, u”), and draw a random trail T1 using function
f(K(G˜, u′, u”), c0, c). Let G¯ be G˜ ∗ (T1, u′, u”).
(e) Construct K(G¯, u, u”), and draw a random trail T2 using function
f(K(G¯, u, u”), c′, c0). Let G′, the perturbed graph be G¯ ∗ (T2, u, u”).
III. With probability 14 , do the following.
(a) Draw uniformly a random ordered pair of vertices u and u” from the
vertex set U . Construct K(G, u, u”), draw uniformly a random color
c0, and draw a random circuit C′ = (c0, c1, . . .) using f(K(G, u, u”), c0, c0).
(b) Draw uniformly a random integer from [1,m]. If l ≥ |C′|, then let G′
be G ∗ (C′, u, u”). G′ is the perturbed graph, exit the algorithm.
(c) If l < |C′|, do the following (see also Figure 4). Let T ′ be the trail
from c0 to cl, and let G¯ = G ∗ (T ′, u, u”), and let c′ denote cl. Draw
uniformly a random vertex u′ from U \ {u, u”}. Build K(G¯, u”, u′),
and draw a random trail T ′1 using f(K(G¯, u”, u′), c0, c′). Let T ′1 [i]
denote the prefix of the trail T ′1 containing only the first i edges of
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the trail. Let ei denote the ith edge of trail T ′1 . Construct the set of
vertices V ′ which contains all vertex vi such that the label of ei is vi
and in the graph G¯ ∗ (T ′1 [i], u”, u′), there is a vertex v such that the
color of the edge between u and v is c′, the color of the edge between
u” and v is the color of the edge between u′ and vi, furthermore, c is
the first occurrence in the trail, that is, T ′1 [i− 1] does not contain c.
(d) If V ′ is empty, then exit the algorithm, let the perturbed graph be the
original graph. Otherwise, draw a random vertex v from V ′. Shorten
T ′1 such that the last edge have label v. Let T1” denote this trail. Let
G˜ be G¯ ∗ (T1”, u”, u′). If u” has a deficiency (+c − c′) for some c
in G˜, then draw uniformly a vertex among the vertices v” for which
the color of the edge between u and v” is c′ and the color of the edge
between u” and v” is c. Modify G˜ by swapping the colors of these two
edges.
If u” has no deficiency in G˜ then recall c′ to c.
(e) Build K(G˜, u, u′), and draw a random trail T ′2 using f(K(G˜, u, u′), c, c0).
Let G′, the perturbed graph be G˜ ∗ (T ′2 , u, u′).
Theorem 5.4. The random perturbation in Algorithm 5.3 has the following
properties.
1. The generated G′ is a realization of M, thus this random perturbation is
the transition kernel of a Markov chain on the realizations of M.
2. The perturbations are irreducible on the realizations of M
3. The perturbations form a reversible kernel and for any G and any G′
generated from G,
T (G|G′)
T (G′|G) ≥
2
m5
(6)
where m is the number of vertices in V . Furthermore, if this reversible
kernel is used in a Metropolis-Hastings algorithm, the expected waiting
time (that is, how many Markov chain steps is necessary to leave the
current state) at any state is bounded by 2m5.
Proof.
1. When l ≥ |C| or l ≥ |C′| (cases II.(b) and III.(b) in Algorithm 5.3), the
constructed G′ differs on edges of two vertices of U , u and u′ (or u and
u”). Since the swapped colors are along a circuit in the auxiliary graph
K, the effects of color swaps cancel each other, and we get a realization
of M.
When l < |C| (case II.(c)-(e) in Algorithm 5.3), G is transformed into an
intermediate graph G˜, which has deficiency on three vertices u, u′ and u”.
Vertex u has (+c′− c0)-deficiency, u′ has (+c0− c)-deficiency, and u” has
(+c−c′)-deficiency (see also the boxed colors on Figure 3). The generated
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random trail T1 on K(G˜, u′u”) goes from c0 to c. In Lemma 4.4, we proved
that any such trail transforms G˜ into a graph satisfying the conditions of
Lemma 4.3. The random trail T2 generated in K(G¯, u, u”) is from c′ to
c0, and Lemma 4.3 proves that swapping the edge colors along such trail
transforms the graph into a realization of M.
When l < |C′| (case III.(c)-(e) in Algorithm 5.3), G is transformed into a
G¯, in which u has a (+c′−c0)-deficiency and u” has a (+c0−c′) deficiency
(see also the boxed colors on Figure 4). Then G¯ transformed into a G˜,
in which two cases is possible. Either u” has a (+c − c′)-deficiency and
then u has a (+c′ − c0)-deficiency and u′ has a (+c0 − c)-deficiency or
u” has no deficiency and then u has a (+c′ − c0)-deficiency and u′ has a
(+c0 − c′)-deficiency. In the former case, a couple of colors c and c′ are
swapped between u and u” causing u” has no deficiency and u has (+c−c0)
deficiency, which are cancelled by the perturbation along the trail T ′2 , thus
arriving to a realization of M. In the later case, the perturbation along
the trail T ′2 directly leads to a realization of M.
2. It is sufficient to show that the algorithm generates the perturbations
appear in Theorem 4.7, which are actually the perturbations appear in
Lemma 4.6. There are two types of perturbations in Lemma 4.6. The
simpler one swaps the colors of edges along a cycle. This happens when
t1 = l in the proof of Lemma 4.6 and also when tj = l. Since a cycle
is a circuit, and any circuit in the auxiliary graph K constructed in the
algorithm can be generated with non-zero probability, this type of pertur-
bation is in the transition kernel.
The larger perturbation in Lemma 4.6 first swap the colors of edges of u
and u′ along a path, then swap the colors of two edges between u and
v and u” and v for some v, then swap the edges of u′ and u” along a
path to eliminate the deficiency of u”, finally, swap the color of the edges
u and u” along a path to eliminate their deficiencies, thus generate a
realization. Since any path is a trail, the given algorithm can generate
such perturbations when l < |C| (case II.(c)-(e) in Algorithm 5.3).
3. We show that for any perturbation of G to G′, there exists a perturbation
from G′ to G, and we also compare the probabilities of the perturbations.
Recall that the number of vertices in U is n, the number of vertices in
V is m, and the number of colors is k; n, m and k will appear in the
probabilities below several times.
When the perturbation affects the edges of only two vertices, u and u′
or u and u” (cases II.(b) or III.(b) in Algorithm 5.3), the algorithm first
draws these vertices with probability 1n(n−1) , where n = |U |. Also a
random color c0 is drawn with probability
1
k . Then a random circuit C =
(c0, c1, c2, . . . cr) is generated with probability P (C). Finally, a random
l ≥ r is generated, this happens with m−r−1m probability, where r = |C|
and the color of the edges indicated by the circuit are swapped. The so-
obtained G′ can be generated not only in this way, but an arbitrary such
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ci can be generated as the starting point of the circuit which is visited
only once in the circuit.
To perturb back G′ to G, we first have to select the same pair of vertices u
and u′, with the same, 1n(n−1) probability. Then the random circuit C′ =
(c0, cr, cr−1, . . . c1) must be generated in the constructed auxiliary directed
multigraph K ′. Since for all color, the auxiliary graph K constructed from
G has the same outgoing edges than the auxiliary graph K ′ constructed
from G′, P (C) = P (C′). Furthermore, this claim holds for all possible
circuits having the possible starting colors ci. Finally, generating the
same l has the same probability, thus we can conclude that for this type
of perturbation, P (G′|G) = P (G|G′), thus Equation 6 holds.
When the perturbation affects the edges of three vertices, u, u′ and u”,
then G is first perturbed to G˜, G˜ is perturbed to G¯ and finally G¯ is per-
turbed to G′, or the third type of perturbation is applied in the algorithm
where G first perturbed into G¯ then G˜ and finally G′ (case II.(c)-(e) and
III.(c)-(e) in Algorithm 5.3). We show that these two types of perturba-
tions are inverses of each other in the following sense. For any perturbation
generated in case II.(c)-(e) in Algorithm 5.3, its inverse can be generated
in case III.(c)-(e) in Algorithm 5.3, and vice versa, for any perturbation
generated in case III.(c)-(e), its inverse can be generated in case II.(c)-(e).
First we consider the perturbation generated by Algorithm 5.3 in case
II.(c)-(e). In that case, first the ordered pair of vertices (u, u′) is generated
with probability 1n(n−1) and a random color c0 with probability
1
k . A cir-
cuit C = (c0, c1, . . . cl, . . . cr) is generated together with a random number l
with probability 1m . The generated number l must be smaller than |C|, and
thus, only the trail T = c0, c1, . . . cl is important. The probability of the
trail consists of the product of the inverses of the number of available out-
going edges. Let P (T ) denote this probability. The colors along the trail
are swapped. Then random u” is generated from the appropriate set of
vertices in U \{u, u′} with probability 1n−2 and also a vertex v is generated
with probability 1dj,1+1 where j is the index of color cl. The colors c(= cl)
and c′ are swapped. Therefore, P (G˜|G) = 1n(n−1)(n−2)km(dj,1+1)P (T ).
Then a trail T1 is generated from c′ to c0 in the auxiliary graph K(G˜, u′u”),
and G˜ is transformed to G¯ = G˜ ∗ (T1, u′, u”) Thus, P (G¯|G˜) = P (T1). Fi-
nally, a random trail T2 from c′ to c0 is generated in K(G¯, u, u”) with
probability P (T2), which is P (G′|G¯). Since
P (G′|G) = P (G˜|G)P (G¯|G˜)P (G′|G¯)
we get that
P (G′|G) = 1
n(n− 1)(n− 2)km(dj,1 + 1)P (T )P (T1)P (T2). (7)
To transform back G′ to G, first G′ should be transformed back to G¯, then
G¯ back to G˜ and finally G˜ back to G. This can be done in case III.(c)-(e)
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by first drawing the same u and u”, then drawing a T ′ which is exactly
the inverse of T2, then the same u′ must be selected and the trail T1” must
be the inverse of T1, the same edges with color c and c′ must be swapped,
and finally the trail T ′2 must be the inverse of T . First we show that these
trails can be inverses of each other.
T is a shortening of a circuit with start and end vertex c0. As such, it
contains c0 only once, but might contain c several times. T ′2 is a trail from
c to c0. Therefore, it can contain c several times, but contains c0 only
once. Thus, the inverse of any T might be a T ′2 and vice versa.
T1 is a trail from c0 to c. Therefore, it might contain c0 several times, but
contains c only once. T ”1 is a shortening of a trail from c0 to c′. It might
contain c0 several times, but can contain c only once, due to its definition
(see case III.(c)-(d) of Algorithm 5.3). Hence, the inverse of any T1 can
be a T ”1, and vice versa.
T2 is a trail from color c′ to c0. It might hit c′ several times, but only once
c0. T ′ is a shortening of a circuit with start and end vertex c0. As such,
it contains c0 only once (as start and end vertex), but might contain c
′
several times. Thus the inverse of any T2 might be a T ′ and vice versa.
We are going to calculate the probability of a random perturbation in case
III.(c)-(e). First, the ordered pair of vertices u and u” should be selected
with probability 1n(n−1) . The auxiliary directed multigraph K(G
′, u, u”) is
constructed, a random c0 is selected, and a random circuit (c0, c1 . . . c
′, . . . cr′)
in K(G′, u, u”) is generated. The probability that the randomly generated
l is exactly the index of the appropriate occurrence of c′ in the trail T ′ is
1
m . Then only the trail T ′ = c0, c1, . . . c′ is interesting. Thus, transform-
ing back G′ to G¯ has probability 1n(n−1)kmP (T ′). T ′ in K(G′, u, u”) is
the inverse of the trail T2 in K(G¯, u, u”) and K(G′, u, u”) and K(G¯, u, u”)
differs in inverting the trail T2. Therefore P (T2) and P (T ′) differ in the
number of outgoing edges from c0 at the begining of the trail T2 and the
number of outgoing edges from c′ at the beginning of the trail T ′. Since
the number of outgoing edges might vary between 1 and m, the ratio of
the two probabilities bounded by
1
m
≤ P (T
′)
P (T2) ≤ m (8)
After swapping the colors along the trail T ′, u′ should be randomly gen-
erated, it has probability 1n−2 . A random trail T ′1 is generated using
f(K(G¯, u′, u”), c0, c′). A random v from the subset V ′ is generated in
III.(d) of the algorithm. This has probability 1|V ′| . Then the trail T ′1 is
shortened to T1”, and G˜ is obtained by transforming G¯ along this trail.
It is not easy to calculate exactly the probability P (G˜|G¯) since the set
V ′ depends on the generated trail T ′1 . However, the size of V ′ cannot be
greater than m and lower than 1, therefore the following inequality holds:
21
1m
P (T1”) ≤ P (G˜|G¯) ≤ P (T1”)
The trail T1” is the inverse trail T1, therefore, the ratio of their probabilities
is also between 1m and m.
Finally, the same edge colors c and c′ must be swapped back, and G˜ must
be transformed back to G along the trail T ′2 . The probability that the
selected v” in III.(d) of the Algorithm 5.3 is a particular vertex depends on
the number of vertices from which v” is selected. Therefore this probability
is again between 1m and 1. Altogether, the probability of the backproposal
probability is bounded between
1
n(n− 1)(n− 2)km3P (T
′)P (T1”)P (T ′2 ) ≤ P (G|G′) ≤
≤ 1
n(n− 1)(n− 2)kmP (T
′)P (T1”)P (T ′2 ) (9)
Comparing Equations 7 and 9, and also considering that the ratio of the
probabilities of the trails and corresponding inverse trails are between 1m
and m, we get for the ratio of proposal and backproposal probabilities
that
2
m5
≤ P (G|G
′)
P (G′|G) ≤ m
4 (10)
Case II. is chosen with probability 14 . Given that case II. is selected,
the probability that Algorithm 5.3 generates a realization being different
from the current realization is 1. If edges of two vertices in U are per-
turbed, then the perturbation is accepted with probability 1. If edges of
three vertices in U are perturbed, then the perturbation is accepted with
probability
P (G|G′)
P (G′|G) ≥
2
m5
according to Equation 10. Thus, the probability that the Markov chain
defined by the Metropolis-Hastings algorithm does not remain in the same
state is greater or equal than 12m5 . The expected waiting time is upper
bounded by the inverse of this probability, that is, 2m5.
6. Concluding remarks and future works
We considered the half-regular factorizations of the complete bipartite graph,
and we proved that it is a tractable version of the edge packing problem. Above
the existence theorem, we also give sufficient and necessary perturbations to
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transform solutions into each other. When these perturbations are the transition
kernel of a Markov chain Monte Carlo method, the inverse of the acceptance
ratios are polynomial bounded. This result might be the first step to prove
rapid mixing of the Markov chain. However, proving rapid mixing might be
particularly hard. The speed of convergence of a similar Markov chain on Latin
squares is a twenty years old open problem.
Approximate sampling and counting are equally hard computational prob-
lems for a large set of counting problems, the so-called self-reducible counting
problems [14]. Latin squares are not self-reducible counting problems, since
deleting a few rows from a Latin square yield a partial Latin square. Half-regular
factorizations of the complete bipartite graph are closer to be self-reducible,
since deleting a few lines from a half-regular factorization yields another half-
regular factorization of a smaller complete bipartite graph. Unfortunately, fur-
ther technical conditions are necessary; we have to require that a subset of the
colors in the first line be fixed. It is discussed in [7], why this restriction is
necessary. A possible further work could be to give a Markov chain which is
irreducible on such restricted space. A proof of rapid mixing of that Markov
chain would yield to an efficient random approximation (FPRAS, see also [24])
on the number of realizations of half-regular factorizations of the complete bi-
partite graph. Since Latin squares are also half-regular factorizations, it would
also yield an efficient random approximation of Latin squares, too. At the mo-
ment, the known lower and upper bounds on the number Latin squares are far
away each other [23].
Finally, a further work might be to relax the half-regularity to a condition
where we require that the factors be almost half-regular, that is, for each factor,
the degrees in the first vertex class are either di or di + 1.
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