In this paper, we analyze the problem of data clustering in domains where discrete and continuous variables coexist. We propose the use of hybrid Bayesian networks with naïve Bayes structure and hidden class variable. The model integrates discrete and continuous features, by representing the conditional distributions as mixtures of truncated exponentials (MTEs). The number of classes is determined through an iterative procedure based on a variation of the data augmentation algorithm. The new model is compared with an EM-based clustering algorithm where each class model is a product of conditionally independent probability distributions and the number of clusters is decided by using a cross-validation scheme. Experiments carried out over real-world and synthetic data sets show that the proposal is competitive with state-of-the-art methods. Even though the methodology introduced in this manuscript is based on the use of MTEs, it can be easily instantiated to other similar models, like the Mixtures of Polynomials or the mixtures of truncated basis functions in general.
Introduction
Unsupervised classification, cluster analysis or clustering [1, 14] are different ways of referring to the task of searching for decompositions or partitions of a data set into groups in such a way that the objects in one group are similar to each other, but at the same time as different as possible to the objects in other groups.
According to the result they produce, clustering methods can be classified as hard or soft. Hard clustering algorithms (like k means and hierarchical clustering) yield rules that assign each individual to a single group, therefore producing classes with sharp bounds. On the other hand, soft clustering (like probabilistic clustering) allows the possibility that an individual can belong to more than one cluster, according to a probability distribution.
In this paper, we focus on probabilistic clustering, and from this point of view the data clustering problem can be regarded as the estimation of a joint probability distribution for the variables in the database. Our starting point is the preliminary study carried out by Gámez et al. [12] , where the MTE (Mixture of Truncated Exponential) model [23] was applied to the data clustering problem. The MTE model has been shown as a competitive alternative to the use of Gaussian models in different tasks like inference [17, 28] , supervised classification [9] , regression [8, 24] and learning [27] , but the applicability to the clustering paradigm is still limited to the above-mentioned work.
In this paper, we introduce new algorithms that improve the performance of the seminal model proposed by Gámez et al. [12] and make it competitive with respect to the stateof-the-art methods. The new contributions of this paper are the use of a procedure for translating a Gaussian distribution into an ad hoc MTE approximation in the presence of normality, the possibility of re-assigning values of the hidden variable depending on the likelihood values in each iteration of the data augmentation process, the random selection of the cluster to split when increasing the number clusters and the use of the BIC score [30] to measure the quality of the intermediate models.
The paper is structured as follows: first, Sects. 2 and 3 give, respectively, some preliminaries about probabilistic clustering and mixtures of truncated exponentials. Section 4 describes the original model proposed by Gámez et al. [12] to obtain a clustering from data by using mixtures of truncated exponentials to model continuous variables and presents the new algorithms developed. Experiments over several datasets are described in Sect. 5, and in Sect. 6 we summarize the methodology proposed, discuss about some improvements to the method and outline future work.
Probabilistic model-based clustering
The usual way of modeling data clustering in a probabilistic approach is to add a hidden random variable to the data set, i.e., a variable whose value is missing in all the records. The hidden variable, usually referred to as the class variable, reflects the cluster membership for every individual in the data set.
Probabilistic model-based clustering is defined as a mixture of models (see e.g. [5] ), where the states of the hidden class variable correspond to the components of the mixture (the number of clusters). A commonly used approach consist of modeling the discrete variables with a multinomial distribution while a Gaussian distribution is used to model the continuous variables. In this way, probabilistic clustering can be regarded as learning from unlabeled data, and usually the EM algorithm [4] is used to carry out the learning task.
In this paper, we focus on representing the joint distribution of the variables in the database using the socalled naïve Bayes structure [22] , which assumes that all the variables are independent when the value of the class is known. Graphically, the naïve Bayes model can be represented as a Bayesian network [26] , where each node represents a random variable and contains a marginal distribution for such variable if the node has no parents, or a conditional distribution given its parents otherwise. Figure 1 shows an example of a Bayesian network representing a naïve Bayes model. The joint distribution is factorized as 
Assuming a naïve Bayes model, the clustering problem involves the determination of the number of clusters (k), i.e., the number of possible values for variable C in Fig. 1 , and estimate the parameters of the distributions in Eq. (1). This is achieved by using the EM (expectation-maximization) algorithm [4] . The EM algorithm works iteratively by carrying out the following two-steps at each iteration:
• Expectation Estimate the distribution of the hidden variable C, conditioned on the current setting of the parameter vector θ k (i.e., the parameters needed to specify the non-hidden variable distributions).
• Maximization Taking into account the new distribution of C, obtain by maximum-likelihood estimation a new set of parameters θ k+1 from the observed data.
The algorithm starts from a given initial starting point (e.g. random parameters for C or θ ) and under fairly general conditions it is guaranteed to converge to (at least) a local maximum of the log-likelihood function. Iterative approaches have been described in the literature [2] in order to discover also the number of clusters (components of the mixture). The idea is to start with k = 2 and use EM to fit a model, then the algorithm tries with k = 3, 4, . . . as long as the log-likelihood improves by adding a new component to the mixture.
An important issue in probabilistic clustering is how to evaluate an obtained model. A common approach is to use the log-likelihood of the used dataset (D) given the model to score a given clustering, since it is a probabilistic description of the dataset:
The above measure was used in Gámez et al. [12] . In this paper, we propose to use the BIC score instead which includes a penalty factor that takes into account the size of the model.
Mixtures of truncated exponentials
The MTE model [23] was introduced as an alternative to conditional Gaussian models, Lauritzen and Wermuth [20] and can also be seen as a generalization of discretization models. It is defined by its corresponding potential and density as follows. (i) Z = ∅ and f can be written as
for all y ∈ Y , where a i ∈ R and
hypercubes such that f is defined as can be defined as in ii.
Example 1
The function f defined as
is an MTE potential since all of its parts are MTE potentials.
An MTE potential f is an MTE density if:
A conditional MTE density can be specified by dividing the domain of the conditioning variables and specifying an MTE density for the conditioned variable for each configuration of splits of the conditioning variables.
Example 2 Consider two continuous variables X and Y . A possible conditional MTE density for X given Y is the following:
Since MTEs are defined into hypercubes, they admit a tree-structured representation in a natural way. Moral et al. [23] proposed a data structure to represent MTE potentials, which is specially appropriate for this kind of conditional densities: the so-called mixed probability trees or mixed trees for short. The formal definition is as follows:
Definition 2 (Mixed tree) We say that a tree T is a mixed tree if it meets the following conditions: Mixed trees can represent MTE potentials defined by parts. Each entire branch in the tree determines one hypercube where the potential is defined, and the function stored in the leaf of a branch is the definition of the potential on it.
Example 3 Consider the following MTE potential, defined for a discrete variable (Z 1 ) and two continuous variables (Y 1 and Y 2 ). 
A representation of this potential by means of a mixed probability tree is displayed in Fig. 2 .
A marginal MTE density f (y), for a continuous variable Y , can be learnt from a sample as follows [27] :
1. Select the number k of intervals to split the domain. 2. Select the number m of exponential terms on each interval. 3. A Gaussian kernel density is fitted to the data. 4. The domain of Y is split into k pieces, according to changes in concavity/convexity or increase/decrease in the kernel density. 5. In each piece, an MTE potential with m exponential terms is fitted to the kernel density by iterative least squares estimation.
6. Update the MTE coefficients to integrate up to one.
When learning an MTE density f (z) from a sample, if Z is discrete, the procedure is:
1. For each state z i of Z , compute the maximum likelihood estimation of f (z i ), which is #z i sample size .
A conditional MTE density can be specified by dividing the domain of the conditioning variables and specifying an MTE density for the conditioned variable for each configuration of splits of the conditioning variables [27] . In this paper, the conditional MTE densities needed are f (x | c), where C is the class variable, which is discrete, and X is either a discrete or continuous variable, so the potential is composed by an MTE potential defined for X , for each state of the conditioning variable C.
In general, a conditional MTE density f (x | y) with one conditioning discrete variable Y , with states y 1 , . . . , y s , is learnt from a database as follows:
1. Divide the database into s sets, according to the states of variable Y . 2. For each set, learn a marginal density for X , as described above, with k and m constant.
Probabilistic clustering using MTEs

Algorithm
In the clustering algorithm proposed here, the conditional distribution for each variable given the class is modeled by an MTE density. In the MTE framework, the domain of the variables is split into pieces and in each resulting interval, an MTE potential is fitted to the data. In this work we will use the so-called f ive-parameter MTE, which means that in each split there are five parameters to be estimated from data:
The choice of the f ive-parameter MTE is motivated by its low complexity and high fitting power [3] . The number of splits of the domain of each variable has been set to four, again according to the results in the cited reference.
We start the algorithm with two clusters with the same probability, i.e., the hidden class variable has two states and the marginal probability of each state is 1/2. The conditional distribution for each feature variable given each one of the two possible values of the class is initially the same, and is computed as the marginal MTE density estimated from the training database according to the estimation algorithm described in Sect. 3. The steps for learning an initial model are formally shown in Algorithm 3 (see Appendix).
The initial model is refined using the data augmentation method [13] in order to obtain the best model with two clusters in terms of likelihood:
1. First, the training database is divided into two parts, training set and test set, one for estimating the models in each iteration and the other one for validating them. 2. For each record in the training and test sets, the distribution of the class variable is computed conditional on the values of the features in the record. 3. According to the obtained distribution, a value for the class variable is simulated and inserted in the corresponding cell of the database. 4. When a value for the class variable has been simulated for all the records, the (conditional) distributions are reestimated using the method described in Sect. 3, using as sample the training set. 5. The log-likelihood of the new model is computed from the test set. If it is higher than the log-likelihood of the initial model, the process is repeated. Otherwise, the process is stopped, returning the best model found for two clusters.
This data augmentation procedure has been partially modified in our proposal (see Algorithm 4). After imputing a class value after the simulation step, we try to speed up the convergence of the algorithm by updating the simulated class values by those ones that cause the best likelihood of the record with respect to the current dataset (see Algorithm 5) . For the sake of efficiency, this replacement is only carried out for those records with the lowest likelihood. The fraction of updated records is in fact an input parameter of the algorithm.
Another issue we have modified from the data augmentation proposal by Gilks et al. [13] that we have adopted in this paper is related to the criterion for repeating the iterative process (see Algorithm 4) . We have included a BIC score instead of a single likelihood measure in order to penalize the number of clusters in the model (note that this DA algorithm is not only applied to refine the model with two clusters, but also with more than two). More details about this BIC score are explained in Sect. 4.3. After obtaining the best model for two clusters, the algorithm continues increasing the number of clusters and repeating the procedure described above for three clusters, and so on. Algorithm 2 shows the steps for including a new cluster in the model (i.e., a new state for the hidden class variable). This is based on the ideas for component splitting and parameter reusing proposed by Karciauskas [15] .
The idea is to split one existing cluster into two by setting the same probability distribution for both, and ensuring that all the potentials integrate up to 1. The key point here is to find the optimal cluster to split. In that sense, a random subset of possible splits is checked, and the best partition in terms of likelihood is selected. The percentage of clusters to be checked is also an input parameter of the algorithm that will be analyzed in the experiment section. The process of adding clusters to the model is repeated while the BIC score of the model, computed from the test database, is increased.
At this point, we can formulate the main clustering algorithm (Algorithm 1). It receives as argument a database with variables X 1 , . . . , X n and returns a naïve Bayes model with variables X 1 , . . . , X n , C, which can be used to predict the class value of any object characterized by features X 1 , . . . , X n .
Conversion from Gaussians to MTEs
The procedure for learning an MTE potential from data presented in Sect. 3 does not take into account the underlying distribution of the data, i.e., when an MTE density is learnt from the corresponding data in a hypercube, the parameters are estimated by least squares fitting previously a kernel density on that hypercube.
The improvement proposed in this section relies on studying the normality of the data in each cluster when a conditional MTE density is being estimated. Thus, if a normality test is satisfied, we replace the learning approach [27] proposed so far by a procedure to approximate a Gaussian distribution with parameters μ and σ by an MTE density [7] . Notice that the normality assumption can be satisfied in one cluster and not in another of the same conditional MTE potential. From a computational point of view, carrying out a normality test and constructing an MTE density from a Gaussian density if faster than directly learning an MTE potential from data. Beyond the increase in efficiency, under the normality assumption, an MTE potential obtained by directly learning from data is in general less accurate than another one induced by estimating the mean and variance from the data and translating the corresponding Gaussian to an MTE.
Methods for obtaining an MTE approximation of a Gaussian distribution are described in previous works [3, 18] . Common to both approaches is the fact that the split points used in the domain of the MTE approximation depend on the mean and variance of the original Gaussian distribution. Consider a Gaussian variable X ∼ N (μ, σ 2 ) . To obtain an MTE representation of the Gaussian distribution, we follow the procedure by Langseth et al. [18] in which no split points are used, except to define the boundary. A 6-term MTE density has been selected to take part of the approximation because it represents a tradeoff between complexity and accuracy.
Notice that this approximation is only positive within the interval [μ − 2.5σ, μ + 2.5σ ], and it actually integrates up to 0.9876 in that region, which means that there is a probability mass of 0.0124 outside this interval. In order to avoid problems with 0 probabilities, we add tails covering the remaining probability mass. More precisely, we define the normalization constant c = 0.0124
, and include the tail
for the interval above x = μ+2.5σ in the MTE specification. Similarly, a tail is also included for the interval below x = μ − 2.5σ . The transformation rule from Gaussian to MTE therefore becomes Figure 3 shows the MTE approximation to a standard Gaussian density using the 3 pieces specified in Eq. (5).
The BIC score for validating models
In probabilistic clustering, if the parameters are learnt by maximum likelihood, increasing the number of clusters in the model yields a model with higher likelihood, but also with higher complexity. In our proposal, it is not always the case, since the parameters in the MTE densities are estimated by least squares instead of maximum likelihood [18] . In order to reach a tradeoff between accuracy and complexity, and to avoid overfitting, we proposed the use of the BIC score instead of the log-likelihood when validating the inclusion of a new cluster in the model. The BIC score particularized to the MTE framework is computed as:
where dim( f ) is the number of free parameters in the MTE model computed as:
where p is the number of MTE potentials in the model, q is the number of leaves in the mixed tree representing the j-th potential and m jk is the number of exponential terms in the kth leaf of the jth potential.
Experimental evaluation
In order to analyze the performance of the proposed clustering algorithm, we have implemented the algorithm in the Elvira environment [6] and conducted a set of experiments on the databases described in Table 1 . Out of the 8 databases, 7 refer to real-world problems, while the other one (net15) is a randomly generated network with joint MTE distribution [27] . Some of the databases are oriented to supervised The column discrete means if the dataset contains discrete/nominal variables (if so the number of discrete variables is given). The column classes shows the number of class-labels when the dataset comes from classification task classification, so that we have modified them by removing all the values in the column corresponding to the class variable. Using the data sets described above, the following experimental procedure was carried out:
• As a benchmark, we used the EM algorithm implemented in the Weka data mining suite [35] . This is a classical implementation of the EM algorithm in which discrete and continuous variables are allowed as input attributes. A naïve Bayes graphical structure is used, where each class model is a product of conditionally independent probability distributions. In this particular implementation, continuous attributes are modeled by means of Gaussian distributions and the number of clusters can be specified by the user or directly detected by the EM algorithm by using cross-validation [33] . In such case, the number of clusters is initially set to 1, the EM algorithm is performed by using a tenfold cross-validation and the log-likelihood (averaged for the tenfolds) is computed. Then, the number of clusters is increased by one and the same process is carried out. If the log-likelihood with the new number of clusters has increased with respect to the previous one, the execution continues, otherwise the clustering obtained in the previous iteration is returned.
• From each database, we extracted a holdout set (20 % of the instances) used to assess the quality of the final models. The remaining 80 % of the instances is given as input for the data augmentation and EM algorithms.
• The experiments in Elvira have been repeated five times due to the stochastic nature of the algorithm and the average log-likelihood per case has been reported. Since the number of clusters discovered by the algorithm may be different in each run, the median of the five numbers has been considered.
• Both implementations (Elvira and Weka) include iteratively a new cluster in the model when the quality of the model improves. In the case of Elvira, models up to ten clusters are checked even if the BIC score does not improve with respect to the previous models. Thus, above ten, the algorithm includes a cluster only if the BIC score grows with respect to the best model found so far.
Several experiments haven been carried out in order to analyze the behavior of the different issues proposed in Sect. 4.
Experiment 1: conversion from Gaussians to MTEs
This experiment is aimed at analyzing the impact of including in the algorithm the conversion from Gaussians to MTEs proposed in Sect. 4.2, with respect to the previous MTE learning setting [27] . To do this, two versions of the Algorithm 1 were performed, one excluding the conversion, and the other, including it. In both cases, 100 % of clusters were checked when adding a new cluster in the model, and 50 % of hidden values were checked after data augmentation method. The results are shown in Tables 2 and 3 , respectively. Note that, besides obtaining the optimum number of clusters for each approach (Elvira and Weka) and its associated likelihood, there is an extra column in order to compare the performance of both algorithms over the same number of clusters.
The log-likelihood of the best algorithm for each dataset is shown in italic type. Comparing both approaches, it is clear that there is an improvement in terms of likelihood in the MTE approach when considering the conversion in those clusters where the data normality is satisfied. In fact, without applying the conversion ( Table 2 ) the MTE method outperforms the EM algorithm in 3 out of 8 datasets, whilst introducing the conversion (Table 3) , the result is 4 out of 8. Moreover, the log-likehood of all the datasets in which we loose have been also increased with the conversion, specially abalone from a value of 6.79 to 9.78. A rough analysis of the results suggests a similar performance for both approaches. However, it must be pointed out that the number of clusters obtained for the best models generated by the EM is significantly higher, indicating that it needs to include more clusters to get competitive results. In practice, it may happen that a model with many clusters, all of them with low probability, is not as useful as a model with fewer clusters but with higher probabilities, even if the latter one has lower likelihood.
The results obtained for the different datasets are highly influenced by the distribution of their variables. The higher the number of Gaussian variables, the better the behavior obtained by the EM approach, since it is specially designed for Gaussian distributions. To justify this statement, the number of Gaussian variables for each dataset and the best algorithm in terms of likelihood are shown in Table 4 . We can see that the EM algorithm in Weka only takes advantage when the underlying data distribution is mostly Gaussian, whilst the MTE-based algorithm obtains better results in datasets with any other underlying data distribution.
After this analysis, we consider the MTE-based clustering algorithm a promising method. It must be taken into account that the EM algorithm implemented in Weka is very optimized and sophisticated, while the MTE-based method presented here is a first version in which many aspects are still to be improved. Even in these conditions, our method is competitive in some problems. Furthermore, datasets which are away from normality (as net15) are more appropriate for applying the MTE-based algorithm rather than EM. The best algorithm from the results in Table 3 is also shown 
Experiment 2: varying input parameters
In all the experiments mentioned from now on, the conversion from Gaussians to MTEs described in Sect. 4.2 was used. Experiment 2 was designed for exploring the behavior of the algorithm when changing the two input parameters explained in Sect. 4.1, namely pStates (% of states checked when including a new cluster in the model) and pInstances (% of instances checked to update its hidden value to that one causing the best likelihood of the record). The different scenarios for both parameters are described in Table 5 .
The results for the three settings are shown in Tables 3, 6 and 7, respectively. Note that the results for setting 1 have already been showed in the experiment 1.
The results for the three different scenarios of input parameters indicate that the best performance of the MTE-based algorithm takes place under the setting 1, in which the percentage of both parameters is the highest (100 and 50 %, The meaning of the columns are the same as in respectively). In this case, our proposal outperforms the EM algorithm in 4 out of 8 datasets. However, as the percentage of the input parameters is reduced, the results become worse (3 out of 8 under setting 2, and only in 2 under setting 3).
Experiment 3: BIC score
This experiment studies the effect of including the BIC score when learning the MTE model. Table 8 shows the loglikelihood per case of the MTE versus the EM approach. A priori, it is sensible to expect that the number of clusters with respect to those obtained in Table 3 should be reduced, since the BIC score penalizes models with more parameters. However, as shown in Table 8 the number of clusters is not always reduced (see discussion in Sect. 4.3).
Statistical tests
Several tests have been carried out to detect differences between the various proposals discussed throughout the paper. Table 9 shows the result of applying the Wilcoxon test to the likelihood results for all the combinations of settings of our algorithm and the EM approach. On the other hand, Table 10 shows the results of the same statistical test after comparing, for every table, the best likelihood obtained by the MTE model (column 3 in Tables 2, 3 Tables 2,  3 , 6, 7, 8) , and the other way around for column 6 and 7.
The results in Tables 9 and 10 indicate the absence of statistically significant differences between the various settings studied. There is also no difference between the number of clusters obtained before and after including the BIC score in learning the model ( p value = 0.907).
Discussion and concluding remarks
In this paper, we present the MTE framework as an alternative to the Gaussian model to deal with unsupervised classification. Based on the work by Gámez et al. [12] , we develop a new methodology able to perform clustering over datasets with both discrete and continuous variables without assuming any underlying distribution. The model has been tested over 8 databases, 7 of them corresponding to real-world problems commonly used for benchmarks. As the statistical tests show, the model, when comparing the results to the refined EM algorithm implemented in the Weka data mining suite, is competitive, since no significative differences have been found. However, we can see that, in the absence of Gaussian variables in the data, our proposed method attains better results than the EM algorithm (except for abalone dataset). Furthermore, in the presence of Gaussian variables, the results have improved when using the conversion. The algorithm we have used in this paper can still be improved. For instance, during the model learning we have used a traintest approach for estimating the parameters and validating the intermediate models obtained. However, the implementation of the EM algorithm in Weka uses cross-validation. We plan to include tenfold cross-validation in a forthcoming version of the algorithm.
A natural extension of this methodology is the application of more sophisticated structures beyond the naïve Bayes, such as the TAN [11] , kdB [29] or the AODE [34] models. The greatest advantage of using the MTE framework within these models is that it is allowed to define a conditional distribution over a discrete variable with continuous parents, which is forbidden in the case of the Gaussian model. However, as the complexity increases, new methods to efficiently implement the ideas presented in this paper on these more elaborated models need to be devised.
An important feature of the technique presented in this paper is that it can be directly applied using frameworks related to MTEs, like the Mixtures of Polynomials (MOPs) [32] and more generally, Mixtures of Truncated Basis Functions (MoTBFs) [19] . This can lead to improvements in inference efficiency, especially using MoTBFs, as they can provide accurate estimations with no need to split the domain of the densities [16] . However, we decided to use just MTEs for the sake of computational efficiency. In this paper, we have considered the inclusion of only two exponential terms into a fixed number of subintervals of the range of every variable, whilst MoTBFs in general result in an unbounded number of terms without splitting the domain of the variable. We have resorted to the original estimation algorithm in [27] , because it requires fewer iterations for learning the parameters than the general MoTBF algorithm [16] .
The algorithm proposed in this paper can be applied not only to clustering problems, but also to construct an algorithm for approximate probability propagation in hybrid Bayesian networks. This idea was firstly proposed by Lowd and Domingos [21] , and is based on the simplicity of probability propagation in naïve Bayes structures. A naïve Bayes model with discrete class variable, actually represents the conditional distribution of each variable to the rest of variables as a mixture of marginal distributions, being the number of components in the mixture equal to the number of states of the class variable. So, instead of constructing a general Bayesian network from a database, if the goal is probability propagation, this approach can be competitive. The idea is specially interesting for the MTE model, since probability propagation has a high complexity for this model.
