Current research has indicated that convolution neural networks (CNNs) can work well for steganalysis in the spatial domain. There are, however, fewer works based on CNN in the JPEG domain. In this paper, we have proposed a 32layer CNN architecture that is based on Dense Convolutional Network (DenseNet) for JPEG steganalysis. The proposed CNN architecture can reuse features by concatenating features from all of the previous layers with the same feature-map size. The shared features and bottleneck layers make the CNN improve the feature propagation and reduce the parameters. Experimental results on the BOSSbase, BOWS2 and ImageNet datasets have showed that the proposed CNN architecture can improve the performance and enhance the robustness. To further boost the detection accuracy, an ensemble architecture called as CNN-SCA-GFR is proposed. Our method is the first time to integrate the CNN and conventional method in the JPEG domain. Compared with the current method XuNet [1] on BOSSbase, the proposed CNN-SCA-GFR architecture can reduce detection error rate by more than 4% while the number of parameters used is only 17% of what used by XuNet.
Both in spatial domain and JPEG domain, the ensemble classifiers [14] is applied for binary classification.
Recently, image steganalysis has made progress by using convolutional neural networks (CNNs) in the spatial domain [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . However, there are very few works in the JPEG domain [1] , [25] , [26] .
In [25] , Zeng et al. proposed a hybrid deep-learning structure based on the large-scale ImageNet dataset. In the preprocessing phase, they used hand-crafted convolutional layers with twenty-five 5 × 5 DCT patterns from DCTR [10] for decompressed image, then performed quantization and truncation as in conventional steganalysis methods.
In [26] , Chen et al. proposed a phase-split module to consider the influence of JPEG-phase. To suppresses the image content and increase the high frequency stego signal, four 5×5 high pass filters, which include a "KV filter", a "point filter", and 2 Gabor filters were used. Experimental results showed that different kinds of high pass filters can complement each other and the detection performance will be improved by using JPEG phase awareness.
In [1] , Xu proposed a 20-layer CNN structure based on residual net (ResNet) [27] , he indicated that both the pooling method and network depth are critical for steganalysis. All of the pooling layers were performed by 3 × 3 convolutional with a stride of 2. To make the CNN architecture deeper, the shortcut connection was incorporated. Experimental results have showed that this method can obtain better results than CNN proposed in [25] and conventional method selectionchannel aware Gabor filter residuals (SCA-GFR) [28] . Thus, we refer to it as XuNet in the rest of this paper.
In this paper, we proposed a CNN architecture based on Dense Convolutional Network (DenseNet) that was proposed for object recognition tasks [29] . The proposed CNN architecture can reuse the features by concatenating all previous layers with matching feature size. The 1 × 1 bottleneck layer is employed to improve the computation efficiency. To further boost the detection accuracy, we propose an ensemble method called CNN-SCA-GFR by combining the CNN architecture and conventional method SCA-GFR.
The rest of this paper is organized as follows. Introduction of the DenseNet and details of the proposed CNN architecture are described in Section 2. Experiments and analysis are given in Section 3. Section 4 introduces the proposed ensemble method CNN-SCA-GFR. The conclusion and future works are described in Section 5.
II. THE PROPOSED JPEG STEGANALYSIS ARCHITECTURE

A. Preliminaries
Compared with previously proposed convolutional neural networks utilized for object recognition tasks, the DenseNet architecture [29] directly connect between any two layers with the same feature-map size. The feature-maps from all of the preceding layers can be used by all subsequent layers, thus the flow of information and gradients throughout the network are improved. Figure 1 illustrates the DenseNet architecture, where the ℓ th layer receives the feature-maps of all preceding layers x 0 , ..., x ℓ−1 as input:
where [x 0 , ..., x ℓ−1 ] refers to the concatenation of the featuremaps produced in layers 0, ..., ℓ − 1, H ℓ represents the serial process of layer ℓ with Batch Normalization [30] (BN), ReLU, convolution (Conv). The 2 × 2 average pooling is used as a transition layer to reduce the size of the feature-maps while the 1 × 1 convolution has been implemented as a bottleneck layer [27] before the convolution or average pooling layer to improve parameter-efficiency. 
B. The Proposed CNN Architecture
Motivated by the DenseNet, we propose a CNN-based architecture for JPEG steganalysis. The proposed CNN architecture contains 8 groups, which are denoted as Group 1 to Group 8 in Table I . The input of the CNN architecture are cover-stego pairs and the output are class probabilities.
In Group 1, we decompress the JPEG image into spatial domain without rounding off the pixel values to integers. In order to make the CNN architecture concentrate on the embedding artifacts rather than the image contents, the decompressed image is convolved by sixteen DCT basis patterns B (k,l) [1] [10]:
We use gradient-descent-based learning for the initialized sixteen DCT basis patterns as in work [24] . In order to make the convergence faster, the feature maps generated by convolution with DCT kernels are truncated with a threshold value of 8.
The algorithms from Group 2 to Group 7 are the same and are shown in Figure 2 (a). The new feature maps learned by the 3 × 3 convolution are concatenated with previous layers. The 1 × 1 convolution layer is selected as a bottleneck layer to reduce the the number of input feature maps. Different form original DenseNet, each convolution layer is followed by a Batch Normalization (BN) and ReLU function (Conv-BN-ReLU). Group 8 is a linear classification module that contains a fully-connected layer and a Softmax layer to obtain class probabilities.
The main difference between the proposed CNN architecture and the XuNet are as follows.
1) The proposed CNN architecture reuses the features by concatenating all previous layers with the same feature-map size. In XuNet, the identity features and the output of nonlinear transformation are combined by performing elementwise addition, so that the propagation of information will be impeded and lead to optimization problems [29] ;
2) The 1×1 bottleneck layer has been employed to improve computation efficiency and decrease the number of parameters. However, all of the convolutions in XuNet are with the same size of 3 × 3;
3) During the preprocess phase, the parameters of sixteen DCT kernels are updated in our method while the parameters are fixed in XuNet. 
III. EXPERIMENTS AND ANALYSIS
A. Platform and Hyperparameters Settings
Caffe toolbox [31] was selected to implement the proposed CNN architecture. Parameters were updated by stochastic gradient descent (SGD). A mini-batch of 32 images with 16 cover-stego pairs were used as the input for each training iterations. The momentum was set to 0.9 and the learning rate was initialized with a value 0.001, then divided by 5 every 30,000 iterations. The convolutional kernels were initialized using a zero-mean Gaussian distribution with a standard deviation 0.01, except that the fully connected layers were initialized using "Xavier" initialization. The biases are initialized to 0.2 in the 3 × 3 convolutions and disabled in the 1 × 1 convolutions.
B. Datasets
BOSSbase. We use the standard dataset Bossbase v1.01 [32] which contains 10,000 images. All of the images have been resampled to a size of 256×256 by using "imresize()" function in Matlab and then JPEG compressed by using "imwrite()" function with a quality factor 75. We selected 6,000 images for training and the remaining 4,000 images were used for validation. All images in the training set were randomly horizontally mirrored and rotated by a multiple of 90 degrees for data augmentation. BOWS2. The 10,000 images from dataset BOWS2 [33] were resampled to size of 256 × 256 and then JPEG compressed with a quality factor 75 as processed on BOSSbase. All 10,000 images were used for testing the performance of models which trained by dataset BOSSbase.
ImageNet. In order to verify the performance on large scale dataset, 500,000 images were randomly selected from Ima-geNet ILSVRC 2013 classification dataset [34] . We use 80% images for training, 10% for validation and 10% for testing. All the images were cropped from the left-top region of the original image to size 256 × 256 as in [1] , [25] , then convert to grayscale and JPEG recompressed with a quality factor 75.
C. Classification Results on BOSSbase
Due to computational constraints in our facilities, we only compare our results with XuNet and the conventional steganalysis methods SCA-GFR for J-UNIWARD with payloads ranging from 0.1 bpnzAC to 0.4 bpnzAC. We trained the CNN architecture 3 times separately with 120,000 iterations, saved the trained models every 5,000 iterations. We select the last 3 saved models from each experiment, and report the ensemble results from 9 trained models to reduce the impact of random variations. The validation error rates from the ensemble results are shown in Table II . It can be seen that the proposed architecture can reduce the detection errors dramatically than XuNet and SCA-GFR. Variant #5: Replace all of the convolutional pooling with average pooling; Figure 3 displays the validation errors after 80,000 iterations achieved by our proposed method, different variants of our method and XuNet. The lowest validation errors for comparison have been shown in Table III . It can be seen that the proposed method can obtain better performance than different variants and XuNet. Fig. 3 : Comparison between our proposed method, different variants of our method and XuNet on BOSSbase for J-UNIWARD at 0.4 bpnzAC.
D. Classification Results on BOWS2
In order to investigate cover source mismatch and verify the robustness of the proposed CNN architecture, we test detection errors on the BOWS2 dataset for models trained on the BOSSbase dataset. Experimental results are presented in Table IV , from which it can be observed that the proposed method is robust for different datasets and can obtain better performance than XuNet and SCA-GFR. 
E. Classification Results on ImageNet
We trained models 280,000 iterations for 0.4 bpnzAC, results are shown in Figure 4 . Fine-tuning the models for 0.2 bpnzAC by initializing the CNNs with parameters optimized from 0.4 bpnzAC. Test results based on models with best validation accuracy and the number of learned parameters are shown in Table V .
It is noted that the performance in terms of detection accuracy will be enhanced on the large scale dataset ImageNet if the batch size can be increased. To be fair and considering the constraint of GPU memory, here in the experiments, we only input 20 cover-stego pairs for both the XuNet and the proposed CNN architecture. It has been observed from Table  V that the proposed method can achieve lower error rates while the number of parameters used is only 17% of what used by XuNet.
IV. ENSEMBLE CNN WITH CONVENTIONAL METHOD
In spatial domain, Xu et al. [21] have indicated that using CNN as a tool only for feature extraction is able to improve Here, we investigate the ensemble approach to combine the proposed CNN architecture with the conventional JPEG steganalysis method SCA-GFR. The proposed ensemble architecture is shown in Figure 5 , where 160 dimensional intermediate features from the average pooling layer are extracted from the trained models on BOSSbase [21] . Then, all the features from 9 saved models are concatenated to generate a 1,440 dimensional feature, calculate the probability P 0 which determined the image as cover or stego by using the ensemble classifier. The final class probabilities can be obtained by taking the average of probabilities from P 0 to P 6 .
Different from previous ensemble method in the spatial domain which obtain the probability from Softmax layer [22] in CNN architecture, here in this work, intermediate features in CNN architecture are used as inputs to the ensemble classifier to obtain probabilities for further process. We call this method CNN-SCA-GFR.
Experimental results of CNN-SCA-GFR by analysing J-UNIWARD are shown in Table VI . It can be seen that the proposed method can decrease the detection errors from XuNet by 5.67% for 0.1 bpnzAC and by 4.41% for 0.4 bpnzAC, respectively. It also decreases the detection errors from the conventional method SCA-GFR by 7.89% for 0.1 bpnzAC and 8.06% for 0.4 bpnzAC, respectively.
V. CONCLUSION
In this paper, we have proposed a 32-layer CNN architecture based on DenseNet [29] for JPEG steganalyis. The proposed CNN architecture can reuse features by concatenating all of the previous layers with the same feature-map size, thus improve the flow of information and gradient. We have also proposed the CNN-SCA-GFR method by combining the proposed CNN architecture and the conventional methods SCA-GFR. Our method is the first time to combine the CNN architecture and conventional method in the JPEG domain. Experiments show that CNN-SCA-GFR can further lower detection errors.
In the future, we will improve the memory efficient of the proposed CNN architecture as the version of memory-efficient DenseNet [35] . We will also use the CNN architecture to improve the feature propagation for steganalysis in the spatial domain.
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