Abstract-In this work, we present a monitor and rescue system utilizing hybrid networks which is a integration of stationary sensor networks and mobile sensor networks: stationary sensor networks comprised of large numbers of small, simple, and inexpensive wireless sensors, and the mobile sensor network contains a set of mobile sensors (robots). The static sensors in our network have "monitoring" ability, i.e., any activated static sensor can detect the event as long as its sensing range intersects the event region. And the mobile sensors have "moving" and "rescuing" ability, e.g., they can move toward the event region with limited speed and further perform certain rescuing/processing operations on the event. We can consider the event as a hazard, e.g., wild fire, and the mobile sensors as fireman robots. As soon as the fire is detected by the static sensors, the fireman robots are expected to move from its initial location to the hazard region within minimum latency. We define the reaction delay of the system as the delay from the occurrence of event till at least one mobile sensor reaches the event. In order to satisfy certain reaction delay requirement while minimizing the total cost, we propose a number of deployment strategies for the stationary sensor network and mobile sensor network respectively. We further design a random wake-up scheduling for the static sensors for the sake of energy efficiency. Finally, we propose a pure distributed motion strategy for mobile sensors without reliance on localization services such as GPS, focusing on simple algorithms for distributed decision making and information propagation. We demonstrate the efficacy of our system in simulation, providing empirical results.
I. INTRODUCTION
The recent advances in both the capabilities and miniaturization of wireless sensors have led to applications such as environmental monitoring [12] [13] , event detection [15] and security surveillance [11] . These advances herald the development of systems that can gather and harness information in ways previously unexplored. Sensor networks provide a new way of examining environments of interest, delivering numerous small snapshots over time. While traditional sensor networks cannot physically reconfigure themselves to effect more efficient area coverage, in-depth examination of targets, or dynamic protection against inclement environmental developments. By introducing intelligent, mobile sensors into the stationary sensor networks, it provides us the means to enable sensor networks take an active role in manipulating and interacting with their environment. In this paper, we address the reaction delay problem arisen in the hybrid network. In particular, we assume the hybrid network is composed of static sensor network and mobile sensor network: 1) the stationary sensor network contains large numbers of small, simple, and inexpensive wireless sensors, and 2) the mobile sensor network contains a set of mobile sensors (robots). The static sensor and mobile sensor can communicate with each other if and only if they are within each other's communication range. For simplicity of analysis, we assume the communication ranges of the static sensor and mobile sensor are same, both are equal to some constant r. The static sensors in our network have "monitoring" ability, i.e., any activated static sensor can detect the event as long as its sensing range intersects the event region. The mobile sensors have "moving" and "rescuing" ability, e.g., they can move toward the event region with limited speed and further perform certain rescuing/processing operations at the destination. For example, we may consider the event as a hazard, e.g., wild fire, and the mobile sensors as fireman robots. As soon as the fire is detected by the static sensors, the mobile sensors (fireman robots) are expected to move from its initial location to the hazard region within minimum delay. We define the reaction delay of the system as the latency from the time when the event happens till at least one mobile sensor has reached the event region. A fundamental challenge is to minimize the total cost, e.g., the energy consumption and the number of deployed mobile sensors, while ensuring the required reaction delay.
II. BACKGROUND AND ASSUMPTIONS
We make the following assumptions on the system settings, which can be found true in many realistic applications:
Monitoring field: We assume that the monitored field Ω is a square area with the edge length of a meters.
Static Sensors and event region: There are n static wireless sensor nodes {V |v 1 , v 2 , · · · , v n } are deployed in the monitoring field randomly at uniform. The network consisting of static sensors is called stationary sensor network, we further require that the stationary sensor network should satisfy certain connectivity and coverage requirement. The transmission range of each static sensor is same which is equal to r (r a). And the sensing radius of each static sensor is also r. An event E can be considered as a hazard, e.g.,wild fire or gas leaking [14] [13] . And we name the continues region occupied by event E as actual event region. And any activated static sensor can detect the event as long as its sensing range intersects the event region. Note that since every static sensor has positive sensing range. We further define the valid event region for event E as the region within which any activated static sensor can detect E. Obviously, the area of valid event region is always larger than the one of actual event region. To simplify notions, we always use event region to represent valid event region throughout the paper. We further assume that the arrival distribution of events follows "one by one" manner, that is, at most one event may happen within a sufficient long time duration.
Mobile Sensors: There are m mobile nodes {U |u 1 , u 2 , · · · , u m } which can move in the field to perform certain rescuing operation on the event. Mobile sensors initially deployed in a stationary manner and are directed to move toward a possible target only when an event is detected. Such a two-phase strategy allows mobile sensors to avoid unnecessary movement through the coordination with static sensors. The network consisting of mobile nodes is called mobile sensor network. The transmission range of each mobile nodes is same as the one of static sensor which is equal to r. However, it will not affect the generality of our results as long as it is no smaller than r. The moving speed of the mobile sensors is equal to s (s a) meters per second. The radio transmission speed is much faster than the moving speed of mobile nodes. We assume that a mobile sensor knows the direction (not necessarily location) of a static sensor node if they can directly communicate with each other.
III. PROBLEM FORMULATION AND APPROACHES
We first give a formal definition for the reaction delay as follows Definition 1: Suppose an event happens at time slot t 1 , it has been detected by the stationary sensor network at time slot t 2 , and finally at least one mobile sensor can reach the event region at time slot t 3 . Then the detection delay is defined as T detect = t 2 − t 1 and the motion delay as T motion = t 3 − t 2 and the reaction delay is defined as
As the radio transmission speed is much faster than the movement speed of mobile nodes, for simplicity of analysis, the time spent on the information propagation part is omitted here. Again, it will not affect the generality of our results. The objective of this paper is to find a efficient way to minimize the overall reaction delay. In particular, assume we are given the cost of deploying one mobile sensor, the cost of waking up one static sensor at each time slot and a overall reaction delay requirement. We try to disclose the relationship between the delay bound and different parameters in network designing, e.g. number of deployed mobile sensors, the number of activated static sensors at each time slot. Since in our problem setting, the detection delay only depends on the structure of stationary sensor network, thus in order to minimize the detection delay, we focus on the designing for stationary sensor network in Section VI; To address the motion delay, we concentrate on studying the mobile sensor network in Section VII-B. In particular, based on the predeployed stationary sensor network, we propose a number of deployment strategies as well as motion strategy for the mobile sensors.
IV. RELATED WORK
Several recent studies [4] [3] analyzed the impact of mobility on detection delay and area coverage. These studies are based on random mobility model and do not address the issue of actively controlling the movement of sensors. Bisnik et al. [6] analyzed the performance of detecting stochastic events using mobile sensors. Chin et al. [4] proposed to improve the coverage of a region by patrolling static routes using mobile sensors. Xing et al. [2] explores the use of mobile sensors to address the limitation of static WSNs for target detection. They develop an optimal sensor movement scheduling algorithm that enables mobile sensors to gather the maximum amount of target energy under a given moving distance bound. S. Gandhi et al. [10] propose a scalably efficient scheme for detecting large-scale physically-correlated events in sensor networks. They show that in a network of n sensors arbitrarily distributed in the plane, a sample of O( 1 log 1 ) sensor nodes is sufficient to catch any, and only those, events that affect Ω( n) nodes, for any 0 < < 1, as long as the geometry of the event has a bounded Vapnik-Chervonenkis (VC) dimension.
V. TECHNICAL LEMMAS
We recall the following definitions by Vapnik and Chervonenkis [16] . Let U be the input space. Let C be a family of subsets of U. A finite set S (called sample in machine learning) is shattered by C, if for every subset B of S, there exists a set A ∈ C such that A S = B. The VC-dimension of C, denoted by VC-d(C), is defined as the maximum value d such that there exists a set S with cardinality d that can be shattered by C. For sets of finite VC-dimension, one has uniform convergence ini the weak law of large numbers:
Theorem 2 (The Vapnik-Chervonenkis Theorem): If C is a set of finite VC-dimension VC-d(C), and {X i | i = 1, 2 · · · , N} is a sequence of i.i.d. random variables with common probability distribution P , then for every , δ > 0,
Lemma 3: If we randomly place (1 + ε)n ln n balls into n bins, then all the n bins are occupied with probability at least 1 − 1 n ε , where 0 < ε < 1 is a constant. NOTATIONS: Throughput this paper, for a continuous region Ω, we use |Ω| to denote its area; for a discrete set S, we use |S| to denote its cardinality; for a tree T , we use T to denote its total Euclidean edge lengths; x → ∞ denotes that variable x takes value to infinity.
VI. STATIONARY SENSOR NETWORK
In order to satisfy certain detection delay requirement, we propose a deployment strategy and random wake up scheduling for static sensors in this section.
A. Deployment Strategy
Recall that in this paper, we consider a square monitoring region of size a×a. We assume all static sensors have the same communication range r. One natural question is that how many nodes are needed to construct a connected network if all nodes are placed in the region randomly and uniformly. Gupta and Kumar [17] studied the critical transmission range (CTR) for connectivity: what is the CTR for connectivity if we randomly deploy n sensor nodes in a unit square. Their pioneering work showed that if n nodes V are uniformly randomly deployed in a unit square and the transmission range r satisfies that nπr 2 ≥ c 1 ln n for some constant c 1 , then the network G(V, r) (two nodes of V are connected in G if and only if their Euclidean distance is at most r) will be connected with probability 1 when n → ∞. In addition, if nπr 2 ≤ c 0 ln n for some special constant c 0 , the network G(V, r) will be disconnected with a positive constant probability for n → ∞. This implies that When all static sensors have transmission range r, the asymptotic number n of nodes needed to deploy in a square of size a × a such that the resultant network is connected satisfies that nπ(
Another similar problem is to study the number of random nodes to deploy in the square region such that the entire region is covered by the disks centered at the sensors with radius r (called sensing disk for each node). Previous results proved that it costs n = Θ(h ln h) nodes to cover the target square area with high probability when all sensor nodes are deployed randomly at uniform. Consequently, we have Theorem 4: [17] If we randomly deploy n = Θ(h ln h) static sensors in the square region with side length a, where
2 , the resultant network will be connected and the square region will be covered by the sensors with high probability.
Next, we will prove that after we deploy n static sensors, any event region with area Ω(E) will contain sufficient large number of static sensors with high probability. Given a event region Ω(E), we use |Ω(E)| to denote its area and V (E) to denote the set of sensors deployed inside Ω(E).
Theorem 5: After we deploy n static sensors in the monitoring field Ω randomly at uniform, for any event region with area at least |Ω(E)| ≥ αa 2 , we have
where 0 < c 1 ≤ 1 is some constants and
. Proof: According to the property of Lemma 1, that is, X is a binomially distributed random variable, n is number of trials,p is success probability. In our specific case, X = |V (E)| is number of static sensors fallen in the event region Ω(E), n is total number of static sensors randomly distributed in the monitoring region Ω, p is the probability of a node falling in the event region Ω(E). Note that p = |Ωi| a 2 = α, it follows that,
This finishes the proof. As shown in Theorem 5, for any event region Ω(E) with area at least αa 2 , there exists almost surely at least c 1 α · n sensors that falling inside it.
B. Adaptive Random Wake-Up Scheduling
Based on the previous deployment strategy, its obvious that if all the static sensors are activated all the time, any event with sufficient large area can be detected immediately, e.g., T detect = 0, with high probability. However, in some scenarios, we may allow certain detection delay, e.g.
Accordingly, instead of letting all the static sensors wake up all the time, we may only need to let partial of the static sensors active per time slot for the sake of energy efficiency. Here we name the set of activated static sensors as sampling set. In the following contents, we derive a general function to disclose the relationship between the detection delay bound and the size of sampling set per time slot.
Theorem 6: When the area of event region Ω(E) is at least |Ω(E)| ≥ αa
2 , if we randomly pick k static sensors to wake up at each time slot, we have
where c 2 < 1 and θ 1 are some constant. Proof: Proof is omitted here to save space.
C. Discussion on the false alarming
In our previous analysis, we assume that the system decision will be made as long as one active static sensor detect the event. This scheme suffers from the false alarming, that is the static sensor making a positive detection decision when no event is present [19] . In our designed system, the final system decision is made by the static sensor which detects the event initially as soon as enough local decisions are received to reach a majority consensus. Specially, if some static sensor v detects an event, it will wake up all its immediate neighbor sensors (one-hop away neighbor in the communication graph). Among all its neighbor sensors, any sensor who else detects the event also wakes up its neighbor sensors. As this process going on, as long as the total number of static sensors which detect the event is larger than threshold value γ, the event is confirmed and all the sensors which detects the event will become POI (point of interest). Here γ is chosen accordingly in order to reduce the false alarming. These POI sensor nodes will further raise and spread the alarm through the network, this part will be discussed in details in the following sections.
VII. MOBILE SENSOR NETWORK
In this section, we propose a number of deployment and motion strategies for the mobile sensors in order to meet certain motion delay requirement.
A. Deployment Strategy
For simplicity of analysis, we assume that there exists a perfect navigation algorithm that can guide the mobile sensor moving directly from one static sensor to another one, e.g., along a straight line. Further, we are given a motion delay bound t m such that T motion ≤ t m . For example, if the event is detected at time slot t 2 , it is required that at least one mobile sensor is able to be guided to that static sensor no later than t 2 + t m . In this section, we mainly address the following problems: How many mobile sensors are needed to satisfy certain motion delay requirement?
Given the the pre-deployed static sensor network and motion delay bound t m , how to find a feasible deployment for the mobile sensors such that the number of required mobile sensors is minimized? Here a feasible deployment strategy is the one under which the given motion delay requirement is satisfied. As shown in Lemma ??, under any feasible deployment strategy, there must exist at least one mobile sensor within
Clearly, the mobile sensors can be placed at any point in the two-dimensional plane. Without any constraint, it will lead to a infinite input size. In order to bound the time complexity, we would expect that the possible deployment locations for the mobile sensors can be narrowed down to a set of points with limited size. Fortunately, our next theorem show that by restricting the possible deployment positions for mobile sensors to the locations of pre-deployed static sensors, we can still get a constant approximation solution. In other words, instead of considering all possible points in the 2D monitoring field, we only need to study the points which are already occupied by the pre-deployed static sensors. This is formally stated in the following lemma. Fig. 1 . By replacing any mobile sensor (green square) at arbitrary position using at most 9 mobile sensors (red squares) positioned together with some static sensors, all the static sensors can still be supported.
Lemma 7:
There always exists a feasible deployment strategy in which all the mobile sensors are placed together with some static sensors such that the total number of required mobile sensors is at most 9 times the optimum one.
Proof: We prove it through construction. Given a optimum deployment strategy, we call the set of static sensors fallen in disk D(u i , st m ) as the support set of u i for any mobile sensor u i . The support set of u i simply means the set of static sensors that can be reached by u i within time t m under perfect navigation scheme. Clearly, every static sensor must belong to at least one mobile sensors' support set in any feasible solution. Assume that there exists some mobile sensor u i in the optimum solution where it is not deployed with some static sensors but some arbitrary point in the monitoring field. See Fig 1 (a) for example. If we remove u i from the optimum solution, there must exist some static sensors which is not supported by any other mobile sensor. Then we randomly choose one of those unsupported static sensors to place a mobile sensor on it. We keep adding new mobile sensors to the remaining unsupported static sensors until every static sensor can be supported by some new added mobile sensors. By simple area argument, we know that there exists at most
. It implies that in order to replace any mobile sensor in the optimum solution, it is sufficient to place 9 additional mobile sensors together with some static sensors such that all the static sensors can still be supported. This finishes the proof.
We next concentrate on finding a near optimum solution under the location constrains, that is, the mobile sensors are only allowed to place together with some static sensors. Lemma 7 shows that that the number of required mobile sensors in our near optimum solution is at most 9 times the minimum one.
First, based on the pre-deployed static sensor network, we construct a new graph G = (V, E) where V = {v 1 , · · · , v n } is the set of static sensors. For any pair of vertices v i , v j ∈ V , if ||v i − v j || ≤ st m , we add an edge between them in G. Then our problem become equivalent to finding a minimum dominating set(MDS) in the new constructed graph. Unfortunately, the original MDS problem is NP-Hard, even on unit disk graphs(UDG) where a geometric representation is given [7] .
Most of the work concerning approximation schemes in UDGs assume a given geometric representation, which allows for separation of the graph along a grid [9] . However, in order to be well suited for the implementation in wireless network, we find a approach which requires no geometric coordinates. In [8] , local neighborhoods of limited graph-theoretic diameter are used to obtain a PTAS for the maximum independent set problem in the same setting. This method uses the fact that in such neighborhoods, a maximum independent set is of bounded cardinality. In this paper, the same fact is used to bound the size of a minimum dominating set. And we further prove that our algorithm has polynomial time complexity. The basic idea of the construction is simple: By random selecting a vertex v ∈ V , we compute a local dominating set for the neighborhood of v, and expand this neighborhood until we have formed sets S and T ⊃ S which satisfy a desired bound. Then, we eliminate the current neighborhood and continue the same steps for the remaining graph. In more detail, the algorithm works as follows. We start with an arbitrary vertex v ∈ V and consider for g = 0, 1, 2, · · · , 
g := g + 1;
7:
end while 8: We compute a local dominating set D(N g+2 (v)) for the neighborhood of the vertex v; the g-th neighborhoods N g (v) . Starting with N 0 (v) = v, we compute dominating sets of minimum cardinality for these neighborhoods as long as
Theorem 8: The above algorithm returns a deployment strategy for mobile sensors such that the total number of required mobile sensors is at most 9ρ times the optimum solution. Sketch of proof: Basically, we can prove that by following our algorithm, the number of deployed mobile sensors is at most ρ times the one under the near optimum solution (where the deployment locations are constrained). And together with the fact that the number of mobile sensors required in the near optimum solution is at most 9 times the real optimum one. Our theorem follows.
In order to evaluate the time complexity of our algorithm, we first give the following lemma:
Lemma 9:
Proof: I g consists of pairwise disjoint disks of radius at least st m /2 inside a disk of radius at most g · st m + st m /2, and therefore
Since the maximal independent set is a special dominating set, therefore, the size of minimum dominating set must be upper bounded by the size of maximal independent set. It follows that Lemma 10: There exists a constant θ = θ(ρ) such that g ≤ θ, that is, the largest neighborhood to be considered during the iteration of the algorithm is bounded by a constant.
Proof: Proof is omitted here due to limited space.
B. Motion Strategy For Mobile Sensors
In this section, we propose a distributed motion strategy for mobile sensors. Our basic idea is to build a virtual 3D map in the stationary sensor network, with POIs locating at the "valley bottom". Mobile nodes thus fall to the "valley bottom" with the help of local information, e.g., the height of the neighboring sensors in the virtual 3D map. The information at a static sensor that is used to guide the movement of mobile nodes is called the potential value of the sensor, which is denoted as p(v i ) for each static sensor v i .
In this paper, we adopt a simple Breath First Search (BFS) Tree based method to calculate the potential value of each static sensor. In particular, when a static sensor v confirms a event, it becomes a POI. Based on the communication graph, we try to set the potential value for each static sensor v i as its hop distance from v. Note that, there may be more than one static sensors detect the event and becomes POIs at the same time. And the potential value of static sensor v i is determined by the hop distance from its closest POI. Further, the v i will be guided to its closest POI.
Initially, all the static sensors v i ∈ V set their potentials to p(v i ) = n. Without detecting any event, the initial potential field is flat. When a static sensor v d detects a event, it first confirms it with its nearby sensors as explained before. Immediate after the confirmation, it arises the alarm and spread it through the whole network. In order to be well suited for the piratical implementation, especially when there is no central control, we build the potential field in a pure distributed way as shown in Algorithm 2.
It is easy to find the potential value of each static sensor becomes its hop distance from its closest POI. Clearly, the POI will have the minimum potential among all its neighbors and a non-POI sensor closer to a POI obtains a lower potential than other non-POI sensors far away from the POI. Guided with the potential values of the nearby static sensors, a mobile node moving from a sensor of high potential toward a sensor of lower potential and will finally reach the target.
Lemma 11: By following our motion strategy, the mobile sensor u i can reach the event region through a path with minimum hop distance in the communication graph.
Proof: Since the potential value of each static sensor is the hop distance from its closest POI. Assume that among all the static sensors in the communication range of u i , v i has the lowest potential value. Then it must have the minimum hop distance from the event region. Since during each step, u i will move from one static sensor to another one with lower potential value, the total number of moving steps is at most p(v i ). Therefore by following our motion strategy, the mobile sensor can always reach the event region along a path with minimum hop distance.
In this way, without any central control or global information, our approach guarantees that a mobile node moves toward a correct direction, that is, a direction including sensors that have the lowest potential value 0. A mobile node will not be stuck at a sensor unless this sensor is a v d .
C. Discussion On the Motion Delay
In this section, we address the exact motion delay resulted from our deployment and motion strategy. Remember that in it will move toward v j until it reaches it; 16: end if Section VII-A, we represent our deployment strategy based on following assumptions: (1) There exists a perfect navigation algorithm that can guides a mobile node to move directly to the POI; (2) the potential field can be built up through information propagation in the network. Based on the fact that our pre-deployed stationary sensor network is connected, the second assumption is easily achieved. Since the speed of radio transmission is much faster than the moving speed of mobile sensors, for simplicity of analysis, the delay happens in the information propagation phase is omitted here. But it will affect the generality of our results. Unfortunately, our motion strategy is obviously not a "perfect" one. In other words, by following Algorithm 2, the mobile sensor can hardly move directly to the static sensor(except the static sensor within communication range) along a straight line. Instead, the moving path of a mobile sensor is more like a continuous line composed of one or more line segments. See Fig VII-C for illustration. This is because in our navigation scheme, in order to access and update the movement instructions and further follow the directions, the mobile sensors should get sufficient close to the static sensors along its moving path. We next show that the length of the actual moving path from the initial position to the destination is no larger than √ 2 times the euclidian distance between them with high probability. To address this issue, we first partition the region into squarelets, each of side-length √ 2r/4. Since we assume the transmission range of the mobile sensor is r, then the mobile sensor can communicate with any static sensor in the 8 adjacent cell directly. Thus, by querying the static sensor from the squarelet, the mobile sensor can be navigated from one squarelet to the any adjacent squarelet (sharing a common point) directly.
Lemma 12: There is a sequence of δ(n) → 0 such that Pr (Every squarelet contains a static sensor) ≥ 1 − δ(n)
Proof: Let C be the class of axis-aligned squares of sidelength √ 2r/4. Notice that the probability that a static sensor fall in such a square is
Recall that, to have a connected stationary sensor network, we almost surely have r/a ≥ Θ( log n n ). It is easy to show that the VC-dimension of C is at most 4 (it is at least 3). Hence, for all squarelets
This condition 1 is satisfied when (n) =
Notice that, generally, when r = a log n c·n , to make sure that every squarelet with side-length r/β will have at least one node inside, it is sufficient to require that c < 1 32β 2 . Theorem 13: By following Algorithm 2, the mobile sensor u i can be guided to its closet POI node v j along a path within length √ 2 · ||u i − v j || with high probability. Proof: In light of Lemma 12, we know that almost surely there exist at least one static sensor in each squarelet. Therefore, with high probability, the minimum hop-distance between u i and v j is at most
. As shown in Lemma 11, we prove that by following our motion strategy, the mobile sensor will reach its closet POI along a path with minimum hop distance. It follows that the length of actual path is at most
Remember that throughout the discussions in Section VII-A, we always assume there exists a perfect navigation algorithm. In light of Theorem 13, we know that by following our specific motion strategy, the moving distance is at most √ 2 times the euclidian distance with high probability. Thus in order to satisfy the motion delay t m with high probability, it is sufficient to let the delay requirement in the deployment strategy proposed in Section VII-A be t m / √ 2 instead of t m .
VIII. DISCUSSION
Discussion on the Overall Delay: Remember that the objective of this paper is to find a efficient way to minimize the overall reaction delay T , that is the sum of detection delay T detect and motion delay T motion . In particular, assume we are given the cost of one mobile sensor, the cost of waking up one static sensor at each time slot and a overall reaction delay requirement. We try to find a trade off between the size of sampling on static sensors at each time slot and the number of deployed mobile sensors. In the previous sections, we disclose the relationship between the size of sampling set and the detection delay; the size of deployed mobile sensors and motion delay respectively. Therefore our previous results are able to serve as the guideline in parameter selection in order to minimize the total cost.
Self-Organization Mobile Sensor Redeployment:Note that all previous discussions concentrate on finding a initial deployment and motion strategy for the mobile sensors under the assumption that only one event need to be rescued. However, after the one event has been processed/rescued, the current deployment of the mobile sensors may differ from the initial one significantly without redeployment, e.g., most of them gathered at the previous event region. In order to maintain the initial coverage, it is necessary to redeploy all the mobile sensors. One of the possible ways is based on the method proposed in [5] . Basically, we first divide the monitoring field Ω into cells. Since after the mobile sensors gathers around the event region, there must exist a large fraction of cells that contains no mobile sensors. The goal of redeployment is to let all the mobile sensors be positioned uniformly in each cell, then we build up a one-to-one matching between mobile sensors and vacancies such that the moving distance is minimized. By implementing the push-relabel algorithm [5] , all the vacancies can be filled in a distributed way.
IX. SIMULATION RESULTS
We conducted extensive simulations to study the performance of our event handling schemes in terms of scalability and total delay. We begin by describing the general methodology and parameters of our simulation study.
A. Methodology and Parameters
We distribute static nodes uniformly at random in a square region with side length a. Random events are generated with α, indicating the size of the area, ranging from 0.01 to 0.05. In our experiments, we set the probability that a target event appears at the beginning of a sampling interval to be 5%. Further, each target appearance is assumed to last for 15 seconds, in other words, we have to detect the event and navigate at least one mobile sensor to the POI within 15 seconds with high probability. Here δ, which indicates the probability to miss an event, is set to be 0.05. The transmitting range of static nodes, r, is set to be 10m as a default value. Recall that we assume the communication range of mobile nodes is same as r. To study the performance of our node deployment strategy, the detection and motion delay are collected with different event size and different moving speed. In our collection of the motion delay, the random and the near optimum deterministic deployment strategies are performed, respectively. After some static sensor detects an event, the mobile sensors will move toward that sensor by following the same motion strategy. According to the typical speed of mobile sensor systems, we set the moving speed on the monitoring field ranging from 0.2m/s to 1m/s.
In our experiments, the sampling sets are constructed by using a redundancy-aware scheme, where any sample that is the same with a preciously chosen sample is discarded, and resample. In this way, we improve the size of the sampling set. We use circlesas the event geometry in our experiments. To generate a circle event, we choose its center uniformly at random in the monitoring region, and then increase the radius until the area of the disk reaches the target size. We generated thousands of random events to evaluate the performance for each of our experiments. Thus, each of our experiments reports the cumulative outcome of these tests. Now we discuss the results of our simulations. Our first set of experiments evaluate the basic performance of our random sampling based detection model in terms of the detection delay. The detection delay, T detect , is computed as a time duration between the occurrence of the target event and a detection consensus is reached by all the nearby static sensors. We fix the number of mobile sensors to collect the detection delay with the increasing size of the sampling set, as showed in Figure 3(a) . In our experiments, we assume a time duration, t, is needed to conduct the next sampling set and collect the measurement data back to Base Station for each round of samplings. Here t is set to be 3.25 seconds according to empirical values. The detection delay will be slightly lower if we omit this duration, in which case each sensor is assumed to be able to make a local decision of waking up or not for each round of samplings. As expected, the detection delay grows inversely proportional to the sampling set size. Figure 3(a) shows that all three curves converge to below 10 seconds, indicating that we need at most three sampling sets with appropriate sizes (150 samples) to detect the target events in the monitoring region with high probability. Moreover, larger sampling sets are needed for smaller α since it indicates a less significant event. In the following experiments, we deploy mobile sensors based on this sampling-assisted detection model to evaluate the performance of our mobile node deployment schemes and motion strategy. In this set of experiments, we evaluate the performance of our mobile sensor deployment scheme and the effectiveness of our motion scheduling algorithm in terms of the motion delay. The motion delay, T motion , is computed as a time duration between some static sensor detects the event and at least one mobile sensor reaches the nearest POI. We fix the number of sampling sensors to collect the motion delay with the increasing number of mobile sensors deployed.
B. Detection Delay

C. Motion Delay
1) Random Deployment:
We vary the number of uniformly deployed mobile sensors from 50 up to 1500, and for each number, 100 events are generated uniformly at random in the region of size 200 × 200 m 2 to estimate T motion . As Figure  3(b) showed, the motion delay grows inversely proportional to the number of randomly deployed mobile nodes, and more mobile nodes are needed to satisfy the delay requirement as the moving speed is lower. It is clearly showed that at most 600 mobile nodes suffice when the moving speed reaches 1m/s to guide at least one mobile sensor to the nearest POI within 10 seconds.
2) Near Optimum Deterministic Deployment: When near optimum deterministic deployment strategy is employed, we can not adjust the number of mobile sensors to collect the motion delay, since all the mobile nodes are carefully placed at the same location of some static sensors. Here we design another experiment to illustrate the number of mobile nodes needed to satisfy the motion delay for a scaling network size. As Figure 4(a) showed, when the network size increases, more mobile nodes are needed to make sure that at least one mobile node reaches the POI within t m . It is clearly showed that, with a=200, at most 200 mobile nodes suffice when the moving speed reaches 1m/s to satisfy the delay requirement. In contrast to the random deployment scenario, by following our deterministic deployment scheme, the number of needed mobile nodes is dramatically reduced. More in detail, our deterministic scheme reduces the number of deployed mobile nodes by at least 90%, 80% and 70%, respectively, as moving speed s ranges from 0.04m/s to 1m/s. This result shows that our deterministic deployment algorithm can significantly reduce the manufacturing overhead by taking advantage of carefully choosing deploy positions.
3) Impact of Mobile Sensor Speed: We also evaluated the impact of mobile sensor speed on the system performance. We illustrate the motion delay as the moving speed, s, ranging from 0.4m/s to 1.0m/s. As showed in Figure 4(a)(b) , when the speed grows higher, the number of mobile sensors needed to satisfy the delay requirement decreases considerably. This result shows that our motion scheduling algorithm can effectively improve the detection performance by taking advantage of the increase of the moving speed. In this experiment, we illustrate the overall reaction delay with increasing number of randomly deployed mobile nodes and different sampling set size. Different from the previous experiments, we deploy static sensors uniformly at random in a larger square region of size 500 × 500 m 2 , where the number of static nodes reaches 4000. We set the moving speed s as 0.8m/s. The total delay collected with different target event size is illustrated in Figure 5 (a) and Figure 5(b) . As expected, when the number of static and mobile nodes increases, the total delay decreases considerably from more than 200 seconds to below 50 seconds. Moreover, the overall delay is also decreased by almost 50% as we extend the event scale by adjusting α from 0.02 to 0.05. Here we conducted more illustrations for evaluation the performance and effectiveness of our sensor deployment schemes and movement scheduling algorithms, as showed in Figure  6 and Figure 7 . For simplicity, a monitoring region of size 100 × 100 m 2 is used in this set of experiments. Mobile nodes are deterministically deployed in the field and are marked as blue circles with a green square boundary.As described above, static nodes, as blue circles showed in the figures, are deployed uniformly at random in the square. After some static node(s) hit the target event (marked as red circles), the mobile nodes that detect a lower potential value of neighbors can keep moving toward the POI based on repeatedly checking the lowest potential values of new neighbors. Then, the moving paths are drawn up to show which nodes and how they finally reach the POI. Mobile nodes without a moving path keep still at its original position since the event information did not reach them, which is unnecessary in realistic. In this way, our detect and rescue schemes effectively locate the target event merely based on local information, and only necessary motion of nearby mobile nodes is conducted for the rescue work. In addition, the mobile nodes will be guided to the closest POI when there are more than one sample hit the target event, as illustrated in Figure 7 .
D. Total Delay
E. Examples
X. CONCLUSION
In this paper, we discuss the reaction delay problem in the hybrid network. We propose a random deployment and scheduling strategy for the stationary sensor network in order to minimize the detection delay; we also design a number of different deployment strategies as well as motion strategy for mobile sensors. We disclose the relationship between the overall delay bound and different parameters in network planning. 
