Robust Statistics by Blaine, Bruce E
St. John Fisher College 
Fisher Digital Publications 
Statistics Faculty/Staff Publications Statistics 
6-5-2018 
Robust Statistics 
Bruce E. Blaine 
St. John Fisher College, bblaine@sjfc.edu 
Follow this and additional works at: https://fisherpub.sjfc.edu/statistics_facpub 
 Part of the Statistics and Probability Commons 
How has open access to Fisher Digital Publications 
benefited you? 
Publication Information 
Blaine, Bruce E. (2018). "Robust Statistics." The SAGE Encyclopedia of Educational Research, 
Measurement, and Evaluation , 1434-1436. 
Please note that the Publication Information provides general citation information and may not be 
appropriate for your discipline. To receive help in creating a citation based on your discipline, please visit 
http://libguides.sjfc.edu/citations. 
This document is posted at https://fisherpub.sjfc.edu/statistics_facpub/8 and is brought to you for free and open 
access by Fisher Digital Publications at St. John Fisher College. For more information, please contact 
fisherpub@sjfc.edu. 
Robust Statistics 
Abstract 
In lieu of an abstract, here is the entry's first paragraph: 
Robust statistics are procedures that maintain nominal Type I error rates and statistical power in the 
presence of violations of the assumptions that underpin parametric inferential statistics. Since George 
Box coined the term in 1953, research on robust statistics has centered on the assumption of normality, 
although the violation of other parametric assumptions (e.g., homogeneity of variance) has their own 
implications for the accuracy of parametric procedures. This entry looks at the importance of robust 
statistics in educational and social science research and explains the robustness argument. It then 
describes robust descriptive statistics, their inferential extensions, and two common resampling 
procedures that are robust alternatives to classic parametric methods. 
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ROBUST STATISTICS 
Robust statistics are procedures that maintain 
nominal Type I error rates and statistical power in 
the presence of violations of the assumptions that 
underpin parametric inferential statistics. Since 
George Box coined the term in 1953, research on 
robust statistics has centered on the assumption of 
normality, although the violation of other para-
metric assumptions (e.g., homogeneity of vari-
ance) has their own implications for the accuracy 
of parametric procedures. This entry looks at the 
importance of robust statistics in educational and 
social science research and explains the robustness 
argument. It then describes robust descriptive sta-
tistics, their inferential extensions, and two 
common resampling procedures that are robust 
alternatives to classic parametric methods. 
Robust statistics are important tools for educa-
tional and social science researchers because of 
three well-established findings. First, parametric 
methods (e.g., ANOVA, least squares regression) 
are the most commonly used procedures for sig-
nificance testing in the social sciences; some esti-
mates indicate that over 90% of published articles 
use a parametric significance test. Second, surveys 
of the educational and psychological literature 
show that nonnormally distributed data is the rule 
rather than the exception. Third, even modest 
departures from normality can substantially com-
promise both the Type I error rate and the power 
of parametric inferential procedures. 
The robustness argument refers to the long-
standing claim in the social sciences that paramet-
ric procedures such as the t test are "robust to 
violations" of the assumption of normality, mean-
ing that the tests maintain accurate Type I error 
rates in the face of nonnormality. Originating in 
several research articles from the 1970s, the 
robustness argument has been repeated in intro-
ductory statistics textbooks, asserted by research-
ers in defense of their use of parametric methods, 
and over time become accepted as fact in the 
social science research community. 
The near ubiquity of parametric procedures for 
significance testing in social science research 
speaks to the acceptance of the robustness argu-
ment. However, the research underlying the 
robustness argument has been criticized both for 
its methods and interpretation of results. Subse-
quent research has substantially, if not convinc-
ingly, established that beyond some very specific 
circumstances in which parametric procedures are 
in fact robust to violations of the assumption of 
normality, the robustness oft tests and other para-
metric procedures to violations of normality is the 
exception rather the rule. 
The robustness argument invokes the central 
limit theorem, which provides for normal sam-
pling distributions of the mean (given adequate 
sample size) even when the parent population is 
not normally distributed. However, the central 
limit theorem says nothing about the distribution 
oft, from which probabilities are derived for t tests 
of null hypotheses and t quantiles derived for con-
structing confidence intervals (Cls). Simulation 
studies show that under conditions of nonnormal-
ity, inferences based on the t distribution are inac-
curate (i.e., nominal Type I error rates are not 
maintained) and can be very inaccurate even with 
modest departures from normality in the parent 
population. Combined with the commonality of 
nonnormally distributed data mentioned earlier, 
the influence of the robustness argument on statis-
tical practices has broad implications for research 
literatures in education, psychology, and beyond. 
The most pernicious departures from normal-
ity, from the standpoint of undermining paramet-
ric significance tests, are those that take the form 
of heavy tailed distributions. Heavy tailed (also 
called contaminated normal) distributions are 
common in educational research where a target 
population is contaminated with cases from 
subpopulations that have different means and 
variances, or from the presence of outliers, or 
both. Worse, heavy tailed distributions appear 
to be normal by visual inspection, and their 
nonnormality often goes undetected by tests of 
normality. Robust descriptive statistics are, by 
definition, resistant to the influence of outliers, 
and inferential procedures that use robust descrip-
tive statistics inherit the same resistant quality. 
Common robust descriptive statistics include 
the trimmed mean and variance, Winsorized mean 
and variance, and M-estimators. As a group, these 
statistics moderate the influence of outliers or 
heavy tails on estimates of location and variability 
and are much preferable to data transformations 
as methods to deal with outliers or restore nor-
mality. Trimming removes a set percentage of 
cases in the upper and lower tails and calculates 
the mean or variance of the remaining cases. The 
median, which is widely appreciated as being 
resistant to the influence of outliers, is a 50% 
trimmed mean and therefore a robust estimator of 
location. 
Winsorizing involves the systematic recoding 
of cases in the tails of a skewed or heavy tailed 
distribution, with the mean and variance calcu-
lated from the recoded data. Like Winsorizing, 
M-estimators also reassign values to observations 
in the tails of a distribution but do so based on 
one of several estimating functions. When these 
robust descriptive statistics are used in parametric 
inferential procedures, such as when a t test is 
calculated with trimmed means and variances, 
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those procedures in turn become more robust. 
Robust descriptive and inferential statistics can be 
generated in most modern statistical software 
packages. 
The robust procedures just described rely on 
theoretical probability distributions (e.g., t) to 
approximate the underlying distribution and gen-
erate probabilities for inference but do so with 
robust estimators of mean and variance. This cat-
egory of robust inferential procedures is therefore 
still parametric. In contrast, 'other robust methods 
create empirical probability distributions from 
sample data and use those distributions for infer-
ence and estimation. 
Certain robust proced~res 'are freed from para-
metric assumptions, such as the assumption of 
normality, because the underlying probability dis-
tribution is directly estimated from sample data 
rather than approximated by a mathematical dis-
tribution. Two common examples are the boot-
strapped CI and the permutation test for a mean 
difference. A bootstrapped 95% ·CI for estimating 
µ is produced via a resampled ·distribution of 
thousands of sample means. From that distribu-
tion, the 2.5% and 97.5% quantiles become the 
lower and upper limits, respectiyely, 6'f the Cl. A 
permutation test for a mean difference also starts 
with sample data, creating 'a pr~bability distribu-
tion of mean differences from thousa.rids of inde-
pendent shufflings of scores into two random 
samples, each generating a mean difference, from 
which a p value for the observed mean difference 
can be retrieved. Resampled, robust alternatives 
exist for most parametric inferential procedures 
and are also part of most statistical software 
packages. ·" 
B. Evan Blaine 
See also Random Assignment; Winsorizing. 
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