INTRODUCTION
Many physical systems are nonstationary; that is, they have components that vary with time (Evan-Iwanowski, 1969) . For instance, the response of systems with a time-dependent excitation amplitude or frequency is nonstationary. Nonstationary excitations might occur, for example, when a motor is started up or shut down (Evan-Iwanowski, 1969) . We consider a specific class of such systems in which either the excitation frequency or the excitation amplitude varies linearly with time. Lewis (1932) performed one of the first investigations of nonstationary phenomena. He studied the case of an unbalanced linear rotor that was uniformly accelerated through its critical speed. Mitropolsky (1965) and Evan-Iwanowski (1969) provided an overview of the literature (especially the Russian literature) for many more nonstationary problems. Nayfeh and Mook (1979) also provided references to the literature of nonstationary problems.
_
In this article, we investigate the response of a single-degree-of-freedom system to a nonstationary parametric excitation. Specifically, we consider the system where F is the damping coefficient, f is the excitation amplitude, and a is the coefficient of the cubic nonlinearity. The Neal and Nayfeh ( 1990) studied the present system for the case of a hardening-type nonlinearity (a < 0) and a nonstationary excitation frequency. In this work, we consider the case of softening-type nonlinearity (a > 0) . This case is more interesting because the system is more robust and its response exhibits complexity such as symmetry-breaking bifurcations, period-doubling bifurcations, chaotic solutions, and unboundedness that were not encountered in the previous work.
MODULATION EQUATIONS
We assume the sweep rates r and s to be small. Hence, using the method of multiple scales (Nayfeh, 1973 (Nayfeh, , 1981 , we obtain a first approximation to the solution of equations ( 1-3) in the form where the amplitude a and phase # of the response are given by the modulation equations
We note that the ordinary-differential equations (5) and (6) describe the modulation of the amplitude and phase of the response for stationary or nonstationary excitations.
Equations (5) and (6) can be expressed in an alternate form by using the transformation Substituting equations (8) into equations (5) and (6), we have
Stationary Solutions
To understand the nonstationary response, we first determine the stationary response. To this end, we assume that f and ~ are constants. Then we set a' = P' = 0 in equations (5) and (6) and obtain There are two possibilities. First, a = 0, which corresponds to a trivial solution according to equation (4) . Second, a is nontrivial. Eliminating # from equations (II) and ( 12) yields the two nontrivial amplitudes For a given stationary excitation (i.e., given f and cr), equations (13) and (14) provide two nontrivial values for a that correspond to a periodic response according to equation (4).
Stability of Stationary Solutions
We examine the stability of the stationary solutions by using either the modulation equations or the original equation.
To determine the stability of the stationary solutions by using the modulation equations, we find it easier to use the form (9) and (10) rather than the form (5) and (6) of the modulation equations. (12) (13) (14) and (18) that the solution given by equation (13) is stable and that the solution given by equation (14) is unstable because a is positive.
In Figure 1 , a typical frequency response curve is shown. (Sanchez and Nayfeh, 1990 ). However, a periodic solution that is unstable to a disturbance with a period close to 2x will, of course, be unstable when perturbed by a general disturbance.
To determine the stability of a periodic solution to a general disturbance, we use Floquet theory (Nayfeh and Mook, 1979) . To accomplish this, we let U(t) be a periodic solution of equation (1) (Nayfeh and Balachandran, 1995 (1988) found that the integration of equations (5) and (6) yields incorrect results when the initial response is trivial or nearly trivial. We also integrate the governing equation (1) First, we consider a forward swee~--the excitation frequency increases linearly so that r is positive. In Figure 2 , we plot the response found by integrating the modulation equations as a solid line, and we plot the stationary frequency-response curves for reference as dashed lines. We see several unique characteristics of the nonstationary response. First, we note that the response remains Because we plot the envelope of the response from the original governing equation-that is, we plot the absolute value of every extremum of the response, both maximum and minimum-when symmetry breaking occurs, two distinct points are generated for each cycle. Therefore, the symmetrybreaking bifurcations appear as a short wedge, as shown in Figure 4 . We note that as # decreases, the distance between the maximum and minimum tends to increase. From the Floquet analysis, the stationary symmetric response loses stability at ~ = 1.669, at which point the symmetry is broken. We mark this value in Figure 4 with a vertical line. In the nonstationary response, the onset of symmetry breaking is delayed to a lower value of ~. This suggests that the nonstationary response remains symmetric in a region where the stationary symmetric response is unstable. The difference between the absolute values of the maximum and minimum during the first cycles after the symmetry is broken is larger than that during the immediate succeeding cycles. This suggests that, as in the previously studied nonstationary behavior, there is a penetration, jump, and overshoot behavior associated with the symmetry-breaking bifurcation. After several cycles during which the difference between the absolute values of the maximum and minimum grows, the response begins to change again and then quickly becomes unbounded.
In Figure 5 , we plot < 1 > 0 0 versus the sweep rate r for reverse sweeps, where < 1 > 0 0 is the value of (}) at which the absolute value of the response exceeds some large chosen value as it becomes unbounded. All sweeps are started at the value of # at which the trivial solution loses stability, so that all sweeps have the same initial response as they enter this region. For more scattered. There is no definite trend for the influence of increasing Irl on < 1 > 0 0 ' For even faster sweep rates in the next range of r, the values of < 1 > 0 0 are generally larger than those in the previous ranges of r-. In this range, < 1 > 0 0 tends to decrease for larger Irl, and for some sweep rates the values of oo are significantly smaller than those for similar sweep rates. But for most of the sweep rates in this region, the response becomes unbounded at a value of ({) larger than that at which the stationary response is unbounded. This would be an important consideration in the design of a system subjected to nonstationary excitations because an analysis that assumes a stationary excitation would predict the response to be bounded for values of (}) where the nonstationary response is unbounded.
For many sweep rates, the response remains bounded. We mark these sweep rates with a 0 in Figure 5 . For Figure 6 . We note that both the symmetry-breaking bifurcation and the unboundedness occur at values of f larger than those in the stationary case.
In Figure 7 , we plotf-as a function of the sweep rate s for forward sweeps, where /00 is the value of f at which the response exceeds some chosen value as it becomes unbounded. We mark the value of f at which the stationary solution undergoes a period-doubling bifurcation with a horizontal line in Figure 7 and use it as an estimate of the value of f at which the stationary solution becomes unbounded. Responses are calculated at sweep rates that are multiples of 0.0002. All sweeps are started at the value of f at which the trivial solution loses stability, so that all sweeps have the same response as they enter this region. For a range of s, the response jumps up and converges to the stationary curve before it undergoes a symmetry-breaking bifurcation, quasi-period-doubling bifur- Next we consider sweeps when # is less than 2. In this case, the stationary force-response curve bends back on itself. All of the solutions on this curve are stable except those on the part that lies below the larger part of the curve. The trivial solution is stable up to the intersection of the force-response curve with the f axis and is unstable for larger values of f. For a forward sweep (i.e., s > 0), the nonstationary behavior is similar to that in the case of (}) > 2. Again there is penetration, jump up, overshoot of, oscillation about, and convergence to the stationary force-response curve, followed (when we integrate the original governing equation) by a symmetry-breaking bifurcation, quasi-period doublings, and unboundedness. The primary difference between this case and the case of 0 > 2 is the shape of the stationary force-response curve about which the nonstationary behaviors take place. In Figure 8 , we plot the solution for the nonstationary amplitude found from integrating the modulation equations as a dashed line and plot the time trace of the response found from integrating the original governing equation as a solid line. We see agreement between the two methods, particularly as to the location of the beginning of the jump up from the trivial solution. But as f exceeds 0.58, the response found from the original governing equation differs qualitatively from the response found from the modulation equations, and it quickly becomes unbounded. For this sweep, the oscillations of the amplitude about the stationary force-response curve are large enough to carry the response to unboundedness. For the case of stationary excitation, Floquet theory predicts that the asymmetric solution loses stability at f = 0.890. Using this last value as an estimate of the value of f at which the stationary solution becomes unbounded, we note that for this sweep unboundedness occurs at a value of f much smaller than that in the stationary case.
As with forward sweeps, the nonstationary response characteristics for reverse sweeps when # is less than 2 are similar to those when # is greater than 2. Again, the response jumps up quickly because the sweep begins at a value of f where the trivial solution is unstable. The initial jump can carry the response to unboundedness, or to an asymmetric solution, or to a response that oscillates about the stationary force-response curve, depending on fo. In Figure 9 , we plot the nonstationary response found from integrating the modulation equations as a solid line and the stationary force-response curve as a dashed line. We note that time increases from right to left because this is a reverse sweep. In this case, the nonstationary response does not converge to the stationary force-response curve; instead it goes directly from an oscillation about this curve to lingering. There is much lingering here because the stable. part of the stationary force-response curve is elevated above the f axis for # < 2. In fact, the response remains nontrivial even after f has become trivial. The response found from integrating the original governing equation is in close agreement with that found from the modulation equations. 
ANALOG-COMPUTER SIMULATIONS
In this section, we consider the behavior of the response after a sweep is stopped and the excitation frequency and amplitude are held constant. We also use the analog computer to validate the conclusions of the digital-computer results of the previous sections.
An analog computer is an actual physical system that can be programmed to model the system being studied. However, an analog computer is subject to noise and other inaccuracies. The noise prevents an accurate control of the initial conditions. Thus, when using an analog computer, one cannot analyze the effect of initial conditions on the response. Because of this noise and inaccuracies in such systems, the analog computer does not produce the same accuracy as does a digital computer.
We use the analog computer in the slow (real time) integration mode. The excitation signal is generated using a signal generator. We sweep the excitation frequency by using the internal sweeping programs of the signal generator. We sweep the amplitude by using a PC program that controls the signal generator through a general purpose interface bus (GPIB).
In Figure 10 Figure 11 , we plot the analog-computer results using the same sweep rate as in Figure 10 .
Because of the presence of different initial conditions and noise, the response penetrates farther before jumping up. The response continues to grow and, in a few cycles, becomes unbounded. Therefore, changes in the initial conditions or noise can have catastrophic effects on a system under a nonstationary excitation.
In Figure 12 , we plot the analog-computer results using the same sweep rate as in Figure 10 , but this time we stop the sweep after 300 seconds and hold the frequency at ~ = 2. The end of the sweep is marked with a vertical line. The response during the sweep is much like that in Figure 10 . At the beginning of the stationary excitation, the amplitude is still oscillating as it did during the sweep, but soon after the solution converges to the stationary response.
In Figure 13 , we plot the analog-computer results for a reverse sweep with r = -0.0005. Here, the response penetrates, jumps up, oscillates, and converges to the stationary solution. Toward the end of the sweep, however, we see a distinct change in the behavior. The response undergoes a symmetry-breaking bifurcation and then a quasi-period-doubling bifurcation. The stationary response undergoes a period-doubling bifurcation at # = 1.903. In this sweep, the excitation frequency passes this value of (}) at t = 794 seconds. Thus, for this sweep, the period-doubling bifurcation is delayed to a value of # smaller than that in the stationary case. After several cycles of this behavior, the response becomes unbounded.
In Figure 14 , we plot the analog-computer results for a reverse sweep with r = -0.001. The response behaves much like that shown in Figure 13 . Because of the faster sweep rate, the penetration is greater in this case. The excitation frequency passes # = 1.903 at t = 397 seconds. Again, the quasi-perioddoubling bifurcation is delayed to a value of ~ smaller than that in the stationary case. In fact, the quasi-period-doubling bifurcation is delayed even more than that in the slower sweep of Figure 13 . It is more difficult to identify the quasi-period-doubling behavior separately from the other response behaviors because it occurs for only a few cycles before the response becomes unbounded. The response becomes unbounded at a value of ({) slightly smaller than that in the previous sweep. , In Figure 15 , we plot the analog-computer results for a reverse sweep with r = -0.002. In this case, ¡ we seen even a deeper penetration. The response amplitude jumps up and begins to oscillate, but after a few cycles the response becomes unbounded. If a quasi-period-doubling bifurcation occurs, we cannot identify it because it occurs with all the other changes in the last few cycles of the response. The response becomes unbounded at a value of ({) higher than that in the previous sweeps.
In Figure 16 , we plot the results of a reverse sweep with r = -0.004. After 150 seconds, we stop the sweep and hold the frequency at # = 1.7. When the sweep ends, the response is still bounded, unlike the sweeps of Figures 13-15 . However, the oscillations are large enough so that the solution becomes unbounded a few cycles later, after the sweep has ended and the excitation is stationary. For some sweep rates, initial conditions, and noise levels, the response found from the analog computer sweeps through, just as it did in the digital-computer results. In such cases, the response never deviates significantly from the trivial response.
In Figure 17 , we show analog-computer results of an excitation amplitude sweep with s = 0.00208. The results are very similar to those found on the digital computer. First, the response penetrates, jumps up, oscillates, and converges to the stationary solution. As the sweep continues, the response begins to change and deviate from the stationary solution. After a few cycles, the response becomes unbounded. The last few cycles of the response suggest the occurrence of a symmetry-breaking bifurcation and a quasi-period-doubling bifurcation that we found in the digital-computer simulations. The stationary solution undergoes a period-doubling bifurcation at f = 1.002. In this sweep, the excitation amplitude passes this value of f at t = 480 seconds. Thus the period-doubling behavior in this sweep is delayed to a value of f higher than that in the stationary response.
In Figure 18 , we show the results of a forward sweep with s = 0.00167. After 600 seconds, we stop the sweep and hold the excitation amplitude at f = 1.0. Again, we see penetration, jump up, oscillation, and convergence to the stationary solution. At the end of the sweep, the nonstationary response has already converged to the stationary response; therefore, there is no nonstationary behavior evident in the response once the sweep has ended.
In Figure 19 , we show the results of sweeping the amplitude with s = 0.0067 for 150 seconds and then holding the excitation amplitude at f = 1.0. The response penetrates farther than in the previous sweep, and it only begins to grow at the end of the sweep. After the sweep is ended and the excitation is stationary, the response continues to grow and soon becomes unbounded. Again we see that the nonstationary behavior can have a critical effect on the response even after the excitation has become stationary.
In Figure 20 , we show the results of a reverse amplitude sweep with s = -0.00417. After 150 seconds, we stop the sweep and hold the excitation amplitude at f = 0. The response jumps as soon as the sweep begins because the trivial solution is unstable at this level of excitation. The response soon converges to the stationary solution, but as the sweep continues the response lingers. In fact, lingering is so great that the response is nontrivial even after the excitation is trivial. However, the response decays after the sweep has ended and becomes trivial.
CONCLUSIONS ,
We have considered a parametrically excited one-degree-of-freedom system with a nonstationary excitation. The excitation has either a frequency or an amplitude that is a linear function of time. We found the nonstationary response to the nonstationary excitation by (i) a digital-computer integration of the original governing equation, (ii) a digital-computer integration of the modulation equations found by applying the method of multiple scales, and (iii) an analog-computer simulation of the original governing equation. We found good agreement between the responses obtained with the three approaches.
