By the method of invariant manifold, we investigate the Ito equation numerically with high precision. By the numerical results, we can completely determine the form of analytic soliton solutions for the Ito equation. In fact, by the numerical data we have succeeded in deciding the analytic form of the τ -function, which is more general than the old assumptions. This may suggest that we should think more deeply about what the soliton is.
Introduction
The Ito equation [1] was first introduced in 1980 as the Hirota bilinear equation
(
By introducing variable u = 2(ln f ) xx , Equation (1) is transformed to a soliton equation
Non-local equation (2) is usually written into a local one by the transformation u(x, t) =ũ(x, −t), ∂ ∂tũ (x, t) = 3 ∂ ∂xṽ (x, t). Neglecting the tilde symbol and the integral constant, we get
In the sequel system (3) will be referred to as Ito equation. In Ref. [2] , Drinfeld and Sokolov also found the equation (3) in their study on the relationship between soliton equation of KdV type and Lie algebras, thus some authors referred (3) as Drinfeld-Sokolov system [3] . The Hamiltonian structures of Ito equation was obtained by Liu [4] . The Lax pair for (3) is [2]L = ∂ 3 + u∂ + u x + v∂ −1 ,
Also in [1] Ito himself gave a solution of (1)
where
It had been a long time taking (5) as the τ -function of the soliton solution of (2) . But one has good reason to question whether (5) covers all soliton τ -function of the Ito equation: literature [1] has assumed that for soliton solutions f is a sum of exponential traveling waves. Zhang and Chen [5] are among the first ones to try to enlarge the class of soliton solutions of the Ito equation. It seems to us that the solutions obtained in [5] are still too limited. Li et al. [6] had investigated the Ito equation by the method of invariant manifold (IM) and solved the first two constraints completely. But they [6] did not give the general solution for the higher order constraints. The results of this paper will reveal some important structures for higher order constraints discussed in [6] . This paper is organized as follows. Section 2 will derive the ordinary differential equations (ODEs) for solving the IMs suggested by [6] . The ODEs in Ref. [6] is not suitable for numerical integration. Here we give the suitable one. Also here we add an equation for f, which is crucial to analyze the IMs. Section 3 will present the numerical results for the ODEs obtained in section 2. These numerical results will reveal the general structure of τ function corresponding to the 2-soliton and 3-soliton solution of the Ito equation. Section 4 is the conclusions.
2 ODEs for the time evolution of solitons of the Ito equation
For brevity we use the following notations:
With eigenfunction ψ i , the Lax pair (4) becomesLψ i = λ i ψ i andψ i =P ψ i , which are equivalent to the following differential equations
According to [6] , the constraint for Equation (7) is
where a i s are real or complex numbers and we can take a i = 1 without loss of generality.
It is easy to prove k i (t) = 0 and c i (t) = 0. Altogether we have
Remark 1: From Equations (10) and (12), we can easily see that with respect to x there are n equations with n+1 unknown functions: {ϕ 1 , ϕ 2 , · · · , ϕ n , u}. So we can select u(x, t)| t=0 = u 0 (x) to be an arbitrary function, i.e., with respect to x, u is not limited to the form 2(ln a i e kix ) xx [1] . By (10), (11), (12) and (13), the time evolution of u, ϕ i , ϕ
where i = 1, 2, 3, · · · , n. Clearly the ODE system (14) contains 4n+1 equations.
Next we will introduce an extra differential equatioṅ
Equation (15) is very important to reveal the solution structure of Equations (14). Summing (10) over i, we immediately get
Integrating (16) we get
It is easy to prove γ is independent on t. We will use the conservation of γ to illustrate the precision of the numerical solutions.
Numerical results
Because the case n = 1 had been completely solved in [6] , we start numerical study from n = 2.
n=2
The parameters λ i , i = 1, 2, can be taken any value in Equations (14). For simplicity we take
The initial values for unknown functions in (14) and (15) are also arbitrary. In order to make the numerical solving procedure simple we randomly choose them as Γ t Γ 0 Fig. 1 The difference between γ(t) and γ(0).
The calculated γ is very close to γ(0) = −3. Fig. 1 shows that the numerical precision in our numerical integration for the ODEs (14) is very high.
Numerical results show that for lots of initials ϕ i s are asymptotically to constants. For initial values (18), the numerical results are 
The eigenvalues of −M are
Define
By the numerical values of ϕ 1 (t) and ϕ 2 (t), t ∈ (0, 3), we can determine (24) andφ 1 denote the numerical solution of ϕ 1 . Fig. 3 shows that the form of ϕ 1 must be (23).
By the numerical values of f(t), t ∈ (0, 3), we can determine
and the values of c 0 and c 1 are 
n=3
The procedures for n = 3 is just the same as the one for n = 2. All numerical errors are also far smaller than 10 −30 . We will omit the plots here. We arbitrarily take the parameters λ i , i = 1, 2, 3 as
Then we set the following initial values
We can obtain
The eigenvalues of −M are Ω 1 = 6.277038684404317215906811766255007511305, Ω 2 = 2.341721658570986197790603783195012345933,
By the numerical values of ϕ 1 (t), t ∈ (0, 3), we can determine
where we can assume b −1,−1,−1 = 1. The calculated a 
Similarly the other a 2 i,j,k and a 3 i,j,k ( the coefficients of ϕ 2 (t) and ϕ 3 (t) ) can also be calculated. But they do not have much importance, and we will not list them here.
and the values of c 0 and c 1 are
Conclusions
By the numerical results in Section 3, we can see that for general n
It can be shown that c 0 and b i1,i2,··· ,in are all dependent on x and that ω i , i = 1, · · · , n are not dependent on x and t. Therefore we can write
where the demand b −1,−1,··· ,−1 = 1 has been removed. By (15) we can only get f xt = v. The τ -function of the Ito equation satisfies τ xt = v and τ xx = 1 3 u. So we can not immediately identify τ with f. But we can still show τ has the same form as (37) or we can write
Of course,b i1,i2,··· ,in (x), i = 1, · · · , n, in (38) are not arbitrary. They must satisfy some constraints. In fact we know there is only one arbitrary function among all theb i1,i2,··· ,in (x)s. From the numerical results in Section 3, we can also see that the eigenfunction ϕ j must take the form ϕ j = i1,i2,··· ,in∈{1,−1}ā j i1,i2,··· ,in (x)e i1ω1t+i2ω2t+···+inωnt i1,i2,··· ,in∈{1,−1}b i1,i2,··· ,in (x)e i1ω1t+i2ω2t+···+inωnt .
(39)
A discovering of this paper is that the ODE system (14) is a completely integrable one, which seems to be never seriously studied in the literatures. Therefore we can conclude that the time evolution for the multi-solitons of the Ito equation is integrable. The dependence on x for the multi-solitons of the Ito equation is Equations (10) and (12), which are not completely solved yet. Recall that the KdV equation with vanishing boundary condition is completely solved by the multi-soliton solutions of the KdV equation. Likely we conjecture that the Ito equation with vanishing boundary condition is completely solved by the multi-soliton solutions governed by Equations (10), (11), (12) and (13).
The method proposed here provide an interesting way from numerical studies to analytical ones. We expect this method can also be applied to some other nonlinear systems.
