Abstract -We propose an iterative solution to the problem of blindly and jointly identifying the channel response and transmitted symbols in a digital communications system. The proposed algorithm iterates between a symbol estimator, which uses tentative channel estimates to provide soft symbol estimates, and a channel estimator, which uses the symbol estimates to improve the channel estimates. The proposed algorithm shares some similarities with the Expectation-Maximization (EM) algorithm but with lower complexity and better convergence properties. Specifically, the complexity of the proposed scheme is linear in the memory of the equalizer, and it avoids most of the local maxima that trap the EM algorithm.
I. INTRODUCTION
An important class of algorithms for blind channel identification is based on the iterative strategy depicted in Fig. I [I-91. In these algorithms, an initial channel estimate is used by a symbol estimator to provide tentative soft estimates of the transmitted symbol sequence. These estimates are used by a channel estimator to improve the channel estimates. The improved channel estimates are then used by the symbol estimator to improve the symbol estimates, and so on.
Iterative techniques for channel identification have three important advantages. First, the channel estimates are capable of approaching the maximum-likelihood (ML) estimates. Second, blind identification of the channel allows the receiver to use decision-feedback equalization, ML sequence detection via the Viterbi algorithm, or maximum a posteriori (minimum symbol-error rate) detection via the BCJR algorithm [lo]. Such detectors offer excellent performance even when the channel has a spectral null, where equalizers based on linear filters (using the constant-modulus algorithm, for example) are known to fail. Third, iterative schemes easily exploit, in a nearly optimal way, any a priori information the receiver may have about the transmitted symbols. This a priori information may arise because of pilot symbols, a training sequence, precoding, or error-control coding. Thus, iterative channel estimators are well-matched to applications involving turbo equalization [4][1 I] or semi-blind channel estimation [12] . By exploiting the existence of coding, a blind iterative detector is able to benefit from the immense coding gains that typify today's powerful codes (based on turbo coding or low-density parity-check codes, for example). These codes allow reliable communication with an SNR that is lower than ever before, which only exacerbates the identification problem for traditional algorithms that ignore the existence of coding.
Most prior work in blind iterative channel identification can be tied to the EM algorithm of [13] . The first such detector [I] used hard decisions produced by a Viterbi sequence detector. The first use of EM with soft symbol estimates (as produced by BCJR) was proposed in [2] . It is a direct application of EM (as are [3] and [4] ), and hence is guaranteed to converge to a local maximum of the joint channel-sequence likelihood function. An adaptive version [5] of EM was applied to the identification problem in [6] . The algorithms proposed in [7-91 are modifications of EM.
The algorithm we propose differs from prior work in its lower complexity and improved convergence. Specifically, we propose a symbol estimator based on a DFE, whose complexity increases linearly with the equalizer memory, as opposed to exponentially with channel memory. We also propose an extended-window channel estimator which greatly reduces the probability of misconvergence to a nonglobal local maximum of the joint likelihood function. 
ESTIMA TOR ESTIMATOR

EM AND BLIND CHANNEL IDENTIFICATION
The EM algorithm [ 133 provides an iterative solution to the blind identification problem that fits the paradigm of Fig. 1 . It generates a sequence of channel estimates with nondecreasing likelihood, and under general conditions converges to a local (not necessarily global) maximum of the likelihood function. Application to blind channel identification was first proposed in [2] . The channel estimator (see Fig. 1 ) for the (i + 1)-st iteration of the EM algorithm is defined by The symbol estimator provides the values of U:)= E[aklr; h ,6 ] and E[akak ( r ; h ,o ] that are required by (3) through (5). The symbol estimator of the EM algorithm uses the BCJR algorithm [lo] , which has complexity exponential in the channel memory, and is based on the tentative channel estimates fed from the channel estimator.
Note that Ri and p i can be viewed as estimates of the a posteriori autocorrelation matrix of the transmitted sequence and the cross-correlation vector between the transmitted and receive sequences, respectively. Thus, (2) is very similar to the least-squares solution [ 161, in which these quantities are replaced by the actual sample autocorrelation matrix and cross-correlation vector. 
Iv. THE CHANNEL AND SYMBOL ESTIMATORS
We first propose a low-complexity channel estimator that avoids the matrix inversion of (2). From the channel model it is clear that h, = E[rkak-,]. But
. (6) Note that the channel estimator has no access to E[ak I rl, which requires exact channel knowledge. However, based on the iterative paradigm of Fig. 1 , at the i-th iteration it does have access to ~52' = E[aklr; h(i), 6(i) ]. Replacing this value in (6), and also replacing time average for ensemble average, leads to the following channel estimator:
for n = 0, 1, ..., p. The idea of estimating the channel by correlating the received signal with the transmitted sequence has been explored in [17] , but the algorithm proposed in that work relies on a training sequence.
Combing the estimates (7) into a single vector, we find that ) = p , . Thus, we may view (7) as a simplification of the EM estimate RLb,; it avoids matrix inversion by replacing R, by I. This is reasonable given that R, is an a posteriori estimate of the autocorrelation matrix of the transmitted vector, which is known to be the identity.
be an estimate of the transmitted sequence, chosen as the element of A closest to 6: ) . we propose to compute 6 using:
, .. ., h ,
As for estimating the noise variance, let
Since this channel estimator no longer needs Ri, the symbol estimator need only produce E[a]r; h(1) 3 0 I .
Although the BCJR algorithm can compute U ( ' ) exactly, its high complexity (exponential in p) is often prohibitive.
We now propose a low-complexity symbol estimator based on a D E , restricting our attention to the binary alphabet A = {-I, 1 ) . Consider filtering the channel output with a minimum mean-square error DFE (MMSE-DFE), resulting in an equalizer output Z k that is approximately free of intersymbol interference (ISI). In this case, we could write zk = A U k + uk, where A is the gain of the equivalent ISI-free channel, and the equivalent "noise" term Uk is approximately zero mean and Gaussian with some variance (5, . If this model were valid, the output of the symbol estimator could be written as E[ak I rl = tanh(Azk/ot). Thus, we propose to use h'c) and 6'') to compute the MMSE-DFE coefficients, and to filter the received sequence with this equalizer. The symbol estimator then outputs tik= tanh(A.zk/o:). The complexity of this symbol estimator is independent of channel memory, and increases linearly with the length of the equalizer. estimator be equipped with the following internal iteration:
As for computing A and o U , we propose that the symbol (9) 0-7803-7097-1/01/$10.00 02001 IEEE which are repeated until a stop criterion is met. These iterations result from the application of the simplified channel estimator (7), (8) to a I-tap channel. Usually, only a few repetitions are needed, and Ai is initialized to A0 = 0". .
V. THE EXTENDED-WINDOW ALGORITHM
Misconvergence is a common characteristic of iterative channel identification algorithms. In fact, it is very easy to find an example in which both EM and the proposed algorithm, as defined so far, fail to identify the channel. (7) is limited to the narrow window (0, ..., p), (7) never computes this correlation. This observation leads us to propose the extended-window algorithm, in which (7) is computed for a broader range of n.
To determine how much the correlation window must be extended, consider two extreme cases. First, suppose h = [l 0 0 0 ... 01 and h'z) = [O ... 0 0 0 11. In this case, the symbol estimator output &k is such that sign(Gk) = U k -p . Thus, to estimate ho we must compute (7) for n = -p. Likewise, if h = 10. .. 0 0 0 11 and h (2) = [ l 0 0 0 ... 01, the symbol estimator output iik is such that sign(&,, ) = U k + p, and so to estimate h p we must compute (7) for n = 2p. These observations suggest the extended-window algorithm, which computes .
for n E {-p, ..., 2p). By doing this, we ensure that g = i&, . . ., g2,1 has p + 1 entries that estimate the desired correlations 
VI. THE IMPACT OF 6
It is interesting to note that while substituting the actual values of h or a for their estimates will always improve the performance of the iterative algorithm, the same is not true for 6. Indeed, substituting o for 6 will often result in performance degradation.
Intuitively, one can think of 6 as playing two roles: in addition to measuring 6, it also acts as a nzeasure of reliability in the channel estimate h. Consider a decomposition of the observation vector:
where * denotes convolution. The second term represents the contribution to r from the estimation error. By using h to model the channel in the BCJR algorithm, we are in effect lumping the estimation error with the noise. Combining the two results in an effective noise sequence with variance larger than 02. It is thus appropriate that 6 should exceed 0 whenever h differs from h. Alternatively, it stands to reason that an unreliable channel estimate should translate to an unreliable (i.e., with small magnitude) symbol estimate, regardless of how well a * h matches r. A large value of 6 in BCJR ensures this.
Fortunately, (8) measures the energy of both the second and the third term in ( I 2). If h is a poor channel estimate, U will also be a poor estimate for a, and convolving U and h will produce a poor match for r. Thus, (8) will produce a large estimated noise variance.
An interesting and natural question is if the B produced by (8) is large enough. We will show in the next section that increasing 6 beyond (8) helps avoid misconvergence.
VII. SIMULATION RESULTS
As a first test of the extended-window algorithm, we have simulated the transmission of K = 1000 bits over the channel h = [-0.2287, 0.3964, 0.7623, 0.3964, -0.22871 from [7] , with SNR = 18 dB, N f = 15 forward and Nb = 5 feedback DFE coefficients, and 3 inner iterations. To stress the fact that the proposed algorithm is not sensitive to initial conditions, we and is similar to that of hg and ho, respectively, but we show only those with worse convergence.) The shaded regions around the channel estimates correspond to plus and minus one standard deviation. For comparison, we show the average behavior of the EM algorithm in Fig. 3 . Unlike the good performance of the extended window algorithm, the EM algorithm even fails to converge in the mean to the correct estimates. This happens because the EM algorithm can get trapped in local maxima of the likelihood function [ 131, while the extended-window does not.
To further support the claim that the proposed algorithm avoids most of the local maxima of the likelihood function that trap the EM algorithm, we ran both these algorithms on 1,000 random channels of memory p = 4, generated as h = U / llull , where U -N(0, I). The estimates were initialized to 6& , 0, . . ., 01. We used SNR = 18 dB, K = 1000 bits, N f = 40, Nb = 10, and 3 inner iterations.
In Fig. 4 we show the rate of success of the algorithms versus iteration. The algorithms were deemed successful if they produced fewer than 3 bit errors in a block. It is again clear that the extended-window algorithm has a much better performance than the EM algorithm. This can also be seen in Fig. 5 , where we show histograms of the norm of the estimation errors (the difference between the channel vector and its estimate) for the extended-window and the EM algorithms, computed after 70 iterations. We see that while the proposed algorithm produces a negligible number of errors with norm above 0.2, about 45% of the errors produced by the EM algorithm have norm above 0.2.
Some interesting observations can be made by considering the unsuccessful runs of the extended-window algorithm. Consider, for instance, h = L0.4823, 0.0194, -0.5889, 0.6285, -0.15861, which was not correctly estimated in the previous experiment. First note that this channel does not present severe ISI. In fact, none of the channels the algorithm failed to identify introduce severe ISI. Instead, their common characteristic is the presence of 3 or more coefficients of can lead to successful convergence. In Fig. 6 , we plot the BER after 60 iterations versus a. We see that increasing c( can improve the performance of the algorithm, but increasing it too much will again cause the algorithm to fail. In spite of this encouraging observation, we were not able to find a strategy that significantly impacts the success rate over a broad range of channels. For instance, keeping a = 3 and rerunning the experiment with the 1000 random channels, we obtained a success rate of 95.6%, as opposed to 95.3% obtained with the regular algorithm (a = 1). Thus, finding the optimal value for a for a broad class of channels remains an open problem. 
VIII. CONCLUSIONS
We presented an iterative channel identification technique with complexity linear in the number of channel coefficients. We have shown that this technique can be seen as a reducedcomplexity version of the EM algorithm. A key feature of the proposed algorithm is its extended window, which greatly improves the convergence behavior of the algorithm, avoiding most of the local maxima of the likelihood function that trap the EM algorithm. A small percentage of channels still cause difficulty, but a smarter initialization strategy (as opposed to the identity initialization proposed here) will likely help. Nevertheless, the problem of devising an iterative strategy that is guaranteed to always avoid misconvergence, regardless of initialization, remains open.
