Persistent variations of the log price-to-dividend ratio (PD) and their economic determinants have attracted a lively discussion in the literature. We suggest a gradually time-varying state process to govern the persistence of the PD. The adopted state space approach offers favourable model diagnostics and finds particular support in out-of-sample stock return prediction. We show that this slowly evolving mean process is jointly shaped by the consumption risk, the demographic structure and the proportion of firms with traditional dividend payout policy during the past 60 years. In particular, the volatility of consumption growth plays the dominant role.
The log price to dividend ratio (PD) in the US embarked an upward trend since the 1980s that deviates markedly from its historical average in the preceding century. Market valuation reached unprecedented levels relative to any fundamental values in the new millennium. There is cumulating evidence for structural break(s) or instability in the mean of the PD (Lettau, Ludvigson, and Wachter 2008) and in the relation between the PD and future stock returns (Paye and Timmermann 2006 , Rapach and Wohar 2006 , Welch and Goyal 2008 . Coping with the persistence of the PD, Lettau and Van Nieuwerburgh (2008) suggest a regime-switching model that allows discrete mean shifts. In particular, they show that deviations from shifting means of the PD carry predictive power for stock returns in-sample, but fail to signal stock returns ex-ante compared with the historical average return. Empirical evidence indicates that the increasing mean of the PD could be due to a persistent deceleration of macroeconomic risks which can be measured by the volatility of consumption growth rates (Bansal and Yaron 2004 , Bansal, Khatchatrian, and Yaron 2005 , Bansal, Kiku, and Yaron 2010 , changes in demographic structures of the population (Geanakoplos, Magill, and Quinzii 2004, Favero, Gozluklu, and Tamoni 2011) , and the dividend pay-out policy by firms (Fama and French 2001 , Robertson and Wright 2006 , Boudoukh, Richardson, and Whitelaw 2008 , Kim and Park 2013 .
In this paper we consider a gradually time-varying mean of the PD that enables simultaneous testing of distinct determinants of persistent patterns characterizing the PD. In the framework of a nonlinear state space model we estimate a latent process reflecting the slowly evolving mean of the PD within a generalized version of the present value model introduced by Campbell and Shiller (1988) . In explaining persistence, the consideration of local PD means firstly allows for a comparison with the (succession of) discrete mean shifts, particularly in terms of out-of-sample predictive power for stock returns. Secondly, it offers an opportunity to look for common trends linking the local PD mean, consumption risk, the demographic structure, and the dividend payout policy of firms. Using a nonlinear sate space model can be linked to recent applications of linear state-space models (with Kalman filtering) for modelling stock returns (e.g. Binsbergen and Koijen 2010, Rytchkov 2012) . Binsbergen and Koijen (2010) , for example, treat the expected return and expected dividend growth as two latent processes. However, these studies assume an exogenous fixed mean of the PD and, thus, are not necessarily consistent with the observed persistence in the PD. Addressing the persistence of the PD explicitly, the latent process considered in this work can be interpreted as a combination of local means of expected returns and expected dividend growth. Owing to intrinsic nonlinearity, the Kalman filter doesn't offer optimal solutions. We adopt particle filtering (e.g. Cappé, Godsill, and Moulines 2007) , a flexible Monte Carlo technique, for consistent log-likelihood assessment, inferential and model selection issues.
We find that a gradually time-varying mean of the PD is strongly supported by loglikelihood diagnostics. The estimated long-term state has some step-like patterns similar to mean shifts with two structural breaks as suggested by Lettau and Van Nieuwerburgh (2008) . Importantly, the slowly evolving process allows a simple projection towards the future, and straightforward implementation of standard predictive regressions for stock returns conditional on this information. Local deviations of the PD from its gradually time-varying mean carry out-of-sample predictive power. Using the out-of-sample degree of explanation based on the root mean squared error (RMSE) (Goyal and Welch 2003) , we confirm the significance of the out-of-sample forecasting performance in comparison with both historical average returns and PD adjustments using discrete mean shifts. As economic underpinnings of both PD persistence and out-of-sample predictive content, we find that consumption risk, the demographic structure and the dividend payout policy of firms jointly shape the slowly evolving mean of the PD during the past 60 years. The adopted error correction approach allows the data to determine the transmission channel among the observed trends in financial markets and the underlying economy. All long run determinants of the PD are diagnosed weakly exogenous. A low consumption volatility risk drives down equity premia and pushes up the stock price (Bansal and Yaron 2004) .
The decreasing volatility in the consumption growth rate has the highest contribution in explaining the increasing mean of the PD. A high middle-aged to young ratio, leading to excess demand for saving, drives up the equilibrium asset prices (Geanakoplos et al. 2004 ).
The significant increases in the mean of the PD in the 1990s are consistent with increases in the middle-aged to young ratio during this period. In addition to the macroeconomic and demographic influences, lowered dividends can affect the long-run relationship between stock prices and dividends (Kim and Park 2013) . The fall in the proportion of firms that payout a significant fraction of their earnings in the form of dividends since the 1980s is consistent with the increasing mean of the PD. Nevertheless, among the three factors this has the smallest contribution in explaining the variations in the mean of the PD.
The rest of the paper is organized as follows. Section 1 illustrates the persistence of the PD, sketches its implications for the standard present value model, and introduces the state space model of the PD incorporating a gradually time-varying mean. The forecasting model, evaluation methods and forecasting performance are discussed in Section 2.
In Section 3 we investigate the linkage between the gradually time-varying mean of the PD and its potential influences. Section 4 concludes. Appendices provide detailed descriptions of the data (Appendix A), the particle filtering approach (Appendix B), and approximation errors involved in the derivation of the present value model (Appendix C).
A STATE SPACE MODEL OF THE PD
In this section we first discuss the observed persistence of the PD and its implications for respective present value formulations. Then a latent gradually time-varying mean of the PD is formally derived and estimated, which is in line with the diagnosed trends governing the PD. Log-likelihood statistics support the view that the present value model of the PD incorporating a gradually time-varying mean outperforms the model with a constant mean and models with discrete mean shifts. We consider annual data for the period 1926 to 2013 from the Center for Research in Security Prices (CRSP) and S&P500 data from 1871 to 2013, see Appendix A for detailed information.
Persistence of the PD
The persistent increase of stock prices relative to dividends from 1980 to 2000 can be seen from Figure 1 . We find that the PD can be well described by a non-stationary process, which confirms findings in previous studies; see for example Campbell (1999) , Herwartz and Morales-Arias (2009) and Park (2010) . Table 1 documents results from numerous unit root tests. The hypothesis of a non-stationary PD cannot be rejected with 5% significance by means of the ADF test, tests proposed by Phillips and Perron (1988) , Elliott, Rothenberg, and Stock (1996) and Ng and Perron (2001) .
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Figure 1 about here
The PD is unlikely to be a stationary process even taking into account the power weakness of unit root tests under near integration. As can be seen from the last column of Table 1 , the null hypothesis of stationarity of the PD is rejected by means of the KPSS statistic (Kwiatkowski et al. 1992) . Moreover, testing the unit root hypothesis as proposed by Perron and Vogelsang (1992) we find that the PD can be better described by a non-stationary process than by a stationary process with a structural break at unknown timing (see column 5 in Table 1 , 'PV'). Table 1 about here As noted by Campbell (2008) , the persistence of the PD challenges the present value model in Campbell and Shiller (1988) that rests on the assumption of a stationary PD.
Let P t and D t denote stock prices and the corresponding dividends in time t, respectively.
The total log-return, realized at the end of period t + 1, r t+1 = ln(P t+1 + D t+1 ) − ln(P t ), can be formulated as a nonlinear function of the PD, η t = ln(P t ) − ln(D t ),
where d t = ln(D t ) and ∆ is shorthand for the first difference operator such that, e.g.,
A first order Taylor expansion around a fixed steady state η provides 1 It is worthwhile to mention that opposite to pure random walks diagnosed by common unit root tests, actual PD processes cannot grow to any level. Recently, bounded non-stationary processes have attracted interest in the econometric literature (Cavaliere 2005) . Cavaliere and Xu (2014) have proposed a novel ADF based approach to test for unit roots in the presence of bounds. The critical values of such tests are smaller (i.e., larger in absolute value) than those of unit root tests neglecting the bounded nature of a variable of interest. Thus, if common unit root tests hint at non-stationarity, bounded non-stationarity will be diagnosed once the bounds are taken into account.
the linear approximation
with ρ ≡ 1/(1 + exp(−η)) and κ ≡ − ln(ρ) − (1 − ρ) ln(1/ρ − 1). In the empirical analysis, the constant parameter η is assumed to be known and commonly approximated by the sample mean (e.g. Campbell 1999) . Under persistent behaviour of the PD, η is unlikely to be constant and ρ becomes also time-varying. 
A State-Space Approximation
Taking a gradually time-varying mean of the PD into account, we modify the traditional present value model of the PD. Let η t denote the local mean employed to expand the Taylor approximation of the one-step-ahead stock returns in (1). We obtain
with both parameters (κ t and ρ t ) in (3) becoming time-specific, i.e.,
To derive the present value formulation of the PD from (3), the following approximations similar to those in Lettau and Van Nieuwerburgh (2008) are adopted:
]. Simulation studies documented in Appendix C show that combined approximation errors are negligible for typical values of η t . Taking the conditional expectation and iterating equation (3) forward, provides the log-linear present value formulation of the PD
where superscripts e symbolize the excess of dividend growth rates (∆d and Shiller (1988) is to reconsider it from the perspective of an investor who can only quantify the mean of the PD conditional on past information. In this case, as shown in Lacerda and Santa-Clara (2010) , the mean of the PD becomes time-varying and one can introduce directly a time index t for the parameters ρ and κ in the traditional present value model to derive equation (5) (see also Figure 2 ). The proposed model offers a structural interpretation for this approach.
We employ a state space model to estimate the latent time-varying η t . Assume a random disturbance term ϵ t ∼ N (0, σ 2 ϵ ) to capture eventual rational bubbles, approximation errors, and other influences in lim
Further substituting E t in (5) by objective expectations conditional on information available at the end of period t ( E t ), equation (5) is transformed into the measurement equation,
with κ t and ρ t being nonlinear functions of η t (see (4)). The state equation formalizes a dynamic pattern for the latent process η t , which is consistent with the diagnosed persistence of the PD,
where u t ∼ N (0, σ 2 u ), and the initialization η 0 is treated as a model parameter. Henceforth, we refer to this model as the randam walk (RW) state specification. As a particular alternative state equation we consider a stationary first order autoregressive (AR (1)) state process, i.e.,
where
Coping with the nonlinear relation between the PD and its latent mean process, the state space model in (6) coupled with (7) or (8) is estimated by means of particle filtering (Cappé et al. 2007 ). We sketch this method in the context of the considered state space model below. A more detailed discussion can be found in Appendix B.
Compared with a framework of structural breaks, a continuously evolving steady state of the PD not only allows to test for its various determinants, but may, particularly, improve out-of-sample forecasting of stock returns. In-sample forecasting of stock returns with structural breaks takes advantage of the maximum of available information, since subsample means can be easily determined conditional on full samples. For out-of-sample forecasting, however, the performance of break adjusted schemes is weakened since timing and magnitude of the breaks are unknown and have to be estimated (Lettau and Van Nieuwerburgh 2008) . In contrast, the state space model with particle filtering uses (mainly) past information to estimate the latent mean of the PD. Although this feature might be informationally inferior for in-sample forecasting, it has an edge over the break adjusted schemes in out-of-sample prediction. Ristic, Arulampalam, and Gordon (2004) and Doucet, De Freitas, and Gordon (2001) ).
Thus, it does not require the restrictive assumptions of the Kalman filter. With an increasing number of samples, likelihood assessment by means of the particle filter is consistent and, hence, as precise as warranted by the analyst. In this framework likelihood based tests (Vuong 1989 ) may conveniently substitute common (quasi) ML test statistics based on the Kalman filter for model selection and inferential issues.
Second, the present-value relationship among the PD, expected returns and dividend growth serves as an estimation equation in this paper. Under the assumption of a constant and known mean of the PD, the traditional present value relationship (Campbell and Shiller 1988) serves as an identity restriction in state space models similar to the one in Binsbergen and Koijen (2010) . This enables identification of two latent state variables -e.g., expected returns and expected dividend growth in Binsbergen and Koijen (2010) .
However, the imposition of a constant mean of the PD could lead to biased estimates for the latent expected return and dividend growth if the actual PD is persistent. Consistent with the diagnosed trends governing the PD, we formalize a latent varying mean of the PD to maximize the informational content of the present value model in (6). The variations in the steady-state PD reflect a combination of variations in the steady-state expected returns and expected dividend growth. 
Model Implementation
We use particle filtering based on 3000 trajectories for an approximation of the models' log-likelihood, subsequent parameter and state estimation. Before applying the particle filter, we need to determine objective expectations about future excess dividend growth rates and excess returns in (6). We follow Campbell and Vuolteenaho (2004) It is noticeable that it is not straightforward in this framework to treat expected returns or/and expected dividend growth as additional latent state variables simultaneously. 5 The inclusion of inflation accounts for the eventual effects of money illusion on equity prices. 6 In related contexts, VAR based predictions have also been used to approximate price expectations, for instance by Sbordone (2002) and Rudd and Whelan (2006) . By means of a theoretical model on the generation of inflation expectations Branch (2004) shows that economic agents use more often VAR forecasts for expectation formation in comparison with adaptive or naive prediction rules. 
Estimates and Diagnostics
The estimated parameters and diagnostic statistics for numerous model specifications including the time-varying mean model are documented in Table 2 . For purposes of comparison we also estimate the constant mean model (Campbell and Shiller 1988) and the model of discrete mean shifts proposed by Lettau and Van Nieuwerburgh (2008) . The latter is a regime-switching model and employs the supremum F -test Perron 1998, 2003) to determine the timing of the breaks as proposed by Lettau and Van Nieuwerburgh (2008) . In the case of one shift it is diagnosed to occur in 1992, and in the case of two breaks the respective locations are 1955 and 1993.
10 Table 2 about here We adopt the BIC and the Vuong statistic for model comparison (the last two columns of The 3-month Treasury Bill rate is employed to approximate the risk free rate and the CPI to measure inflation. 10 These break points are close to those diagnosed in Lettau and Van Nieuwerburgh (2008) who analyse a slightly distinct sample period (1926 to 2004) . The null hypothesis of no break is rejected with 1% significance against one or two breaks (supF (1|0) = 18.12 and supF (2|0) = 23.90). The null hypothesis of one break is rejected against the alternative of two breaks (supF (2|1) = 9.56) with 10% significance. The applied test procedure is robust to serial correlation and heteroscedasticity, the trimming is 5% of the sample. ML estimates of the break points differ only slightly from those detected by means of supremum tests, and all subsequent results are qualitatively identical. Detailed results are not shown due to space considerations and are provided by the authors upon request. χ 2 critical values may lack applicability. For instance, the constant mean model is at the bound of the variance parameter in the more flexible RW specification.
We find that estimating η t conditional on either a RW or a stationary AR(1) state equation provides very similar results. Both implied state processes can only be differentiated marginally in the early and later sample periods (see Figure 3 ). It turns out that both estimates of η t lead to qualitatively identical results for the remaining empirical analysis. We concentrate on the estimates from a RW state equation henceforth, since it is in the lead over a stationary AR (1) process according to log likelihood based diagnostics. 
FORECASTING PERFORMANCE
Time variation in the mean of the PD is valuable for the ex-ante modeling of stock returns. In this section, we analyse how η t exploits the informational content of the PD in so-called predictive regressions. We discuss predictive regression models for stock returns conditional on CRSP data. Results for S&P data are qualitatively identical. Adjusting the PD by means of its slowly evolving mean provides better out-of-sample forecasts in terms of the RMSE and the out-of-sample R 2 compared with centering the PD with discrete mean shifts or using the historical average of returns as the predictor. In the following we describe in-sample (IS) and out-of-sample (OOS) forecasting designs, and discuss in detail the forecasting performance of competing approaches.
Predictive Regressions
The predictability of stock returns is evaluated by means of common predictive regressions of the following type (see e.g. Lettau and Van Nieuwerburgh 2008) ,
where r t+1 denotes the total log-returns and v t+1 is an error term. We also use the predictive regressions to assess the predictability of dividend growth rates, substituting ∆d t+1
for r t+1 in (9). To implement predictive regressions, the PD (η t ) is adjusted by alternative state processes (s t ) such that 'centered' observations (η t − s t ) are considered to predict stock returns. Under the null hypothesis of no predictability, β 1 = 0. Predictability of return adjustments towards an equilibrium among prices and dividends imply β 1 < 0.
Imposing β 1 = 0 serves as the benchmark model (see e.g. Welch and Goyal 2008) . For IS analysis, the corresponding naive predictor is the full sample mean return. For OOS analysis the naive predictor is the historical average return obtained up to the forecast origin.
In the IS analysis we compare forecasting specifications obtained from four alternative
t , η t }. In the first specification the PD is centered by its (full sample) mean (η). We refer to this setting as the 'unadjusted' PD since this model is equivalent to that of using the actual PD series in the predictive regressions. In the second and third specification, the PD is adjusted for one and two structural breaks (η
t , respectively). Lastly, we adjust the PD by means of the gradually time-varying mean η t , which is filtered from the state space model outlined in Section 1.
Initializing the OOS analysis, the first forecasting regressions use 20 years of data.
Then the estimation windows are expanded recursively as in Lettau and Van Nieuwerburgh (2008) . We consider three corresponding adjustments for the PD -s t ∈ {η, η t , η t } -all of which are recursively estimated from the respective estimation samples. In the benchmark setting, the PD is centered with its mean η from the estimation period. The second adjustment s t = η t corresponds to the case of discrete mean shifts. We apply supremum F -tests and rely on the 10% significance level to determine the mean shift processes η t .
Lastly, the PD is adjusted by η t conditioning only on the information from the estimation periods.
Figure 4 about here
The four alternative long run states of the PD entering the IS analysis,
t , η t }, are displayed in Figure 4 . The smoothly evolving mean η t seems to be mostly close to the mean with two structural breaks η
t . However, the former lags behind the latter after the diagnosed break dates (1955 and 1993) . This reveals the nature of the particle filtering applied to the non-linear state space model. Although the parameters of the state space model are estimated conditioning on the full sample information for the IS analysis, the estimated latent process is mainly based on past information. Using the RW state equation (7) as an example, each particle is equal to η The core obstacle in using discrete break adjustments in OOS forecasting is to determine the timing and magnitude of the breaks. The gradually time-varying mean η t overcomes these difficulties. When there are no marked structural changes, it evolves around a relatively stable level. In response to persistent movements, it adapts and incorporates the new information gradually. Specifically, to obtain an update for η t by means of weighted averaging, particles η t−1 enters η t with higher weight than particle η
when the error term in the measurement equation for the former is smaller than the one for the latter. Along the updating steps the fittest particles survive. Readers may consult Appendix B for more details.
Forecast Evaluation
Results for in-sample analysis of predictive performance are documented in Table 3 . Predicting stock returns in-sample, the unadjusted PD provides a small R 2 of about 0.0392.
Adjusting the PD for shifts improves the explanatory content of predictive regressions markedly. The R 2 statistics increase to 0.1027 and 0.1751 for means with one and two shifts, respectively (column 3 and 4). The magnitude and the statistical significance of the estimated predictive coefficient (β 1 ) increase as well. This evidence confirms findings in Lettau and Van Nieuwerburgh (2008) . As expected, with an in-sample degree of explanation of about 0.0641 (column 5), adjusting the PD by a slowly evolving mean does not outperform adjustments for discrete shifts in the mean. As an adaptive filtering process, η t mainly depends on past information even in the in-sample setting. In contrast, the break adjustments take into account the full sample information and ex-post minimize squared approximation errors for the actual PD. Table 4 . Adjusting the PD for discrete mean shifts fails to improve upon using historical average returns as benchmark predictors. In contrast, centering the PD around the gradually time-varying mean obtains the smallest RMSE statistic among all predictors (last column in Table 4 ). Considering the full sample period from 1946 to 2013 (first panel in Table 4 ).
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To evaluate the statistical significance of the forecasting performance of alternative predictors compared with using historical average returns as naive forecasts, we consider an OOS degree of explanation (Welch and Goyal 2008) ,
where M SEr denotes the mean squared forecast error from naive forecasts and M SE s is the corresponding statistic from alternative models (9) with s t ∈ {η, η t , η t }. Under 11 The Q−statistic can be interpreted as robust confidence intervals for slope estimatesβ 1 . Following the convention to consider the upper bound of confidence intervals with 90% coverage probability to provide evidence with 5% significance against H 0 : β 1 ≥ 0, we find that upper bounds are 0.222, -0.088, -0.266 and -0.056 when usingη, η Clark and West (2007) .
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Adjusting the PD in real time by η t outperforms the historical average return in forecasting stock returns significantly. As can be seen from the second and fourth row of Table 4 , only adjusting the PD for the gradually time-varying mean ( η t ) provides positive and significant R 2 oos statistics. We find the same evidence for S&P500 data (corresponding results are available upon request). It is worth to point out that the alternative state processes are re-estimated at each period given available sample information. Thus, the varying mean processes of the PD change with each forecast origin. 14 One can look at the performance for any OOS periods by redrawing a horizontal line at the start of OOS periods. If the curve terminates at a higher (lower) point at the end of OOS periods, the alternative model has a lower (higher) RMSE over the OOS periods of interest.
predictors outperform the naive forecast in periods with oil price shocks in 1973/1974.
The good performance of the unadjusted PD during this period has also been noted by Welch and Goyal (2008) . Centering the PD around its slowly evolving mean, however, obtains the only predictor that sustains this positive trend until 1994. The performance curves of both the unadjusted PD and the break adjusted PD reach their peaks in the early 1980s and start to fall since then. From 1994, the performance of all three predictors drops dramatically, with adjusting the PD for its gradually time-varying mean dropping the least. The strongest performance deterioration (and weakest recovery since 1999) is observed when centering the PD around discrete shifts in mean. All in all, due to its adaptive potential in both turmoil and tranquil periods, adjusting the PD by the slowly evolving mean offers superior ex-ante signalling. under 'e/p' in Table 5 ). This result confirms the importance of a time-varying mean of the PD in predicting returns in real time. Also, in-sample R 2 statistics are quite small for the considered period. Only six predictors obtain a R 2 statistic in excess of 0.01 with the highest R 2 being 0.0621 for a predictive regression based on net equity expansion (see the column under 'ntis' in Table 5 ).
LONG-RUN DETERMINANTS OF THE PD
The generalization of the present value model in Campbell and Shiller (1988) and its state space representation in Section 1 allows to extract a gradually time-varying mean of the PD from stock market data. Given the evidence in favour of trends to govern the PD locally in terms of likelihood diagnostics and OOS forecasting performance, it is tempting to address if this trend is shared by economic fundamentals. Diagnosing a cointegrating relation among the local mean of the PD and economic fundamentals would establish a powerful link among financial markets and the underlying economy. Moreover, complementing a cointegration analysis with indications of weak exogeneity is informative to address the transmission channel between the considered variables towards equilibrium.
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We investigate three important factors that have been individually documented to affect the PD in a long-run manner -consumption risk, the demographic structure of the population, and the dividend payout policy of firms. We find that all three factors jointly shape the slowly evolving mean of the PD, and diagnose consumption volatility to be the most important influence. Violations of the long run equilibrium among the four series are mostly channelled through adjustments of the PD. In the following we discuss the considered factors and provide evidence from a cointegration analysis to assess their explanatory content. A detailed description of the variables is given in Appendix A.
The Three Long-Term Determinants
Consumption risk The influence of macroeconomic uncertainty on asset prices and equity premia has been long recognized in the asset pricing literature. 17 More recent studies such as Bansal and Yaron (2004) and and Zin (1989) preferences, and demonstrate that a rise in consumption volatility can raise the expected return and lower asset prices. Empirically, show low frequency evidence while Bansal et al. (2005) provide higher frequency evidence on the contribution of lower consumption volatilities to higher asset prices particularly since the 1990s. Bansal et al. (2005) show that measures of consumption volatility have good in-sample predictive power for the one-step ahead quarterly PD if historical volatilities
16 As a conceptual alternative, one might consider to rewrite the right hand side of the state equation (7) as a linear index of considered trending economic indicators, and estimate all model parameters in one step. Following such lines, however, the considered economic processes would govern the PD in mean, by assumption, leaving little room for the data to object against the model specification and implicit transmission patterns. Moreover, it is not straightforward to contrast the varying mean model against the static benchmark in Campbell and Shiller (1988) in such a one-step framework if economic indicators are trending. 17 See, among others, Gennotte and Marsh (1992) , Giovannini (1989) and Kandel and Stambaugh (1990) .
are extracted from short time windows of one or two years of consumption data. argue in favour of a regime change in consumption risk to explain a regime change in asset valuations. The estimated regime is very persistent. The lower volatility regime reached in the early 1990s is expected to last for 30 years.
We adopt the consumption risk measure used by Bansal et al. (2005) in a low-frequency manner, in order to explain the gradually time-varying mean (low-frequency movements) of the PD. The consumption volatility is measured as cr To measure macroeconomic risk at low frequency one has to select W such that respective time windows carry informational content beyond short-run cycles. provide the foundation for a long-run positive relationship between the PD and demographic trends. They argue that agents' incentives for holding equity vary over the life cycle. While the younger population intends to consume and willingly borrows for this purpose, the middle aged population concentrates more on saving and consumes these savings after retirement. The overall shape of the population pyramid is measured by means of the so-called middle-aged to young ratio (my t ). Geanakoplos et al. (2004) show that when my t is large, there is excess demand for saving and equilibrium asset prices should increase to encourage consumption and to clear the market. This is consistent with price increases in the US stock market during the 1990s. 
Cointegration Analysis
Unit Root Diagnosis
The SECM specifies error correction dynamics conditional on current adjustments of weakly exogenous variables. It allows efficient inference by means of simple (non-linear) least squares estimation (see also Kremers, Ericsson, and Dolado 1992) . As a particular merit it offers a parsimonious representation that does not suffer from weakened estimator precision in comparison with full dimensional maximum likelihood estimation of a vector 20 As a preliminary analysis of cointegration relations, we look at the possibility of bivariate cointegration relations between the gradually time-varying mean of the PD η t and each of the three long run determinants -consumption risk, demographics and the proportion of firms with traditional payout policy. We do not find evidence in support of any of the three bivariate long run relations (not shown). This hints at the importance of taking into account all three different influences on the PD jointly.
error correction model (Boswijk 1995 , Johansen 1992 for W = 28, 29) and have the expected sign (see Table 7 ).
24 Both consumption risk (cr
and the proportion of firms with traditional payout policy (tp t ) have a negative influence on η t and, thus, the signs ofβ 1 andβ 3 in (11) 
Cross Validations
To gauge the relative importance of each long run determinant in a systematic way within the SECM approach, we employ cross-validation (CV) criteria (e.g.
Picard and Cook 1984). While augmenting (reducing) the set of explanatory variables
in regressions trivially goes along with gains (losses) in terms of in-sample model fit, CV criteria exhibit a nontrivial relation between a model's dimensionality and predictive content. The CV statistic is calculated as the mean absolute forecast error for ∆ η t , the left-hand side variable in the SECM (11). Specifically,
where the forecast ∆ η t for period t is based on a model of ∆ η t that is estimated leaving out sample information (both dependent and explanatory variables) in period t. In this sense, ∆ η t is an out-of-sample forecast for ∆ η t .
To unravel the relative importance of each determinant (cr W t−1 , my t−1 , tp t−1 ), we consider three different sets of models to obtain ∆ η t . The first is the SECM (11), to which we refer as the full model. The second set includes bivariate models of η t and one of the 24 To explore the sensitivity of these results, we also apply the dynamic least squares (DOLS) approach proposed by Stock and Watson (1993) Among the three factors consumption risk is most informative for changes in the mean of the PD while changes in the payout policy of firms appear to be least informative. Table 8 
CONCLUSIONS
In this paper, we consider a slowly evolving mean of the price-to-dividend ratio in the US, which is inspired by persistent dynamics of this series. We relax the assumption of a constant mean in the present value model (Campbell and Shiller 1988 ) towards a 26 In an in-sample framework likelihood ratio (LR) statistics can assess the significance of distinct model fits based on residual variances. We apply the 95% quantile of a χ 2 -distribution with one degree of freedom as approximate critical values to adopt this framework to mean squared cross validation errors. All CV statistics from bivariate models are significantly different from the respective statistics of full models. In contrast, LR-type statistics for the trivariate models without cr W t or my t are significant while those of models excluding tp t are insignificant. Hence, this is further evidence that tp t is less important than cr W t and my t to shape η t .
gradually time-varying mean of the PD, and formalize a state space model to estimate its latent path. Log-likelihood statistics support the model. Adjusting the PD by its slowly evolving mean is fruitful in out-of-sample forecasting of stock returns. It outperforms both adjusting the PD for structural mean shifts, and the historical average return as a common benchmark predictor. A cointegration analysis underpins that trends in the PD are shared with persistent patterns governing consumption risk, the demographic structure of the population and firm's dividend payout policy. While these determinants play significant roles in jointly shaping the slowly evolving mean of the PD, consumption risk turns out to be the dominant force. Goyal and available on the internet.
27 They contain the S&P500 index based on endof-year closing prices and corresponding dividends for the period from 1871 to 2013.
27 http://www.hec.unil.ch/agoyal/ Annual dividends correspond to the sum of the four quarterly paid dividends within the corresponding year. For more details see Welch and Goyal (2008) . Economic Analysis which are two subgroups of the US total personal consumption expenditures (Tables 2.3 .5. 'personal consumption expenditures by major type of product' and '2.3.4. price indexes for personal consumption expenditures by major type of product').
CRSP Stock Market Indices and
31
The total US population is drawn from the sources described above (the corresponding datastream code is 'USPOPTO.'). For periods before 1929 we use the series of real per capita total consumption collected by Barro and Ursua (2008) . This series ranges from 1834 to 2009 and is available from the net. 32 To join the sum of non-durables and services specific consumption measures with the data of Barro and Ursua (2008) For information regarding the measurement of the share of firms paying traditional dividends the reader may consider Kim and Park (2013) .
APPENDIX B: PARTICLE FILTERING
The state space model of the price-to-dividend ratio in (6) and (7) is highly nonlinear in the latent state, and the maximization of the corresponding log-likelihood function is not tractable analytically. Using particle filtering (a Monte Carlo technique) it becomes possible to derive an approximative log-likelihood value by means of particle filtering.
We apply the standard particle filter described in Cappé et al. (2007) (Algorithm 3, bootstrap filter) and an optimization technique based on the simplex search method of Lagarias et al. (1998) for parameter estimation that does not depend on the gradient of the log-likelihood function. The applied particle filtering algorithm involves the following steps:
Step (1): Initialization (t=1) . Sample N particles η 
and w
Step (2): Iteration (t=2,...,T).
1. Select N particles according to weights w
2. For all particles draw
and determine raw and normalized weights, respectively, as
3. go back to step '1'.
Averaging over non-normalized weights w (i)
t yields estimates of the contribution of ϵ t to the Gaussian likelihood function, while averaging over draws η
results in estimates of η t , for t = 1, ..., T .
The so-called systematic resampling is used to compute uniformly distributed random numbers to implement the resampling step. This technique is described in Robert and Casella (2005) . Doucet and Johansen (2009) argue that such a technique reduces the noise introduced by resampling, and it is commonly employed in the related literature.
APPENDIX C: APPROXIMATION ERRORS
As outlined in the main text, the following approximations have been made to derive the present value representation of the PD (see also Lettau and Van Nieuwerburgh 2008) : (i)
]. While these approximations facilitate present value determination, eventual approximation errors are rather small for the variation ranges of involved variables. Given the observed range of η t ∈ [2.8, 4.1], the respective parameter supports for both ρ and κ are implicit. In the following, we show that the local linear approximations of the underlying nonlinear functions leading to (i) and (ii) result in small approximation errors due to the very small local degree of concavity of the functions. A simulation exercise with data driven parameter settings further confirms that the average approximation error for (iii) is negligible. Finally, we evaluate the total approximation errors from all three approximations by comparing the right-hand side of the present value equation of the PD in (6) with its exact counterpart (without the approximations). Simulation results confirm that the total approximation error is small.
C.1 Approximation
Based on the empirical observations in Section 1, it becomes reasonable to assume η t , and also η t , to follow a random walk. In principle, this martingale characteristic implies constant expectations of the gradually time-varying mean of the PD η t . To derive in (3) a function of returns r t+1 which is linear in η t we apply a first order Taylor approximation based on ρ t ≡ 1/(1 + exp(− η t )). In consequence, ρ t is concave in η t and therefore E t (ρ t+i ) ≤ ρ t by Jensen's inequality. However, as displayed in the upper panel of Figure 
is approximately linear as displayed in the middle panel of Figure C1 . The maximal difference between bκ(ρ
and κ(bρ 
To evaluate the magnitude of the error implied by this approximation we perform a simulation study. The parameter estimations η 0 = 2.892 and σ u = 0.059 from Table 2 are applied to simulate the process η t = η t−1 + u t as a random walk, for t = 1, . . . , T .
To reflect the range of the empirical PD we bound the random walk by the minimum of the empirical PD (2.288) and the maximum of the empirical PD (4.495). The process of ρ t = 1/(1 + exp(− η t )) is simulated subsequently. The innovations u t are generated as N (0, σ u ). Further, we separate the dataset into t = 1, . . . , T 1 , T 1 +1, . . . , T and neglect the first T 1 observations as initialization period. To simulate η t we add a first order moving average process, obtaining
The moving average specification for ω t accounts for correlation of leads and lags. The parameter α and the standard deviation of ω t are estimated based on our empirical data (α = 0.726 and σ ω = 0.188). We draw innovations ω t from N (0, σ ω ).
To 
We set R = 1000, T = 2000, T 1 = 500, T 2 = 500 and H = 100. The lower panel of Figure C1 displaysΩ i , for i = 1, . . . , 100. With increasing forecast horizons the average approximation error converges. It reaches not more than 1% for 100-step ahead forecasting. As a result, the magnitude of this error is rather small.
C.4 Overall Assessment
Although the approximation errors from C.1-C.3 are small individually, one can argue that they might accumulate when iterating equation (3) with these approximations forward.
To check for this possibility, we compare the present value of the PD in (5) based on approximations C.1-C.3,
with its exact counterpart,
For this MC experiment, we simulate η t as a random walk (see C. The expected PD at period t + T is taken from the simulated process. We generate 1000 replications with t = 1000 to take advantage of the consistency of AR parameter estimates and T = 1000 to capture high horizons of future cash flows. As documented in Table C1 , the total approximation errors (absolute difference between η Phillips and Perron (1988) , the spectral OLS AR estimator is used to calculate the long-run variance. DF GLS refers to the test proposed by Elliott et al. (1996) where the BIC is applied to determine the lag length. M Zt refers to the modified Pillips-Perron Zt statistic introduced in Ng and Perron (2001) which is implemented by means of a spectral OLS AR estimator and BIC based order selection. For the P V -test proposed by Perron and Vogelsang (1992) the innovation outlier model is applied and the lag length is determined by means of a t-test procedure. A Bartlett Kernel is applied in the KP SS-test of Kwiatkowski et al. (1992) . (9) with four alternative mean processes of the PD using CRSP data from 1926 to 2013. In the second column forecasts for returns (dividend growth) are conditioned on the unadjusted PD (using the overall sample mean η). The third and fourth column contain the estimates based on the adjusted PD using one (η
t ) mean shifts, respectively. In the last column forecasts are conditioned on the PD adjusted by means of the smooth state process ηt. Newey and West (1987) robust t-statistics for coefficient estimates are presented in parantheses. The bandwidth is selected by means of the procedure proposed by Newey and West (1994) . This table documents the OOS forecasting performance of the naive prediction by means of historical average returns (rt) and alternative predictive regressions with the unadjusted PD (st = η), the PD adjusted by mean shifts (st = η t ), and the PD adjusted by the smooth state (st = ηt). Root mean squared errors (RMSE) and OOS R 2 statistics (R 2 oos ) are shown. R 2 oos is constructed against the naive forecasting scheme (rt). Statistical significance levels of R 2 oos at the 1%, 5%, 10% level denoted by * * * , * * , * are based on the MSE-adjusted statistic proposed by Clark and West (2007) . CRSP data are considered. Clark and West (2007) . The predictors are the default return spread (dfr), the default yield spread (dfy), inflation (infl), the dividend payout ratio(d/e), the long term yield (lty), stock variance (svar), the earning price ratio (e/p), the dividend yield (d/y), the term spread (tms), the T-Bill rate (tbl), the long term return (ltr), the book to market ratio(b/m), and net equity expansion (ntis). For benchmarking purposes results for ηt are also documented in the Table. α -0.07 -0.09 -0.09 -0.12 -0.11 -0.11 -0.12 -0.12 -0.12 -0.11 -0.11 (-2.57) ( -3.28) (-3.10) (-3.91) (-3.55 ) (-3.72) (-3.64) (-3.70) (-3.62) (-3.49) (-3.33) Ericsson and MacKinnon (2002) , adjustment coefficients (α) that are significant at 10% level are highlighted. Also significant cointegration coefficients (β 1 , β 2 , β 3 ) at the 10% level are highlighted. 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010 2.8 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 
