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Abstract
We address the decision problem for sentences involving univariate functions constructed
from a fixed Pfaffian function of order 1. We present a new symbolic procedure solving
this problem with a computable complexity based on the computation of suitable Sturm
sequences. For a general Pfaffian function, we assume the existence of an oracle to determine
the sign that a function of the class takes at a real algebraic number. For E-polynomials, we
give an effective algorithm solving the problem without using oracles and apply it to solve a
similar decision problem in the multivariate setting. Finally, we introduce a notion of Thom
encoding for zeros of an E-polynomial and describe an algorithm for their computation.
Keywords: Pfaffian functions; Sturm sequences; decision problem; complexity.
1 Introduction
Pfaffian functions are analytic functions which are solutions of triangular systems of first order
partial differential equations with polynomial coefficients. This class of functions, introduced by
Khovaskii in [9], includes polynomials, exponentials, logarithms and trigonometric functions in
bounded intervals, among others, and satisfies global finiteness properties similar to polynomials.
For example, a system of n equations given by Pfaffian functions in n variables defined in a
domain in Rn has finitely many non-degenerate solutions (see [10]). This behavior allows to
prove effective and algorithmic results such as bounds on the complexity of basic operations
with Pfaffian functions and sets defined by them (see, for example, [8]).
For the case of polynomials over R, in [18], Tarski proved a quantifier elimination method
for the first order theory of the real numbers. He also posed the same question for this theory
extended with exponentials, which are a particular subclass of Pfaffian functions. In [19] this
question was answered negatively and, later, in [12] the decidability of this extended theory was
proved, provided Schanuel’s conjecture is true, using a model-theoretic approach not suitable for
implementation. Afterwards, the decision problem and some related questions were considered
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20020160100039BA (2017-2019).
†Corresponding author. e-mail: jsabia@dm.uba.ar
1
for fragments of the first order theory of the reals extended with a particular Pfaffian function
from an algorithmic viewpoint (see, for example, [16], [20], [11], [2], [22] and [1]).
Recently, in [13], a decision procedure for a certain class of first order sentences involving
integral polynomials and a certain specific analytic transcendental function was given and, in [23],
a quantifier elimination method for formulas involving an exponential function in a particular
variable was proposed. Both these methods rely on the isolation of real zeros of univariate
transcendental functions by means of a bisection based algorithm; their theoretical complexity
has not been analyzed and, moreover, obtaining complexity estimates seems to be a difficult
task.
In this paper, we address the decision problem for first order sentences constructed from
atomic formulas of the type f(x) > 0, f(x) = 0 and f(x) < 0, where f(x) = F (x, ϕ(x))
with F ∈ Z[X,Y ], for a fixed univariate Pfaffian function ϕ of order 1 (see Section 2.3 for the
definition of this class of functions). We present a symbolic algorithm solving this problem with
computable complexity. The procedure relies on the computation of suitable Sturm sequences
we introduce in this framework, generalizing the ones used in [3] for zero counting. For general
Pfaffian functions of order 1, in order to determine their sign at a real algebraic number, we
assume the existence of an oracle as it is usual in the literature. Our main result is the following:
Theorem 1 Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x)) for Φ ∈ Z[X,Y ] with
deg(Φ) ≤ δ. Let Ψ be a quantifier-free formula in a variable x involving functions g1, . . . , gs
defined as gi(x) = Gi(x, ϕ(x)) for Gi ∈ Z[X,Y ] with degGi ≤ d, for 1 ≤ i ≤ s. There is a
symbolic procedure that determines the truth value of the formula ∃xΨ in an interval [α, β] ⊆
Dom(ϕ), for α < β real algebraic numbers, within complexity O(sδ(sd+δ)13 log3(sd+δ)+δ(sd+
δ)4|Ψ|), where |Ψ| denotes the length of the formula Ψ.
For the particular case of univariate E-polynomials, that is, when ϕ(x) = eh(x) for an inte-
gral polynomial h, from the procedure underlying the above theorem, we obtain an oracle-free
symbolic algorithm that solves the decision problem by using a subroutine to determine the sign
of an E-polynomial at a real algebraic number presented in [3].
Finally, we apply the algorithm developed for univariate E-polynomials in two different
situations. In the setting of multivariate E-polynomials, we construct a symbolic algorithm with
bounded complexity for the decision problem for prenex formulas with one block of existential
quantifiers. On the other hand, we introduce a notion of Thom encoding for real zeros of
univariate E-polynomials that generalizes the one used for real algebraic numbers and allows
us to deal symbolically with the different zeros of an E-polynomial. We give an algorithm to
compute these encodings and estimate the complexity.
The paper is organized as follows: Section 2 introduces the notation we use throughout
the paper, the basic complexity results on which our algorithms rely, and the class of univariate
Pfaffian functions of order 1 we will consider. In Section 3, we construct suitable Sturm sequences
associated to Pfaffian functions of this class and prove their main properties, from the theoretical
and algorithmic point of view. Section 4 deals with the decision problem for formulas constructed
from univariate Pfaffian functions of order 1. Finally, Section 5 is devoted to E-polynomials:
first, we prove our main complexity results for the decision problem and then, we focus on Thom
encodings in this setting.
2
2 Preliminaries
2.1 Basic notation and results
Throughout this paper, we will deal with polynomials, mainly univariate or bivariate, with
integer coefficients. For a polynomial F ∈ Z[X,Y ], we write degX(F ) and degY (F ) for the
degrees of F in the variables X and Y respectively, deg(F ) for its total degree, and H(F ) for
its height, that is, the maximum of the absolute values of the coefficients of F .
For P1, P2 ∈ Z[X], we have that H(P1P2) ≤ (min{deg(P1),deg(P2)} + 1)H(P1)H(P2).
We can also estimate the height of the product of bivariate integer polynomials as follows:
if P1, . . . , Pm ∈ Z[X.Y ], then
H(
m∏
i=1
Pi) ≤
m∏
i=1
H(Pi)(deg(Pi) + 1)
2 (1)
(see, for instance, [4, Remark 8.24]).
For γ = (γ0, . . . , γN ) ∈ RN+1 with γi 6= 0 for every 0 ≤ i ≤ N , the number of variations
in sign of γ is the cardinality of the set {1 ≤ i ≤ N | γi−1γi < 0}. For a tuple γ of arbitrary
real numbers, the number of variations in sign of γ is the number of variations in sign of the
tuple which is obtained from γ by removing its zero coordinates. Given c ∈ R and a sequence
of univariate real functions f = (f0, . . . , fN ) defined at c, we write v(f , c) for the number of
variations in sign of the (N + 1)−tuple (f0(c), . . . , fN (c)).
2.2 Complexities
The main objects our algorithms deal with are polynomials with rational coefficients and bounded
degree represented by the array of all their coefficients in a pre-fixed order of monomials. The
notion of complexity of an algorithm we adopt is the number of operations and comparisons
between elements in Q.
In our complexity bounds we will use the following complexity estimates (see [6]):
• For a matrix in Qn×n, its determinant can be obtained within complexity O(nω), where
ω < 2.376 (see [6, Chapter 12]).
• The product of two polynomials in Q[X] of degrees bounded by d can be done within
complexity O(M(d)), where M(d) := d log(d) log log(d).
• Interpolation of a degree d polynomial in Q[X] can be achieved within O(M(d) log(d))
arithmetic operations.
A basic subroutine in our algorithms will be the computation of subresultants. We will
compute them by means of matrix determinants according to [4, Notation 8.55], which enables
us to control both the complexity and the output size (an alternative method for the computation
of subresultants, based on the Euclidean algorithm, can be found in [4, Algorithm 8.21]).
Let P and Q ∈ Z[X][Y ] be polynomials such that degX(P ) = DX , degY (P ) = DY ,
degX(Q) = dX and degY (Q) = dY , with DY > dY . For 0 ≤ j ≤ dY , let SResj(P,Q) be
the jth subresultant of P and Q (considered as polynomials in the variable Y ), which is a poly-
nomial of degree bounded by j ≤ dY in the variable Y , whose coefficients are polynomials of
degree bounded by D := dXDY + dYDX in the variable X.
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We compute all the subresultants of P and Q by means of interpolation: for D+1 interpola-
tion points, we evaluate the coefficients of P and Q, we compute the corresponding determinant
polynomials (which are polynomials in Y with constant coefficients) and, finally, we interpolate
to obtain each coefficient of each SResj(P,Q) ∈ Z[X][Y ].
For each interpolation point, the evaluation of the coefficients of P and Q can be performed
within complexity O(DXDY +dXdY ). Then, for each 0 ≤ j ≤ dY , in order to obtain the special-
ization of SResj(P,Q) at a fixed interpolation point, by expanding the polynomial determinant
by its last column, we compute at most DY + dY determinants of matrices of size bounded by
DY +dY , multiply them by the polynomials Y
kP or Y kQ evaluated at the point, and add the re-
sults, within complexity O(((DY +dY )
ω+DY )dY +((DY +dY )
ω+dY )DY ) = O((DY +dY )
ω+1).
Thus, the complexity to obtain all subresultants specialized at all the interpolation points is
O(DdY (DY +dY )
ω+1). Finally, for every 0 ≤ j ≤ dY , we recover the coefficients of the subresul-
tant polynomial SResj(P,Q) by interpolation from the previous results. Since each polynomial
interpolation can be done within complexity O(M(D) log(D)), the computation of the at most
dY coefficients of each subresultant can be achieved within complexity O(dYM(D) log(D)).
Therefore, the complexity to obtain all the polynomial coefficients of all subresultants is of
order O(D(DXDY + dXdY ) +DdY (DY + dY )
ω+1 + d2YM(D) log(D)).
We will also apply an effective procedure for the determination of all realizable sign condi-
tions for a finite family of real univariate polynomials. A realizable sign condition for q1, . . . , qs ∈
R[X] on a finite set Z ⊂ R is an s-tuple (σ1, . . . , σs) ∈ {<,=, >}s such that {x ∈ Z |
q1(x)σ10, . . . , qs(x)σs0} 6= ∅. Given p, q1, . . . , qs ∈ R[X], p 6≡ 0, with deg p,deg qi ≤ d for all
1 ≤ i ≤ d, the list of all realizable sign conditions for q1, . . . , qs on the set of real roots of p can
be computed within O(smd log(m) log2(d)) = O(sd2 log3(d)) arithmetic operations, where m is
the number of real roots of p (see [15, Corollary 2]).
To work with real algebraic numbers in a symbolic way, we will use their Thom encodings.
For a real root α of a given polynomial p ∈ R[x], the Thom encoding of α as a root of p is the
sequence (sg(p′(α)), . . . , sg(p(deg(p))(α)), where sg stands for the sign of a real number, which is
represented by an element of the set {0, 1,−1}. If deg(p) = d, given the Thom encodings of
m real roots α1, . . . , αm of p, we can order them as αi1 < · · · < αim (see [4, Proposition 2.37])
within complexity O(dm logm).
2.3 A class of univariate Pfaffian functions
We will deal with the particular class of Pfaffian functions of order 1 we introduce in this section
(for a general definition of Pfaffian functions, see [8]).
Let ϕ be a function satisfying a differential equation of the type
ϕ′(x) = Φ(x, ϕ(x)) (2)
where Φ ∈ Z[X,Y ] and degY (Φ) > 0. Given a polynomial F ∈ Z[X,Y ] with degY (F ) > 0, we
define a function
f(x) = F (x, ϕ(x)). (3)
We will work with the subclass of all functions defined in this way from a fixed function ϕ and
we will call any function in this class a Pfaffian function associated to ϕ.
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Note that, if f is a Pfaffian function associated to ϕ, its successive derivatives are also Pfaffian
functions associated to ϕ, since
f ′(x) =
∂F
∂X
(x, ϕ(x)) +
∂F
∂Y
(x, ϕ(x)).Φ(x, ϕ(x)) = F˜ (x, ϕ(x)),
where F˜ ∈ Z[X,Y ] is defined as:
F˜ (X,Y ) =
∂F
∂X
(X,Y ) +
∂F
∂Y
(X,Y )Φ(X,Y ). (4)
For a positive integer ν, we will write F˜ (ν) for the polynomial in Z[X,Y ] defining the νth-order
derivative of f , that is, f (ν)(x) = F˜ (ν)(x, ϕ(x)).
A particular subclass of these functions we will consider is the one of E-polynomials, namely,
when ϕ(x) = eh(x) for h ∈ Z[X]. This function satisfies Equation (2) for Φ(X,Y ) = h′(X)Y .
3 Sturm sequences and Tarski-queries
3.1 Definition and main properties
We introduce a notion of Sturm sequence associated to a pair of continuous functions that
extends the definition given in [7] and works in a similar way as it does for a pair of real
univariate polynomials.
Definition 2 Let f, g : (a, b) → R be continuous functions. A Sturm sequence in (a, b) for f
with respect to g is a finite sequence of continuous functions f = (f0, f1, . . . , fN ) defined in (a, b)
satisfying the following properties for every y ∈ (a, b):
1. f0(y) = 0 if and only if f(y) = 0 and g(y) 6= 0.
2. If f0(y) = 0, then there exists ǫ > 0 such that f1(x) 6= 0 for all x ∈ (y−ǫ, y+ǫ). Moreover,
if g(y) > 0, then {
f0(x)f1(x) < 0 for y − ǫ < x < y
f0(x)f1(x) > 0 for y < x < y + ǫ,
and, if g(y) < 0, then {
f0(x)f1(x) > 0 for y − ǫ < x < y
f0(x)f1(x) < 0 for y < x < y + ǫ.
3. For i = 1, . . . , N − 1, if fi(y) = 0, then fi−1(y)fi+1(y) < 0.
4. fN (y) 6= 0.
If, for a given x ∈ R, v(f , x) denotes the number of variations in sign of the (N + 1)−uple
f(x) := (f0(x), . . . , fN (x)), we have (c.f. [7, Theorem 2.1]):
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Theorem 3 Let f, g : (a, b)→ R be continuous functions and f = (f0, . . . , fN ) a Sturm sequence
for f with respect to g in (a, b). If c, d ∈ (a, b), c < d, are not zeros of f , then
v(f , c) − v(f , d) = # {x ∈ (c, d) | f(x) = 0 ∧ g(x) > 0} −# {x ∈ (c, d) | f(x) = 0 ∧ g(x) < 0} .
Proof. Let us analyze the function v(x) := v(f , x).
Let t ∈ [c, d] ⊂ (a, b). Since f0, . . . , fN are continuous, there exists ǫ > 0 such that for every
i with fi(t) 6= 0, the function fi does not change sign (and, therefore, it does not vanish) in
(t− ǫ, t+ ǫ). On the other hand, for all i 6= 0, N such that fi(t) = 0, by condition 3 in Definition
2, we have that fi−1(t)fi+1(t) < 0. Then, fi−1 and fi+1 have constant and opposite signs in
(t − ǫ, t+ ǫ) for all i 6= 0, N with fi(t) = 0. Note that fN (t) 6= 0 for every t ∈ (a, b) because of
condition 4 in Definition 2 and so, fN does not change sign in (a, b).
If f0(t) 6= 0, we conclude that v(x) = v(y) for all x, y ∈ (t− ǫ, t+ ǫ), that is,
v(x) = v(t) for x ∈ (t− ǫ, t+ ǫ). (5)
If f0(t) = 0, by condition 2 in Definition 2, f1(t) 6= 0; moreover, for ǫ sufficiently small, f1
does not change sign in (t− ǫ, t+ ǫ) and, if a ≤ t− ǫ < x < t < y < t+ ǫ ≤ b, we have that
• if g(t) > 0, then sg(f0(x)) = −sg(f1(x)) 6= 0 and sg(f0(y)) = sg(f1(y)) 6= 0,
• if g(t) < 0, then sg(f0(x)) = sg(f1(x)) 6= 0 and sg(f0(y)) = −sg(f1(y)) 6= 0.
Therefore, if g(t) > 0, then v(x) = v(y) + 1, and if g(t) < 0, then v(x) = v(y) − 1. Moreover,
since f0(t) = 0, we conclude that
if g(t) > 0 : v(x) =
{
v(t) + 1 for x ∈ (t− ǫ, t)
v(t) for x ∈ [t, t+ ǫ)
if g(t) < 0 : v(x) =
{
v(t) for x ∈ (t− ǫ, t]
v(t) + 1 for x ∈ (t, t+ ǫ).
(6)
In this way, we obtain a covering by open intervals (It)t∈[c,d] centered at t of the closed
interval [c, d], such that, for every t ∈ [c, d], either f0(t) 6= 0 and (5) holds, or f0(t) = 0 and (6)
holds. By compactness, there exists c ≤ t1 < t2 < . . . < tk ≤ d such that [c, d] ⊂
⋃
1≤i≤k Iti .
We may assume that none of these intervals is contained in another one and, therefore, that
Iti ∩ Iti+1 6= ∅ for all i = 1, . . . , k − 1.
Let r1 < . . . < rs be those values ti, i = 1, . . . , k, that are zeros of f0. By condition 1 of
Definition 2, g(rj) 6= 0 for every j = 1, . . . , s. Furthermore,
• c < r1 and rs < d, since c and d are not zeros of f and so, they are not zeros of f0.
• If t ∈ (c, d) and t 6= rj for all j = 1, . . . , s, then f0(t) 6= 0, since t ∈ Iti for some i = 1, . . . , k,
and, because of the construction of Iti , f0(x) 6= 0 for every x ∈ Iti , x 6= ti.
As a consequence,
{x ∈ (c, d) | f(x) = 0, g(x) > 0} = {x ∈ (c, d) | f0(x) = 0, g(x) > 0} = {rj | g(rj) > 0} ,
{x ∈ (c, d) | f(x) = 0, g(x) < 0} = {x ∈ (c, d) | f0(x) = 0, g(x) < 0} = {rj | g(rj) < 0} .
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On the other hand, we have that v is constant in [c, r1), in (rj , rj+1) for every j = 1, . . . , s−1,
and in (rs, d], since (Iti)i=1,...,k is a covering of [c, d] satisfying (5) and (6).
For every j = 1, . . . , s − 1, let ξj ∈ (rj, rj+1), and also take ξ0 = c and ξs = d. Due to (5)
and (6), we have that for every j = 1, . . . , s,
v(ξj−1)− v(ξj) =
{
1 if g(rj) > 0
−1 if g(rj) < 0
.
Therefore, v(c) − v(d) =∑sj=1 v(ξj−1)− v(ξj) = # {rj | g(rj) > 0} −# {rj | g(rj) < 0} . 
3.2 Construction
In this section we will show how to effectively compute Sturm sequences for the particular class
of Pfaffian functions introduced in Section 2.3.
Let ϕ be a function satisfying a differential equation of the type ϕ′(x) = Φ(x, ϕ(x)), where
Φ ∈ Z[X,Y ] and degY (Φ) > 0. Given polynomials F,G ∈ Z[X,Y ] with degY (F ) > 0 and
degY (G) > 0, we are going to work with the Pfaffian functions
f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)).
According to identity (4), we may associate with F a polynomial F˜ ∈ Z[X,Y ] such that
f ′(x) = F˜ (x, ϕ(x)).
We will apply the theory of subresultants and its relation with polynomial remainder se-
quences presented in [4, Section 8.3] in order to get Sturm sequences for f with respect to g.
Similarly as in [3], we will first consider a sequence of subresultant polynomials Ri ∈ Z[X,Y ] for
i = −1, 0, . . . , N and then, for an open interval I satisfying certain assumptions, we will obtain
a sequence of Pfaffian functions fI = (fI,i)0≤i≤N by substituting Y = ϕ(x) in the polynomials
Ri and multiplying by a suitably chosen sign σI,i.
Notation 4 Consider F, F˜ and G as polynomials in Z[X][Y ]. Let
• n−1 := degY (F˜G) + 1, R−1 := F˜G;
• n0 := degY (F˜G), R0 := F ;
• for i ≥ 0, if Ri 6= 0, let
ni+1 := degY (Ri) and Ri+1 := SResni+1−1 ∈ Z[X][Y ]
be the (ni+1− 1)-th subresultant polynomial associated to F˜G and F (note that, under our
assumptions, degY (F˜G) > degY (F )).
Let N := max{i ≥ 0 | Ri 6= 0}. For i = −1, . . . , N , let Fi = Ri
RN
∈ Q(X)[Y ], τi := tni−1 ∈
Z[X] be the leading coefficient of Ri and, for i = 1, . . . , N + 1, let ρi := sni ∈ Z[X] be the nith
subresultant coefficient of F˜G and F .
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From the structure theorem for subresultants (see [4, Theorem 8.56]), it follows that
ǫτ δ0R−1 = C0R0 +R1 (7)
where δ = degY (F˜G)− degY (F ) + 1 and ǫ := (−1)δ(δ−1)/2 is a well defined sign, and for i ≥ 0,
ρi+2τi+1Ri = Ci+1Ri+1 − ρi+1τiRi+2. (8)
Definition 5 For an interval I = (a, b) containing no root of the polynomials τi for i = 0, . . . , N
or ρi for i = 1, . . . , N +1, we define inductively a sequence (σI,i)0≤i≤N ∈ {1,−1}N+1 as follows:
• σI,0 = 1,
• σI,1 = ǫ sgI(τ0)δ
• σI,i+2 = sgI(ρi+2τi+1ρi+1τi)σI,i,
where, for a continuous function θ of a single variable with no zeros in I, sgI(θ) denotes the
(constant) sign of θ in I.
If I is contained in the domain of ϕ, we introduce the sequence of Pfaffian functions fI =
(fI,i)0≤i≤N defined by
fI,i(x) = σI,iFi(x, ϕ(x)).
Proposition 6 Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x)), where Φ ∈ Z[X,Y ]
with degY (Φ) > 0. Consider the functions f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)), where
F,G ∈ Z[X,Y ], degY (F ) > 0, degY (G) > 0. With the notation and assumptions of Definition
5, the sequence of Pfaffian functions fI = (fI,i)0≤i≤N is a Sturm sequence for f with respect to
g in I = (a, b).
Proof. In order to shorten notation, we simply write σi = σI,i and fi = fI,i for i = 0, . . . , N ,
f−1(x) = F−1(x, ϕ(x)), and r(x) = RN (x, ϕ(x)). First, let us prove that, for every y ∈ I,
mult(y, r) = min{mult(y, f ′g),mult(y, f)}. (9)
By the definition of the polynomials (Ri)−1≤i≤N , we have that
f ′(x)g(x) = R−1(x, ϕ(x)) = f−1(x)RN (x, ϕ(x)) = f−1(x)r(x), (10)
f(x) = R0(x, ϕ(x)) = f0(x)RN (x, ϕ(x)) = f0(x)r(x), (11)
Then, for every y ∈ I, mult(y, r) ≤ min{mult(y, f ′g),mult(y, f)}. On the other hand, taking
into account that there exist polynomials A,B ∈ Z[X,Y ] such that RN = AF˜G+BF , it follows
that
r(x) = A(x, ϕ(x))f ′(x)g(x) +B(x, ϕ(x))f(x), (12)
which implies that mult(y, r) ≥ min{mult(y, f ′g),mult(y, f)}.
Let us verify that all the conditions in Definition 2 hold.
1. Identity (11) implies that, if f0(y) = 0, then f(y) = 0 and mult(y, r) < mult(y, f). If, in
addition, g(y) = 0, then mult(y, f ′g) ≥ mult(y, f) and so, by identity (9), mult(y, r) =
mult(y, f), and we arrive at a contradiction. We conclude that g(y) 6= 0.
Conversely, if f(y) = 0 and g(y) 6= 0, then mult(y, f ′g) = mult(y, f)−1. Then, by identity
(9), mult(y, r) = mult(y, f)− 1 and, from identity (11), it follows that mult(y, f0) ≥ 1.
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2. Let y ∈ I be a zero of f0. Then mult(y, f) = m > 0 and g(y) 6= 0, and so, mult(y, r) =
m− 1. If f(x) = (x− y)mα(x), for an analytic function α defined in a neighborhood of y,
then f ′(x) = (x− y)m−1(mα(x) + (x− y)α′(x)) and
f0(x)f−1(x) =
α(x)(mα(x) + (x− y)α′(x))g(x)(x − y)
β2(x)
(13)
for an analytic function β such that β(y) 6= 0. Then f−1(y) 6= 0, since g(y) 6= 0 and
α(y) 6= 0 (so y is a zero of multiplicity 1 of the analytic function in the left hand side of
(13)). By equation (7) and the definition of σI,1, we have that
(sgI(τ0))
δ (τ0)
δf−1 = q.f0 + f1.
Therefore, f1(y) 6= 0, and f1 and f−1 have the same sign in a neighborhood of y.
Moreover, from identity (13), we deduce that, if g(y) > 0 then sg(f0(x)f−1(x)) = sg(x−y)
for x in a neighborhood of y and, if g(y) < 0 then sg(f0(x)f−1(x)) = −sg(x − y) for x in
a neighborhood of y.
3. Note that identity (8) and the definition of fI imply that, for i = 1, . . . , N − 1,
ρi+1(x)τi(x)σi−1fi−1(x) = ci(x)σifi(x)− ρi(x)τi−1(x)σi+1fi+1(x).
Fix i0 with 1 ≤ i0 ≤ N − 1 and assume fi0(y) = 0. By considering the equalities above
for i0, i0 − 1, . . . , 1, and taking into account that the polynomials ρj , τj do not vanish in
I, we deduce recursively that, if fi0+1(y) = 0 (or fi0−1(y) = 0), then fj(y) = 0 for every
j = i0−1, . . . , 1, 0. In particular, f0(y) = f1(y) = 0, contradicting condition 2 in Definition
2. Therefore, fi0+1(y) 6= 0 and fi0−1(y) 6= 0.
The fact that fi0−1(y).fi0+1(y) > 0 is a direct consequence of the way in which the signs
σi for 0 ≤ i ≤ N are defined.
4. There is nothing to prove since, by definition, fN is a non-zero constant function in I.

We are now going to apply the previous construction for computing Tarski queries: given
Pfaffian functions f and g associated to ϕ, the Tarski-query of f for g in [α, β] ⊂ Dom(ϕ) is the
number
TaQ(f, g;α, β) := # {x ∈ (α, β)/ f(x) = 0 ∧ g(x) > 0} −# {x ∈ (α, β)/ f(x) = 0 ∧ g(x) < 0} .
First, we introduce some further notation.
Definition 7 Let θ : [a, b] → R be a non-zero analytic function. For c ∈ (a, b), we denote
sg(θ, c+) the sign that θ takes in (c, c + ε) and sg(θ, c−) the sign that θ takes in (c − ε, c)
for a sufficiently small ε > 0. Similarly, sg(θ, a+) and sg(θ, b−) denote the signs that θ take
in (a, a + ε) and (b − ε, b) for a sufficiently small ε > 0. For a sequence of non-zero an-
alytic functions θ = (θ0, . . . , θN ) defined in J , we write v(θ, c
+) for the number of varia-
tions in sign in (sg(θ0, c
+), . . . , sg(θN , c
+)) and v(θ, c−) for the number of variations in sign
in (sg(θ0, c
−), . . . , sg(θN , c−)).
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With the notation and assumptions of Definition 5, let pI = (pI,i)0≤i≤N , where
pI,i(x) = σI,iRi(x, ϕ(x)) for i = 0, . . . , N. (14)
Note that if ξ ∈ I = (a, b) and RN (ξ, ϕ(ξ)) 6= 0, then v(pI , ξ) = v(fI , ξ). As a consequence,
v(pI , a
+) = v(fI , a
+) and v(pI , b
−) = v(fI , b−).
Then, by Theorem 3, we have:
Proposition 8 With the previous assumptions and notation, if, in addition, the closed interval
[a, b] is contained in the domain of ϕ, then
v(pI , a
+)−v(pI , b−) = # {x ∈ (a, b) | f(x) = 0 ∧ g(x) > 0}−# {x ∈ (a, b) | f(x) = 0 ∧ g(x) < 0} .
As a consequence, we obtain:
Theorem 9 Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x)) for a polynomial Φ ∈
Z[X,Y ] with degY (Φ) > 0, and let f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)), where F,G ∈
Z[X,Y ], degY (F ) > 0, degY (G) > 0. Consider a bounded open interval (α, β) ⊂ R such that
[α, β] is contained in the domain of ϕ.
Let ρi and τi be the polynomials in Z[X] introduced in Notation 4. If α1 < α2 < · · · < αk
are all the roots in (α, β) of ρi and τi, then
TaQ(f, g;α, β) := # {x ∈ (α, β) | f(x) = 0 ∧ g(x) > 0} −# {x ∈ (α, β) | f(x) = 0 ∧ g(x) < 0} =
= #{1 ≤ j ≤ k | f(αj) = 0 ∧ g(αj) > 0} −#{1 ≤ j ≤ k | f(αj) = 0 ∧ g(αj) < 0}+
+
k∑
j=0
v(pIj , α
+
j )− v(pIj , α−j+1),
where α0 = α, αk+1 = β and for every 0 ≤ j ≤ k, Ij = (αj , αj+1) and pIj is the sequence of
functions pIj,i(x) = σIj ,iRi(x, ϕ(x)) for i = 0, . . . , N with σIj ,i introduced in Definition 5 and
Ri(X,Y ) defined in Notation 4.
3.3 Algorithmic computation
Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x)) for a polynomial Φ ∈ Z[X,Y ]. Let
δY := degY (Φ) > 0 and δX := degX(Φ).
Given functions of the type f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)) where F,G ∈ Z[X,Y ]
with deg(F ) ≤ d, deg(G) ≤ d for d ∈ Z≥0, degY (F ) > 0 and degY (G) > 0, in this section, we
describe an algorithm for computing the Tarski-query of f for g in [α, β] ⊂ Dom(ϕ) following
Theorem 9. To do so, we need to compute sg(θ, c+) and sg(θ, c−) for adequate Pfaffian functions
θ and real algebraic numbers c.
Remark 10 If θ : J → R is a non-zero analytic function defined in an open interval J ⊂ R
and c ∈ J , then
sg(θ, c+) =
{
sign(θ(c)) if θ(c) 6= 0
sign(θ(r)(c)) if mult(c, θ) = r
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and
sg(θ, c−) =
{
sign(θ(c)) if θ(c) 6= 0
sign((−1)rθ(r)(c)) if mult(c, θ) = r
where mult(c, θ) is the multiplicity of c as a zero of θ.
To estimate the complexity of the algorithm, we will need an upper bound for the multiplicity
of a zero of a Pfaffian function of the considered type. We will apply the bound obtained in [3]:
if θ(x) = Θ(x, ϕ(x)), with Θ ∈ Z[X,Y ], is a nonzero Pfaffian function, for every c ∈ R such that
θ(c) = 0, we have
mult(c, θ) ≤ 2 degX(Θ) degY (Θ) + degX(Θ)(δY − 1) + (δX + 1) degY (Θ). (15)
Our algorithm works as follows:
Algorithm Tarski-query
INPUT: A function ϕ satisfying a differential equation ϕ′(x) = Φ(x, ϕ(x)), polynomials F,G ∈
Z[X,Y ], and a closed interval [α, β] ⊂ Dom(ϕ).
OUTPUT: TaQ(f, g;α, β), where f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)).
1. Compute the polynomials Ri and τi, for −1 ≤ i ≤ N , and ρi, for 1 ≤ i ≤ N +1, associated
to F and G as in Notation 4.
2. Determine and order all the real roots α1 < α2 < · · · < αk lying in the interval (α, β) of
the polynomials τi, for −1 ≤ i ≤ N , and ρi, for 1 ≤ i ≤ N + 1.
3. For every 0 ≤ j ≤ k:
(a) Determine the signs σIj ,i, for 0 ≤ i ≤ N , as stated in Definition 5, for Ij := (αj , αj+1),
where α0 = α and αk+1 = β.
(b) Consider the sequence of functions pIj = (pIj ,i)0≤i≤N , with pIj ,i := σIj ,iRi(x, ϕ(x)),
introduced in (14), and compute vj := v(pIj , α
+
j )− v(pIj , α−j+1).
4. For every 1 ≤ j ≤ k, decide whether f(αj) = 0. If this is the case, determine whether
g(αj) > 0 or g(αj) < 0. Set v
+ := #{1 ≤ j ≤ k | f(αj) = 0 ∧ g(αj) > 0} and
v− := #{1 ≤ j ≤ k | f(αj) = 0 ∧ g(αj) < 0}.
5. Compute TaQ(f, g;α, β) := v+ − v− +∑kj=0 vj .
Complexity analysis: Let δX := degX(Φ), δY := degY (Φ).
Step 1. In a first step, we compute the degrees DY = degY (F˜G) ≤ 2d + δY − 1 and dY =
degY (F ) ≤ d. Noticing that DX = degX(F˜G) ≤ 2d + δX and dX = degX F ≤ d, we
have that all the subresultant polynomials associated with F˜G and F can be computed,
by means of the procedure described in Section 2.2, within complexity
O(d((d + δX + δY )(d+ δX)(d+ δY )
ω+1 + dM(d(d + δX + δY )) log(d(d + δX + δY )))).
From these subresultants, we obtain the polynomials Ri ∈ Z[X,Y ], τi and ρi ∈ Z[X]
introduced in Notation 4 with no change in the complexity order.
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Steps 2 and 3(a). Consider the polynomial
L(X) =
∏
−1≤i≤N
τi
∏
1≤i≤N+1
ρi. (16)
In order to determine the Thom encodings of the roots of L in the interval (α, β) (Step
2) and the signs of the polynomials (τi)−1≤i≤N and (ρi)1≤i≤N+1 between two consecutive
roots of L (Step 3(a)), we compute the realizable sign conditions on the family
Der(L),X − α, β −X,Der(τi)−1≤i≤N ,Der(ρi)1≤i≤N+1
(see Section 2.2).
Each of the factors in (16) has degree bounded by d(4d+δX+δY −1); therefore, the degree
of L is bounded by (2N +3)d(4d+ δX + δY − 1) = O(d2(d+ δX + δY )) and the complexity
of computing the realizable sign conditions is O(d6(d+ δX + δY )
3 log3(d2(d+ δX + δY ))).
The remaining computations of these steps do not modify this complexity order.
The overall complexity of Steps 1 – 3(a) is of order
O(d2(d+ δX + δY )
3(d4 log3(d+ δX + δY ) + (d+ δY )
ω−1)).
Steps 3(b) and 4. These steps require the determination of the sign of Pfaffian functions of
the type P (x, ϕ(x)), with P ∈ Z[X,Y ], at real algebraic numbers given by their Thom
encodings (more precisely, at the real roots αj of L lying on (α, β) and at the endpoints α
and β of the given interval). We assume an oracle is given to achieve this task.
At Step 3(b), we use the oracle for Pfaffian functions defined by polynomials with degrees
in X bounded by d(4d+δX +δY −1) and degrees in Y bounded by d and their derivatives.
Taking into account that the multiplicity of a zero of such a function is at most 4d(d+δX+
δY −1)(2d+δY −1)+(δX+1)d (see [3, Lemma 15]), it follows that the determination of the
signs sg(Ri, α
+
j ) (and sg(Ri, α
−
j+1)) for every i, j requires at mostO(d
4(d+δX+δY )
2(d+δY ))
calls to the oracle for functions defined by polynomials with degrees in X bounded by
O(δXd(d+ δY )(d+ δX + δY )) and degrees in Y bounded by O(d+ (δY − 1)d(d + δY )(d+
δX + δY )).
At Step 4, we need O(d2(d+ δX + δY )) calls to the oracle for the Pfaffian functions defined
by the polynomials F and G, having degrees bounded by d.
Remark 11 If degY (F ) = 0 or degY (G) = 0, the Tarski-query TaQ(f, g;α, β) can be easily
computed. If both degrees are zero, it suffices to apply an algorithm for univariate real polyno-
mials ([4]). If degY (F ) = 0 and degY (G) > 0, use the oracle to determine the signs that g takes
at the zeros of f(x) = F (x). Finally, if degY (G) = 0 and degY (F ) > 0, we can simply replace
G with (Y 2 + 1)G.
Summarizing we have:
Proposition 12 Let ϕ be a function satisfying a differential equation ϕ′(x) = Φ(x, ϕ(x)) where
Φ ∈ Z[X,Y ] with δX := degX(Φ), δY := degY (Φ) > 0, and let α < β be rational numbers
such that [α, β] ⊂ Dom(ϕ). Given f(x) = F (x, ϕ(x)) and g(x) = G(x, ϕ(x)) where F,G ∈
Z[X,Y ] with deg(F ) ≤ d, deg(G) ≤ d, Algorithm Tarski-query computes TaQ(f, g;α, β) within
O(d2(d+ δX + δY )
3(d4 log3(d+ δX + δY )+ (d+ δY )
ω−1)) arithmetic operations and comparisons
and using O(d4(d + δX + δY )
2(d + δY )) calls to an oracle for determining the signs of Pfaffian
functions associated to ϕ at real algebraic numbers.
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4 Decision problem
This section focuses on the decision problem for formulas involving univariate Pfaffian functions
associated to a fixed function ϕ satisfying ϕ′(x) = Φ(x, ϕ(x)) for a polynomial Φ ∈ Z[X,Y ]
with degY (Φ) > 0. We will present a symbolic procedure solving this problem and estimate its
complexity, provided an oracle is given for determining signs of functions of this class evaluated
at real algebraic numbers.
We first describe a symbolic procedure to determine all the feasible sign conditions on a
finite family of Pfaffian functions associated to ϕ in an interval [α, β] ⊆ Dom(ϕ), for α and β
algebraic numbers, that will be the main sub-routine in our decision procedure.
Given Pfaffian functions f, g1, . . . , gs associated with ϕ, we start showing how to determine
the feasible sign conditions of g1, . . . , gs over the set Z = {x ∈ (α, β) | f(x) = 0}. To do so, we
follow the algorithm in [15], which is based in turn on the ones described in [4, Chapter 2].
The procedure is recursive and in each step, i = 1, . . . , s, it computes the feasible sign
conditions for g1, . . . , gi over Z by means of the computation of suitable Tarski-queries and
linear equation system solving. Let δX = degX(Φ), δY = degY (Φ), and d is an upper bound
for the total degrees of the polynomials defining f, g1, . . . , gs. By [3, Corollary 17], we have that
#Z ≤ (d+ 1)(2d2 − d)((δY + 3)d+ δX) and so, there are at most O(d3(dδY + δX)) feasible sign
conditions at each step.
For i = 1, there are three possible sign conditions {x ∈ Z | g1(x) > 0}, {x ∈ Z | g1(x) = 0},
and {x ∈ Z | g1(x) > 0}. We determine the cardinalities c+, c0 and c− of these sets taking into
account that:
c0 + c+ + c− = TaQ(f, 1)
c+ − c− = TaQ(f, g1)
c+ + c− = TaQ(f, g21)
Here and in the next steps, all Tarski-queries are taken with respect to the interval (α, β).
For i > 1, once step i−1 is finished, each of the computed feasible sign conditions gives three
possible sign conditions for step i. So, following [15], to complete step i, we have to compute
at most 3#Z Tarski queries of the type TaQ(f, gα11 . . . g
αi
i ) with αj ∈ {0, 1, 2} and to solve a
linear system of size at most (3#Z) × (3#Z). As the degrees of the polynomials defining the
functions gα11 . . . g
αi
i are bounded by 2di, by Proposition 12, the complexity of computing any of
these Tarski queries is of order
O((sd)2(sd+ δX + δY )
3((sd)4 log3(sd+ δX + δY ) + (sd+ δY )
ω−1))
and the computation requires O((sd)4(sd+ δX + δY )
2(sd+ δY )) calls to the oracle for functions
defined by polynomials with degrees in X bounded by O(δXsd(sd + δY )(sd + δX + δY )) and
degrees in Y bounded by O(sd+(δY − 1)sd(sd+ δY )(sd+ δX + δY )). The complexity of solving
the linear system is O(d6(dδY + δX)
2). Then, the total complexity of this step if of order
O(s2d5(dδY+δX)(sd+δX+δY )
3((sd)4 log3(sd+δX+δY )+(sd+δY )
ω−1)+(sd)4(sd+δX+δY )2(sd+δY )) =
= O(s2d5(dδY + δX)(sd+ δX + δY )
3((sd)4 log3(sd+ δX + δY ) + (sd+ δY )
ω−1)).
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Therefore, the overall complexity for determining the feasible sign conditions of g1, . . . , gs
over Z is of order
O(s3d5(dδY + δX)(sd+ δX + δY )
3((sd)4 log3(sd+ δX + δY ) + (sd+ δY )
ω−1))
and the procedure requires O(s5d7(dδY + δX)(sd + δX + δY )
2(sd + δY )) calls to the oracle for
functions with defining polynomials of degrees in X bounded by O(δXsd(sd+δY )(sd+δX+δY ))
and degrees in Y bounded by O(sd+ (δY − 1)sd(sd + δY )(sd+ δX + δY )).
Now, to determine all the feasible sign conditions of a family of Pfaffian functions g1, . . . , gs
associated with ϕ over the interval, we apply the previous procedure as follows:
1. For j = 1, . . . , s, compute the feasible sign conditions of g1, . . . , gj−1, gj+1, . . . , gs over the
zero set of gj in the given interval. Although redundant, this procedure gives all the
feasible sign conditions in which one of the functions is equal to zero.
2. Consider the function f =
(∏
1≤j≤s gj
)′
and compute the feasible sign conditions of
g1, . . . , gs over the zero set of f . This gives the feasible sign conditions between two
consecutive zeros of the functions gj , 1 ≤ j ≤ s, and, therefore, all the sign conditions over
these functions consisting only of inequalities.
Note that, taking into account the upper bounds for the number of zeros of g1, . . . , gs and
(
∏
1≤i≤s gi)
′ (see [3, Corollary 17]), the number of feasible sign conditions of g1, . . . , gs in an
interval contained in Dom(ϕ) is bounded by O(δY (sd+ δX + δY )
4).
In step 2, the polynomial defining f has degree bounded by sd + δX + δY − 1. Then, the
number of zeros of f is of order O((sd + δX + δY )
4δY ) and the complexity of computing each
of the required Tarski queries is of order O((sd+ δX + δY )
9 log3(sd+ δX + δY )). Therefore, the
complexity of this step is
O(s(sd+ δX + δY )
13 log3(sd+ δX + δY )δY ) + (sd+ δX + δY )
8δ2Y )) =
= O(s(sd+ δX + δY )
13 log3(sd+ δX + δY )δY )
and requires O(s(sd+ δX + δY )
11δY ) calls to the oracle for functions defined by polynomials of
degrees in X bounded by O(δXs
3(sd+ δX + δY )
3) and degrees in Y bounded by O(s(sd+ δX +
δY ) + (δY − 1)s3(sd+ δX + δY )3).
Finally, we call the oracle to compute the signs of g1, . . . , gs in α and in β. This finishes
the computation of all the feasible sign conditions of the functions g1, . . . , gs in [α, β] within
complexity of orderO(sδY (sd+δX+δY )
13 log3(sd+δX+δY )) and withO(s(sd+δX+δY )
11δY ) calls
to the oracle for functions defined by polynomials with degrees in X bounded by O(δXs
3(sd+
δX + δY )
3) and degrees in Y bounded by O(s(sd+ δX + δY ) + (δY − 1)s3(sd+ δX + δY )3).
Therefore, we have proved the following:
Theorem 13 Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x)) for Φ ∈ Z[X,Y ] with
degY (Φ) > 0. Let g1, . . . , gs be functions defined by gi(x) = Gi(x, ϕ(x)) for Gi ∈ Z[X,Y ]. If
degGi ≤ d for 1 ≤ i ≤ s, degX(Φ) = δX and degY (Φ) = δY , then, all the feasible sign conditions
for g1, . . . , gs in an interval [α, β] ⊆ Dom(ϕ), for α, β real algebraic numbers, can be determined
by means of a symbolic procedure with complexity O(sδY (sd + δX + δY )
13 log3(sd + δX + δY ))
and with O(s(sd+ δX + δY )
11δY ) calls to an oracle for determining signs of functions associated
with ϕ defined by polynomials in Z[X,Y ] of degrees in X bounded by O(δXs
3(sd + δX + δY )
3)
and degrees in Y bounded by O(s(sd+ δX + δY ) + (δY − 1)s3(sd+ δX + δY )3).
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As a consequence of Theorem 13 we can establish a complexity result for the decision problem
under consideration which implies Theorem 1 in the Introduction:
Corollary 14 Let ϕ be a Pfaffian function satisfying ϕ′(x) = Φ(x, ϕ(x) for Φ ∈ Z[X,Y ] with
degX(Φ) = δX and degY (Φ) = δY > 0. Let Ψ be a quantifier-free formula in a variable x
involving functions g1, . . . , gs defined by gi(x) = Gi(x, ϕ(x)) for Gi ∈ Z[X,Y ] with degGi ≤ d,
for 1 ≤ i ≤ s. There is a symbolic procedure that determines the truth value of the formula
∃xΨ in an interval [α, β] ⊆ Dom(ϕ), for α < β real algebraic numbers, within complexity
O(sδY (sd+ δX + δY )
13 log3(sd+ δX + δY )+ δY (sd+ δX + δY )
4|Ψ|), where |Ψ| denotes the length
of Ψ.
5 E-polynomials
In this section we deal with the particular case of E-polynomials, namely when ϕ(x) = eh(x) for
a polynomial h ∈ Z[X] of positive degree. In this case, our algorithms will run without need of
an oracle.
First, we will show how the procedures described in Section 4 can be turned into standard
symbolic algorithms (not relying on oracles) by using a subroutine for determining the sign of
an E-polynomial at a real algebraic number given by its Thom encoding (see [3, Section 5.1]).
Then, we will apply our techniques to solve algorithmically the decision problem for a particular
class of formulas involving multivariate E-polynomials. Finally, we will introduce a suitable
notion of Thom encoding for the zeros of a univariate E-polynomial and analyze the complexity
of its computation.
5.1 Decision problem
When dealing with arbitrary Pfaffian functions of the class introduced in Section 2.3, in order to
determine the sign that the function takes at a real algebraic number we rely on an oracle. For
E-polynomials, these signs and, consequently, the signs to the left or to the right of an algebraic
number that are required for the computation of Tarski-queries, can be computed explicitly.
Here we estimate the complexity of these computations.
Proposition 15 Let h ∈ Z[X] be a polynomial of degree δ > 0 and, for P ∈ Z[X,Y ] with
degX(P ) = dX and degY (P ) = dY , let p(x) = P (x, e
h(x)). Let α ∈ R be a root of a polynomial
L ∈ Z[X] with deg(L) = ℓ given by its Thom encoding. Then, we can determine the signs
sg(p, α+) and sg(p, α−) within complexity O(ℓ4d5Y (dX + δ)(H + (ℓdY )6(ℓdY + log(H))2)), where
H = (ℓ+ dX + dY (2dX + δ)(δ − 1))!H(L)dX+dY (2dX+δ)(δ−1)((dY +1)H(P )(dY (2dX + δ)(δ − 1) +
dX + dY δ
2H(h))dY (2dX+δ))ℓ, assuming dX ≥ δ.
Proof. To compute the signs sg(p, α+) and sg(p, α−) we follow Remark 10. Then, it suffices
to determine the signs p(ν)(α) for 0 ≤ ν ≤ mult(α, p). Now, by equation (15), we have that
mult(α, p) ≤ dY (2dX+δ). Taking into account that degX(P˜ (ν)) ≤ dX+ν(δ−1), degY (P˜ (ν)) ≤ dY
and H(P˜ (ν)) ≤ H(P )∏ν−1j=0 (j(δ − 1) + dX + dY δ2H(h)) (see [3, Remark 19]), this can be done
within the stated complexity by applying the algorithm E-SignDetermination from [3]. 
From the results in Section 3.3, replacing calls to the oracle by the above sign determi-
nation, we deduce the following complexity result for the computation of Tarski-queries for
E-polynomials.
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Proposition 16 Let f(x) = F (x, eh(x)) and g(x) = G(x, eh(x)) be E-polynomials defined by
F,G ∈ Z[X,Y ] and h ∈ Z[X] with deg(F ),deg(G),deg(h) ≤ d and H(F ),H(G),H(h) ≤ H, and
let (α, β) be an interval, where α, β are real algebraic numbers given by their Thom encodings,
−∞ or +∞. There is an algorithm that computes TaQ(f, g;α, β) within complexity (2dH)O(d6).
Proof. First, we consider the case α, β ∈ R. The algorithm is based on Algorithm Tarski-query
but each call to the oracle will be replaced by a call to the algorithm of Proposition 15. To
be able to compute the overall complexity of this algorithm, we will bound the heights of the
polynomials involved. Note that, under our hypothesis, degX(F˜G) ≤ 3d−1 and degY (F˜G) ≤ 2d
and, therefore, degX(Ri) ≤ 5d2 − d y degY (Ri) ≤ d para 0 ≤ i ≤ N .
As H(F˜ ) ≤ Hd(1 + d2H) and deg(F˜ ) ≤ 2d − 1, Equation (1) implies that H(F˜G) ≤
4d3H2(1 + d2H)(d + 1)2 ≤ 32d7H3. Then, using the determinantal formula for the resultants
analyzing their expansions along the last column, we have that H(Ri) ≤ (3d)!H2d(32d7H3)d(d+
1)2d(3d)d ≤ 25d34dd13dH5d, since (3d)!(d + 1)2d ≤ 33dd5d.
For 0 ≤ i ≤ N , deg(ρi) and deg(τi) are less than or equal to 5d2 − d and their heights are at
most 25d34dd13dH5d; then, deg(L) ≤ (2d + 3)(5d2 − d) and H(L) ≤ (25d34dd13dH5d)2d+3(5d2 −
d+ 1)2d+3 ≤ (5 · 25d34dd13d+2H5d)2d+3.
Therefore, computing each of the signs sg(Ri(x, e
h(x), α+j ) or sg(Ri(x, e
h(x), α−j ) following
Proposition 15, costs O(d12d5d2(H+d24(d4+log(H))2)) = O(d19(H+d24(d4+log(H))2)) where
H ≤ ((2d+3)(5d2 − d) + 5d2 − d+ d(10d2 − d)(d− 1))!(5 · 25d34dd13d+2H5d)(2d+3)(10d4−5d3)((d+
1)25d34dd13dH5d(10d4 − 5d3 + d3H)10d3−d2)(2d+3)(5d2−d) = (2dH)O(d6). Note that computing all
these signs and the signs of f(αj) and g(αj) does not increase the order of complexity.
In case α = −∞ or β = +∞, we also adapt Algorithm Tarski-query, taking into account
that non-bounded intervals appear and, therefore, we have to determine the signs that a sequence
of E-polynomials take at −∞ or +∞. This can be easily done as stated in [3, Section 5.2]. 
As explained in Section 4, from the complexity of computing Tarski-queries, we can deduce
the complexity for the determination of all the feasible sign conditions on a finite family of
E-polynomials:
Proposition 17 Let g1, . . . , gs be E-polynomials defined by gi(x) = Gi(x, e
h(x)) where Gi ∈
Z[X,Y ], for 1 ≤ i ≤ s, and h ∈ Z[X] are polynomials of degrees bounded by d and heights
bounded by H. There exists an algorithm that determines all the feasible sign conditions for
g1, . . . , gs within complexity (2dH)
O(s7d6).
Proof. It suffices to determine the feasible sign conditions for g1, . . . , gs over the zero sets of
f :=
∏s
i=1 gi and f
′, and to decide the signs of g1, . . . , gs in −∞ and in +∞.
Let F (X,Y ) =
∏s
i=1Gi(X,Y ). Then deg(F ) ≤ sd and H(F ) ≤ Hs(d + 1)2s, and therefore,
deg(F˜ ) ≤ sd + d and H(F˜ ) ≤ Hs(d + 1)2ssd(1 + d2H) ≤ 2Hs+1(d + 1)2ssd3. The number of
zeros of f and the number of zeros of f ′ are of order O(s4d4).
By Proposition 16, the complexity of the computation of each Tarski query of the type
TaQ(f, gα11 . . . g
αi
i ) with αj ∈ {0, 1, 2} or of the type TaQ(f ′, gα11 . . . gαii ) with αj ∈ {0, 1, 2} is of
order (2(2sd)(2sd3Hs+1(d+ 1)2s)O((sd)
6) = (2dH)O(s
7d6).
Note that the number of Tarski queries to be computed, the solving of the associated linear
systems and the computations of the signs in −∞ and in +∞ do not modify the order of
complexity. 
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Applying the previous proposition, we can also solve a decision problem algorithmically in
the case of univariate E-polynomials but in this case without need of an oracle:
Theorem 18 Let Ψ be a quantifier-free formula in a variable x involving E-polynomials g1, . . . , gs
defined by gi(x) = Gi(x, e
h(x)) with Gi ∈ Z[X,Y ], for 1 ≤ i ≤ s, and h ∈ Z[X] polynomials with
degrees bounded by d and heights bounded by H. There is a symbolic algorithm that determines
whether the formula ∃xΨ is true or false within complexity (2dH)O(s7d6) + O(s4d4|Ψ|), where
|Ψ| denotes the length of Ψ.
5.2 A decision problem for multivariate E-polynomials
Our methods can be extended to the case of multivariate E-polynomials, namely Pfaffian func-
tions of the form f(x1, . . . , xn) = F (x1, . . . , xn, e
h(x1,...,xn)) where F ∈ Z[X1, . . . ,Xn, Y ] and
h ∈ Z[X1, . . . ,Xn].
First we address the consistency problem for these functions. For F1, . . . , Fs ∈ Z[X1, . . . ,Xn, Y ]
and h ∈ Z[X1, . . . ,Xn], consider the formula
∃x : F1(x, eh(x))ǫ10 ∧ · · · ∧ Fs(x, eh(x))ǫs0
with ǫi ∈ {<,>,=} for 1 ≤ i ≤ s, and x = (x1, . . . , xn). This formula is equivalent to
∃z∃x : F1(x, ez)ǫ10 ∧ · · · ∧ Fs(x, ez)ǫs0 ∧ z = h(x). (17)
Consider the polynomial formula
∃x : F1(x, y)ǫ10 ∧ · · · ∧ Fs(x, y)ǫs0 ∧ z = h(x).
By means of quantifier elimination over R, this formula is equivalent to a quantifier free formula
ψ(z, y). Therefore, formula (17) is equivalent to ∃zψ(z, ez) and, applying Theorem 18, we can
decide whether it is true or false.
With the same arguments, we can deal with the decision problem for multivariate prenex
formulas with only one block of quantifiers and obtain complexity bounds for the algorithmic
solving of the problem:
Proposition 19 Let Ψ be a quantifier-free formula in the variables x = (x1, . . . , xn) defined
by gi(x) = Gi(x, e
h(x)) for Gi ∈ Z[X1, . . . ,Xn, Y ], for 1 ≤ i ≤ s, and h ∈ Z[X1, . . . ,Xn]
polynomials with degrees bounded by d and heights bounded by H. There is a symbolic algorithm
that determines whether the formula ∃x1 . . . ∃xnΨ(x1, . . . , xn) is true or false within complexity
(2dH)(sd)
O(n)
.
Proof. The result follows straightforwardly from our previous considerations by applying the
complexity bounds in [4, Theorem 14.22] for real elimination and Theorem 18 above. 
5.3 Thom encoding
Similarly as in the case of real univariate polynomials, we will now show how to encode the zeros
of an E-polynomial in one variable by a suitable form of Thom encodings. To do so, we will use
the following notions which were already introduced in [13].
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Definition 20 Let f(x) = F (x, eh(x)) with F ∈ Z[X,Y ], F 6= 0. The pseudo-degree of f is
defined as
pdeg(f) =
{
(degY (F ),degX(F (X, 0)) if F (X, 0) 6= 0
(degY (F ), 0) if F (X, 0) = 0
.
The pseudo-derivative of f is defined as
pder(f) =

f ′(x) if deg(F (X, 0)) > 0
f ′(x)
ekh(x)
if F (X, 0) ∈ R, f ′(x) 6= 0, Y k | F˜ (X,Y ) and Y k+1 ∤ F˜ (X,Y )
0 if f ′(x) = 0
.
Given an E-polynomial f , for every i ∈ N, we denote pder(i)(f) the ith successive pseudo-
derivative of f , that is, pder(i)(f) = pder(pder(i−1)(f)).
Note that pdeg(pder(f)) <lex pdeg(f) if f /∈ R (here, <lex is the lexicographic order).
Then, we have that {pder(i)(f)}i∈N is a finite family. We will encode the zeros of f by means of
the signs of the functions in this family, relying on the following result:
Proposition 21 Let f1, . . . , fs be a family of E-polynomials closed under pseudo-derivation
(that is, for every 1 ≤ i ≤ s, pder(fi) = fj for some 1 ≤ j ≤ s). Let ε : {1, . . . , s} → {−1, 0, 1}.
Then Aε = {x ∈ R | sg(fi(x)) = ε(i) for every 1 ≤ i ≤ s} is either empty or a point or an open
interval.
Proof. By induction on s. If s = 1, f1 = 0 and there is nothing to prove. Let {f1, . . . , fs, fs+1}
be a family of E-polynomials closed under pseudo-derivation and assume that fs+1 has the max-
imum pseudo-degree. Then, {f1, . . . , fs} is closed under pseudo-derivation and so, by inductive
assumption, Aε = {x ∈ R | sg(fi(x)) = ε(i) for 1 ≤ i ≤ s} is either empty or a point or an
open interval. The only case to consider is when Aε is an interval. As pder(fs+1) ∈ {f1, . . . , fs},
pder(fs+1) has constant sign over Aε. If pder(fs+1) = 0, then fs+1 is a constant function. If
pder(fs+1) 6= 0, as sg(pder(fs+1)) = sg(f ′s+1), then fs+1 is a strictly monotonous function in Aε.
The result follows. 
Corollary 22 The zeros of an E-polynomial f are uniquely determined by the feasible sign
conditions of (pder(i)(f))1≤i≤D over {x ∈ R | f(x) = 0}, where D = min{i | pder(i+1)(f) = 0}.
This result allows us to define a notion of Thom encoding for zeros of E-polynomials:
Definition 23 Let f(x) = F (x, eh(x)) be an E-polynomial and D = min{i | pder(i+1)(f) = 0}.
Let ε : {0, . . . ,D} → {−1, 0, 1} with ε(0) = 0. We say (f, ε) is a Thom encoding of the real
number ξ if {x ∈ R | sg(pder(i)(f)(x)) = ε(i) for 0 ≤ i ≤ D} = {ξ}.
A result analogous to [4, Proposition 2.37] holds in our context and allows us to use Thom
encodings to order all the real zeroes of a given E-polynomial:
Remark 24 Let f be an E-polynomial and ξ1, ξ2 t wo different real zeros of f . By Corollary 22,
ξ1 and ξ2 have two different Thom encodings (f, ε1) and (f, ε2), with εj : {0, . . . ,D} → {−1, 0, 1}
for j = 1, 2. Let k = max{0 ≤ i ≤ D | ε1(i) 6= ε2(i)} (then ε1(k + 1) = ε2(k + 1) 6= 0). If
ε1(k+1) = ε1(k+1) = 1, then ξ1 > ξ2 if and only if ε1(k) > ε2(k) and, if ε1(k+1) = ε1(k+1) =
−1, then ξ1 > ξ2 if and only if ε1(k) < ε2(k).
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The following easy example illustrates Thom encodings in the E-polynomial setting.
Example 25 Let f(x) = (6x− 1)e2x − (8x + 1)ex − 1. This E-polynomial has three real zeros,
ξ1, ξ2, ξ3. The sequence of pseudo-derivatives of f is (pder
(i)(f))1≤i≤4, where
pder(1)(f)(x) = (12x+ 4)ex − (8x+ 9)ex,
pder(2)(f)(x) = (12x+ 16)ex − 8,
pder(3)(f)(x) = 12x+ 28,
pder(4)(f)(x) = 12.
The Thom encodings of ξ1, ξ2, ξ3 as zeros of f are given by
ε1 = (0,−1,−1,−1, 1), ε2 = (0,−1,−1, 1, 1), ε3 = (0, 1, 1, 1, 1).
Comparing them as stated in Remark 24, it follows that ξ1 < ξ2 (since ε1(4) = ε2(4) = 1 and
ε1(3) < ε2(3)) and ξ2 < ξ3 (since ε2(i) = ε3(i) = 1 for i = 4, 3 and ε2(2) < ε3(2)).
Unfortunately, we do not know whether Thom encodings can be used to deal with arithmetic
operations between zeros of E-polynomials defined from the same polynomial h ∈ Z[X], since
the result of such operation may not be a zero of a function in the same class. For example, a
question posed in [16] asks whether the set L = {x ∈ R | F (x, ex) = 0, F ∈ Q[X,Y ]} is closed
under addition. Here we prove that the answer is negative:
Assuming L is closed under addition, as ln(2) ∈ L (since it is a zero of ex−2), it follows that
ln(2)+1 ∈ L. Then, there exists a non-zero polynomial F ∈ Q[X,Y ] such that F (ln(2)+1, 2e) =
0 and, therefore, e is algebraic over Q(ln(2)). Similarly, ln(2)+
√
2 ∈ L and then, e
√
2 is algebraic
over Q(ln(2) +
√
2). As a consequence, the transcendence degree of Q(
√
2, ln(2), e, e
√
2) is 1,
contradicting the fact that {e, e
√
2} is algebraically independent over Q by the Lindemann-
Weierstrass theorem.
Our previous results from Section 5.1 allow us to compute Thom encodings for zeros of
E-polynomials algoritmically. First, we estimate the length of these encodings.
Lemma 26 Let f(x) = F (x, eh(x)), with F 6= 0, and D = min{i | pder(i+1)(f) = 0}. If
deg(F ) = d and deg(h) = δ ≥ 2, then D ≤ δd(d + 1) and the total degree of the polynomial
defining pder(i)(f) is bounded by δd(d+1) for 1 ≤ i ≤ D. If deg(h) = 1, then D ≤ d(d+1) and
the total degree of the polynomial defining pder(i)(f) is bounded by d for 1 ≤ i ≤ D.
Proof. To estimate D we are going to analyze the pseudo-degrees of the successive pseudo-
derivatives of f and the degrees in X of the polynomials defining them.
Observe that if an E-polynomial f(x) = F (x, eh(x)) has pseudo-degree pdeg(f) = (m0, n0)
and degX(F ) = d0, then its pseudo-derivative pder(f) is defined by a polynomial with degree
in X bounded by d0 + δ − 1 and satisfies
pdeg(pder(f)) =
{
(m0, n0 − 1) if n0 6= 0
(m′0, n
′
0) if n0 = 0
where m′0 ≤ m0 − 1 and n′0 ≤ d0 + δ − 1. If m0 = 0, after n0 pseudo-derivation steps, we
get pdeg(pder(n0)(f)) = (0, 0) and no further pseudo-derivation is needed. If m0 > 0, after
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n0 + 1 pseudo-derivations, the first coordinate of the pseudo-degree is smaller than m0. Let
(m1, n1) = pdeg(pder
(n0+1)(f)) and d1 the degree in X of the polynomial defining pder
(n0+1)(f).
Then, m1 ≤ m0 − 1, d1 ≤ d0δ + δ − 1 and, therefore, n1 ≤ d0δ + δ − 1.
As a consequence, given f(x) = F (x, eh(x)), we obtain the sequence of pseudo-degrees
(mi, ni)0≤i≤k defined as (m0, n0) = pdeg(f) and, for i ≥ 1, if mi−1 6= 0, Ni−1 =
∑i−1
j=0(nj + 1)
and
(mi, ni) = pdeg(pder
(Ni−1)(f)).
If mi−1 = 0, then k = i, Ni−1 =
∑i−1
j=0(nj + 1)− 1 and (mk, nk) = pdeg(pder(Nk−1)(f)) = (0, 0).
Let di be the degree in X of the polynomial defining pder
(Ni−1)(f) for 0 ≤ i ≤ k. By our previous
considerations, mi ≤ mi−1 − 1, di ≤ di−1δ + δ − 1 and, therefore, ni ≤ di−1δ + δ − 1 for every
i ≥ 1. In particular, k ≤ m0 ≤ d and D = Nk−1. We have that
Nk−1 ≤
k−1∑
j=0
(nj + 1) ≤
k−1∑
j=0
(dj + 1) ≤
k−1∑
j=0
δj(d+ 1) =

δk − 1
δ − 1 (d+ 1) if δ ≥ 2
k(d+ 1) if δ = 1
and the result follows. 
Applying Proposition 17 and the previous result we deduce the following:
Proposition 27 Given an E-polynomial f(x) = F (x, eh(x)), where F ∈ Z[X,Y ] and h ∈ Z[X]
are polynomials with degree bounded by d and height bounded by H, the complexity of finding the
Thom encodings of all the zeros f is of order (2dH)d
O(d)
. In case deg(h) = 1 the complexity is
of order (2dH)O(d
22).
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