In this paper joint mean and variance beta regression models are proposed.
Introduction
In this paper, we analyze situations where the observations are associated with the beta distribution. The beta distribution defined in equation (1) , has applications in uncertainty or random variation of a probability, fraction or prevalence, among others. Thus, this distribution has many applications in areas such as financial sciences or social sciences as education, where random variables are continuous in a bounded interval which is isomorphic to the interval [0, 1]. To mention an example, in studies of the quality of education, a number from 0 to 5 (or any other positive integer bounds) is assigned as a measure of performance for the evaluation of school subjects as math, language, arts, natural sciences or any other scholar area. In these cases, the measure assigned to each student can be expressed as a number from zero to one. Thus, it can be assumed that the level of student performance is a random variable with beta distribution.
The beta p, q distribution function, defined by equation (1) can be reparametrized as a function of the mean and the so called dispersion parameter as in equation (4) , or as function of the mean and variance taking into account equations (5) and (6) . This characterization of the beta distribution can be more appropriate. In the first re-parametrization, making φ = p + q we may see that p = µφ, q = φ(1 − µ) and σ 2 = µ(1−µ) φ+1
. In this case, φ can be interpreted as a precision parameter in the sense that, for fixed values of µ, The rest of the paper is organized as follows: Section 2 includes general concepts on beta distribution. Section 3, presents the joint mean and variance beta regression models. Section 4, provides an analysis of the structural data assuming nonlinear and logistic regression models. Section 5, presents the results of the "language performance" data.
Beta Distribution
A random variable Y has beta distribution if its density function is given by
where p > 0, q > 0 and Γ(.) denotes the gamma function. The mean and variance of Y , µ = E(Y ) and σ 2 = V ar(Y ), are given by
Many random variables can be assumed to have beta distribution. For example, income inequality or land distribution when measured using the Gini index proposed by Atkinson(1970) , and the performance of students in subjects such as mathematics, natural sciences or literature. In the latter case, if performance X takes values within the interval (a, b), the random variable Y = (X − a)/(b − a) can be assumed to have beta distribution. This performance can be explained by household socioeconomic variables, having fundamental impact on the student cognitive achievement. For example, the level of student achievement is closely related to the educational level of their parents and the number of hours devoted to study a subject. Thus, the beta regression model could be appropriate to explain the behavior of school performance as a function of associated factors. In these applications however, the reparametrization of the beta distribution given in (4) could be more appropriate. In the first, doing φ = p + q we can see that p = µφ,
. 
In this case, the mean and dispersion parameters can be modeled as function of explanatory variables, for example, as was proposed in Cepeda (2001), given that changes in the precision parameter can be explained by explanatory variables, such as mothers educational level in the case of the student's school performance.
The beta distribution given in (1) can also be reparametrized as a function of the mean and variance, with
Although writing (1) 
In this paper, we propose joint mean and variance beta regression models, with the mean modeled as linear or nonlinear function of the parameters, as in (7) or (9), and the variance modeled as a function of the explanatory variables (10) , where g is a monotonic and two time differentiable real function, that take into account the positivity of the variance.
The results of fitting the mean and variance beta regression models are easily interpretable: the mean fitted models have the usual interpretation, but the fitted variance model is easily interpreted directly from data behavior.
For example, if the explanatory variable Z 1 is associated to γ 1 and γ 1 > 0, increasing behavior of Z 1 is associated with increasing behavior of σ 2 . In the same way, the interpretation is applicable when the parameters of the variance models are negative.
In the next sections, structured and real data sets are analyzed applying joint mean and dispersion, and joint mean and dispersion beta regression models to compare the performance of these models, according to the behavior of the data.
Structural Data Analysis
In this section we present the results of the studies of a structural data set.
The aim is to fit joint nonlinear (logistic) mean and variance regression models and compare the results with the results obtained when joint nonlinear (logistic) mean and dispersion models are fitted to the same data.
The data set, represented by black points in Figure 1 , were generated assuming as explanatory variable X that takes values from 1 to 13. Interest variable Y , that increases with X, is assumed to have beta distribution.
Through X, Y it presents an increase variance.
Beta Nonlinear Regression

Joint nonlinear mean and variance beta regression models
In this section we assume that the observations come from the beta distribution. Exactly, we assume that Y i ∼ Beta(p, q), i = 1, 2, . . . , n, where
, follow the models given by (9) and log(σ Table 1 : Parameter estimates of mean and variance regression parameters
Joint Nonlinear Mean and Precision Beta Regression Models
In this section, we assume that interest variable data comes from beta distri-
. . , n, where the mean model is given by (9) and the dispersion model by log(φ i ) = γ 0 +γ 1 x i , for the purpose of comparing For this model, the posterior parameter estimates and the respective standard deviation, obtained by proceeding as in Section 4.1.1, and assuming the same normal prior distribution function, are given in Table 2 . In this case, the 2logL = −340.602 and the DIC criterion value is equal to −331.080. Table 2 : Parameter estimates of joint mean and variance parameters between these models, the first one is better to fit the proposed structural data set. . Although in both cases variance increases with X, the general behavior disagrees, given that when the variance is directly modeling the variance of data behavior is better described, especially for smaller and bigger values of X. However, the fitted mean models present smaller differences.
Model comparison
Beta Logistic Regression Models
In this section, we analyze the systematic data set applying the proposed beta regression models, assuming joint modeling of the mean and variance parameters, and the beta regression models assuming joint modeling of the mean and dispersion parameters, but with logistic mean models in both cases. From the posterior estimates of the parameters, the performance of the models are compared to determine which model fits the data set better. 
Joint Mean and Variance Beta Regression Models
In this section, we assume that the interest variable follows beta distribution
. . , n, where the mean and variance models are given by (11) and (12), respectively.
logit(µ i ) = β 0 + β 1 x i and (11) log(σ
The posterior mean of the parameter samples and the respective standard deviation are given in Table 3 Table 3 : Parameter estimates of joint mean and variance parameters for beta regression models (11) and (12).
Joint Mean and Precision Beta Regression Models
In this section, we assume that the interest variable data comes from the assuming the same independent normal prior distribution, and are given in Table 4 . For this model −2logL = 313.442 and the DIC value criterion is equal to DIC = −305.304. The fit mean and variance obtained from (11) and log(φ i ) = γ 0 + γ 1 x i , are represented by dotted line in figures 3 and 4.
Models Comparison
Between the models fitted in Sections (4.2.1) and (4. showing that, when the variance is directly modeled the variance of data behavior is better described, particularly for smaller values of X.
In each of the cases considered in this study, several chains were generated starting from different initial values. All of them provided a rough indication of convergence after a small transient period. Although, the joint mean and variance regression models proved be more sensitive to initial values, these models can be seen more appropriately in this data analysis. In general, these models can be formulated from a descriptive analysis of the data set.
For example, from the plot of this data set it is easy to conclude that the mean follow a non nonlinear model and that the variance are increases with X. Other usual behaviors may also be easily determined. For example, if the variance decreases with X or if it increases to a real value c, after which it is decreases. Thus, the joint mean and variance models should be taking into account when data sets are analyzed applying nonlinear regression beta models.
Application
In this section, we present the results of the analysis of a data set which consists of the mean performance in Spanish of students in 31 departments The data behavior is presented in Figure 5 . The first, shows that the Spanish performance is a decreasing function of UNB and that the variance is constant through UNB. The second, shows that performance is an increasing function of P ERC and that variance change with P ERC, in increasing manner.
Although we initially assumed joint mean and variance (dispersion) mod- (13) and (14), respectively, given that the DIC value of the second models was smaller than the one for the first models.
Assuming normal prior distribution β i ∼ N(0, 10 2 ), i = 0, 1, 2 and γ i ∼ N(0, 10 2 ), i = 0, 1, for the parameters, 10.000 samples of the posterior distribution were generated. The parameter estimates were obtained from the posterior sample, after burning off the first of 1.000 samples. Parameter estimates and the corresponding standard deviations are given in Table 5 
