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Abstract
Let f = (f1, . . . , fn) be an n-tuple of formal power series in noncommutative indeterminates Z1, . . . ,Zn
such that f (0) = 0 and the Jacobian detJf (0) = 0, and let g = (g1, . . . , gn) be its inverse with respect to
composition. We assume that f and g have nonzero radius of convergence and g is a bounded free holo-
morphic function on the open unit ball [B(H)n]1, where B(H) is the algebra of bounded linear operators
an a Hilbert space H. In this paper, several results concerning the noncommutative multivariable operator
theory on the unit ball [B(H)n]−1 are extended to the noncommutative domain
Bf (H) :=
{
X ∈ B(H)n: g(f (X))= X and ∥∥f (X)∥∥ 1}
for an appropriate evaluation X → f (X). We develop an operator model theory and dilation theory for
Bf (H), where the associated universal model is an n-tuple (MZ1 , . . . ,MZn) of left multiplication operators
acting on a Hilbert space H2(f ) of formal power series. All the results of this paper have commutative
versions.
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0. Introduction
In the last sixty years, the study of the unit ball of the algebra B(H), of all bounded linear
operators on a Hilbert space, has generated the celebrated Sz.-Nagy–Foias¸ theory of contractions
[37] and has had profound implications in mathematics and applied mathematics. In the last three
decades, a free analogue of Sz.-Nagy–Foias¸ theory on the unit ball of B(H)n has been pursued
by the author and others (see [29,31], and the references therein). This theory has already had
remarkable applications in complex interpolation on the unit ball of Cn, multivariable prediction
and entropy optimization, control theory, systems theory, scattering theory, and wavelet theory.
On the other hand, it has been a source of inspiration for the development of several other areas
of research such as tensor algebras over C∗-correspondences and free semigroup (resp. semi-
groupoid, graph) algebras (see [12–14]).
The present paper is an attempt to find large classes of noncommutative multivariable func-
tions g : Ω ⊂ [B(H)n]−1 → B(H)n for which a reasonable operator model theory and dilation
theory can be developed for the noncommutative domain g(Ω). In other words, we want to
transfer the free analogue of Sz.-Nagy–Foias¸ theory from the unit ball [B(H)n]1 to other non-
commutative domains in B(H)n, using appropriate maps.
In Section 1, we obtain inverse mapping theorems for formal power series in noncommu-
tative indeterminates Z1, . . . ,Zn, and also for free holomorphic functions. More precisely, we
show that an n-tuple f = (f1, . . . , fn) of formal power series with f (0) = 0 has an inverse
g = (g1, . . . , gn) with respect to composition if and only if the Jacobian detJf (0) = 0. If, in
addition, f and g have nonzero radius of convergence, we prove that there are open neighbor-
hoods D and G of 0 in B(H)n such that f |D : D → G and g|G : G → D are free holomorphic
functions inverses to each other.
Let f = (f1, . . . , fn) be an n-tuple of formal power series in indeterminates Z1, . . . ,Zn
such that f (0) = 0 and detJf (0) = 0, and assume that f and its inverse g = (g1, . . . , gn) have
nonzero radius of convergence. By re-scaling, we can assume without loss of generality that g is
a bounded free holomorphic function on the open unit ball[
B(H)n]1 := {X = (X1, . . . ,Xn) ∈ B(H)n: X1X∗1 + · · · +XnX∗n < I}.
We consider the noncommutative domain
Bf (H) :=
{
X ∈ B(H)n: g(f (X))= X and ∥∥f (X)∥∥ 1}
3242 G. Popescu / Journal of Functional Analysis 262 (2012) 3240–3308for an appropriate evaluation X → f (X) and using the functional calculus for row contractions
to define g(f (X)). We remark that the domain above makes sense if we remove the condition
f (0) = 0 and ask instead that f and g be n-tuples of noncommutative polynomials or certain free
holomorphic functions. In this paper, several results concerning noncommutative multivariable
operator theory on the unit ball [B(H)n]−1 are extended to the noncommutative domain Bf (H).
In Section 2, we introduce three classes of n-tuples f = (f1, . . . , fn) for which an operator
model theory and dilation theory for the domain Bf (H) will be developed. These classes con-
sist of noncommutative polynomials, formal power series with f (0) = 0, and free holomorphic
functions, respectively. When f belongs to any of these classes, we say that it has the model
property. In this case, each domain Bf has a universal model (MZ1 , . . . ,MZn) of multiplication
operators acting on a Hilbert space H2(f ) of formal power series.
In Section 3, we show that T = (T1, . . . , Tn) ∈ B(H)n is a pure n-tuple of operators in Bf (H)
if and only if there exists a Hilbert space D and a co-invariant subspace M⊆H2(f )⊗D under
MZ1 ⊗ ID, . . . ,MZn ⊗ ID such that the n-tuple (T1, . . . , Tn) is unitarily equivalent to(
PM(MZ1 ⊗ ID)|M, . . . ,PM(MZn ⊗ ID)|M
)
.
The C∗-algebra C∗(MZ1 , . . . ,MZn) turns out to be irreducible and
M∗ZiMZj = 〈Zj ,Zi〉H2(f )IH2(f ), i, j ∈ {1, . . . , n}.
If, in addition, f has radial approximation property, that is, there is δ ∈ (0,1) such that rf has
the model property for any r ∈ (δ,1), we prove that, for any T := (T1, . . . , Tn) ∈ Bf (H), there is
a unique unital completely contractive linear map
Ψf,T : C∗(MZ1 , . . . ,MZn) → B(H)
such that
Ψf,T
(
MZαM
∗
Zβ
)= TαT ∗β , α,β ∈ F+n ,
where Tα := Ti1 · · ·Tik if α = gi1 · · ·gik is a word in the free semigroup F+n with generators
g1, . . . , gn. As a consequence we obtain a minimal dilation of T which is unique up to an iso-
morphism.
We define the domain algebraA(Bf ) as the norm-closure of all polynomials in MZ1, . . . ,MZn
and the identity. Under natural conditions on f , we use Paulsen’s similarity result [16] to obtain
a characterization for the completely bounded representations of A(Bf ). We also show that the
set MA(Bf ) of all characters of A(Bf ) is homeomorphic to g(Bn), where Bn is the closed unit
ball of Cn.
In Section 4, we provide a Beurling [5] type characterization of the invariant subspaces un-
der the multiplication operators MZ1, . . . ,MZn associated with the noncommutative domain
Bf . More precisely, we show that if f = (f1, . . . , fn) is an n-tuple of formal power series
with the model property, then a subspace N ⊆ H2(f ) ⊗ H is invariant under each oper-
ator MZ1 ⊗ IH, . . . ,MZn ⊗ IH if and only if there exists an inner multi-analytic operator
Ψ : H2(f ) ⊗ E → H2(f ) ⊗ H with respect to MZ1 , . . . ,MZn , i.e., Ψ is an isometry and
Ψ (MZi ⊗ IE ) = (MZi ⊗ IH)Ψ for any i = 1, . . . , n, such that
N = Ψ [H2(f )⊗ E].
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with the noncommutative domain Bf , we provide a minimal dilation theorem for pure n-tuples
of operators in Bf (H), which turns out to be unique up to an isomorphism.
In Section 5, we show that the eigenvectors for M∗Z1 , . . . ,M
∗
Zn
are precisely the noncommu-
tative Poisson kernels associated with the noncommutative domain Bf at the points in the set
B<f (C) :=
{
λ ∈Cn: g(f (λ))= λ and ∥∥f (λ)∥∥< 1},
that is, the formal power series
Γλ :=
(
1 −
n∑
i=1
∣∣fi(λ)∣∣2)1/2 ∑
α∈F+n
[
f (λ)
]
α
fα, λ ∈ B<f (C).
Moreover, they satisfy the equations M∗ZiΓλ = λiΓλ, i = 1, . . . , n. We define the noncommu-
tative Hardy algebra H∞(Bf ) to be the WOT-closure of all noncommutative polynomials in
MZ1, . . . ,MZn and the identity, and show that it coincides with the algebra of bounded left multi-
pliers of H2(f ). The symmetric Hardy space H2s (f ) associated with the noncommutative domain
Bf is defined as the subspace H2(f ) Jc(1), where Jc is the WOT-closed two-sided ideal of the
Hardy algebra H∞(Bf ) generated by the commutators
MZiMZj −MZjMZi , i, j = 1, . . . , n.
We show that H2s (f ) = span{Γλ: λ ∈ B<f (C)} and can be identified with a Hilbert space
H 2(B<f (C)) of holomorphic functions on B
<
f (C), namely, the reproducing kernel Hilbert space
with reproducing kernel Λf : B<f (C)×B<f (C) →C defined by
Λf (μ,λ) := 1
1 −∑ni=1 fi(μ)fi(λ) , λ,μ ∈ B<f (C).
The algebra PH 2s (f )H
∞(Bf )|H2s (f ) coincides with the WOT-closed algebra generated by the
operators Li := PH2s (f )MZi |H2s (f ), i = 1, . . . , n, and can be identified with the algebra of all
multipliers of the Hilbert space H 2(B<f (C)). Under this identification the operators L1, . . . ,Ln
become the multiplication operators Mz1, . . . ,Mzn by the coordinate functions. The n-tuple
(L1, . . . ,Ln) turns out to be the universal model for the commutative n-tuples from Bf (H).
In Section 6, we define the characteristic function of an n-tuple T = (T1, . . . , Tn) ∈ Bf (H)
to be a certain multi-analytic operator Θf,T : H2(f ) ⊗ Df,T ∗ → H2(f ) ⊗ Df,T with respect
to MZ1, . . . ,MZn , and point out a natural connection with the characteristic function of a row
contraction [19]. We present a model for pure n-tuples of operators in the noncommutative do-
main Bf (H) in terms of characteristic functions, and show that the characteristic function is a
complete unitary invariant for pure n-tuples of operators in Bf (H).
Using ideas from [27], we introduce in Section 7 the curvature invariant of T = (T1, . . . , Tn) ∈
Bf (H) by setting
curvf (T ) := lim
m→∞
trace[K∗f,T (Qm ⊗ IDf,T )Kf,T ]
trace[K∗ (Q )K ] ,f,MZ m f,MZ
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is the orthogonal projection of H2(f ) on the linear span of the formal power series fα , α ∈ F+n
with |α|m. We show that the limit exists and provide an index type formula for the curvature
in terms of the characteristic function. One of the main goals of this section is to show that the
curvature is a complete numerical invariant for the finite rank submodules of the free Hilbert
module H2(f )⊗K, where K is finite dimensional. Here, the Hilbert module structure of H2(f )
over C[Z1, . . . ,Zn] is defined by the universal model (MZ1, . . . ,MZn) by setting
p · h := p(MZ1, . . . ,MZn)h, p ∈C[Z1, . . . ,Zn] and h ∈H2(f ).
In our setting, the Hilbert module H2(f ) occupies the position of the rank-one free module in
the algebraic theory [11].
In Section 8, we use the commutant lifting theorem for row contractions [18], to deduce
an analogue for the pure n-tuples of operators in the noncommutative domain Bf (H). As a
consequence, and using the results from Section 5, we solve the Nevanlinna Pick interpolation
problem for the noncommutative Hardy algebra H∞(Bf ). We show that if λ1, . . . , λm are m
distinct points in B<f (C) and A1, . . . ,Am ∈ B(K), then there exists Φ ∈ H∞(Bf )⊗¯B(K) such
that
‖Φ‖ 1 and Φ(λj ) = Aj , j = 1, . . . ,m,
if and only if the operator matrix
[
IK −AiA∗j
1 −∑nk=1 fk(λi)fk(λj )
]
m×m
is positive semidefinite.
We remark that, using the results from Section 5, we can provide commutative versions for all
the results of the present paper. Moreover, a model theory and dilation theory for not necessarily
pure n-tuples of operators in the noncommutative domain Bf (H) (resp. varieties in Bf (H)) is
developed in a sequel to the present paper.
1. Inverse mapping theorem for free holomorphic functions
Initiated in [30], the theory of free holomorphic (resp. pluriharmonic) functions on the unit
ball of B(H)n, where B(H) is the algebra of all bounded linear operators on a Hilbert space H,
has been developed very recently (see [32–34]). Several classical results from complex analysis
and hyperbolic geometry have free analogues in this noncommutative multivariable setting.
In this section, we obtain inverse mapping theorems for formal power series in noncom-
mutative indeterminates and for free holomorphic functions. We recall [30] that a free holo-
morphic functions on the open operatorial n-ball of radius γ > 0 (or γ = ∞) is defined
as a formal power series f = ∑α∈F+n aαZα in noncommutative indeterminates Z1, . . . ,Zn
with radius of convergence r(f )  γ , i.e., {aα}α∈F+n are complex numbers with r(f )−1 :=
lim supk→∞(
∑
|α|=k |aα|2)1/2k  1/γ, where F+n is the free semigroup with n generators
g1, . . . , gn and the identity g0. The length of α ∈ F+ is defined by |α| := 0 if α = g0 andn
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Xα := Xi1 · · ·Xik and Xg0 := IH. A free holomorphic function f on the open ball[
B(H)n]
γ
:= {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗n + · · · +XnX∗n∥∥1/2 < γ },
is the evaluation of f on the Hilbert space H, that is, the mapping
[
B(H)n]
γ
 (X1, . . . ,Xn) → f (X1, . . . ,Xn) :=
∞∑
k=0
∑
|α|=k
aαXα ∈ B(H),
where the convergence is in the operator norm. Due to the fact that a free holomorphic function
is uniquely determined by its representation on an infinite dimensional Hilbert space, throughout
this paper, we identify a free holomorphic function with its evaluation on a separable infinite
dimensional Hilbert space.
A free holomorphic function f on [B(H)n]γ is bounded if ‖f ‖∞ := sup‖f (X)‖ < ∞, where
the supremum is taken over all X ∈ [B(H)n]γ and H is an infinite dimensional Hilbert space.
Let H∞ballγ be the set of all bounded free holomorphic functions and let Aballγ be the set of all
elements f ∈ H∞ballγ such that the mapping[
B(H)n]
γ
 (X1, . . . ,Xn) → f (X1, . . . ,Xn) ∈ B(H)
has a continuous extension to the closed ball [B(H)n]−γ . We showed in [30] that H∞ballγ and Aballγ
are Banach algebras under pointwise multiplication and the norm ‖ · ‖∞.
For each i = 1, . . . , n, we define the free partial derivation ∂
∂Zi
on C[Z1, . . . ,Zn], the algebra
of noncommutative polynomials with complex coefficients and indeterminats Z1, . . . ,Zn, as the
unique linear operator on this algebra, satisfying the conditions
∂I
∂Zi
= 0, ∂Zi
∂Zi
= I, ∂Zj
∂Zi
= 0 if i = j,
and
∂(ϕψ)
∂Zi
= ∂ϕ
∂Zi
ψ + ϕ ∂ψ
∂Zi
for any ϕ,ψ ∈ C[Z1, . . . ,Zn] and i, j = 1, . . . n. Note that if α = gi1 · · ·gip , |α| = p, and q
of the gi1, . . . , gip are equal to gj , then
∂Zα
∂Zj
is the sum of the q words obtained by deleting
each occurrence of Zj in Zα := Zi1 · · ·Zip and replacing it by the identity I . The directional
derivative of Zα at Zi in the direction Y , denoted by ( ∂Zα∂Zi )[Y ], is defined similarly by replacing
each occurrence of Zj in Zα := Zi1 · · ·Zip by Y (see [10]). Note that ∂Zα∂Zi = ( ∂Zα∂Zi )[I ]. These
definitions extend to formal power series in the noncommuting indeterminates Z1, . . . ,Zn. If
F := ∑
α∈F+n
aαZα is a power series, then the free partial derivative of F with respect to Zi is the
power series ∂F :=∑ + aα ∂Zα .∂Zi α∈Fn ∂Zi
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determinates Z1, . . . ,Zn and complex coefficients. We remark that, for any power series G ∈
S[Z1, . . . ,Zn], (
∂F
∂Zi
)
[G] :=
∑
α∈F+n
aα
(
∂Zα
∂Zi
)
[G]
is a power series in S[Z1, . . . ,Zn]. Indeed, it is enough to notice that all the monomials of degree
m  1 in Z1, . . . ,Zn occur in the sum
∑m+1
k=0
∑
|α|=k(
∂Zα
∂Zi
)[G]. Consequently, we can use the
directional derivative of F at Zi to define the mapping(
∂F
∂Zi
)
: S[Z1, . . . ,Zn] → S[Z1, . . . ,Zn], g →
(
∂F
∂Zi
)
[G].
Let H be a formal power series in indeterminates W1, . . . ,Wn and let G = (G1, . . . ,Gn) be an
n-tuple of formal power series in indeterminates Z1, . . . ,Zn with G(0) = 0. Then we have the
following chain rule
∂(H ◦G)
∂Zi
=
n∑
k=1
{(
∂H
∂Wk
)[
∂Gk
∂Zi
]}
W=G(Z)
,
where Z = (Z1, . . . ,Zn) and W = (W1, . . . ,Wn). Let F := (F1, . . . ,Fn) be an n-tuple of formal
power series in indeterminates W1, . . . ,Wn. We define the Jacobian matrix of F to be JF :=
[ ∂Fi
∂Wj
]n×n with entries in S[W1, . . . ,Wn]. Note that
JF◦G =
[
n∑
k=1
{(
∂Fi
∂Wk
)[
∂Gk
∂Zj
]}
W=G(Z)
]
n×n
,
which, symbolically, can be written as
(
JF [·]
)
♦ JG =
[(
∂Fi
∂Wk
)
[·]
]
n×n
♦
[
∂Gk
∂Zj
]
n×n
,
which is the substitute for the matrix multiplication from the commutative case. In particular, we
can easily deduce the following result.
Lemma 1.1. Let F := (F1, . . . ,Fn) and G := (G1, . . . ,Gn) be formal power series in n-
indeterminates and such that G(0) = 0. Then
JF◦G(0) = JF (0)JG(0).
If F is an n-tuple of noncommutative polynomials, the condition G(0) = 0 is not necessary.
G. Popescu / Journal of Functional Analysis 262 (2012) 3240–3308 3247Theorem 1.2. Let f = (f1, . . . , fn) be an n-tuple of formal power series in indeterminates
Z1, . . . ,Zn and with the property that
detJf (0) := det
[
∂fi
∂Zj
∣∣∣∣
Z=0
]
= 0.
Then the set {fα}α∈F+n is linearly independent in the complex vector space of all formal power
series in noncommuting indeterminates Z1, . . . ,Zn and complex coefficients.
Proof. First, we consider the case when f (0) = 0. Let A := Jf (0)t , where t stands for the
transpose, and let f = G = [G1, . . .Gn] be an n-tuple of power series in noncommuting inde-
terminates Z1, . . . ,Zn, of the form G = [Z1, . . . ,Zn]A + [Q1, . . . ,Qn], where Q1, . . . ,Qn are
noncommutative power series containing only monomials of degree greater than or equal to 2.
In what follows, we prove that the composition map CG : S[Z1, . . . ,Zn] → S[Z1, . . . ,Zn] de-
fined by CGΨ := Ψ ◦ G is an injective homomorphism. Let F be a formal power series such
that F ◦ G = 0. Since A ∈ Mn×n there is a unitary matrix U ∈ Mn×n such that U−1AU is an
upper triangular matrix. Setting ΦU := [Z1, . . . ,Zn]U , the equation F ◦ G = 0 is equivalent to
F ′ ◦G′ = 0, where F ′ := ΦU ◦ F ◦ΦU−1 and
G′ := ΦU ◦G ◦ΦU−1 = [Z1, . . . ,Zn]U−1AU +U−1[Q1, . . . ,Qn]U.
Therefore, we can assume that A = [aij ] ∈ Mn×n is an invertible upper triangular matrix and,
therefore aii = 0 for any i = 1, . . . , n. We introduce a total order  on the free semigroup F+n as
follows. If α,β ∈ F+n with |α| < |β| we say that α < β . If α,β ∈ F+n are such that |α| = |β|, then
α = gi1 · · ·gik and β = gj1 · · ·gjk for some i1, . . . , ik, j1, . . . , jk ∈ {1, . . . , k}. We say that α < β
if either i1 < j1 or there exists p ∈ {2, . . . , k} such that i1 = j1, . . . , ip−1 = jp−1 and ip < jp .
The relation  is a total order on F+n . According to the hypothesis and due to the fact that A is
an upper triangular matrix, we have
Gj =
j∑
i=1
aijZi +Qj, j = 1, . . . , n. (1.1)
Consequently, if α = gi1 · · ·gik ∈ F+n , i1, . . . ik ∈ {1, . . . , n}, then
Gα := Gi1 · · ·Gik = L<α + ai1i1 · · ·aikikZα +Ψ (α), (1.2)
where L<α is a power series containing only monomials Zβ such that |β| = |α| and β < α, and
Ψ (α) is a power series containing only monomials Zγ with |γ | |α| + 1.
Now, assume that F has the representation F = ∑∞p=0∑|α|=p cαZα , cα ∈ C, and satisfies
the equation F ◦ G = 0. We will show by induction over p, that ∑|α|=p cαZα = 0 for any p =
0,1, . . . . Note that the above-mentioned equation is equivalent to
∞∑ ∑
cαGα = 0. (1.3)p=0 |α|=p
3248 G. Popescu / Journal of Functional Analysis 262 (2012) 3240–3308Due to relation (1.1), we have c0 = 0. Assume that cα = 0 for any α ∈ F+n with |α| < k. Accord-
ing to Eqs. (1.2) and (1.3), we have
∑
|α|=k
cα
(
L<α + dA(α)Zα +Ψ (α)
)+ ∞∑
p=k+1
∑
|α|=p
cαGα = 0,
where dA(α) := ai1i1 · · ·aikik if α = gi1 · · ·gik ∈ F+n and i1, . . . , ik ∈ {1, . . . , n}. Since Ψ (α) is
a power series containing only monomials Zγ with |γ |  |α| + 1, and the power series Gα ,
|α| k + 1, contains only monomials Zσ with |σ | k + 1, we deduce that∑
|α|=k
cα
(
L<α + dA(α)Zα
)= 0. (1.4)
We arrange the elements of the set {α ∈ F+n : |α| = k} increasingly with respect to the total order,
i.e., β1 < β2 < · · · < βnk . Note that β1 = gk1 and βnk = gkn. Relation (1.4) becomes
nk∑
j=1
(
cβj L
<βj + cβj d(βj )Zβj
)= 0. (1.5)
Taking into account that L<α is a power series containing only monomials Zβ such that |β| = |α|
and β < α, one can see that the monomial Zβ
nk
occurs just once in (1.5). Consequently, we must
have cβ
nk
d(βnk ) = 0. Since 0 = aknn = d(βnk ), we must have cβnk = 0. Then, Eq. (1.5) becomes
nk−1∑
j=1
(
cβj Ψ
<βj + cβj d(βj )Zβj
)= 0.
Continuing the process, we deduce that cβj = 0 for j = 1, . . . , nk . Therefore cα = 0 for any
α ∈ F+n with |α| = k, which completes our induction. This shows that F = 0.
Now, we consider the case when f (0) = 0. Then fi = fi(0)I + Gi , i = 1, . . . , n, for some
n-tuple G = [G1, . . .Gn] of formal power series in S[Z1, . . . ,Zn] with G(0) = 0. According to
the first part of the proof, the set {Gα}α∈F+n is linearly independent in S[Z1, . . . ,Zn]. Conse-
quently, setting Mk := span{Gα}|α|k , k  0, we have dimMk = 1 + n + n2 + · · · + nk . Now,
assume that {fα}α∈F+n is not linearly independent in S[Z1, . . . ,Zn]. Then there exists m 1 such
that {fα}|α|m is not linearly independent. This shows that the space Nm := span{fα}|α|m has
dimNm < 1 + n+ n2 + · · · + nm = dimMm. On the other hand, note that for each α ∈ F+n , fα
is a linear combination of Gβ with β ∈ F+n , |β| |α|, and each Gα is a linear combination of fβ
with β ∈ F+n , |β| |α|. Consequently, Nm =Mm and, therefore, dimNm = dimMm, which is
in contradiction with the strict inequality above. The proof is complete. 
Now we prove an inverse mapping theorem for formal power series in noncommuting inde-
terminates.
Theorem 1.3. Let F = (F1, . . . ,Fn) be an n-tuple of formal power series in indeterminates
Z1, . . . ,Zn. Then the following statements are equivalent.
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G(0) = 0 and F ◦G = id.
(ii) F(0) = 0 and the Jacobian detJF (0) = 0.
In this case, G is unique and G ◦ F = id.
Proof. Assume that item (i) holds. For each i = 1, . . . , n, let
Fi :=
∞∑
k=0
∑
|α|=k
a(i)α Zα and Gi :=
∞∑
k=1
∑
|α|=k
b(i)α Zα
be such that Gi(0) = 0 and F ◦G = id. Hence, we deduce that
a(i)g +
n∑
j=1
a(i)gj Gj +
∑
|α|2
a(i)α Gα = Zi, i = 1, . . . , n.
Since Gi(0) = 0, if |α| 2, then each monomial in Gα has degree  2. Consequently, we have
a
(i)
g = 0 for i = 1, . . . , n, i.e., F(0) = 0, and ∑nj=1 a(i)gj b(j)gp = δip for any i,p ∈ {1, . . . , n}.
The latter condition is equivalent to JF (0)JG(0) = In, which implies detJF (0) = 0 and
detJG(0) = 0. Therefore, (ii) holds. Now, we prove the implication (ii) ⇒ (i). Assume that
condition (ii) is satisfied and let Fi := ∑∞k=1∑|α|=k a(i)α Zα . We need to find and n-tuple
G = (G1, . . . ,Gn) with Gi :=∑∞k=1∑|α|=k b(i)α Zα such that G(0) = 0 and F ◦ G = id. There-
fore, we should have ∑
|α|1
a(i)α Gα = Zi, i = 1, . . . , n. (1.6)
We denote by CoefZα (H) the coefficient of the monomial Zα , α ∈ F+n , in the formal power
series H . Due to relation (1.6), we have
δip = CoefZp(Zi) =
∑
j=1
a(i)gj CoefZp(Gj ) =
∑
j=1
a(i)gj b
(j)
gp
for any i,p ∈ {1, . . . , n}. Hence, we deduce that JF (0)JG(0) = In, where JF (0) = [a(i)gj ]i,j=1,...,n
and JG(0) = [b(i)gj ]i,j=1,...,n. This implies that JG(0) is the inverse of JF (0) and, therefore, the
coefficients {bα}|α|=1,i=1,...,n are uniquely determined and detJG(0) = 0. Now, we prove by
induction over m that the coefficients {b(i)α }|α|m, i=1,...,n are uniquely determined by condi-
tion (1.6). Assume that the coefficients {b(i)α }|α|m−1, i=1,...,n, m  2, are uniquely determined
by (1.6). Let β = gp1 · · ·gpm ∈ F+n with p1, . . . , pm ∈ {1, . . . , n} and m 2. Note that condition
(1.6) implies
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( ∑
|α|1
a(i)α Gα
)
= CoefZβ
(
n∑
j1=1
a(i)gj1
Gj1 +
n∑
j1,j2=1
a(i)gj1gj2
Gj1Gj2 + · · · +
n∑
j1,...,jm=1
a(i)gj1 ···gjmGj1 · · ·Gjm
)
=
n∑
j1=1
a(i)gj1
b
(j1)
β +
n∑
j1,j2=1
a(i)gj1gj2
( ∑
σ1σ2=β,σ1,σ2∈F+n \{g0}
b(j1)σ1 b
(j2)
σ2
)
+ · · · +
n∑
j1,...,jm=1
a(i)gj1 ···gjm b
(j1)
gp1
· · ·b(j1)gpm = 0
for each i = 1, . . . , n. We consider the matrices
JF (0) =
[
a(i)gj1
]
i,j1=1,...,n, An×nk :=
[
a(i)gj1gj2 ···gjk
]
i,j1,...,jk=1,...,n
for 2 k m, and the column matrices
B
(β)
n×1 :=
[
b
(i)
β
]
i=1,...,n, B
(β)
nk×1 :=
[ ∑
σ1···σk=β,σ1,...,σk∈F+n \{g0}
b(j1)σ1 · · ·b(jk)σk
]
j1,...,jk=1,...,n
for 2 k m. The equality above is equivalent to
JF (0)B(β)n×1 +An×n2B(β)n2×1 + · · · +An×nmB
(β)
nm×1 = 0n×1,
where 0n×1 is the column zero matrix. Since the entries of the matrices B(β)n2×1, . . . ,B
(β)
nm×1 contain
only coefficients b(j)ω , where |ω|m− 1 and j = 1, . . . , n, the relation
B
(β)
n×1 = −JF (0)−1An×n2B(β)n2×1 − · · · − JF (0)−1An×nmB
(β)
nm×1
shows that the coefficients {b(i)β }|β|=m,i=1,...,n are uniquely determined. This completes our proof
by induction. Therefore, (i) holds. Since G(0) = 0 and detJG(0) = 0, the result we proved above
implies the existence of an n-tuple of formal power series H = (H1, . . . ,Hn) such that H(0) = 0,
detJH (0) = 0, and G ◦H = id. Using (i), we deduce that
H = id ◦H = (F ◦G) ◦H = F ◦ (G ◦H) = F ◦ id = F
and G ◦ F = id. The uniqueness of G is now obvious. The proof is complete. 
The n-tuple G = (G1, . . . ,Gn) of Theorem 1.3 is called the inverse of F = (F1, . . . ,Fn) with
respect to the composition of power series. We remark that under the conditions of Theorem 1.3,
the composition map CF : S[Z1, . . . ,Zn] → S[Z1, . . . ,Zn] defined by CFΛ := Λ ◦ F is an al-
gebra isomorphism.
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where n ∈ {1,2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) :=C1 ⊕
⊕
k1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. We denote eα := ei1 ⊗ · · · ⊗ eik if
α = gi1 · · ·gik , where i1, . . . , ik ∈ {1, . . . , n}, and eg0 := 1. Note that {eα}α∈F+n is an orthonormal
basis for F 2(Hn). Define the left (resp. right) creation operators Si (resp. Ri ), i = 1, . . . , n, acting
on F 2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
(resp. Riϕ := ϕ ⊗ ei ). Note that SiRj = RjSi for i, j ∈ {1, . . . , n}. The noncommutative disk
algebra An (resp. Rn) is the norm-closed algebra generated by the left (resp. right) creation
operators and the identity. The noncommutative analytic Toeplitz algebra F∞n (resp. R∞n ) is the
weakly closed version of An (resp. Rn). These algebras were introduced in [21] in connection
with a noncommutative version of the classical von Neumann inequality [38] and studied in [20,
23,8].
Let Ω ⊂ B(H)n be a set containing a ball [B(H)n]r for some r > 0. We say that f : Ω →
B(H) is a free holomorphic function on Ω if there are some complex numbers aα , α ∈ F+n , such
that
f (X) =
∞∑
k=0
∑
|α|=k
aαXα, X = (X1, . . . ,Xn) ∈ Ω,
where the convergence is in the operator norm. As in [30], one can show that any free holomor-
phic function on Ω has a unique representation as above.
If f = (f1, . . . , fn) is an n-tuple of formal power series, we define the radius of convergence
of f by setting r(f ) = mini=1,...,n r(fi). According to [30], fi is a free holomorphic function
on the open ball [B(H)n]r(f ) for any i = 1, . . . , n. The next result can be viewed as an inverse
function theorem for free holomorphic functions.
Theorem 1.4. Let f = (f1, . . . , fn) be an n-tuple of formal power series with nonzero radius of
convergence such that f (0) = 0 and detJf (0) = 0. Let g = (g1, . . . , gn) be the inverse power
series of f with respect to composition.
If g has a non-zero radius of convergence, then there are open neighborhoods D and G of 0
in B(H)n such that f |D : D → G is a bijective free holomorphic function whose inverse is a free
holomorphic function on G which coincides with g|G : G → D.
Proof. First, note that according to Theorem 1.3, since f (0) = 0 and detJf (0) = 0, there is an n-
tuple g = (g1, . . . , gn) of formal power series such that g(0) = 0 and g ◦f = f ◦g = id. Assume
that f and g have nonzero radius of convergence r(f ) > 0 and r(g) > 0, respectively. Fix 0 > 0
such that 0 < r(g). Since r(f ) > 0 and f (0) = 0, the Schwartz lemma for free holomorphic
functions (see [30]) implies that there is δ0 ∈ (0, r(f )) such that ‖f (Y )‖ < r(g)− 0 for any Y ∈
[B(H)n]− . On the other hand, using Theorem 1.2 from [33], the composition Y → g(f (Y )) isδ0
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functions and the fact that g ◦ f = id as formal power series, we deduce that g(f (Y )) = Y for
any Y ∈ [B(H)n]−δ0 . Hence, f |[B(H)n]−δ0 is a one-to-one free holomorphic function.
Now, fix c0 ∈ (0, δ0). Since r(g) > 0 and g(0) = 0, using again the Schwartz lemma for free
holomorphic functions, we find γ ∈ (0, r(g)) such that ‖g(X)‖ < δ0 −c0 for any X ∈ [B(H)n]−γ .
As above, the composition X → f (g(X)) is a free holomorphic function on [B(H)n]−γ . Due to
the uniqueness theorem for free holomorphic functions and that f ◦g = id as formal power series,
we deduce that f (g(X)) = X for any X ∈ [B(H)n]γ . Consequently, g|[B(H)n]γ is a one-to-one
free holomorphic function.
Set G := [B(H)n]γ and D := g([B(H)n]γ ). Note that g and f are free holomorphic (and,
therefore, continuous) on [B(H)n]r(g) ⊃ G and [B(H)n]δ0 ⊃ [B(H)n]δ0−c0 ⊃ D, respectively.
Due to the fact that f |[B(H)n]δ0 : [B(H)n]δ0 → B(H)n is a one-to-one continuous function and
f (g(X)) = X for any X ∈ [B(H)n]γ , we deduce that the pre-image ((f |[B(H)n]δ0 )−1([B(H)n]γ )
is an open set in [B(H)n]δ0 which coincides with[
B(H)n]
δ0
∩ g([B(H)n]
γ
)= [B(H)n]
δ0−c0 ∩ g
([
B(H)n]
γ
)= g([B(H)n]
γ
)= D.
Consequently, since D ⊂ [B(H)n]δ0 is an open set in [B(H)n]δ0 , we deduce that D is an open
set in B(H)n. The proof is complete. 
In Theorem 1.4, we conjecture that the condition that g has a non-zero radius of convergence
is a consequence of the fact that f = (f1, . . . , fn) has nonzero radius of convergence such that
f (0) = 0 and detJf (0) = 0. We also remark that there is a converse for Theorem 1.4. Let D,G be
open neighborhoods of 0 in B(H)n and let ϕ : D → G and ψ : G → D be free holomorphic func-
tions such that ψ = (ψ1, . . . ,ψn) is the inverse of ϕ = (ϕ1, . . . , ϕn). Then the associated formal
power series are inverses to each other with respect to composition. Indeed, assume that ϕi has the
representation
∑∞
k=1
∑
|α|=k a
(i)
α Xα on D, and ψi has the representation
∑∞
k=1
∑
|α|=k c
(i)
α Xα
on G. Then, we ca find 0 < r < 1 such that [B(H)n]−r ⊂ G and ϕ(ψ(X)) = X for any
X ∈ [B(H)n]−r , where the convergence of the series defining ψ(X) and ϕ(ψ(X)) are in the
operator norm topology. Hence, we deduce that ϕ(ψ(rS1, . . . , rSn)) = (rS1, . . . , rSn). Since
ϕi(ψ(rS1, . . . , rSn)) is in the noncommutative disc algebra An, it has a unique Fourier rep-
resentation
∑∞
k=1
∑
|α|=k c
(i)
α r
|α|Sα , where the coefficients c(i)α are exactly those of the formal
power series ϕi ◦ψ . The equality above shows that c(i)α = 0 if |α| 2 and c(i)gj = δij . Therefore,
ϕ ◦ψ = id. Due to Theorem 1.3, we also deduce that ψ ◦ ϕ = id, which proves our assertion.
2. Hilbert spaces of noncommutative formal power series
In this section, we introduce three classes: (A), (S), and (F), of n-tuples f = (f1, . . . , fn) of
formal power series, and the corresponding Hilbert space H2(f ). The associated domain Bf (H)
has a universal model (MZ1, . . . ,MZn) of multiplication operators acting on H2(f ), which plays
a crucial role in the dilation theory on the noncommutative domain Bf (H).
Hilbert spaces associated with polynomial automorphisms of B(H)n. Let C[Z1, . . . ,Zn]
be the algebra of noncommutative polynomials over C (complex numbers) and noncommuting
indeterminates Z1, . . . ,Zn. We say that an n-tuple p = (p1, . . . , pn) of polynomials is invertible
in C[Z1, . . . ,Zn]n with respect to composition if there exists an n-tuple q = (q1, . . . , qn) of
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a free holomorphic automorphism of B(H)n, i.e., the map Φp : B(H)n → B(H)n defined by
Φp(X) :=
(
p1(X), . . . ,pn(X)
)
, X = (X1, . . . ,Xn) ∈ B(H)n.
We say that Φp is a polynomial automorphism of B(H)n and write Φp ∈ Aut(B(H)n). Note
that if p,p′ are n-tuples of polynomials and Φp,Φp′ are in Aut(B(H)n), then so is Φp◦p′ and
Φp◦p′ = ΦpΦp′ .
Theorem 2.1. If p = (p1, . . . , pn) is an n-tuple of noncommutative polynomials in Z1, . . . ,Zn,
then the following statements are equivalent.
(i) p is invertible in C[Z1, . . . ,Zn]n with respect to composition.
(ii) There exists an n-tuple q = (q1, . . . , qn) of noncommutative polynomials in Z1, . . . ,Zn such
that q ◦ p = id.
(iii) Z1, . . . ,Zn are contained in the linear span of {pα}α∈F+n (where p0 := I ).(iv) The set {pα}α∈F+n is a linear basis in C[Z1, . . . ,Zn].
Proof. First we consider the case when pi(0) = 0, i = 1, . . . , n. The implications (i) ⇒ (ii)
and (ii) ⇒ (iii) are obvious. To prove that (iii) ⇒ (iv), assume that condition (iii) holds.
Since Z1, . . . ,Zn are contained in the linear span of {pα}α∈F+n , there are some complex num-
bers {a(i)α }α∈F+n ,|α|m such that Zi =
∑
|α|m a
(i)
α pα(Z), i = 1, . . . , n. Setting q = (q1, . . . , qn)
with qi(Z) :=∑|α|m a(i)α Zα , we have q(0) = 0 and q ◦ p = id. Due to Lemma 1.1, we obtain
detJp(0)detJq(0) = 1, which implies detJp(0) = 0. Using now Theorem 1.2, we deduce that
the set {pα}α∈F+n is a linearly independent in C[Z1, . . . ,Zn]. On the other hand, condition (iii)
also implies that C[Z1, . . . ,Zn] is spanned by {pα}α∈F+n . Therefore, condition (iv) holds.
Since (iv) ⇒ iii) is obvious, it remains to prove that (iii) ⇒ (i). As above, if (iii) holds, then
there is an n-tuple q = (q1, . . . , qn) of polynomials with qi(0) = 0 such that q ◦ p = id and the
set {pα}α∈F+n is a linearly independent in C[Z1, . . . ,Zn]. The latter property shows that p is not a
right zero divisor with respect to the composition of polynomials, that is, if ψ ∈C[Z1, . . . ,Zn]n
and ψ ◦ p = 0, then ψ = 0. Due to relation q ◦ p = id, we obtain (p ◦ q − id) ◦ p = 0. Since p
is not a right zero divisor, we deduce that p ◦ q = id, which completes the proof.
Now, we consider the case when p(0) = 0. Assume that (iii) holds. Then p′i := pi − pi(0)I ,
i = 1, . . . , n, has the property that p′i (0) = 0 and Z1, . . . ,Zn are contained in the linear span
of {p′α}α∈F+n . Applying the first part of the proof to p′ := (p′1, . . . , p′n), we deduce that the
set {p′α}α∈F+n is a linear basis for C[Z1, . . . ,Zn]. Consequently, setting Mk := span{p′α}|α|k ,
k  0, we have dimMk = 1 + n + n2 + · · · + nk . Now, assume that {pα}α∈F+n is not linearly
independent in C[Z1, . . . ,Zn]. Then there exists m  1 such that {pα}|α|m is not linearly
independent. This shows that the space Nm := span{pα}|α|m has dimNm strictly less than
dimMm = 1 + n + n2 + · · · + nm. On the other hand, note that for each α ∈ F+n , pα is a lin-
ear combination of p′β with β ∈ F+n , |β| |α|, and each p′α is a linear combination of pβ with
β ∈ F+n , |β|  |α|. Consequently, Nm = Mm and, therefore, dimNm = dimMm, which is in
contradiction with the strict inequality above. Therefore, the set {pα}α∈F+n is a linearly indepen-
dent in C[Z1, . . . ,Zn]. Since C[Z1, . . . ,Zn] is spanned by {pα}α∈F+n , we deduce that {pα}α∈F+n
is a linear basis in C[Z1, . . . ,Zn], which shows that condition (iv) holds. Moreover, it shows that
p is not a right zero divisor with respect to the composition of polynomials. Since Z1, . . . ,Zn are
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we obtain (p ◦ q − id) ◦ p = 0. Since p is not a right zero divisor, we deduce that p ◦ q = id,
which implies (i). The proof is complete. 
We say that p = (p1, . . . , pn) has property (A) if any of the equivalences of Theorem 2.1
holds.
Example 2.2. If
p1 = a0I + a1Z1 + a2Z2 + a3Z3Z2,
p2 = b0I + b1Z2 + b2Z3 + b3Z23,
p3 = c0I + c1Z3
are polynomials with complex coefficients such that a1b1c1 = 0 then p = (p1,p2,p3) has prop-
erty (A).
In what follows we present a large class of polynomial automorphisms of B(H)n.
Proposition 2.3. Let p = (p1, . . . , pn) be an n-tuple of noncommutative polynomials in
Z1, . . . ,Zn of the form
[p1, . . . , pn] = [a1I, . . . , anI ] + [Z1, . . . ,Zn]A
+ [q1(Z2, . . . ,Zn), q2(Z3, . . . ,Zn), . . . , qn−1(Zn),0]A,
where ai ∈C, A ∈ Mn×n is an invertible scalar matrix, and q1, . . . , qn−1 are arbitrary noncom-
mutative polynomials in the specified indeterminates. Then p has property (A).
Proof. According to Theorem 2.1, it is enough to show that Z1, . . . ,Zn are contained in the
linear span of {pα}α∈F+n . To solve the formal system, multiply (to the right) both sides of the
equality by A−1 and solve for the indeterminates Zn,Zn−1, . . . ,Z1 in this order. 
As we saw in the proof of Theorem 2.1, if p = (p1, . . . , pn) is an n-tuple of noncommutative
polynomials with property (A), then the Jacobian matrix
Jp(0) :=
[
∂pi
∂Zj
∣∣∣∣
Z=0
]
1i,jn
is invertible. Moreover, for the class of noncommutative polynomials considered in Proposi-
tion 2.3, we have that Jp(X) is an invertible operator for any X ∈ B(H)n. This leads to the
following question. Is the Jacobian conjecture true in our noncommutative setting? In other
words, assuming that p = (p1, . . . , pn) is an n-tuple of noncommutative polynomials such that
the Jacobian matrix Jp(X) is invertible for any X ∈ B(H)n (or only for X = 0), does this imply
that Φp is a polynomial automorphism of B(H)n ? Of course, this is true if each polynomial pi
has degree 1.
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erty (A). We introduce an inner product on C[Z1, . . . ,Zn] by setting 〈pα,pβ〉 := δαβ , α,β ∈ F+n .
Let H2(p) be the completion of the linear space
∨{pα}α∈F+n with respect to this inner product.
It is easy to see that, due to Theorem 2.1, the noncommutative polynomials C[Z1, . . . ,Zn] are
dense in H2(p). We define the noncommutative domain
Bp(H) :=
{
(X1, . . . ,Xn) ∈ B(H)n:
n∑
j=1
pj (X)pj (X)
∗  I
}
,
which will be studied in the next sections.
Hilbert spaces of noncommutative formal power series. We recall (see [30]) that the alge-
bra Hball of free holomorphic functions on the open operatorial n-ball of radius one is defined as
the set of all power series f =∑α∈F+n aαZα with radius of convergence  1, i.e., {aα}α∈F+n are
complex numbers with lim supk→∞(
∑
|α|=k |aα|2)1/2k  1. In this case, the mapping
[
B(H)n]1  (X1, . . . ,Xn) → f (X1, . . . ,Xn) := ∞∑
k=0
∑
|α|=k
aαXα ∈ B(H)
is well defined, where the convergence is in the operator norm topology. Moreover, the series
converges absolutely, i.e.,
∑∞
k=0 ‖
∑
|α|=k aαXα‖ < ∞, and uniformly on any ball [B(H)n]γ
with 0 γ < 1.
Another case when the evaluation of f can be defined is the following. Assume that there
exists an n-tuple ρ = (ρ1, . . . , ρn) of strictly positive numbers such that
lim sup
k→∞
( ∑
|α|=k
|aα|ρα
)1/k
 1.
Then the series f (X1, . . . ,Xn) :=∑∞k=0∑|α|=k aαXα converges absolutely and uniformly on
any noncommutative polydisc
P(r) := {(X1, . . . ,Xn) ∈ B(H)n: ‖Xj‖ rj , j = 1, . . . , n}
of multiradius r = (r1, . . . , rn) with rj < ρj , j = 1, . . . , n.
We should also remark that, when (X1, . . . ,Xn) ∈ B(H)n is a nilpotent n-tuple of operators,
i.e., there is m  1 such that Xα = 0 for all α ∈ F+n with |α| = m, then f (X1, . . . ,Xn) makes
sense since the series defining it has only finitely many nonzero terms.
We need a few more definitions. Let g = ∑∞k=0∑|α|=k aαZα be a formal power series in
indeterminates Z1, . . . ,Zn. We denote by Cg(H) (resp. Cag (H), CSOTg (H)) the set of all Y :=
(Y1, . . . , Yn) ∈ B(H)n such that the series g(Y1, . . . , Yn) := ∑∞k=0∑|α|=k aαYα is norm (resp.
absolutely, SOT) convergent. These sets are called sets of norm (resp. absolutely, SOT) conver-
gence for the power series g. We also introduce the set Cradg (H) of all Y := (Y1, . . . , Yn) ∈ B(H)n
such that there exists δ ∈ (0,1) with the property that rY ∈ Cg(H) for any r ∈ (δ,1) and
ĝ(Y1, . . . , Yn) := SOT- lim
r→1
∞∑ ∑
aαr
|α|Yα
k=0 |α|=k
3256 G. Popescu / Journal of Functional Analysis 262 (2012) 3240–3308exists. Note that
Cag (H) ⊆ Cg(H) ⊆ CSOTg (H) and Cradg (H) ⊆ Cg(H)SOT .
Now, consider an n-tuple of formal power series f = (f1, . . . , fn) in indeterminates
Z1, . . . ,Zn with the property that the Jacobian
detJf (0) := det
[
∂fi
∂Zj
∣∣∣∣
Z=0
]n
i,j=1
= 0.
Due to Theorem 1.2, the set {fα}α∈F+n (where f0 := I ) is linearly independent in S[Z1, . . . ,Zn].
We introduce an inner product on the linear span of {fα}α∈F+n by setting 〈fα,fβ〉 := δαβ,
α,β ∈ F+n . Let H2(f ) be the completion of the linear space
∨{fα}α∈F+n with respect to this
inner product. Assume now that f (0) = 0. Theorem 1.3 shows that f is not a right zero divi-
sor with respect to the composition of power series, i.e., there is no non-zero power series G in
S[Z1, . . . ,Zn] such that G ◦ f = 0. Consequently, the elements of H2(f ) can be seen as formal
power series in S[Z1, . . . ,Zn] of the form ∑α∈F+n aαfα , where ∑α∈F+n |aα|2 < ∞.
Let f = (f1, . . . , fn) be an n-tuple of formal power series in Z1, . . . ,Zn such that f (0) = 0.
We say that f has property (S) if the following conditions hold.
(S1) The n-tuple f has nonzero radius of convergence and detJf (0) = 0.
(S2) The indeterminates Z1, . . . ,Zn are in the Hilbert space H2(f ) and each left multiplication
operator MZi :H2(f ) →H2(f ) defined by
MZiψ := Ziψ, ψ ∈H2(f ),
is a bounded multiplier of H2(f ).
(S3) The left multiplication operators Mfj : H2(f ) → H2(f ), Mfjψ = fjψ , satisfy the equa-
tions
Mfj = fj (MZ1, . . . ,MZn), j = 1, . . . , n,
where (MZ1 , . . . ,MZn) is either in the convergence set CSOTf (H2(f )) or Cradf (H2(f )).
We remark that if f is an n-tuple of noncommutative polynomials, then the condition (S3)
is automatically satisfied. We should also mention that, in case (MZ1, . . . ,MZn) is in the set
Cradf (H2(f )), then the condition (S3) should be understood as
Mfj = f̂j (MZ1, . . . ,MZn) := SOT- lim
r→1fj (rMZ1 , . . . , rMZn), j = 1, . . . , n.
Remark 2.4. If p = (p1, . . . , pn) is an n-tuple of noncommutative polynomials with prop-
erty (A), then it has property (S).
Proposition 2.5. If f = (f1, . . . , fn) is an n-tuple of formal power series with f (0) = 0 and
property (S), then C[Z1, . . . ,Zn] is dense in the Hilbert space H2(f ).
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Zα ∈ H2(f ) for any α ∈ F+n and, therefore, C[Z1, . . . ,Zn] ⊂ H2(f ). Let fj , j = 1, . . . , n,
have the representation fj (Z1, . . . ,Zn) = ∑∞k=0∑α∈F+n ,|α|=k c(j)α Zα . First, we assume that
(MZ1 , . . . ,MZn) is in the set CSOTf (H2(f )) and
fj (MZ1 , . . . ,MZn) =
∞∑
k=0
∑
α∈F+n ,|α|=k
c(j)α MZα ,
where the convergence of the series is in the strong operator topology. Then, for any  > 0 and
any polynomial ψ ∈C[Z1, . . . ,Zn], there exists Nj  1 such that
∥∥∥∥∥fj (MZ1 , . . . ,MZn)ψ −
Nj∑
k=0
∑
α∈F+n ,|α|=k
c(j)α MZαψ
∥∥∥∥∥
H2(f )
< , j = 1, . . . , n. (2.1)
Fix i, j ∈ {1, . . . , n}. By (2.1), we can find polynomials p and q such that
∥∥fj (MZ1 , . . . ,MZn)1 − p∥∥H2(f ) < 2‖Mfj ‖ and ∥∥fj (MZ1 , . . . ,MZn)p − qp∥∥H2(f ) < 2 .
Hence, and using condition (S2), we deduce that
‖fjfi − qp‖H2(f ) 
∥∥fj (MZ1, . . . ,MZn)fi(MZ1 , . . . ,MZn)1 − fj (MZ1 , . . . ,MZn)p∥∥
+ ∥∥fj (MZ1 , . . . ,MZn)p − qp∥∥

∥∥fj (MZ1, . . . ,MZn)∥∥ 2‖Mfj ‖ + 2 = .
An inductive argument shows that each power series fα , α ∈ F+n , can be approximated in H2(f )
by polynomials in C[Z1, . . . ,Zn]. Taking into account that span{fα}α∈F+n is dense in H2(f ), we
deduce that C[Z1, . . . ,Zn] is dense in H2(f ).
Now, we consider the case when (MZ1, . . . ,MZn) is in the set Cradf (H2(f )) and
f̂j (MZ1, . . . ,MZn) = SOT- lim
r→1
∞∑
k=0
∑
α∈F+n ,|α|=k
c(j)α r
|α|MZα,
where the convergence of the series is in the operator norm topology for each 0 r < 1. Hence,
we deduce that, for any  > 0 and any polynomial ψ ∈ C[Z1, . . . ,Zn], there exists r0 ∈ (0,1)
such that∥∥∥∥∥f̂j (MZ1, . . . ,MZn)ψ −
∞∑
k=0
∑
+
c(j)α r
|α|
0 MZαψ
∥∥∥∥∥
H2(f )
< , j = 1, . . . , n.
α∈Fn ,|α|=k
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∥∥∥∥∥f̂j (MZ1 , . . . ,MZn)ψ −
Nj∑
k=0
∑
α∈F+n ,|α|=k
c(j)α r
|α|
0 MZαψ
∥∥∥∥∥
H2(f )
< , j = 1, . . . , n.
Now, one can proceed as in the first part of the proof to show that C[Z1, . . . ,Zn] is dense in the
Hilbert space H2(f ). The proof is complete. 
According to [30] and [32], the noncommutative Hardy space H∞ball(B(E,G)) can be iden-
tified to the operator space F∞n ⊗¯B(E,G) (the weakly closed operator space generated by the
spatial tensor product), where F∞n is the noncommutative analytic Toeplitz algebra. More pre-
cisely, a bounded free holomorphic function F is uniquely determined by its (model) boundary
function F˜ ∈ F∞n ⊗¯B(E,G) defined by F˜ := SOT- limr→1 F(rS1, . . . , rSn). Moreover, F is the
noncommutative Poisson transform [26] of F˜ at X ∈ [B(H)n]1, i.e., F(X) = (PX ⊗ I )[F˜ ]. Sim-
ilar results hold for bounded free holomorphic functions on the noncommutative ball [B(H)n]γ ,
γ > 0.
The next result provides a characterization for the n-tuples of formal power series with prop-
erty (S).
Lemma 2.6. Let f = (f1, . . . , fn) be an n-tuple of formal power series with f (0) = 0. Then f
has property (S) if and only if the following conditions hold:
(i) the n-tuple f has nonzero radius of convergence and detJf (0) = 0;
(ii) the inverse of f , say g = (g1, . . . , gn), is a bounded free holomorphic function on [B(H)n]1;
(iii) the model boundary function g˜ = (g˜1, . . . , g˜n) satisfies either one of the following condi-
tions:
(a) g˜ is in CSOTf (H2(f )) and Si = fi(g˜1, . . . , g˜n), i = 1, . . . , n;
(b) g˜ is in Cradf (H2(f )) and Si = SOT- limr→1 fj (rg˜1, . . . , rg˜n), i = 1, . . . , n, where
(S1, . . . , Sn) are the left creation operators on the full Fock space F 2(Hn).
If f is an n-tuple of noncommutative polynomials, then condition (iii) is automatically
satisfied.
Proof. Since condition (S1) coincides with (i), we show that condition (S2) holds if and only if
f satisfies condition (ii). To prove the direct implication note that, by Theorem 1.3, the compo-
sition map Cf : S[Z1, . . . ,Zn] → S[Z1, . . . ,Zn] defined by Cfψ := ψ ◦ f is an isomorphism.
Therefore, there is an n-tuple g = (g1, . . . , gn) of power series such that f ◦ g = g ◦ f = id.
On the other hand, condition (S2) implies the existence of an n-tuple χ = (χ1, . . . , χn) of for-
mal power series with χ(0) = 0 and χi ∈ H 2ball, i.e., χi =
∑
α∈F+n a
(i)
α Zα for some a(i)α ∈C with∑
α∈F+n |a
(i)
α |2 < ∞, and such that χ ◦ f = id. Consequently, (f ◦ χ − id) ◦ f = 0 and, using
the injectivity of Cf , we deduce that f ◦ χ = id. Since the inverse of f is unique, we must have
g = χ .
Due to condition (S2), the left multiplication operator MZi :H2(f ) →H2(f ) defined by
MZ ψ := Ziψ, ψ ∈H2(f ),i
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U(fα) := eα , α ∈ F+n . Note that Zi =
∑
α∈F+n a
(i)
α fα = U−1(ϕi), where ϕ := ∑α∈F+n a(i)α eα ∈
F 2(Hn). One can easily see that MZi is a bounded multiplier of H2(f ) if and only if ϕi is a
bounded multiplier of F 2(Hn). Moreover, MZi = U−1ϕi(S1, . . . , Sn)U , where ϕi(S1, . . . , Sn)
is in the noncommutative Hardy algebra F∞n and has the Fourier representation
∑
α∈F+n a
(i)
α Sα .
According to Theorem 3.1 from [30], we deduce that gi = ∑α∈F+n a(i)α Zα is a bounded free
holomorphic function on the unit ball [B(H)n]1 and has its model boundary function g˜i =
ϕi(S1, . . . , Sn). Therefore, condition (S2) is equivalent to item (ii). Since each g ∈ H2(f ) has
a unique representation g =∑α∈F+n aαfα with ∑α∈F+n |aα|2 < ∞, the multiplication operator
Mfj :H2(f ) →H2(f ) defined by
Mfj
( ∑
α∈F+n
aαfα
)
=
∑
α∈F+n
aαfjfα
satisfies the equation
Mfj = U−1SjU, j = 1, . . . , n, (2.2)
where S1, . . . , Sn are the left creation operators on F 2(Hn). Consequently, Mfα = U−1SαU ,
α ∈ F+n . Since MZi = U−1g˜iU , where g˜i is the model boundary function of gi ∈ H∞ball, it is
easy to see that the equality Mfj = fj (MZ1 , . . . ,MZn), j = 1, . . . , n, of (S3) is equivalent to
condition (iii). This completes the proof. 
Let g = (g1, . . . , gn) be the n-tuple of power series, as in Lemma 2.6, having the representa-
tions
gi :=
∞∑
k=0
∑
α∈F+n ,|α|=k
a(i)α Zα, i = 1, . . . , n,
where the sequence {a(i)α }α∈F+n is uniquely determined by the condition g ◦ f = id. We say that
an n-tuple of operators X = (X1, . . . ,Xn) ∈ B(H)n satisfies the equation g(f (X)) = X if either
one of the following conditions hold:
(a) X ∈ CSOTf (H) and either Xi =
∑∞
k=1
∑
α∈F+n ,|α|=k a
(i)
α [f (X)]α , i = 1, . . . , n, where the con-
vergence of the series is in the strong operator topology, or
Xi = SOT- lim
r→1
∞∑
k=1
∑
α∈F+n ,|α|=k
a(i)α r
|α|[f (X)]
α
, i = 1, . . . , n;
(b) X ∈ Cradf (H) and either Xi =
∑∞
k=1
∑
α∈F+n ,|α|=k a
(i)
α [f̂ (X)]α , i = 1, . . . , n, where the con-
vergence of the series is in the strong operator topology, or
Xi = SOT- lim
r→1
∞∑
k=1
∑
+
a(i)α r
|α|[f̂ (X)]
α
, i = 1, . . . , n.α∈Fn ,|α|=k
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Bf (H) :=
{
X = (X1, . . . ,Xn) ∈ B(H)n: g
(
f (X)
)= X and ∥∥f (X)∥∥ 1}
and
B<f (H) :=
{
X = (X1, . . . ,Xn) ∈ B(H)n: g
(
f (X)
)= X and ∥∥f (X)∥∥< 1}.
We say that (T1, . . . , Tn) ∈ B(H)n is a pure n-tuple of operators in Bf (H) if
SOT- lim
k→∞
∑
α∈Fn, |α|=k
[
f (T )
]
α
[
f (T )
]∗
α
= 0.
The set of all pure elements of Bf (H) is denoted by Bpuref (H). Note that
B<f (H) ⊆ Bpuref (H) ⊆ Bf (H).
An n-tuple of operators X := (X1, . . . ,Xn) ∈ B(H)n is called nilpotent if there is m  1 such
that Xα = 0 for any α ∈ F+n with |α| = m. We denote by Bnilf (H) the set of all nilpotent n-tuples
in Bf (H).
Proposition 2.7. Let g ∈ H∞(D) be such that g(0) = 0 and g′(0) = 0, and let f be its inverse
power series with respect to composition. If S is the unilateral shift on the Hardy space H 2(D)
and
f
(
g(S)
)= S
for an appropriate evaluation of f at g(S) (where g(S) is defined using the Nagy–Foias func-
tional calculus), then f has the property (S).
Proof. According to [6], the power series associated with g has an inverse f , with respect to
composition, with nonzero radius of convergence. Using the fact that S = f (g(S)) and applying
Lemma 2.6 when n = 1, we deduce that f has the property (S). 
In what follows, we present several examples of n-tuples of formal power series with prop-
erty (S). First, we consider the single variable case.
Example 2.8. The power series defined by
f = Z
(
I + 1
a
Z
)−1
, a > 2,
has property (S) and [
B(H)]−1  [B(H)] a
a−1
⊂ Bf (H).
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Z(I − 1
a
Z)−1. The corresponding function z → g(z) is analytic and bounded on D. Moreover,
g(S) = S − 1
a
S2 + 1
a2
S3 + · · ·
is a bounded operator, where the convergence is in the operator norm topology, and ‖g(S)‖ < 2.
Taking into account that ‖ 1
a
g(S)‖ < 1, we deduce that
f
(
g(S)
)= g(S)(I + 1
a
g(S)
)−1
= S
(
I − 1
a
S
)−1(
I + 1
a
S
(
I − 1
a
S
)−1)−1
= S.
Therefore, f has property (S). Consider the noncommutative domain
Bf (H) :=
{
X ∈ B(H): X = g(f (X)) and ∥∥f (X)∥∥ 1}.
Note that if ‖X‖ < a, then f (X) := X(I + 1
a
X)−1 is well defined. If, in addition, ‖f (X)‖ 1,
then one can easily see that
g
(
f (X)
)= f (X)(I − 1
a
f (X)
)−1
= X.
Hence {
X ∈ B(H): ‖X‖< a and ∥∥f (X)∥∥ 1}⊂ Bf (H).
Note also that if ‖X‖ a
a−1 , then∥∥f (X)∥∥ ‖X‖ 1
1 + ‖X‖
a
 1.
Since a > 2, we have 1 < a
a−1 < a and[
B(H)]−1  [B(H)] a
a−1
⊂ Bf (H).
This completes the proof. 
Now we consider some tuples of noncommutative polynomials with the property (S).
Example 2.9. If
{
p1 = Z1 −Z2 − 12Z1Z2,
p2 = Z2
and
⎧⎪⎨⎪⎩
q1 = Z1 − 13Z1Z2,
q2 = Z2 − 12Z3Z2,
q3 = Z3,
then p = (p1,p2) and q = (q1, q2, q3) have property (S).
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⎧⎨⎩Z1 = (p1 + p2)
(
I + p2
2
+
(
p2
2
)2
+ · · ·
)
,
Z2 = p2.
Setting g1 := (Z1 + Z2)(I + Z22 + (Z22 )2 + · · ·) and g2 = Z2, it is easy to see that p ◦ g =
g ◦p = id. On the other hand, g = (g1, g2) is a bounded free holomorphic function on [B(H)2]1
and the model boundary function g˜ = (g˜1, g˜2) is given by g˜1 := (S1+S2)(I + 12S2+( 12S2)2+· · ·)
and g˜2 = S2. According to Lemma 2.6, p = (p1,p2) has property (S). The second example can
be treated similarly. Setting r = (r1, r2, r3), where
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
r1 = Z1
[
I − 1
3
Z2
(
I − 1
2
Z3
)−1]−1
,
r2 = Z2
(
I − 1
2
Z3
)−1
,
r3 = Z3,
one can check that r ◦ q = q ◦ r and the model boundary functions r˜1 =
S1[I − 13S2(I − 12S3)−1]−1, r˜2 = S2(I − 12S3)−1 and r˜3 = S3 are in noncommutative disc al-
gebra A3. Applying again Lemma 2.6, we deduce that q = (q1, q2) has property (S). 
Example 2.10. Let γ > 0 and a ∈C with |a| > 1 and let
f1 = 1
γ
Z1 − 1
γ
Z2 −
(
1
γ
Z2
)2
− · · ·
f2 = a
γ
Z2.
Then f = (f1, f2) has property (S).
Proof. First note that f = (f1, f2) satisfies condition (S1). Since Z1 = γf1 + γ ∑∞j=1( 1a f2)j ,
Z2 = γa f2, and
∑∞
j=1 1|a|2j < ∞, we deduce that Z1, . . . ,Zn are in H2(f ). Let U : H2(f ) →
F 2(H2) be the unitary operator defined by U(fα) := eα , α ∈ F+2 . Note that the multiplication
operator MZ1 ∈ B(H2(f )) is unitarily equivalent to the operator ϕ1(S1, S2) ∈ B(F 2(H2)) defined
by
ϕ1(S1, S2) := γ S1 + γ
∞∑(1
a
S2
)j
,j=1
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unitarily equivalent to ϕ2(S1, S2) := γa S2 ∈A2. Therefore, condition (S2) is satisfied. It remains
to check condition (S3). Since |a| > 1, we have ‖MZ2‖ < γ and, therefore,
f (MZ1 ,MZ2) =
1
γ
MZ1 −
∞∑
j=1
(
1
γ
MZ2
)j
,
where the convergence is in the operator norm topology. On the other hand, since the operator
Mf1 ∈ B(H2(f )) is unitarily equivalent to the left creation operator S1 on F 2(H2), the condition
Mf1 = limm→∞[ 1γ MZ1 −
∑m
j=1( 1γ MZ2)
j ] is equivalent to
S1 = lim
m→∞
[
S1 +
∞∑
j=1
(
1
a
S2
)j
−
m∑
j=1
(
1
a
S2
)j]
,
which is obviously true. This completes the proof. 
Similarly, one can treat the following
Example 2.11. If
f1 = Z1 −Z2 −Z2Z1 −Z22 −Z32 · · ·
f2 = 2Z2,
then f = (f1, f2) has property (S).
Hilbert spaces of free holomorphic functions. Let ϕ = (ϕ1, . . . , ϕn) be an n-tuple of free
holomorphic functions on [B(H)n]γ , γ > 0, with range in [B(H)n]1. We say that ϕ is not a right
zero divisor with respect to the composition with free holomorphic functions on [B(H)n]1 if for
any non-zero free holomorphic function G on [B(H)n]1, the composition G◦ϕ is not identically
zero. We recall (see [33]) that G ◦ ϕ is a free holomorphic function on [B(H)n]γ . Consider the
vector space of free holomorphic functions
H2(ϕ) := {G ◦ ϕ: G ∈ H 2ball},
where the noncommutative Hardy space H 2ball is the Hilbert space of all free holomorphic func-
tions on [B(H)n]1 of the form
f (X1, . . . ,Xn) =
∞∑
k=0
∑
|α|=k
aαXα,
∑
α∈F+n
|aα|2 < ∞,
with the inner product 〈f,g〉 :=∑∞k=0∑|α|=k aαbα, where g =∑∞k=0∑|α|=k bαXα is another
free holomorphic function in H 2 . Note that each element ψ ∈ H2(ϕ) is a free holomorphicball
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G ∈ H 2ball. We introduce an inner product on H2(ϕ) by setting
〈F ◦ ϕ,G ◦ ϕ〉H2(ϕ) := 〈F,G〉H 2ball .
It is easy to see that H2(ϕ) is a Hilbert space with respect to this inner product. We make the
following assumptions:
(F1) the n-tuple ϕ = (ϕ1, . . . , ϕn) of free holomorphic functions on [B(H)n]γ has range in
[B(H)n]1 and it is not a right zero divisor with respect to the composition with free holo-
morphic functions on [B(H)n]1.
(F2) The coordinate functions X1, . . . ,Xn on [B(H)n]γ are contained in H2(ϕ) and the left
multiplication by Xi is a bounded multiplier of H2(ϕ), for each i = 1, . . . , n.
(F3) For each i = 1, . . . , n, the left multiplication operator Mϕi : H2(ϕ) → H2(ϕ) satisfies the
equation
Mϕi = ϕi(MZ1 , . . . ,MZn),
where (MZ1, . . . ,MZn) is either in the convergence set CSOTϕ (H2(ϕ)) or Cradϕ (H2(ϕ)).
If ϕ is an n-tuple of noncommutative polynomials, then the condition (F3) is automatically
satisfied. Under the above-mentioned conditions, the free holomorphic function ϕ is said to have
property (F). We remark that, unlike the power series with property (S), ϕ(0) could be different
from 0.
Using Theorem 2.1 from [33], we can show that ϕ has property (F) if and only if there exists
g = (g1, . . . , gn) a bounded free holomorphic function on [B(H)n]1 such that
g
(
ϕ(X)
)= X, X ∈ [B(H)n]
γ
, (2.3)
where ϕ(X) is in the set of norm-convergence of g, and the model boundary function g˜ =
(g˜1, . . . , g˜n) satisfies either one of the following conditions:
(a) g˜ is in CSOTϕ (H2(ϕ)) and Si = ϕi(g˜1, . . . , g˜n), i = 1, . . . , n;
(b) g˜ is in Cradϕ (H2(ϕ)) and Si = SOT- limr→1 ϕj (rg˜1, . . . , rg˜n), i = 1, . . . , n, where (S1, . . . , Sn)
are the left creation operators on the full Fock space F 2(Hn).
Example 2.12. If
ϕ1 = 16Z1 −
1
8
Z2 −
(
1
8
Z2
)2
− · · ·
ϕ2 = 13Z2.
Then ϕ = (ϕ1, ϕ2) is a free holomorphic function on [B(H)2]2 and has property (F). In this
case, H2(ϕ) is a Hilbert space of free holomorphic functions on [B(H)2]2.
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[33] to determine the group Aut(B(H)n1) of all free holomorphic automorphisms of the noncom-
mutative ball [B(H)n]1. We showed that any Ψ ∈ Aut(B(H)n1) has the form
Ψ = ΦU ◦Ψλ,
where ΦU is an automorphism implemented by a unitary operator U on Cn, i.e.,
ΦU(X1, . . . ,Xn) := [X1, . . . ,Xn]U, (X1, . . . ,Xn) ∈
[
B(H)n]1,
and Ψλ is an involutive free holomorphic automorphism associated with λ := Ψ−1(0) ∈ Bn. The
automorphism Ψλ : [B(H)n]1 → [B(H)n]1 is given by
Ψλ(X1, . . . ,Xn) := λ−λ
(
IH −
n∑
i=1
λ¯iXi
)−1
[X1, . . . ,Xn]λ∗ , (X1, . . . ,Xn) ∈
[
B(H)n]1,
where λ and λ∗ are the defect operators associated with the row contraction λ := (λ1, . . . , λn).
Note that, when λ = 0, we have Ψ0(X) = −X. We recall that if λ ∈ Bn \ {0} and γ := 1‖λ‖2 , then
Ψλ is a free holomorphic function on [B(H)n]γ which has the following properties:
(i) Ψλ(0) = λ and Ψλ(λ) = 0;
(ii) Ψλ is an involution, i.e., Ψλ(Ψλ(X)) = X for any X ∈ [B(H)n]γ ;
(iii) Ψλ is a free holomorphic automorphism of the noncommutative unit ball [B(H)n]1;
(iv) Ψλ is a homeomorphism of [B(H)n]−1 onto [B(H)n]−1 ;
(v) the model boundary function Ψ˜λ is unitarily equivalent to the row contraction [S1, . . . , Sn].
Proposition 2.13. Any free holomorphic automorphism of [B(H)n]1 has property (F).
Proof. Let ϕ ∈ Aut(B(H)n1). Since the composition of free holomorphic functions is a free holo-
morphic function, one can easily show, by contradiction, that condition (F1) is satisfied by ϕ.
Now, taking into account the properties of the free holomorphic automorphisms of [B(H)n]1
and the remarks above, we have ϕ ∈ H∞ball and ϕ(ϕ(X)) = X for all X ∈ [B(H)n]1, which shows
that condition (F2) holds. Moreover, since the multiplication MXi :H2(ϕ) →H2(ϕ) is unitarily
equivalent to the model boundary function ϕ˜ acting on F 2(Hn), and Mϕi : H2(ϕ) → H2(ϕ) is
unitarily equivalent to Si ∈ B(F 2(Hn)), the equation Mϕi = ϕi(MZ1 , . . . ,MZn) is equivalent to
the equation Si = ϕi(ϕ˜1, . . . , ϕ˜n), where (ϕ˜1, . . . , ϕ˜n) is in the convergence set Cradϕ (H2(ϕ)).
Due to the functional calculus for row contractions [22], the latter equality holds for any
ϕ ∈ Aut(B(H)n1). Therefore, ϕ satisfies condition (F3), which proves our assertion. 
We saw above that, due to condition (F2), there is a bounded free holomorphic function
g : [B(H)n]1 → B(H)n such that X = g(ϕ(X)) for any X ∈ [B(H)n]γ . We consider the non-
commutative domain
Bϕ(H) :=
{
Y = (Y1, . . . , Yn) ∈ B(H)n: g
(
ϕ(Y )
)= Y and ∥∥ϕ(Y )∥∥ 1}
which will be studied in the next sections. Note that the ball [B(H)n]γ is included in Bϕ(H).
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Throughout this section, unless otherwise specified, we assume that f = (f1, . . . , fn) is either
one of the following:
(i) an n-tuple of polynomials with property (A);
(ii) an n-tuple of formal power series with f (0) = 0 and property (S);
(iii) an n-tuple of free holomorphic functions with property (F).
In this case, we say that f has the model property. We denote by M the set of all n-tuples f
with the model property. The noncommutative domain associated with f is
Bf (H) :=
{
X = (X1, . . . ,Xn) ∈ B(H)n: g
(
f (X)
)= X and ∥∥f (X)∥∥ 1},
where g := (g1, . . . , gn) is the inverse power series of f with respect to composition, and the
evaluations are well-defined (see previous section). We recall that the condition g(f (X)) = X is
automatically satisfied when f is an n-tuple of polynomials with property (A).
In this section, we present some of the basic properties of the universal model (MZ1 , . . . ,MZn)
associated with the noncommutative domain Bf .
Two n-tuples (A1, . . . ,An) ∈ B(H) and (B1, . . . ,Bn) ∈ B(K) are said to be unitarily equiva-
lent if there is a unitary operator U :H→K such that Ai = U∗BiU for all i = 1, . . . , n.
Theorem 3.1. Let T := (T1, . . . , Tn) be an n-tuple of operators in B(H)n and let f have the
model property. Then the following statements are equivalent:
(i) T = (T1, . . . , Tn) is a pure n-tuple of operators in Bf (H);
(ii) there exists a Hilbert space D and a co-invariant subspace M ⊆ H2(f ) ⊗ D under each
operator MZ1 ⊗ ID, . . . ,MZn ⊗ ID such that the n-tuple (T1, . . . , Tn) is unitarily equivalent
to (
PM(MZ1 ⊗ ID)|M, . . . ,PM(MZn ⊗ ID)|M
)
.
Proof. We shall prove the theorem when f is an n-tuple of formal power series with f (0) = 0
and has property (S). The other two cases can be treated similarly. Let g = (g1, . . . , gn) be the
inverse of f with respect to composition. Note that condition (S3) implies
n∑
j=1
fj (MZ1 , . . . ,MZn)fj (MZ1 , . . . ,MZn)
∗ =
n∑
j=1
MfjM
∗
fj
= U−1
(
n∑
j=1
SjS
∗
j
)
U  I,
where U : H2(f ) → F 2(Hn) is the unitary operator defined by U(fα) := eα , α ∈ F+n . Since
Mfα = [f (MZ1, . . . ,MZn)]α , Mfα = U−1SαU , α ∈ F+n , and SOT-limp→∞
∑
|α|=p SαS∗α = 0,
we deduce that the n-tuple MZ := (MZ1, . . . ,MZn) is a pure element with ‖f (MZ)‖ 1. Now
let us show that MZ is in the noncommutative domain Bf (H2(f )). It remains to prove that
g(f (MZ)) = MZ which, due to condition (S3), is equivalent to
gi(Mf , . . . ,Mfn) = MZ , i = 1, . . . , n. (3.1)1 i
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ϕi(S1, . . . , Sn) ∈ F∞n has the Fourier representation
∑
α∈F+n a
(i)
α Sα . Proving the equality above is
equivalent to showing that
SOT- lim
r→1
∞∑
k=0
∑
|α|=k
a(i)α r
|α|Sα = ϕi(S1, . . . , Sn), i = 1, . . . , n.
The latter relation is well known (see [22]). Therefore, MZ ∈ Bf (H2(f )). If D is a Hilbert space
and M⊆H2(f )⊗D is a co-invariant subspace under MZ1 ⊗ ID, . . . ,MZn ⊗ ID , then[
f
(
PM(MZ1 ⊗ ID)|M, . . . ,PM(MZn ⊗ ID)|M
)]
α
= PM
{[
f (MZ1 , . . . ,MZn)
]
α
⊗ ID
}∣∣M
for any α ∈ F+n . Due to relation
gi
(
f1(MZ1, . . . ,MZn), . . . , fn(MZ1 , . . . ,MZn)
)= MZi , i = 1, . . . , n,
we deduce that
SOT- lim
r→1
∞∑
k=0
∑
|α|=k
a(i)α r
|α|[f (MZ1 , . . . ,MZn)]α = MZi , i = 1, . . . , n.
Taking the compression to the subspace M⊆H2(f )⊗D, we deduce that
gi
(
f
(
PM(MZ1 ⊗ ID)|M, . . . ,PM(MZn ⊗ ID)|M
))= PM(MZi ⊗ ID)|M
for each i = 1, . . . , n. Since (MZ1 , . . . ,MZn) is a pure element in Bf (H2(f )), we deduce that the
n-tuple (PM(MZ1 ⊗ ID)|M, . . . ,PM(MZn ⊗ ID)|M) is a pure element in Bf (M). Therefore,
the implication (ii) ⇒ (i) holds.
Now, we prove the implication (i) ⇒ (ii). Assume that condition (i) holds. Let T =
(T1, . . . , Tn) ∈ Bf (H) be a pure n-tuple of operators. Consider the defect operator
f,T :=
(
I −
n∑
j=1
fj (T )fj (T )
∗
)1/2
and the defect space Df,T := f (T )H. Define the noncommutative Poisson kernel Kf,T :H→
H2(f )⊗Df,T by setting
Kf,T h :=
∑
α∈F+n
fα ⊗f,T
[
f (T )
]∗
α
h, h ∈H. (3.2)
We need to prove that Kf,T is an isometry and Kf,T T ∗i = (MZi ⊗ IDf,T )Kf,T for any i =
1, . . . , n. Indeed, a straightforward calculation reveals that
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α∈F+n ,|α|q
fα ⊗f,T
[
f (T )
]∗
α
h
∥∥∥∥2
H2(f )⊗H
=
∑
α∈F+n , |α|q
∥∥f,T [f (T )]∗αh∥∥2H
=
∑
α∈F+n , |α|q
〈[
f (T )
]
α
2f,T
[
f (T )
]∗
α
h,h
〉
= ‖h‖ −
〈( ∑
α∈F+n , |α|=q
[
f (T )
]
α
[
f (T )
]∗
α
)
h,h
〉
for any q ∈N. Since T = (T1, . . . , Tn) is a pure n-tuple in Bf (H) we have
SOT- lim
q→∞
∑
α∈Fn, |α|=q
[
f (T )
]
α
[
f (T )
]∗
α
= 0.
Consequently, we obtain ‖Kf,T h‖ = ‖h‖ for any h ∈H. On the other hand, for any h,h′ ∈H
and α ∈ F+n , we have 〈
K∗f,T (fα ⊗ h),h′
〉= 〈fα ⊗ h,Kf,T h′〉
= 〈h,f,T [f (T )]∗αh′〉
= 〈[f (T )]
α
f,T h,h
′〉.
Therefore,
K∗f,T (fα ⊗ h) =
[
f (T )
]
α
f,T h, h ∈H. (3.3)
Since the n-tuple f has property (S), for each i = 1, . . . , n, Zi ∈H2(f ), i.e., there is a sequence
{a(i)α }α∈F+n with
∑
α∈F+n |a
(i)
α |2 < ∞ such that
Zi =
∑
α∈F+n
a(i)α
[
f (Z)
]
α
.
Taking into account that T := (T1, . . . , Tn) ∈ Bf (H), we have either T ∈ CSOTf (H) or T ∈
Cradf (H). Let us consider first the case when T ∈ CSOTf (H). The equation T = g(f (T )) shows
that either
Ti =
∞∑
k=0
∑
α∈F+n ,|α|=k
a(i)α
[
f (T )
]
α
, i = 1, . . . , n, (3.4)
where the convergence of the series is in the strong operator topology, or
Ti = SOT- lim
r→1
∞∑
k=0
∑
+
a(i)α r
|α|[f (T )]
α
, i = 1, . . . , n. (3.5)α∈Fn , |α|=k
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Ti
[
f (T )
]
β
=
∞∑
k=0
∑
α∈F+n ,|α|=k
a(i)α
[
f (T )
]
α
[
f (T )
]
β
, i = 1, . . . , n, β ∈ F+n , (3.6)
where the convergence of the series is in the strong operator topology. Using relation (3.3), we
deduce that
K∗f,T
(
p∑
k=0
∑
|α|=k
a(i)α fαfβ ⊗ h
)
=
(
p∑
k=0
∑
|α|=k
a(i)α
[
f (T )
]
α
[
f (T )
]
β
)
f,T h, h ∈H,
for any p ∈N. Hence, due to relation (3.6) and the fact that MZifβ =
∑
α∈F+n a
(i)
α fαfβ in H2(f ),
we obtain
K∗f,T (MZifβ ⊗ h) = Ti
[
f (T )
]
β
f,T h, h ∈H,
which, combined with relation (3.3), implies
K∗f,T (MZi ⊗ I )(fβ ⊗ h) = TiK∗f,T (fβ ⊗ h)
for any β ∈ F+n and i = 1, . . . , n. Consequently
Kf,T T
∗
i =
(
M∗Zi ⊗ I
)
Kf,T
for any i = 1, . . . , n. Now, we assume that relation (3.5) holds. Then, using relation (3.3), we
deduce that
K∗f,T
(
p∑
k=0
∑
|α|=k
a(i)α r
|α|fαfβ ⊗ h
)
=
(
p∑
k=0
∑
|α|=k
a(i)α r
|α|[f (T )]
α
[
f (T )
]
β
)
f,T h, h ∈H,
for any p ∈N and r ∈ [0,1). Taking first p → ∞ and then r → 1, we obtain K∗f,T (MZifβ ⊗h) =
Ti[f (T )]βf,T h, h ∈H. This implies Kf,T T ∗i = (M∗Zi ⊗ I )Kf,T for any i = 1, . . . , n. The case
when T ∈ Cradf (H) can be treated similarly. The proof is complete. 
Any n-tuple (T1, . . . , Tn) ∈ Bf (H) gives rise to a Hilbert module over C[Z1, . . . ,Zn] by set-
ting
p · h := p(T1, . . . , Tn)h, p ∈C[Z1, . . . ,Zn] and h ∈H,
which we call Bf -Hilbert module. The homomorphisms in this category are the contractive
operators intertwining the module action. If K ⊆ H is a closed subspace of H which is in-
variant under the action of the associated operators with H, i.e., T1, . . . , Tn, then K and the
quotient H/K have natural Bf -Hilbert module structure coming from that of H. More pre-
cisely, the canonical n-tuples associated with K and H/K are (T1|K, . . . , Tn|K) ∈ Bf (K) and
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of H onto K⊥ :=HK.
Each noncommutative domain Bf has a universal model (MZ1 , . . . ,MZn) ∈ Bf (H2(f )). The
module structure defined by MZ1, . . . ,MZn on the Hilbert space H2(f ) occupies the position
of the rank-one free module in the algebraic theory [11]. More precisely, the free Bf -Hilbert
module of rank one H2(f ) has a universal property in the category of pure Bf -Hilbert modules
of finite rank. Indeed, it is a consequence of Theorem 3.1 that ifH is a pure finite rank Bf -Hilbert
module over C[Z1, . . . ,Zn], then there exist m ∈N and a closed submodule M of H2(f )⊗ ICm
such that (H2(f )⊗ ICm)/M is isomorphic to H. To clarify our terminology, we mention that the
rank of a Bf -Hilbert module H is the rank of the defect operator f,T , while H is called pure if
T is a pure n-tuple in Bf (H).
We introduce the dilation index of T = (T1, . . . , Tn) ∈ Bf (H), denoted by dil-ind(T ), to be
the minimum dimension of the Hilbert space D in Theorem 3.1. According to the proof of the
latter theorem, we deduce that dil-ind(T ) dimDf,T = rankf,T . On the other hand, let G be
a Hilbert space such that H can be identified with a co-invariant subspace of H2(f ) ⊗ G under
MZi ⊗ IG , i = 1, . . . , n, and such that Ti = PH(MZi ⊗ IG)|H for i = 1, . . . , n. Then
IH −
n∑
i=1
fi(T )fi(T )
∗ = PH
[(
IH2(f ) −
n∑
i=1
fi(MZ1 , . . . ,MZn)fi(MZ1, . . . ,MZn)
∗
)
⊗ IG
]∣∣∣∣∣H
= PH
(
2f,MZ ⊗ IG
)∣∣H = PH(PC ⊗ IG)|H.
Hence, we obtain rankf,T  dimG. Therefore, we have proved that dil-ind(T ) = rankf,T .
Corollary 3.2. If (T1, . . . , Tn) is a pure n-tuple of operators in Bf (H), then
TαT
∗
β = K∗f,T
[(
MZαM
∗
Zβ
)⊗ I ]Kf,T , α,β ∈ F+n ,
and ∥∥∥∥∥
m∑
i=1
qi(T1, . . . , Tn)qi(T1, . . . , Tn)
∗
∥∥∥∥∥
∥∥∥∥∥
m∑
i=1
qi(MZ1, . . . ,MZn)qi(MZ1 , . . . ,MZn)
∗
∥∥∥∥∥
for any qi ∈C[Z1, . . . ,Zn] and m ∈N.
Theorem 3.3. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1 , . . . ,MZn) be the universal model associated with the noncommutative domain Bf .
Then the C∗-algebra C∗(MZ1, . . . ,MZn) is irreducible and coincides with
span
{
MZαM
∗
Zβ
: α,β ∈ F+n
}
.
Proof. Let M⊂H2(f ) be a nonzero subspace which is jointly reducing for MZ1, . . . ,MZn , and
let y =∑α∈F+n aαfα be a nonzero power series in M. Then there is β ∈ F+n such that aβ = 0.
Since f = (f1, . . . , fn) is an n-tuple of formal power series with the model property, we have
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Cradf (H2(f )). Consequently, we obtain
aβ = PCM∗fβ y =
(
I −
n∑
i=1
fi(MZ)fi(MZ)
∗
)[
f (MZ)
]∗
β
y.
Taking into account that M is reducing for MZ1, . . . ,MZn and aβ = 0, we deduce that 1 ∈M.
Using again that M is invariant under MZ1, . . . ,MZn , we obtain C[Z1, . . . ,Zn] ⊂ M. Since,
according to Proposition 2.5, C[Z1, . . . ,Zn] is dense in H2(f ), we conclude that M= H2(f ),
which shows that C∗(MZ1 , . . . ,MZn) is irreducible.
Since f has the model property, we have Zi =∑α∈F+ a(i)α fα ∈H2(f ) and the multiplication
MZi is a bounded multiplier of H2(f ) which satisfies the equation
MZi = SOT- lim
r→1
∞∑
k=0
∑
|α|=k
a(i)α r
|α|Mfα , i = 1, . . . , n.
Hence, and taking into account that
fi(MZ)
∗fj (MZ) = M∗fiMfj = δij I, i, j ∈ {1, . . . , n},
we deduce that, for any x, y ∈H2(f ),
〈
M∗ZiMZj x, y
〉= lim
r→1
〈 ∞∑
k=0
∑
|β|=k
a
(j)
β r
|β|[f (MZ)]βx, ∞∑
k=0
∑
|α|=k
a(i)α r
|α|[f (MZ)]αy
〉
= lim
r→1 limm→∞
〈 ∑
|α|m
∞∑
k=0
∑
|β|=k
a
(i)
α a
(j)
β r
|α|+|β|[f (MZ)]∗α[f (MZ)]βx, y
〉
= lim
r→1 limm→∞
〈 ∑
|α|m
∞∑
k=0
∑
|β|=k
a
(i)
α a
(j)
β r
|α|+|β|δαβx, y
〉
= lim
r→1 limm→∞
∑
|α|m
a
(i)
α a
(j)
α r
2|α|〈x, y〉
= lim
r→1
∞∑
k=0
∑
|α|=k
a
(i)
α a
(j)
α r
2|α|〈x, y〉 = 〈Zj ,Zi〉H2(f )〈x, y〉H2(f ).
Hence, we deduce that
M∗ZiMZj = 〈Zj ,Zi〉H2(f )IH2(f ), i, j ∈ {1, . . . , n},
and, therefore, C∗(MZ1, . . . ,MZn) coincides with
span
{
MZαM
∗
Zβ
: α,β ∈ F+n
}
.
The proof is complete. 
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that f has the radial approximation property, and write f ∈ Mrad , if there is δ ∈ (0,1) such
that (rf1, . . . , rfn) has the model property for any r ∈ (δ,1]. Denote by M‖ the set of all
formal power series f = (f1, . . . , fn) having the model property and such that the universal
model (MZ1 , . . . ,MZn) associated with the noncommutative domain Bf is in the set of norm-
convergence (or radial norm-convergence) of f . We also introduce the class M‖rad of all formal
power series f = (f1, . . . , fn) with the property that there is δ ∈ (0,1) such that rf ∈M‖ for
any r ∈ (δ,1].
Lemma 3.4. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model prop-
erty and let g = (g1, . . . , gn) be its inverse with respect to the composition. Setting gi =∑
α∈F+n a
(i)
α Zα , the following statements are equivalent.
(i) The n-tuple f has the radial approximation property.
(ii) There is δ ∈ (0,1) with the property that gi( 1r S) :=
∑
α∈F+n
a
(i)
α
r |α| Sα is the Fourier representa-
tion of an element in F∞n and
1
r
Sj = fj
(
g1
(
1
r
S
)
, . . . , gn
(
1
r
S
))
, i, j ∈ {1, . . . , n}, r ∈ (δ,1],
where g( 1
r
S) is either in the convergence set CSOTf (F 2(Hn)) or Cradf (F 2(Hn)), and S =
(S1, . . . , Sn) is the n-tuple of left creation operators on F 2(Hn). If f is an n-tuple of non-
commutative polynomials, then the later condition is automatically satisfied.
Moreover, f ∈M‖rad if and only if item (ii) holds and g( 1r S) is in the set of norm-convergence(or radial norm-convergence) of f .
Proof. The proof is straightforward if one uses Lemma 2.6 (and the proof) and its analogues
when f is an n-tuple of polynomials with property (A) or a free holomorphic function with
property (F). 
Remark 3.5. In all the examples presented in this paper, the corresponding n-tuple f =
(f1, . . . , fn) is in the class M‖rad . Moreover, any n-tuple of polynomials with property (A) is
also in the class M‖rad .
Proposition 3.6. Let f = (f1, . . . , fn) be an n-tuple of formal power series with f (0) = 0 and
detJf (0) = 0, and let g = (g1, . . . , gn) be its inverse. Assume that f and g have nonzero radius
of convergence. Then
(i) f (g(X)) = X for any X ∈ [B(H)n]γ1 , where 0 < γ1 < r(g) and g([B(H)n]γ1) ⊂[B(H)n]r(f ).
(ii) g(f (X)) = X for any X ∈ [B(H)n]γ2 , where 0 < γ2 < r(f ) and f ([B(H)n]γ2) ⊂[B(H)n]r(g).
If γ1 > 1, then f ∈M‖ , and, if 0 < γ < γ1  1, then 1 f has the same property.rad γ
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holomorphic functions implies that there is γ1 ∈ (0, r(g)) such that ‖g(X)‖ < r(f ) for any
X ∈ [B(H)n]γ1 . On the other hand, using Theorem 1.2 from [33], the composition f ◦ g is a
free holomorphic function on [B(H)n]γ1 . Due to the uniqueness theorem for free holomorphic
functions and the fact that f ◦ g = id, as formal power series, we deduce that f (g(X)) = X for
any X ∈ [B(H)n]γ1 . Item (ii) can be proved similarly. Now, using Lemma 3.4, we can deduce
the last part of the proposition. 
We remark that Proposition 3.6 does not imply the existence of a free biholomorphic function
from [B(H)n]γ1 to [B(H)n]γ2 (see the examples presented in this paper).
Let f = (f1, . . . , fn) be an n-tuple with the model property and let T := (T1, . . . , Tn) ∈
Bf (H). We say that an n-tuple V := (V1, . . . , Vn) of operators on a Hilbert space K ⊇ H is
a minimal dilation of T if the following properties are satisfied:
(i) (V1, . . . , Vn) ∈ Bf (K);
(ii) there is a ∗-representation π : C∗(MZ1 , . . . ,MZn) → B(K) such that π(MZi ) = Vi , i =
1, . . . , n;
(iii) V ∗i |H = T ∗i for i = 1, . . . , n;
(iv) K=∨α∈F+n VαH.
Without the condition (iv), the n-tuple V is called dilation of T . For information on completely
bounded (resp. positive) maps, we refer to Paulsen’s book [17].
Theorem 3.7. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the radial approx-
imation property and let T := (T1, . . . , Tn) be an n-tuple of operators in the noncommutative
domain Bf (H). Then the following statements hold.
(i) There is a unique unital completely contractive linear map
Ψf,T : C∗(MZ1, . . . ,MZn) → B(H)
such that
Ψf,T (MZαM
∗
Zβ
) = TαT ∗β , α,β ∈ F+n .
(ii) If f ∈Mrad ∩M‖, then there is a minimal dilation of T which is unique up to an isomor-
phism.
Proof. According to Lemma 3.4, there is δ ∈ (0,1) such that, for each r ∈ (δ,1] and i = 1, . . . , n,
the multiplication operator M(r)Zi : H2(rf ) → H2(rf ), defined by M
(r)
Zi
ψ := Ziψ , is unitarily
equivalent to an operator ϕi( 1r S) ∈ F∞n having the Fourier representation
∑
α∈F+n a
(i)
α
1
r |α| Sα .
Therefore, for any aα,β ∈C,∥∥∥∥ ∑ aα,βM(r)Zα M(r)Zβ ∗
∥∥∥∥= ∥∥∥∥ ∑ aα,βϕα(1r S
)
ϕβ
(
1
r
S
)∗∥∥∥∥. (3.7)
|α|,|β|m |α|,|β|m
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deduce that ∥∥∥∥ ∑
|α|,|β|m
aα,βTαT
∗
β
∥∥∥∥ ∥∥∥∥ ∑
|α|,|β|m
aα,βM
(r)
Zα
M
(r)
Zβ
∗
∥∥∥∥. (3.8)
On the other hand, according to [30], ϕi( tr S) is in the noncommutative disc algebra An for
any t ∈ (0,1), and the map (0,1)  t → ϕi( tr S) is continuous in the operator norm topology.
Consequently,
lim
r→1
∥∥∥∥ ∑
|α|,|β|m
aα,βϕα
(
1
r
S
)
ϕβ
(
1
r
S
)∗∥∥∥∥= ∥∥∥∥ ∑
|α|,|β|m
aα,βϕα(S)ϕβ(S)
∗
∥∥∥∥
=
∥∥∥∥ ∑
|α|,|β|m
aα,βMZαM
∗
Zβ
∥∥∥∥.
Combining this with relations (3.7) and (3.8), we have∥∥∥∥ ∑
|α|,|β|m
aα,βTαT
∗
β
∥∥∥∥ ∥∥∥∥ ∑
|α|,|β|m
aα,βMZαM
∗
Zβ
∥∥∥∥.
A similar inequality can be obtained if we pass to matrices with entries in C∗(MZ1 , . . . ,MZn).
Now, an approximation argument shows that the map∑
|α|,|β|m
aα,βMZαM
∗
Zβ
→
∑
|α|,|β|m
aα,βTαT
∗
β
can be extended to a unique unital completely contractive map on span{MZαM∗Zβ : α,β ∈ F+n }.
Since, due to Theorem 3.3, the latter span coincides with C∗(MZ1 , . . . ,MZn), item (i) fol-
lows. Now, we assume that f ∈Mrad ∩M‖. Applying Stinespring’s dilation [36] to the uni-
tal completely positive linear map Ψf,T and taking into account that C∗(MZ1, . . . ,MZn) =
span{MZαM∗Zβ : α,β ∈ F+n }, we find a unique representation π : C∗(MZ1, . . . ,MZn) → B(K),
where K ⊇ H, such that π(MZi )∗|H = T ∗i , i = 1, . . . , n, and K =
∨
α∈F+n π(MZα)H. Setting
Vi := π(MZi ), i = 1, . . . , n, it remains to prove that (V1, . . . , Vn) ∈ Bf (K). To this end, note that
since (MZ1 , . . . ,MZn) ∈M‖, we have fi(MZ1 , . . . ,MZn) ∈ C∗(MZ1, . . . ,MZn) for i = 1, . . . , n.
Consequently, the inequality
∑n
i=1 fi(MZ1 , . . . ,MZn)fi(MZ1 , . . . ,MZn)∗  IH2(f ) implies
n∑
i=1
fi
(
π(MZ1), . . . , π(MZn)
)
fi
(
π(MZ1), . . . , π(MZn)
)∗  IK.
On the other hand, since g(f (MZ1 , . . . ,MZn)) = MZi , where the convergence is in the operator
norm topology, we deduce that gi(f (π(MZ1), . . . , π(MZn))) = π(MZi ), i = 1, . . . , n. There-
fore, the n-tuple (π(MZ1), . . . , π(MZn)) is in the noncommutative domain Bf (K). The proof is
complete. 
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S := {p(MZ1 , . . . ,MZn)+ q(MZ1, . . . ,MZn)∗: p,q ∈C[Z1, . . . ,Zn]}.
Theorem 3.8. Let f = (f1, . . . , fn) ∈Mrad ∩M‖ and (T1, . . . , Tn) ∈ B(H)n. Then the following
statements are equivalent:
(i) (T1, . . . , Tn) ∈ Bf (H);
(ii) the map q(MZ1, . . . ,MZn) → q(T1, . . . , Tn) is completely contractive;
(iii) The map Ψ : S → B(H) defined by
Ψ
(
p(MZ1, . . . ,MZn)+ q(MZ1, . . . ,MZn)∗
) := p(T1, . . . , Tn)+ q(T1, . . . , Tn)∗
is completely positive.
Proof. The implication (i) ⇒ (ii) and (i) ⇒ (iii) are due to Theorem 3.7. Since the implication
(iii) ⇒ (ii) follows from the theory of completely positive (resp. contractive) maps, it remains
to prove the implication (ii) ⇒ (i). To this end, assume that the map q(MZ1, . . . ,MZn) →
q(T1, . . . , Tn) is completely contractive. For each j = 1, . . . , n, assume that fj has the rep-
resentation
∑
α∈F+n c
(j)
α Zα and let q(j)m := ∑mk=0∑|α|=k c(j)α Zα , m ∈ N. Since the universal
model MZ := (MZ1 , . . . ,MZn) is in the set of norm convergence for the n-tuple f , we have
fj (MZ) = limm→∞ q(j)m (MZ) with the convergence in the operator norm topology. On the other
hand, due to Theorem 3.7, we have∥∥q(j)m (T1, . . . , Tn)− q(j)k (T1, . . . , Tn)∥∥ ∥∥q(j)m (MZ1 , . . . ,MZn)− q(j)k (MZ1, . . . ,MZn)∥∥
for any m,k ∈N. Consequently, {q(j)m (T1, . . . , Tn)}∞m=1 is a Cauchy sequence in B(H) and, there-
fore, fj (T1, . . . , Tn) := limm→∞ q(j)m (T1, . . . , Tn) exists in the operator norm. Now, since∥∥[q(1)m (T1, . . . , Tn), . . . , q(n)m (T1, . . . , Tn)]∥∥

∥∥[q(1)m (MZ1, . . . ,MZn), . . . , q(n)m (MZ1, . . . ,MZn)]∥∥,
taking the limit as m → ∞, we obtain ‖f (T )‖  ‖f (MZ)‖  1. Since f = (f1, . . . , fn) has
the radial approximation property, relation (3.1) and Lemma 3.4 show that the sequence p(i)m :=∑m
k=0
∑
|α|=k a
(j)
α Zα of noncommutative polynomials satisfies the relation
MZi = gi
(
f (MZ)
)= lim
m→∞p
(i)
m
(
f (MZ)
)
,
where the limit is in the operator norm. Therefore, we have ‖p(i)m (f (MZ)) − MZi‖ → 0 as
m → ∞. Using the von Neumann type inequality∥∥p(i)m (f (T ))− Ti∥∥ ∥∥p(i)m (f (MZ))−MZi∥∥, m ∈N,
we deduce that Ti = limm→∞ p(i)m (f (T )) in the operator norm and, therefore, gi(f (T )) = Ti for
all i = 1, . . . , n. This shows that (T1, . . . , Tn) ∈ Bf (H) and completes the proof. 
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mials in MZ1, . . . ,MZn and the identity.
Theorem 3.9. Let f = (f1, . . . , fn) ∈Mrad ∩M‖ and (A1, . . . ,An) ∈ B(H)n. Then there is an
n-tuple of operators (T1, . . . , Tn) ∈ Bf (H) and an invertible operator X such that
Ai = X−1TiX, for any i = 1, . . . , n,
if and only if the n-tuple (A1, . . . ,An) is completely polynomially bounded with respect to the
noncommutative domain algebra A(Bf ).
Proof. Using Theorem 3.8 and Paulsen’s similarity result [16], the result follows. 
Lemma 3.10. Let f = (f1, . . . , fn) be an n-tuple of formal power series in the class M‖, and
let g = (g1, . . . , gn) be the inverse of f . Then the following statements hold.
(i) The set B<f (H) coincides with g([B(H)n]1). When H=C, the result holds true when f has
only the model property.
(ii) The set Bpuref (H) coincides with the image of all pure row contractions under g.
(iii) If f (0) = 0, then B<f (H) contains an open ball in B(H)n centered at 0, and{
X ∈ B(H)n: X is nilpotent and ∥∥f (X)∥∥ 1}= Bnilf (H) ⊂ Bpuref (H).
Proof. We shall prove items (i) and (ii) when f is an n-tuple of formal power series with prop-
erty (S). The other two cases (when f has property (A) or property (F)) can be treated similarly.
First, note that B<f (H) ⊆ g([B(H)n]1). To prove the reversed inclusion let Y = g(X), where
X ∈ [B(H)n]1. According to Lemma 2.6 part (iii), we have either g˜ ∈ CSOTf (H2(f )) and
Si = fi(g˜1, . . . , g˜n), i = 1, . . . , n, (3.9)
or g˜ ∈ Cradf (H2(f )) and
Si = SOT- lim
r→1fj (rg˜1, . . . , rg˜n), i = 1, . . . , n. (3.10)
Since f ∈M‖, the n-tuple (MZ1, . . . ,MZn) is in the set of norm-convergence (or radial norm-
convergence) for the n-tuple of formal power series f = (f1, . . . , fn). This implies that the con-
vergence above is in the operator topology. Applying the noncommutative Poisson transform PX ,
we deduce that Xi = fi(g1(X), . . . , gn(X)), i = 1, . . . , n. This implies that f (Y ) = f (g(X)) =
X and g(f (Y )) = g(X) = Y , which shows that Y ∈ B<f (H). Therefore, B<f (H) = g([B(H)n]1),
the function g is one-to-one on [B(H)n]1 and f is its inverse on B<f (H). Now consider the case
when H = C and assume that f has the model property. Since B<f (C) ⊆ g(Bn), we prove the
reverse inclusion. Let μ = g(λ) for some λ ∈ Bn and assume that one of the relations (3.9) or
(3.10) holds, say the latter. Setting zλ :=∑α∈F+n λαeα ∈ F 2(Hn), we deduce that
λj =
〈
Sj (1), zλ
〉= lim
r→1
〈
fj (rg˜1, . . . , rg˜n)(1), zλ
〉
= lim fj
(
rg1(λ), . . . , rgn(λ)
)= fj (g(λ)).
r→1
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Therefore, B<f (C) = g(Bn), the function g is one-to-one on Bn and f is its inverse on B<f (Bn).
Similarly, one can assume that relation (3.9) holds and reach the same conclusion.
To prove item (ii), set [B(H)n]pure1 := {X ∈ [B(H)n]−1 : X is a pure row contraction} and note
that Bpuref (H) ⊆ {g(X): X ∈ [B(H)n]pure1 }. The reversed inclusion follows similarly to the proof
of item (i) using the noncommutative Poison transform PX , where X is a pure row contraction.
In this case, we also show that f (g(X)) = X and deduce that g : [B(H)n]pure1 → Bpuref (H) is a
bijection with inverse f : Bpuref (H) → [B(H)n]pure1 . Now we prove part (iii). Since f has nonzero
radius of convergence and f (0) = 0, the Schwartz lemma for free holomorphic functions implies
that there is γ > 0 such that ‖f (X)‖ < 1 for any X ∈ [B(H)n]γ . On the other hand, using
Theorem 1.2 from [33], the composition g ◦ f is a free holomorphic function on [B(H)n]γ . Due
to the uniqueness theorem for free holomorphic functions and the fact that g ◦ f = id, as formal
power series, we deduce that g(f (X)) = X for any X ∈ [B(H)n]γ .
If X ∈ B(H)n is a nilpotent n-tuple with ‖f (X)‖ 1, then taking into account that f (0) = 0,
we deduce that [f1(X), . . . , fn(X)] is a nilpotent n-tuple. Hence and using that g ◦ f = id, we
deduce that g(f (X)) = X, which completes the proof. 
Lemma 3.11. If f = (f1, . . . , fn) is an n-tuple of formal power series in the class M‖rad, then
Bf (H) = g
([
B(H)n]−1 ),
where g = (g1, . . . , gn) is the inverse of f with respect to the composition of power series. More-
over, the function g : [B(H)n]−1 → Bf (H) is a bijection with inverse f : Bf (H) → [B(H)n]−1 .
When H=C, the result holds true when f has only the radial approximation property.
Proof. First, note that Bf (H) ⊆ g([B(H)n]−1 ). To prove the reverse inclusion, let Y := g(X)
and X = (X1, . . . ,Xn) ∈ [B(H)n]−1 . Since f has the radial approximation property, g =∑
α∈F+n a
(i)
α Zα is a free holomorphic function on [B(H)n]γ for some γ > 1. Moreover, ac-
cording to Lemma 3.4, there is δ ∈ (0,1) with the property that for any r ∈ (δ,1], the series
gi(
1
r
S) :=∑∞k=0∑|α|=k a(i)αr |α| Sα is convergent in the operator norm topology and represents an
element in the noncommutative disc algebra An, and
1
r
Sj = fj
(
g1
(
1
r
S
)
, . . . , gn
(
1
r
S
))
, j ∈ {1, . . . , n}, r ∈ (δ,1], (3.11)
where g( 1
r
S) is in the norm-convergence (or radial norm-convergence) of f . Applying now the
noncommutative Poisson transform PrX , we deduce that Xj = fj (g(X)) for j = 1, . . . , n. This
also shows that g is one-to-one on [B(H)n]−1 . On the other hand, the relation above implies
Y = g(X) = g(f (g(X))) = g(f (Y )) and ‖f (Y )‖ 1, which shows that Y ∈ Bf (H). Therefore,
Bf (H) = g([B(H)n]−1 ) and f is one-to-one on Bf (H).
Now consider the case when H = C and assume that f has only the radial approxima-
tion property. Since Bf (C) ⊆ g(Bn), we prove the reverse inclusion. Let μ = g(λ) for some
λ ∈ Bn and assume that relation (3.11) holds, where g( 1r S) is either in the convergence set
CSOTf (F 2(Hn)) or Cradf (F 2(Hn)). For example, assume that g( 1r S) ∈ CSOTf (F 2(Hn)). For each
r ∈ (δ,1), consider zrλ :=∑ + λαr |α|eα ∈ F 2(Hn), and note thatα∈Fn
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〈
1
r
Sj (1), zrλ
〉
=
〈
fj
(
g1
(
1
r
S
)
, . . . , gn
(
1
r
S
))
(1), zrλ
〉
= fj
(
g1(λ), . . . , gn(λ)
)= fj (g(λ)).
This implies that f (μ) = f (g(λ)) = λ and g(f (μ)) = g(λ) = μ, which shows that μ ∈ Bf (C).
Therefore, Bf (C) = g(Bn), the function g is one-to-one on Bn and f is its inverse on Bf (C).
Similarly, one can treat the case when g( 1
r
S) ∈ Cradf (F 2(Hn)). The proof is complete. 
In what follows, we identify the characters of the noncommutative domain algebra A(Bf ).
Let λ = (λ1, . . . , λn) be in Bf (C) and define the evaluation functional
Φλ :P(MZ1 , . . . ,MZn) →C, Φλ
(
p(MZ)
)= p(λ),
where P(MZ1, . . . ,MZn) denotes the algebra of all polynomials in MZ1, . . . ,MZn and the iden-
tity. According to Theorem 3.7, we have |p(λ)| = ‖p(λIC)‖  ‖p(MZ)‖. Hence, Φλ has a
unique extension to the domain algebra A(Bf ). Therefore Φλ is a character of A(Bf ).
Theorem 3.12. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the radial ap-
proximation property and let MA(Bf ) be the set of all characters of A(Bf ). Then the map
Ψ : Bf (C) → MA(Bf ), Ψ (λ) := Φλ,
is a homeomorphism and Bf (C) is homeomorphic to the closed unit ball Bn.
Proof. First, notice that Ψ is injective. To prove that Ψ is surjective, assume that Φ :A(Bf ) →C
is a character. Setting λi := Φ(MZi ), i = 1, . . . , n, we deduce that Φ(p(MZ)) = p(λ) for any
polynomial p(MZ1, . . . ,MZn) in A(Bf ). Since Φ is a character it follows that it is completely
contractive. Applying Theorem 3.8 in the particular case when Ai := λiIC, i = 1, . . . , n, it fol-
lows that (λ1IC, . . . , λnIC) ∈ Bf (C). Moreover, since
Φ
(
p(MZ)
)= p(λ) = Φλ(p(MZ))
for any polynomial p(MZ) in A(Bf ), we must have Φ = Φλ. Suppose now that λα :=
(λα1 , . . . , λ
α
n); α ∈ J , is a net in Bf (C) such that limα∈J λα = λ := (λ1, . . . , λn). It is clear that
lim
α∈J Φλ
α
(
p(MZ)
)= lim
α∈J p
(
λα
)= p(λ) = Φλ(p(MZ))
for every polynomial p(MZ). Since the set of all polynomials P(MZ1, . . . ,MZn) is dense in
A(Bf ) and supα∈J ‖Φλα‖  1, it follows that Ψ is continuous. According to Lemma 3.11,
Bf (C) = g(Bn) is a compact subset of Cn and g : Bn → Bf (C) is a bijection. Since both Bf (C)
and MA(Bf ) are compact Hausdorff spaces and Ψ is also one-to-one and onto, we deduce that
Ψ is a homeomorphism. On the other hand, since the map λ → g(λ) is holomorphic on a ball
(Cn)γ for some γ > 1, one can see that Bf (C) is homeomorphic to the closed unit ball Bn. The
proof is complete. 
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In this section we obtain a Beurling type characterization of the joint invariant subspaces
under the multiplication operators MZ1, . . . ,MZn associated with the noncommutative domain
Bf and a minimal dilation theorem for pure n-tuples of operators in Bf (H).
An operator A : H2(f ) ⊗ H → H2(f ) ⊗ K is called multi-analytic with respect to
MZ1, . . . ,MZn if A(MZi ⊗ IH) = (MZi ⊗ IK)A for any i = 1, . . . , n. If, in addition, A is a
partial isometry, we call it inner.
Theorem 4.1. Let f = (f1, . . . , fn) be n-tuple of formal power series with the model prop-
erty and let MZ := (MZ1, . . . ,MZn) be the universal model associated with Bf . If Y ∈
B(H2(f )⊗H), then the following statements are equivalent.
(i) There is a Hilbert space E and a multi-analytic operator Ψ :H2(f )⊗E →H2(f )⊗H with
respect to the multiplication operators MZ1, . . . ,MZn such that Y = ΨΨ ∗.
(ii) Φf,MZ⊗I (Y )  Y , where the positive linear mapping Φf,MZ⊗I : B(H2(f ) ⊗ H) →
B(H2(f )⊗H) is defined by
Φf,MZ⊗I (Y ) :=
n∑
i=1
(
fi(MZ)⊗ IH
)
Y
(
fi(MZ)⊗ IH
)∗
.
Proof. First, assume that condition (ii) holds and note that Y − Φmf,MZ⊗I (Y )  0 for any
m = 1,2, . . . . Since (MZ1, . . . ,MZn) is a pure n-tuple with respect to the noncommutative do-
main Bf (H2(f )), we deduce that SOT-limm→∞ Φmf,MZ⊗I (Y ) = 0, which implies Y  0. Denote
M := rangeY 1/2 and define
Qi
(
Y 1/2x
) := Y 1/2(fi(MZ)∗ ⊗ IH)x, x ∈H2(f )⊗H, (4.1)
for any i = 1, . . . , n. We have
n∑
i=1
∥∥Qi(Y 1/2x)∥∥2  n∑
i=1
∥∥Y 1/2(fi(MZ)∗ ⊗ IH)x∥∥2 = 〈Φf,MZ⊗I (Y )x, x〉 ∥∥Y 1/2x∥∥2
for any x ∈H2(f )⊗H, which implies ‖QiY 1/2x‖2  ‖Y 1/2x‖2, for any x ∈H2(f )⊗H. Con-
sequently, Qi can be uniquely be extended to a bounded operator (also denoted by Qi ) on
the subspace M. Setting Ai := Q∗i , i = 1, . . . , n, we deduce that
∑n
i=1 AiA∗i  IM. Denoting
ϕA(Y ) :=∑ni=1 AiYA∗i and using relation (4.1), we have〈
ϕmA(I)Y
1/2x,Y 1/2x
〉= 〈Φmf,MZ⊗I (Y )x, x〉 ‖Y‖〈Φmf,MZ⊗I (I )x, x〉
for any x ∈H2(f )⊗H. Since SOT-limm→∞ Φmf,MZ⊗I (I ) = 0, we have SOT-limm→∞ ϕmA(I) =
0. Therefore A := (A1, . . . ,An) is a pure row contraction. According to [26], the Poisson kernel
KA :M→H2(f )⊗ E (E is an appropriate Hilbert space) defined by
KAh :=
∑
+
fα ⊗AA∗αh, h ∈M,α∈Fn
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AiK
∗
A = K∗A(Mfi ⊗ IE ), i = 1, . . . , n. (4.2)
Let Γ := Y 1/2K∗A :H2(f )⊗ E →H2(f )⊗H and note that, due to the fact that f has the model
property, Mfi = fi(MZ1 , . . . ,MZn) for i = 1, . . . , n. Consequently, we have
Γ (Mfi ⊗ IE ) = Y 1/2K∗A(Mfi ⊗ IE ) = Y 1/2AiK∗A
= (fi(MZ)⊗ IH)Y 1/2K∗A = (Mfi ⊗ IH)Ψ
for any i = 1, . . . , n. Now, let g = (g1, . . . , gn) be the inverse of f = (f1, . . . , fn) with re-
spect to the composition of power series. In the proof of Theorem 3.1, we showed that
gi(Mf1 , . . . ,Mfn) = MZi for all i = 1, . . . , n. Hence, we deduce that the operator MZi is in
the SOT-closure of all polynomials in Mf1 , . . . ,Mfn and the identity. Consequently, the rela-
tion Γ (Mfi ⊗ IE ) = (Mfi ⊗ IH)Γ implies Γ (MZi ⊗ IH) = (MZi ⊗ IH)Γ for i = 1, . . . , n,
which shows that Γ is a multi-analytic with respect to MZ1, . . . ,MZn . Note that we also have
Γ Γ ∗ = Y 1/2K∗AKAY 1/2 = Y . The proof is complete. 
The next result is a Beurling [5] type characterization of the invariant subspaces under the
multiplication operators MZ1, . . . ,MZn associated with the noncommutative domain Bf .
Theorem 4.2. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1 , . . . ,MZn) be the multiplication operators associated with the noncommutative
domain Bf . A subspaceN ⊆H2(f )⊗H is invariant under each operator MZ1 ⊗IH, . . . ,MZn ⊗
IH if and only if there exists an inner multi-analytic operator Ψ :H2(f )⊗E →H2(f )⊗H with
respect to MZ1, . . . ,MZn such that
N = Ψ [H2(f )⊗ E].
Proof. Assume thatN ⊆H2(f )⊗H is invariant under each operator MZ1 ⊗IH, . . . ,MZn ⊗IH.
Since PN (MZi ⊗ IH)PN = (MZi ⊗ IH)PN for any i = 1, . . . , n, and MZ := (MZ1 , . . . ,MZn) ∈
Bf (H
2(f )), we have
Φf,MZ⊗IH(PN ) = PN
[
n∑
i=1
(
fi(MZ)⊗ IH
)
PN
(
fi(MZ)
∗ ⊗ IH
)]
PN
 PN
[
n∑
i=1
(
fi(MZ)⊗ IH
)(
fi(MZ)
∗ ⊗ IH
)]
PN
= PN
(
n∑
i=1
MfiM
∗
fi
⊗ IH
)
PN  PN .
Here, we also used the fact that Mfi = fi(MZ1 , . . . ,MZn). Applying now Theorem 4.1, we
find a multi-analytic operator Ψ : H2(f ) ⊗ E → H2(f ) ⊗ H with respect to the operators
MZ , . . . ,MZn such that PN = ΨΨ ∗. Since PN is an orthogonal projection, we deduce that1
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complete. 
Theorem 4.3. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1, . . . ,MZn) be the universal model associated with the noncommutative domain Bf .
If N ⊆ H2(f ) ⊗H is a coinvariant subspace under MZ1 ⊗ IH, . . . ,MZn ⊗ IH, then there is a
subspace E ⊆H such that
span
{
(MZα ⊗ IH)N : α ∈ F+n
}=H2(f )⊗ E .
In particular, N is cyclic for the operators MZ1 ⊗ IH, . . . ,MZn ⊗ IH if and only if
(PC ⊗ IH)N =H, where PC is the orthogonal projection on C.
Proof. Let E := (PC⊗IH)N ⊂H, where 1⊗H is identified withH, and let h ∈N be a nonzero
vector with representation h =∑α∈F+n fα ⊗ hα , hα ∈H. Choose β ∈ F+n with hβ = 0. Since N
is a co-invariant subspace under MZ1 ⊗ IH, . . . ,MZn ⊗ IH, and f has the model property, we
have Mfi = fi(MZ1 , . . . ,MZn) for i = 1, . . . , n, and deduce that
(PC ⊗ IH)
([
f (MZ)
]
α
⊗ IH
)
h = (PCMfα ⊗ IH)h = hβ ∈ E .
This implies (Mfβ ⊗ IH)(1 ⊗ hβ) = fβ ⊗ hβ ∈ H2(f ) ⊗ E for any β ∈ F+n . Hence, we deduce
that h =∑α∈F+n fα ⊗ hα ∈H2(f )⊗ E . Therefore, N ⊂H2(f )⊗ E , which implies
G := span{(Mα ⊗ IH)N : α ∈ F+n }⊆H2(f )⊗ E .
Now, we prove the reverse inclusion. Let h0 ∈ E , h0 = 0. Due to the definition of the subspace E ,
there exists x ∈M such that x = 1 ⊗ h0 +∑|α|1 fα ⊗ hα . Hence, we obtain
h0 = (PC ⊗ IH)x =
(
I −
n∑
i=1
MfiM
∗
fi
⊗ IH
)
x.
Since Mfi is a SOT-limit of polynomials in MZ1, . . . ,MZn , and N is a co-invariant subspace
under MZ1 ⊗ IH, . . . ,MZn ⊗ IH, we deduce that h0 ∈ G. Therefore, E ⊂ G and (MZα ⊗ IH) ×
(1 ⊗ E) ⊂ G for α ∈ F+n . Since, due to Proposition 2.5, C[Z1, . . . ,Zn] is dense in H2(f ), we
deduce that H2(f ) ⊗ E ⊆ G. The last part of the theorem is now obvious. The proof is com-
plete. 
A simple consequence of Theorem 4.3 is the following result.
Corollary 4.4. A subspace N ⊆ H2(f ) ⊗H is reducing under each operator MZi ⊗ IH, i =
1, . . . , n, if and only if there is a subspace E ⊆H such that N =H2(f )⊗ E .
We remark that, in Theorem 4.2, the inner multi-analytic operator Ψ :H2(f )⊗E →H2(f )⊗
H with respect to MZ1 , . . . ,MZn and with the property that N = Ψ [H2(f ) ⊗ E] can be chosen
to be an isometry. Indeed, let M := {x ∈ H2(f ) ⊗ E : ‖Ψ (x)‖ = ‖x‖}. Since f has the model
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quently, we have∥∥Ψ (Mfi ⊗ IE )x∥∥= ∥∥Ψfi(MZ1 ⊗ IE , . . . ,MZn ⊗ IE )x∥∥
= ∥∥fi(MZ1 ⊗ IH, . . . ,MZn ⊗ IH)Ψ (x)∥∥
= ∥∥Ψ (x)∥∥= ‖x‖ = ∥∥fi(MZ1 ⊗ IE , . . . ,MZn ⊗ IE )x∥∥= ∥∥(Mfi ⊗ IE )x∥∥
for any x ∈M and i = 1, . . . , n. This implies that M is an invariant subspace under Mfi ⊗ IE ,
i = 1, . . . , n. Using the fact that MZi = gi(Mf1 , . . . ,Mfn), i = 1, . . . , n, where g = (g1, . . . , gn)
is the inverse of f = (f1, . . . , fn), we deduce thatM is invariant under MZ1 ⊗IE , . . . ,MZn ⊗IE .
On the other hand, since M⊥ = kerΨ and Ψ (MZi ⊗ IE ) = (MZi ⊗ IH)Ψ , it is clear that M⊥
is also invariant under MZ1 ⊗ IE , . . . ,MZn ⊗ IE , which shows that M is a reducing subspace
for MZ1 ⊗ IE , . . . ,MZn ⊗ IE . Now, due to Corollary 4.4, M = H2(f ) ⊗ G for some subspace
G ⊆ E . Therefore, we have
N = Ψ [H2(f )⊗ E]= Ψ (M) = Ψ [H2(f )⊗ G]
and the restriction of Ψ to H2(f )⊗ G is an isometric multi-analytic operator, which proves our
assertion.
The next result can be viewed as a continuation of Theorem 3.1.
Theorem 4.5. Let T = (T1, . . . , Tn) ∈ Bf (H) be a pure n-tuple of operators and let f =
(f1, . . . , fn) have the model theory. Then the noncommutative Poisson kernel Kf,T : H →
H2(f ) ⊗ Df,T defined by relation (3.2) is an isometry, the subspace Kf,T (H) is co-invariant
under MZ1 ⊗ IH, . . . ,MZn ⊗ IH, and
Ti = K∗f,T (MZi ⊗ IDf,T )Kf,T , i = 1, . . . , n.
Moreover, the dilation above is minimal, i.e.,
H2(f )⊗Df,T =
∨
α∈F+n
(MZα ⊗ IDf,T )Kf,T (H),
and unique up to an isomorphism.
Proof. The first part of the theorem was proved in Theorem 3.1. Due to the definition of the
noncommutative Poisson kernel Kf,T , we have (PC ⊗ IDf,T )Kf,T (H) = Df,T . Applying The-
orem 4.3, we deduce the minimality of the dilation. To prove the uniqueness, consider another
minimal dilation of (T1, . . . , Tn), that is,
Ti = V ∗(MZi ⊗ IE )V , i = 1, . . . , n, (4.3)
where V :H→ H2(f ) ⊗ E is an isometry, V (H) is co-invariant under MZi ⊗ IE , i = 1, . . . , n,
and
H2(f )⊗ E =
∨
+
(MZα ⊗ IE )V (H).α∈Fn
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span
{
MZαM
∗
Zβ
: α,β ∈ F+n
}= C∗(MZ1 , . . . ,MZn)
and there is a completely positive linear map Φ : C∗(MZ1 , . . . ,MZn) → B(H) such that
Φ(MZαM
∗
Zβ
) = TαT ∗β , α,β ∈ F+n . Note that relation (4.3) and the fact that V (H) is co-invariant
under MZi ⊗ IE , i = 1, . . . , n, imply that
Φ(X) = K∗f,T π1(X)Kf,T = V ∗π2(X)V, X ∈ C∗(MZ1 , . . . ,MZn),
where π1,π2 are the ∗-representations of C∗(MZ1, . . . ,MZn) on H2(f )⊗Df,T and H2(f )⊗ E
given by π1(X) := X ⊗ IDf,T and π2(X) := X ⊗ IE , respectively. Since π1, π2 are mini-
mal Stinespring dilations of Φ , due to the uniqueness [36], there exists a unitary operator
W :H2(f )⊗Df,T →H2(f )⊗ E such that
W(MZi ⊗ IDf,T ) = (MZi ⊗ IE )W, i = 1, . . . , n,
and WKf,T = V . Hence, we also deduce that W(M∗Zi ⊗ IDf,T ) = (M∗Zi ⊗ IE )W for i =
1, . . . , n. Since, due to Theorem 3.3, the C∗-algebra C∗(MZ1 , . . . ,MZn) is irreducible, we must
have W = IH2(f ) ⊗ Γ , where Γ ∈ B(Df,T ,E) is a unitary operator. Consequently, we have
dimDf,T = dimE and WKf,T V (H) = V (H), which proves that the two minimal dilations are
unitarily equivalent. The proof is complete. 
Corollary 4.6. Let (MZ1, . . . ,MZn) be the universal model associated with the noncommuta-
tive domain Bf . The n-tuples (MZ1 ⊗ IH, . . . ,MZn ⊗ IH) and (MZ1 ⊗ IK, . . . ,MZn ⊗ IK) are
unitarily equivalent if and only if dimH= dimK.
Proof. Let W : H2(f ) ⊗ H → H2(f ) ⊗ K be a unitary operator such that W(MZi ⊗ IH) =
(MZi ⊗ IK)W for i = 1, . . . , n. Since W is unitary, we have W(M∗Zi ⊗ IH) = (M∗Zi ⊗ IK)W , i =
1, . . . , n. Using the fact that C∗(MZ1 , . . . ,MZn) is irreducible, we deduce that W = IH2(f ) ⊗ Γ
for a unitary operator Γ ∈ B(H,K), which shows that dimH= dimK. The converse is obvious,
so the proof is complete. 
5. The Hardy algebra H∞(Bf ) and the eigenvectors of M∗Z1, . . . ,M
∗
Zn
Let f = (f1, . . . , fn) be an n-tuple with the model property. We define the noncommuta-
tive Hardy algebra H∞(Bf ) to be the WOT-closure of all noncommutative polynomials in
MZ1, . . . ,MZn and the identity. Assume that f ∈ M‖. We say that F : B<f (H) → B(H) is a
free holomorphic function on B<f (H) if there are some coefficients cα ∈C such that
F(Y ) =
∞∑
k=0
∑
|α|=k
cα
[
f (Y )
]
α
, Y ∈ B<f (H),
where the convergence of the series is in the operator norm topology. Since, according to
Lemma 3.10, we have B<f (H) = g([B(H)n]1) and f (g(X)) = X, X ∈ [B(H)n]1, the uniqueness
of the representation of F follows from the uniqueness of the representation of free holomorphic
functions on [B(H)n]1.
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and let Bf be the corresponding noncommutative domain. Then the following statements hold.
(i) H∞(Bf ) coincides with the algebra of bounded left multipliers of H2(f ).
(ii) If f ∈M‖, then H∞(Bf ) can be identified with the algebra H∞(B<f ) of all bounded free
holomorphic functions on the noncommutative domain B<f (H), which coincides with
{
ϕ ◦ f : B<f (H) → B(H): ϕ ∈ H∞ball
}
.
(iii) If ψ ∈ H∞(Bf ), then there is a unique ϕ = ∑α cαSα in the noncommutative analytic
Toeplitz algebra F∞n such that
ψ = SOT- lim
r→1
∞∑
k=0
∑
|α|=k
cαr
|α|[f (MZ)]α, cα ∈C,
where MZ := (MZ1 , . . . ,MZn) and the convergence of the series is in the operator norm
topology.
Proof. According to the proof of Lemma 2.6, Mfj = U−1SjU , j = 1, . . . , n, where S1, . . . , Sn
are the left creation operators on the full Fock space F 2(Hn), and MZj = U−1ϕj (S1, . . . , Sn)U ,
where ϕj (S1, . . . , Sn) is in the noncommutative Hardy algebra F∞n . We recall that F∞n is the
WOT closure of the noncommutative polynomials in S1, . . . , Sn and the identity. Since H∞(Bf )
is the WOT-closure of all noncommutative polynomials in MZ1, . . . ,MZn and the identity, we
deduce that H∞(Bf ) ⊆ U−1F∞n U . On the other hand, using again Lemma 2.6, the creation
operator Sj is in the WOT-closure of polynomials in ϕ1(S1, . . . , Sn), . . . , ϕn(S1, . . . , Sn) and the
identity. Consequently, we have U−1SjU ∈ H∞(Bf ), j = 1, . . . , n, which implies U−1F∞n U ⊆
H∞(Bf ). Thus, we have proved that
H∞(Bf ) = U−1F∞n U. (5.1)
Taking into account that U(H2(f )) = F 2(Hn) and that the algebra of bounded left multipliers
on F 2(Hn) coincides with F∞n , we deduce item (i).
To prove (ii), we recall (see [30]) that if ϕ ∈ H∞ball, then ϕ(X) =
∑∞
k=0
∑
|α=k aαXα , X ∈
[B(H)n]1, where the convergence is in the operator norm topology. Moreover,
supX∈[B(H)n]1 ‖ϕ(X)‖ < ∞, and the model boundary function ϕ˜ := SOT- limr→1
∑∞
k=0 ×∑
|α=k aαr |α|Sα exists in F∞n . Since, according to Lemma 3.10, B<f (H) = g([B(H)n]1) and
f (g(X)) = X for X ∈ [B(H)n]1, the map F : B<f (H) → B(H) defined by
F(Y ) =
∞∑ ∑
cα
[
f (Y )
]
α
, Y ∈ B<f (H),k=0 |α|=k
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f is a bounded free holomorphic function on B<f (H). Now, let G ∈ H∞(B<f ). Then there are
coefficients cα ∈C such that
G(Y) =
∞∑
k=0
∑
|α|=k
cα
[
f (Y )
]
α
, Y ∈ B<f (H),
where the convergence is in the norm topology and supY∈B<f (H) ‖G(Y)‖ < ∞. Taking Y =
g(rS1, . . . , rSn), we deduce that supr∈[0,1) ‖
∑∞
k=0
∑
|α|=k cαr |α|Sα‖ < ∞, which shows that the
map ϕ : [B(H)n]1 → B(H), defined by ϕ(X) =∑∞k=0∑|α|=k cαXα is in H∞ball, and G = ϕ ◦ f .
This shows that
H∞(B<f ) =
{
ϕ ◦ f : B<f (H) → B(H): ϕ ∈ H∞ball
}
.
Hence, using relation (5.1) and the fact that F∞n can be identified with H∞ball, we deduce item (ii).
To prove part (iii), let ψ ∈ H∞(Bf ). Due to relation (5.1), the operator UψU−1 is in the
Hardy algebra F∞n and, therefore, there are coefficients cα ∈C such that
UψU−1 = SOT- lim
r→1
∞∑
k=0
∑
|α=k
aαr
|α|Sα,
where the convergence of the series is in norm. Since f has the model property, we have Mfj =
fj (MZ1, . . . ,MZn), j = 1, . . . , n. Using now relation Mfj = U−1SjU , we deduce that item (iii)
holds. The proof is complete. 
Theorem 5.2. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let MZ := (MZ1 , . . . ,MZn) be the universal model associated with the noncommutative do-
main Bf . The eigenvectors for M∗Z1, . . . ,M∗Zn are precisely the noncommutative Poisson kernels
Γλ :=
(
1 −
n∑
i=1
∣∣fi(λ)∣∣2)1/2 ∑
α∈Fn
[
f (λ)
]
α
fα, λ = (λ1, . . . , λn) ∈ B<f (C).
They satisfy the equations
M∗ZiΓλ = λiΓλ, i = 1, . . . , n.
If λ ∈ B<f (C) and ϕ(MZ) is in H∞(Bf ), then the map
Φλ : H∞(Bf ) →C, Φλ
(
ϕ(MZ)
) := ϕ(λ),
is WOT-continuous and multiplicative and ϕ(λ) = 〈ϕ(MZ)Γλ,Γλ〉. Moreover, ϕ(MZ)∗Γλ =
ϕ(λ)Γλ and λ → ϕ(λ) is a bounded holomorphic function on B<(C) ⊂Cn.f
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Poisson kernel associated with the noncommutative domain Bf at λ, which is a pure element, is
the operator Kf,λ :C→H2(f )⊗C defined by
Kf,λ(z) =
∑
α∈F+n
fα ⊗
(
1 −
n∑
i=1
∣∣fi(λ)∣∣2)1/2[f (λ)]αz, z ∈C,
which satisfies the equation (M∗Zi ⊗ IC)Kf,λ = Kf,λ(λiIC) for i = 1, . . . , n. Under the natural
identification of H2(f )⊗C with H2(f ), we deduce that Γλ = Kf,λ and
M∗ZiΓλ = λiΓλ, i = 1, . . . , n.
Conversely, let ξ := ∑β∈F+n cβfβ(Z) be a formal power series in H2(f ) such that ξ = 0
and assume that M∗Zi ξ = λiξ , i = 1, . . . , n, for some λ = (λ1, . . . , λn) ∈ Cn. Let fi have the
representation fi = ∑α∈F+n a(i)α Zα . Since f = (f1, . . . , fn) has the model property, we have
Mfi = fi(MZ1 , . . . ,MZn) =
∑∞
k=1
∑
|α|=k a
(i)
α MZα , where (MZ1 , . . . ,MZn) is either in the con-
vergence set CSOTf (H2(f )) or Cradf (H2(f )). We shall consider just one case since the other can be
treated similarly. For example, assume that (MZ1 , . . . ,MZn) ∈ CSOTf (H2(f )) and let η ∈H2(f ).
Then we have
〈
fi(MZ1 , . . . ,MZn)
∗ξ, η
〉= lim
m→∞
〈
ξ,
m∑
k=1
∑
|α|=k
a(i)α MZαη
〉
= lim
m→∞
〈
m∑
k=1
∑
|α|=k
a
(i)
α M
∗
Zα
ξ, η
〉
= lim
m→∞
〈
m∑
k=1
∑
|α|=k
a
(i)
α λαξ, η
〉
= lim
m→∞
m∑
k=1
∑
|α|=k
a
(i)
α λα〈ξ, η〉
= 〈fi(λ)ξ, η〉,
which shows that
fi(MZ1 , . . . ,MZn)
∗ξ = fi(λ)ξ, i = 1, . . . , n. (5.2)
Hence, and using the fact that Mfi = fi(MZ1, . . . ,MZn), i = 1, . . . , n, we deduce that
cβ = 〈ξ,Mfβ 1〉 =
〈
ξ,
[
f (MZ1, . . . ,MZn)
]
β
1
〉
= 〈[f (MZ1, . . . ,MZn)]∗βξ,1〉= [f (λ)]β〈ξ,1〉
= c0
[
f (λ)
]
β
for any β ∈ F+n . Therefore, we have
ξ = c0
∑
+
[
f (λ)
]
β fβ.β∈Fn
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∞∑
k=0
(∣∣f1(λ)∣∣2 + · · · + ∣∣fn(λ)∣∣2)k = ∑
β∈F+n
∣∣[f (λ)]
β
∣∣2 < ∞.
Hence, we deduce that |f1(λ)|2 + · · · + |fn(λ)|2 < 1.
Now, due to relation (5.2) and using again that Mfi = fi(MZ1, . . . ,MZn), i = 1, . . . , n, we
deduce that M∗fi ξ = fi(λ)ξ . On the other, according to the proof of Theorem 3.1 (see relation(3.1)), we have
MZi = gi(Mf1 , . . . ,Mfn) = SOT- lim
r→1gi(rMf1 , . . . , rMfn).
As above, one can show that gi(Mf1 , . . . ,Mfn)∗ξ = gi(f (λ))ξ for i = 1, . . . , n. Combining this
relation with the fact that M∗Zi ξ = λiξ , i = 1, . . . , n, we conclude that λ = g(f (λ)). Therefore,
λ ∈ B<f (C).
According to Theorem 5.1, part (iii), we have ϕ(MZ) = SOT- limr→1∑∞k=0∑|α|=k cαr |α| ×[f (MZ)]α for some coefficients cα ∈C. Using relation (5.2), we deduce that
〈
ϕ(MZ)Γλ,Γλ
〉= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
cαr
|α|〈Γλ, [f (MZ)]∗αΓλ〉
= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
cαr
|α|〈Γλ, [f (λ)]αΓλ〉
= SOT- lim
r→1‖Γλ‖
2
∞∑
k=0
∑
|α|=k
cαr
|α|[f (λ)]
α
= ϕ(λ).
Similarly, one can show that ϕ(MZ)∗Γλ = ϕ(λ)Γλ. According to Lemma 3.10 part (i), the map-
ping f |B<f (C) : B<f (C) → Bn is the inverse of g|Bn : Bn → B<f (C). Since g is a bounded free
holomorphic function on [B(H)n]1, the map Bn  λ → g(λ) ∈ B<f (C) is holomorphic on Bn and
its inverse B<f (C)  λ → f (λ) ∈ Bn is also holomorphic. On the other hand, according to Theo-
rem 5.1, part (iii), there is ψ ∈ H∞ball such that ϕ(λ) = ψ(f (λ)) for λ ∈ B<f (C). Hence, we deduce
that λ → ϕ(λ) is a bounded holomorphic function on B<f (C). This completes the proof. 
Theorem 5.2 can be used to prove the following result. Since the proof is similar to the corre-
sponding result from [9], we shall omit it.
Corollary 5.3. A map Φ : H∞(Bf ) →C is a WOT-continuous multiplicative linear functional if
and only if there exists λ ∈ B<f (C) such that
Φ(A) = Φλ(A) := 〈AΓλ,Γλ〉, A ∈ H∞(Bf ),
where Γλ is the noncommutative Poisson kernel associated with the domain Bf at λ.
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Using Theorem 5.1, one can prove that J is a WOT-closed two-sided ideal of H∞(Bf ) if and
only if there is a WOT-closed two-sided ideal I of F∞n such that
J = {ϕ(f (MZ)): ϕ ∈ I}.
We mention that if ϕ(S1, . . . , Sn) ∈ F∞n has the Fourier representation ϕ(S1, . . . , Sn) =∑
α∈F+n cαSα , then
ϕ
(
f (MZ)
)= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
cαr
|α|[f (MZ)]α
exists. Denote by H∞(Vf,J ) the WOT-closed algebra generated by the operators Bi :=
PNJ MZi |NJ , for i = 1, . . . , n, and the identity, where
NJ :=H2(f )MJ and MJ := JH2(f ).
The following result is a consequence of Theorem 4.1 from [2] and the above-mentioned remarks.
Theorem 5.4. Let J be a WOT-closed two-sided ideal of the Hardy algebra H∞(Bf ). Then the
map
Γ : H∞(Bf )/J → B(NJ ) defined by Γ (ϕ + J ) = PNJ ϕ|NJ
is a completely isometric representation.
Since the set of all polynomials in MZ1 , . . . ,MZn and the identity is WOT-dense in H∞(Bf ),
Theorem 5.4 implies that PNJ H∞(Bf )|NJ is a WOT-closed subalgebra of B(NJ ) and, more-
over, H∞(Vf,J ) = PNJ H∞(Bf )|NJ .
We need a few more definitions. For each λ = (λ1, . . . , λn) and each n-tuple k :=
(k1, . . . , kn) ∈Nn0, where N0 := {0,1, . . .}, let λk := λk11 · · ·λknn . If k ∈N0, we denote
Λk :=
{
α ∈ F+n : λα = λk for all λ ∈Cn
}
.
For each k ∈Nn0, define the formal power series
ωk) := 1
γk
∑
α∈Λk
fα ∈H2(f ), where γk := cardΛk =
( |k|!
k1! · · ·kn!
)
.
Note that the set {ω(k): k ∈Nn0} consists of orthogonal power series in H2(f ) and ‖ω(k)‖ = 1√γk .
We denote by H2s (f ) the closed span of these formal power series, and call it the symmetric
Hardy space associated with the noncommutative domain Bf .
Theorem 5.5. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ , . . . ,MZn) be the universal model associated with the noncommutative domain Bf .1
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mutators
MZiMZj −MZjMZi , i, j = 1, . . . , n.
Then the following statements hold.
(i) H2s (f ) = span{Γλ: λ ∈ B<f (C)} =NJc :=H2(f ) Jc(1).
(ii) The symmetric Hardy space H2s (f ) can be identified with the Hilbert space H 2(B<f (C))
of all holomorphic functions ψ : B<f (C) → C which admit a series representation ψ(λ) =∑
k∈N0 ckf (λ)
k with
‖ψ‖2 =
∑
k∈N0
|ck|2 1
γk
< ∞.
More precisely, every element ψ =∑k∈N0 ckω(k) in H2s (f ) has a functional representation
on B<f (C) given by
ψ(λ) := 〈ψ,Ωλ〉 =
∑
k∈N0
ckf (λ)
k, λ = (λ1, . . . , λn) ∈ B<f (C),
where Ωλ := 1√1−∑ni=1 |fi (λ)|2 Γλ and∣∣ψ(λ)∣∣ ‖ψ‖2√
1 −∑ni=1 |fi(λ)|2 , λ = (λ1, . . . , λn) ∈ B<f (C).
(iii) The mapping Λf : B<f (C)×B<f (C) →C defined by
Λf (μ,λ) := 〈Ωλ,Ωμ〉 = 1
1 −∑ni=1 fi(μ)fi(λ) , λ,μ ∈ B<f (C),
is positive definite.
Proof. First, note that Ωλ =∑k∈Nn0 f (λ)kγkω(k), λ ∈ B<f (C), and, therefore,
span
{
Γλ: λ ∈ B<f (C)
}⊆H2s (f ).
Now, we prove that ω(k) ∈ NJc := F 2(Hn)  Jc(1). First, we show that Jc coincides with the
WOT-closed commutator ideal of H∞(Bf ). Indeed, since MZiMZj − MZjMZi ∈ Jc and every
permutation of k objects is a product of transpositions, it is clear that MZαMZβ −MZβMZα ∈ Jc
for any α,β ∈ F+n . Consequently, MZγ (MZαMZβ −MZβMZα)MZω ∈ Jc for any α,β, γ,ω ∈ F+n .
Since the polynomials in MZ1 , . . . ,MZn are WOT dense in H∞(Bf ), the result follows. Note
also that Jc(1) ⊂H2(f ) coincides with
span
{
Zγg g β −Zγg g β : γ,β ∈ F+n , i, j = 1, . . . , n
}
.j i i j
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tors MfjMfi − MfiMfj , i, j ∈ {1, . . . , n} coincides with the WOT-closed commutator ideal of
H∞(Bf ). Combining these results, we deduce that Jc coincides with the WOT-closed two-sided
ideal generated by the commutators MfjMfi −MfiMfj , i, j ∈ {1, . . . , n} and
Jc(1) = span
{
fγgj giβ − fγgigj β : γ,β ∈ F+n , i, j = 1, . . . , n
}
.
Consequently, since 〈 ∑
α∈Λk
fα,Mfγ (MfjMfi −MfiMfj )Mfβ (1)
〉
= 0
for any k ∈Nn0, we deduce that ω(k) ∈NJc . Hence, we have H2s (f ) ⊆NJc . To complete the proof
of part (i), it is enough to show that
span
{
Γλ: λ ∈ B<f (C)
}=NJc .
Assume that there is a vector x :=∑β∈F+n cβfβ ∈NJc and x ⊥ Γλ for all λ ∈ B<f (C). Then〈 ∑
β∈F+n
cβfβ,Ωλ
〉
=
∑
β∈F+n
cβ
[
f (λ)
]
β
=
∑
k∈Nn0
( ∑
β∈Λk
cβ
)
f (λ)k = 0
for any λ ∈ B<f (C). Since B<f (C) contains an open ball in Cn, we deduce that∑
β∈Λk
cβ = 0 for all k ∈Nn0 . (5.3)
Fix β0 ∈ Λk and let β ∈ Λk be such that β is obtained from β0 by transposing just two generators.
So we can assume that β0 = γgjgiω and β = γgigjω for some γ,ω ∈ F+n and i = j , i, j =
1, . . . , n. Since x ∈NJc =H2(f ) Jc(1), we must have〈
x,Mfγ (MfjMfi −MfiMfj )Mfω(1)
〉= 0,
which implies cβ0 = cβ . Since any element γ ∈ Λk can be obtained from β0 by successive
transpositions, repeating the above argument, we deduce that cβ0 = cγ for all γ ∈ Λk. Now
relation (5.3) implies cγ = 0 for any γ ∈ Λk and k ∈ Nn0, so x = 0. Consequently, we have
span{Γλ: λ ∈ B<f (C)} =NJc .
Now, let us prove part (ii) of the theorem. Note that
〈
ω(k),Ωλ
〉= 1
γk
〈 ∑
β∈Λk
fβ,Ωλ
〉
= 1
γk
∑
β∈Λk
[
f (λ)
]
β
= f (λ)k
for any λ ∈ B<f (C) and k ∈ Nn0. Hence, every element ψ =
∑
k∈N0 ckω
(k) in H2s (f ) has a func-
tional representation on B<f (C) given by
ψ(λ) := 〈ψ,Ωλ〉 =
∑
ckf (λ)
k, λ = (λ1, . . . , λn) ∈ B<f (C),k∈N0
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1 −∑ni=1 |fi(λ)|2 .
The identification of H2s (f ) with H 2(B<f (C)) is now clear. If (λ1, . . . , λn) and (μ1, . . . ,μn) are
in B<f (C), then we have
Λf (μ,λ) := 〈Ωλ,Ωμ〉 =
∑
β∈F+n
[
f (μ)
]
β
[
f (λ)
]
β,
which implies item (iii). The proof is complete. 
If A ∈ B(H) then we denote by LatA the set of all invariant subspaces of A. When U ⊂ B(H),
we define LatU =⋂A∈U LatA. Given any collection S of subspaces of H, then we set
AlgS := {A ∈ B(H): S ⊂ LatA}.
We recall that the algebra U ⊂ B(H) is reflexive if U = AlgLatU .
Theorem 5.6. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1, . . . ,MZn) be the universal model associated with the noncommutative domain Bf .
If H∞(Vf,Jc ) is the WOT-closed algebra generated by the operators
Li := PH2s (f )MZi |H2s (f ), i = 1, . . . , n,
and the identity, then the following statements hold.
(i) H∞(Vf,Jc ) can be identified with the algebra of all multipliers of the Hilbert space
H 2(B<f (C)).
(ii) The algebra H∞(Vf,Jc ) is reflexive.
Proof. According to the remarks following Theorem 5.4, we have H∞(Vf,Jc ) =
PH2s (f )
H∞(Bf )|H2s (f ). Let ϕ(MZ) ∈ H∞(Bf ) and ϕ(L) = PH2s (f )ϕ(MZ)|H2s (f ). Due to The-
orem 5.5, since Ωλ ∈ H2s (f ) for λ ∈ B<f (C), and ϕ(MZ)∗Ωλ = ϕ(λ)Ωλ (see Theorem 5.2), we
have [
ϕ(L)ψ
]
(λ) = 〈ϕ(L)ψ,Ωλ〉= 〈ϕ(MZ)ψ,Ωλ〉
= 〈ψ,ϕ(MZ)∗Ωλ〉= 〈ψ,ϕ(λ)Ωλ〉
= ϕ(λ)ψ(λ)
for any ψ ∈H2s (f ) and λ ∈ B<f (C). Therefore, the operators in H∞(Vf,Jc ) are “analytic” multi-
pliers of H2s (f ). Moreover,∥∥ϕ(L)∥∥= sup{‖ϕχ‖2: χ ∈H2s (f ), ‖χ‖ 1}.
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in [9] (see Lemma 1.1), using Cesaro means, one can find a sequence qm =∑ c(m)k ω(k) such that
Mqm converges to Mψ in the strong operator topology and, consequently, in the w∗-topology.
Since Mqm is a polynomial in L1, . . . ,Ln, we conclude that Mψ ∈ H∞(Vf,Jc ). In particular Li
is the multiplier Mλi by the coordinate function.
Now, we prove part (ii). Let Y ∈ B(H2s (f )) be an operator that leaves invariant all the invariant
subspaces under each operator L1, . . . ,Ln. According to Theorem 5.2, we have L∗i Γλ = λiΓλ
for any λ ∈ B<f (C) and i = 1, . . . , n. Since Y ∗ leaves invariant all the invariant subspaces under
L∗1, . . . ,L∗n, the vector Ωλ must be an eigenvector for Y ∗. Consequently, there is a function ϕ :
B<f (C) →C such that Y ∗Ωλ = ϕ(λ)Ωλ for any λ ∈ B<f (C). Due to Theorem 5.5, if f ∈ H 2s (f ),
then Yf has the functional representation
(Yf )(λ) = 〈Yf,Ωλ〉 =
〈
f,Y ∗Ωλ
〉= ϕ(λ)f (λ) for all λ ∈ B<f (C).
In particular, if f = 1, then the functional representation of Y(1) coincide with ϕ. Therefore,
ϕ admits a representation
∑
k∈N0 ckf (λ)
k on B<f (C) and can be identified with X(1) ∈ H2s (f ).
Moreover, the equality above shows that ϕf ∈ H 2(B<f (C)) for any f ∈H2s (f ). Applying the first
part of this theorem, we deduce that Y = Mϕ ∈ H∞(Vf,Jc ). The proof is complete. 
We remark that, in the particular case when f = (Z1, . . . ,Zn), we recover some of the results
obtained by Arias and the author, Davidson and Pitts, and Arveson (see [24,1,2,7,9,3]).
6. Characteristic functions and functional models
In this section, we introduce the characteristic function of an n-tuple T = (T1, . . . , Tn) ∈
Bf (H), present a model for pure n-tuples of operators in the noncommutative domain Bf (H) in
terms of characteristic functions, and show that the characteristic function is a complete unitary
invariant for pure n-tuples of operators in Bf (H).
Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property and let
(MZ1 , . . . ,MZn) be the universal model associated with the noncommutative domain Bf . We
introduce the characteristic function of an n-tuple T = (T1, . . . , Tn) ∈ Bf (H) to be the multi-
analytic operator, with respect to MZ1, . . . ,MZn ,
Θf,T :H2(f )⊗Df,T ∗ →H2(f )⊗Df,T
having the formal Fourier representation
−IH2(f ) ⊗ f (T )+ (IH2(f ) ⊗f,T )
(
IH2(f )⊗H −
n∑
i=1
Λi ⊗ fi(T )∗
)−1
× [Λ1 ⊗ IH, . . . ,Λn ⊗ IH](IH2(f ) ⊗f,T ∗),
where Λ1, . . . ,Λn are the right multiplication operators by the power series f1, . . . , fn, respec-
tively, on the Hardy space H2(f ), and the defect operators associated with T := (T1, . . . , Tn) ∈
Bf (H) are
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(
IH −
n∑
i=1
fi(T )fi(T )
∗
)1/2
∈ B(H) and
f,T ∗ :=
(
I − f (T )∗f (T ))1/2 ∈ B(H(n)),
while the defect spaces are Df,T := f,TH and Df,T ∗ := f,T ∗H(n), where H(n) denotes the
direct sum of n copies of H. We remark that when f = (f1, . . . , fn) = (Z1, . . . ,Zn), we recover
the characteristic function for row contractions. We recall that the characteristic function asso-
ciated with an arbitrary row contraction T := [T1, . . . , Tn], Ti ∈ B(H), was introduced in [19]
(see [37] for the classical case n = 1) and it was proved to be a complete unitary invariant for
completely non-coisometric (c.n.c.) row contractions. Related to our setting, we remark that
Θf,T =
(
U∗ ⊗ IDf,T
)
Θf(T )(U ⊗ IDf,T ∗ ), (6.1)
where Θf(T ) is the characteristic function of the row contraction f (T ) = [f1(T ), . . . , fn(T )]
and U :H2(f ) → F 2(Hn) is the canonical unitary operator defined by Ufα = eα , α ∈ F+n . Con-
sequently, due to Theorem 3.2 from [28], we deduce the following result.
Theorem 6.1. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let T = (T1, . . . , Tn) ∈ Bf (H). Then
IH2(f )⊗Df,T −Θf,T Θ∗f,T = Kf,T K∗f,T , (6.2)
where Θf,T is the characteristic function of T and Kf,T is the corresponding Poisson kernel.
Now we present a model for pure n-tuples of operators in the noncommutative domain Bf (H)
in terms of characteristic functions.
Theorem 6.2. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1, . . . ,MZn) be the universal model associated with the noncommutative domain Bf .
If T = (T1, . . . , Tn) is a pure n-tuple of operators in Bf (H), then the characteristic function Θf,T
is an isometry and T is unitarily equivalent to the n-tuple(
PHf,T (MZ1 ⊗ IDf,T )|Hf,T , . . . ,PHf,T (MZn ⊗ IDf,T )|Hf,T
)
, (6.3)
where PHJ,T is the orthogonal projection of H2(f )⊗Df,T on the Hilbert space
Hf,T :=
(
H2(f )⊗Df,T
)Θf,T (H2(f )⊗Df,T ∗).
Proof. According to Theorem 4.5, the noncommutative Poisson kernel Kf,T : H → H2(f ) ⊗
Df,T is an isometry, Kf,TH is a co-invariant subspace under MZi ⊗ IDf,T , i = 1, . . . , n, and
Ti = K∗f,T (MZi ⊗ IDf,T )Kf,T , i = 1, . . . , n. (6.4)
Hence, Kf,T K∗f,T is the orthogonal projection of H2(f ) ⊗ Df,T onto Kf,TH. Using relation
(6.4), we deduce that Kf,T K∗f,T and Θf,T Θ∗f,T are mutually orthogonal projections such that
Kf,T K
∗ +Θf,T Θ∗ = IH2(f )⊗D .f,T f,T f,T
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Kf,TH=
(
H2(f )⊗Df,T
)Θf,T (H2(f )⊗Df,T ∗).
Taking into account that Kf,T is an isometry, we identify the Hilbert space H with Hf,T :=
Kf,TH. Using again relation (6.4), we deduce that T is unitarily equivalent to the n-tuple given
by relation (6.3). That Θf,T is an isometry follows from relation (6.1) and the fact that the
characteristic function of a pure row contraction is an isometry [19]. The proof is complete. 
Let Φ : H2(f ) ⊗ K1 → H2(f ) ⊗ K2 and Φ ′ : H2(f ) ⊗ K′1 → H2(f ) ⊗ K′2 be two multi-
analytic operators with respect to MZ1, . . . ,MZn . We say that Φ and Φ ′ coincide if there
are two unitary multi-analytic operators Wj : H2(f ) ⊗ Kj → H2(f ) ⊗ K′j , j = 1,2, with re-
spect to MZ1 , . . . ,MZn such that Φ ′W1 = W2Φ . Since Wj(MZi ⊗ IKj ) = (MZi ⊗ IK′j )Wj ,
i = 1, . . . , n, we also have Wj(M∗Zi ⊗ IKj ) = (M∗Zi ⊗ IK′j )Wj , i = 1, . . . , n. Taking into account
that C∗(MZ1 , . . . ,MZn) is irreducible (see Theorem 3.3), we conclude that Wj = IH2(f ) ⊗ τj ,
j = 1,2, for some unitary operators τj ∈ B(Kj ,K′j ).
The next result shows that the characteristic function is a complete unitary invariant for pure
n-tuple of operators in Bf (H).
Theorem 6.3. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let T = (T1, . . . , Tn) ∈ Bf (H) and T ′ = (T ′1, . . . , T ′n) ∈ Bf (H′) be two pure n-tuples of
operators. Then T and T ′ are unitarily equivalent if and only if their characteristic functions
Θf,T and Θf,T ′ coincide.
Proof. Assume that T and T ′ are unitarily equivalent and let W :H→H′ be a unitary operator
such that Ti = W ∗T ′i W for i = 1, . . . , n. Note that
Wf,T = f,T ′W and
(
n⊕
i=1
W
)
f,T ∗ = f,T ′∗
(
n⊕
i=1
W
)
.
Consider the unitary operators τ and τ ′ defined by
τ := W |Df,T :Df,T →Df,T ′ and τ ′ :=
(
n⊕
i=1
W
)∣∣∣∣∣Df,T ∗ :Df,T ∗ →Df,T ′∗ .
Using the definition of the characteristic function, we deduce that (IH2(f ) ⊗ τ)Θf,T =
Θf,T ′(IH2(f ) ⊗ τ ′).
Conversely, assume that the characteristic functions of T and T ′ coincide. Then there exist
unitary operators τ :Df,T →Df,T ′ and τ∗ :Df,T ∗ →Df,T ′∗ such that
(IH2(f ) ⊗ τ)Θf,T = Θf,T ′(IH2(f ) ⊗ τ∗). (6.5)
Hence, we deduce that V := (IH2(f ) ⊗ τ)|Hf,T :Hf,T →Hf,T ′ is a unitary operator, where Hf,T
and Hf,T ′ are the model spaces for the n-tuples T and T ′, respectively, as defined in Theorem 6.2.
Since (
M∗ ⊗ ID
)(
IH2(f ) ⊗ τ ∗
)= (IH2(f ) ⊗ τ ∗)(M∗ ⊗ ID ′ ), i = 1, . . . , n,Zi f,T Zi f,T
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1, . . . , n, we deduce that[(
M∗Zi ⊗ IDf,T
)∣∣
Hf,T
]
V ∗ = V ∗[(M∗Zi ⊗ IDf,T ′ )∣∣Hf,T ′ ], i = 1, . . . , n.
Consequently, we obtain
V
[
PHf,T (MZi ⊗ IDf,T )|Hf,T
]= [PHf,T ′ (MZi ⊗ IDf,T ′ )|Hf,T ′ ]V, i = 1, . . . , n.
Now, using Theorem 6.2, we conclude that T and T ′ are unitarily equivalent. The proof is com-
plete. 
Theorem 6.4. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1, . . . ,MZn) be the universal model associated with the noncommutative domain Bf .
Then the following statements hold.
(i) If M1,M2 ⊂ H2(f ) are invariant subspaces under the operators MZ1, . . . ,MZn , then
the n-tuple (PM⊥1 MZ1 |M
⊥
1 , . . . ,PM⊥1 MZn |M
⊥
1 ) is equivalent to (PM⊥2 MZ1 |M
⊥
2 , . . . ,
PM⊥2 MZn |M
⊥
2 ) if and only if M1 =M2.
(ii) If M⊆H2(f ) is an invariant subspace under MZ1, . . . ,MZn , and
T := (T1, . . . , Tn), Ti := PM⊥MZi |M⊥, i = 1, . . . , n,
then M= Θf,T (H2(f )⊗Df,T ∗), where Θf,T is the characteristic function of T .
Proof. Assume the hypotheses of item (ii). Since f = (f1, . . . , fn) is an n-tuple of formal power
series with the model property, Mfi = fi(MZ1, . . . ,MZn), where (MZ1 , . . . ,MZn) is either in the
convergence set CSOTf (H2(f )) or Cradf (H2(f )). Since M⊥ is invariant under M∗Z1, . . . ,M∗Zn , we
deduce that
f,T = IM⊥ −
n∑
i=1
fi(T1, . . . , Tn)fi(T1, . . . , Tn)
∗
= PM⊥
(
IH2(f ) −MfiM∗fi
)∣∣M⊥ = PM⊥PC|M⊥ .
Hence, rankf,T  1. On the other hand, since [Mf1 , . . . ,Mfn ] is a pure row contraction, so is
[f1(T ), . . . , fn(T )]. Therefore, T is pure n-tuple in Bf (M⊥) and rankf,T = 0, which implies
rankf,T = 1. Therefore, we can identify the subspace Df,T with C. The Poisson kernel Kf,T :
M⊥ → H2(f ) ⊗ Df,T can be identified with the injection of M⊥ into H2(f ), via a unitary
operator from H2(f ) ⊗ Df,T to H2(f ). Indeed, note that if ∑α cαfα ∈ M⊥ ⊂ H2(f ), then,
taking into account that f,T = PM⊥PC|M⊥ and [f (T )]α = PM⊥Mfα |M⊥ , we have
Kf,T
(∑
α
cαfα
)
=
∑
+
fβ ⊗ PM⊥PC|M⊥M∗fβ
(∑
α
cαfα
)
=
∑
+
cβfβ ⊗ PM⊥(1),β∈Fn β∈Fn
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unitarily equivalent to (K∗f,T MZ1Kf,T , . . . ,K∗f,T MZnKf,T ). Due to Theorem 4.5, the n-tuple
(MZ1 , . . . ,MZn) is the minimal dilation of (T1, . . . , Tn).
Now, using this result under the hypotheses of item (i) and the uniqueness of the minimal
dilation (see Theorem 4.5), we obtain that the n-tuple (PM⊥1 MZ1 |M
⊥
1 , . . . ,PM⊥1 MZn |M
⊥
1 ) is
equivalent to (PM⊥2 MZ1 |M
⊥
2 , . . . ,PM⊥2 MZn |M
⊥
2 ) if and only if there exists a unitary operator
W : H2(f ) → H2(f ) such that WMZi = MZiW , i = 1, . . . , n, and W(M⊥1 ) =M⊥2 . Hence we
deduce that WM∗Zi = M∗ZiW , i = 1, . . . , n. Since C∗(MZ1 , . . . ,MZn) is irreducible (see The-
orem 3.3), W is a scalar multiple of the identity. Therefore, we must have M1 =M2, which
proves part (i).
To prove part (ii), note that, due to Theorem 6.2, we have
Hf,T =H2(f )Θf,T
(
H2(f )⊗Df,T ∗
)
and T = (T1, . . . , Tn) is unitarily equivalent to (PHf,T MZ1 |Hf,T , . . . ,PHf,T MZn |Hf,T ). Using
part (i), we deduce that Hf,T =M⊥ and therefore M= Θf,T (H2(f )⊗Df,T ∗). This completes
the proof. 
The commutative case. Assume that f = (f1, . . . , fn) has the model property. According to
Theorem 5.5 and Theorem 5.6, if Jc is the WOT-closed two-sided ideal of the Hardy algebra
H∞(Bf ) generated by the commutators
MZiMZj −MZjMZi , i, j = 1, . . . , n,
then NJc = H2s (f ), the symmetric Hardy space associated with Bf . Moreover, H2s (f ) can be
identified with the Hilbert space H 2(B<f (C)) of holomorphic functions on B
<
f (C), namely, the
reproducing kernel Hilbert space with reproducing kernel Λf : B<f (C)×B<f (C) →C defined by
Λf (μ,λ) := 1
1 −∑ni=1 fi(μ)fi(λ) , λ,μ ∈ B<f (C).
The algebra PH 2s (f )H
∞(Bf )|H2s (f ) coincides with the WOT-closed algebra generated by the
operators Li := PH2s (f )MZi |H2s (f ), i = 1, . . . , n, and can be identified with the algebra of all
multipliers of the Hilbert space H 2(B<f (C)). Under this identification the operators L1, . . . ,Ln
become the multiplication operators Mz1, . . . ,Mzn by the coordinate functions z1, . . . , zn, re-
spectively. Now, let T := (T1, . . . , Tn) ∈ Bf (H) be such that TiTj = TjTi , i, j = 1, . . . , n. Under
the above-mentioned identifications, we define the characteristic function of T to be the multi-
plier Θf,Jc,T : H 2(B<f (C))⊗Df,T ∗ → H 2(B<f (C))⊗Df,T given by the operator-valued analytic
function on B<f (C)
Θf,Jc,T (z) := −f (T )+f,T
(
I −
n∑
i=1
fi(z)fi(T )
∗
)−1[
f1(z)IH, . . . , fn(z)IH
]
f,T ∗
for z = (z1, . . . , zn) ∈ B<f (C). All the results of this section can be written in this commutative
setting.
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In this section, we introduce a curvature invariant on the noncommutative domain Bf (H)
and show that it is a complete numerical invariant for the finite rank submodules of the free
Bf -Hilbert module H2(f ) ⊗K, where K is finite dimensional. We also provide an index type
formula for the curvature in terms of the characteristic function.
Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property and let
(MZ1 , . . . ,MZn) be the universal model associated with the noncommutative domain Bf . Let
T = (T1, . . . , Tn) ∈ Bf (H) be such that
rankf (T ) := rank
(
I −
n∑
i=1
fi(T )fi(T )
∗
)1/2
< ∞.
We define the curvature of T by setting
curvf (T ) := lim
m→∞
trace[K∗f,T (Qm ⊗ IDf,T )Kf,T ]
trace[K∗f,MZ (Qm)Kf,MZ ]
,
where Qm, m = 0,1, . . . , is the orthogonal projection of H2(f ) on the linear span of the formal
power series fα , α ∈ F+n with |α|  m. In what follows, we show that the limit exists and we
provide a formula for the curvature in terms of the characteristic function. We denote by Qm,
m = 0,1, . . . , the orthogonal projection of H2(f ) on the linear span of the formal power series
fα , α ∈ F+n with |α| = m.
Theorem 7.1. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let T = (T1, . . . , Tn) ∈ Bf (H) be such that rankf (T ) < ∞. Then
curvf (T ) = rankf (T )− trace
[
Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T N
]
,
where Θf,T is the characteristic function of T and
N :=
∞∑
k=0
1
nk
Qk ⊗ IDf,T .
Proof. Since
trace
[
K∗f,MZ (Qm)Kf,MZ
]= trace[Qm] = 1 + n+ · · · + nm,
we can use Theorem 6.1 to deduce that
curvf (T ) = lim
m→∞
∑m
k=0 trace[K∗f,T (Qk ⊗ IDf,T )Kf,T ]
1 + n+ · · · + nm
= lim trace[K
∗
f,T (Qm ⊗ IDf,T )Kf,T ]m→∞ nm
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m→∞
trace[(Qm ⊗ IDf,T )Kf,T K∗f,T ](Qm ⊗ IDf,T )
nm
= rankf (T )− lim
m→∞
trace[(Qm ⊗ IDf,T )Θf,T Θ∗f,T (Qm ⊗ IDf,T )]
nm
,
provided the latter limit exists, which we should prove now. Since Θf,T is a multi-analytic oper-
ator with respect to MZ1, . . . ,MZn and
∞∑
k=0
∑
|α|=k
MfαQ0M
∗
fα
= IH2(f ),
we deduce that
(Qm ⊗ IDf,T )Θf,T Θ∗f,T (Qm ⊗ IDf,T )
=
m∑
k=0
∑
|α|=k
(QmMfα ⊗ I )Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T
(
M∗fαQm ⊗ I
)
.
Hence, and taking into account that
∑
|α|mM∗fαQmMfα =
∑m
k=0 nkQm−k , we obtain
trace[(Qm ⊗ IDf,T )Θf,T Θ∗f,T (Qm ⊗ IDf,T )]
nm
= trace[(Θf,T (Q0 ⊗ IDf,T ∗ )Θ
∗
f,T )(
∑
|α|mM∗fαQmMfα ⊗ IDf,T )]
nm
= trace[Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T Nm],
where Nm :=∑mk=0 1nk Qk ⊗ IDf,T . Consequently, we have
0 trace
[
Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T Nm
]

trace[(Qm ⊗ IDf,T )Θf,T Θ∗f,T (Qm ⊗ IDf,T )]
nm
 ‖Θf,T ‖2 dimDf,T = dimDf,T < ∞.
Since {Nm} is an increasing sequence of positive operators convergent to N , we deduce that
trace
[
Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T N
]= lim
m→∞ trace
[
Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T Nm
]
.
Combining this result with the relations above, we complete the proof. 
We remark that the proof of Theorem 7.1 is simpler than that of the corresponding result
from [27], in the particular case when f = (Z1, . . . ,Zn).
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erty. If T = (T1, . . . , Tn) ∈ Bf (H) and rankf (T ) < ∞, then
curvf (T ) = lim
m→∞
trace[I −Φm+1f,T (I )]
1 + n+ · · · + nm = curv
(
f (T )
)
,
where the Φf,T (Y ) :=∑ni=1 fi(T )Yfi(T )∗ and curv(f (T )) is the curvature of the row contrac-
tion f (T ).
Proof. Due to the properties of the noncommutative Poisson Kernel Kf,T , we have
K∗f,T
( ∑
|α|=k
MfαM
∗
fα
⊗ I
)
Kf,T =
∑
|α|=k
[
f (T )
]
α
K∗f,T Kf,T
[
f (T )
]∗
α
=
∑
|α|=k
[
f (T )
]
α
[
f (T )
]∗
α
−Φ∞f,T (I ),
where Φ∞f,T (I ) := SOT- limk→∞ Φkf,T (I ). Consequently, we obtain
K∗f,T (Qm ⊗ I )Kf,T = Φmf,T
(
I −
n∑
i=1
fi(T )fi(T )
∗
)
.
Now, using the equalities from the proof of Theorem 7.1, the result follows. 
Theorem 7.3. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1 , . . . ,MZn) be the universal model associated with the noncommutative domain
Bf . If an n-tuple T = (T1, . . . , Tn) ∈ Bf (H) is such that rankf (T ) < ∞, then T is unitarily
equivalent to the n-tuple (MZ1 ⊗ IK, . . . ,MZn ⊗ IK) with dimK < ∞ if and only if T is pure
and
curvf (T ) = rankf (T ).
Proof. Assume that T := (T1, . . . , Tn) ∈ Bf (H) is unitarily equivalent to (MZ1 ⊗ IK, . . . ,
MZn ⊗ IK), where dimK < ∞. Note that due to the fact that f = (f1, . . . , fn) has the model
property, we have
rankf (T ) = rank
(
I −
n∑
i=1
fi(MZ1 ⊗ IK, . . . ,MZn ⊗ IK)fi(MZ1 ⊗ IK, . . . ,MZn ⊗ IK)∗
)1/2
= rank
(
I −
n∑
i=1
(Mfi ⊗ IK)(Mfi ⊗ IK)∗
)
= dimK.
On the other hand, according to the definition of the curvature, we have
curvf (T ) = lim
m→∞
trace[K∗f,MZ⊗IK(Qm ⊗ IK)Kf,MZ⊗IK]
trace[K∗ (Q )K ] = dimK.f,MZ m f,MZ
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Kf,T K
∗
f,T = IH2(f )⊗Df,T −Θf,T Θ∗f,T
where Θf,T is the characteristic function associated with T . Since the noncommutative Poisson
kernel Kf,T is an isometry, Θf,T is an inner multi-analytic operator. On the other hand, Theo-
rem 7.1 implies
curvf (T ) = rankf (H)− trace
[
Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T N
]
,
where N is the number operator. Therefore, trace[Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T N ] = 0. Since
trace is faithful, we obtain Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T Qj = 0 for any j = 0,1, . . . . This im-
plies Θf,T (Q0 ⊗ IDf,T ∗ )Θ∗f,T = 0. Taking into account that Θf,T is an isometry, we infer
that Θf,T (Q0 ⊗ IDf,T ∗ ) = 0. Since Θf,T is multi-analytic with respect to MZ1 , . . .MZn , and
C[Z1, . . . ,Zn] is dense in H2(f ), we deduce Θf,T = 0. Using again the fact that Kf,T K∗f,T +
Θf,T Θ
∗
f,T = IH2(f )⊗Df,T , we deduce that Kf,T :H→H2(f )⊗Df,T is a unitary operator. Ac-
cording to the properties of the Poisson kernel, we have
K∗f,T (MZi ⊗ IDf,T )Kf,T = Ti, i = 1, . . . , n.
This shows that the n-tuple (T1, . . . , Tn) is unitarily equivalent to (MZ1 ⊗ IDf,T ), . . . ,
MZn ⊗ IDf,T ) and dimDf,T < ∞. This completes the proof. 
In what follows we show that the curvature on Bf (H) is a complete numerical invariant for
the finite rank submodules of the Bf -Hilbert module H2(f )⊗K, where K is finite dimensional.
Theorem 7.4. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model prop-
erty and let MZ := (MZ1 , . . . ,MZn) be the universal model associated with the noncommutative
domain Bf . Given M,N ⊆H2(f ) two invariant subspaces under MZ1, . . . ,MZn , the following
statements hold.
(i) If rankf (MZ|M) < ∞, then curvf (MZ|M) = rankf (MZ|M).
(ii) If rankf (MZ|M) < ∞ and rankf (MZ|N ) < ∞, then MZ|M is unitarily equivalent to
MZ|N if and only if
curvf (MZ|M) = curvf (MZ|N ).
Proof. Let g = (g1, . . . , gn) be the inverse of f = (f1, . . . , fn) with respect to the composition
of formal power series. Since f has the model property, we have
fi(MZ1 , . . . ,MZn) = Mfi and gi(Mf1 , . . . ,Mfn) = MZi
for any i = 1, . . . , n. Hence, we deduce that a subspace M is invariant under MZ1 , . . . ,MZn if
and only if it is invariant under Mf1 , . . . ,Mfn . We recall that Mfi = U−1SiU , i = 1, . . . , n, where
U : H2(f ) → F 2(Hn) is the unitary operator defined by U(fα) = eα , α ∈ F+n , and S1, . . . , Sn
are the left creation operators. Now, one can easily see that M is an invariant subspace under
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the fact that UPMU−1 = PUM, we have
rankf (MZ|M) = rank
(
f1(MZ|M), . . . , fn(MZ|M)
)
= rank(U−1S1U |M, . . . ,U−1SnU |M)
= rank(S1|UM, . . . , Sn|UM)
and
curvf (MZ|M) = curv
(
f1(MZ|M), . . . , fn(MZ|M)
)
= curv(U−1S1U |M, . . . ,U−1SnU |M)
= curv(S1|UM, . . . , Sn|UM).
According to Theorem 3.2 from [27], we have
rank(S1|UM, . . . , Sn|UM) = curv(S1|UM, . . . , Sn|UM).
Combining the results above, we deduce item (i). To prove part (ii), note that the direct im-
plication is due to the fact that, for any T = (T1, . . . , Tn) ∈ Bf (H) and T ′ = (T ′1, . . . , T ′n) ∈
Bf (H′), if T is unitarily equivalent to T ′, then curvf (T ) = curvf (T ′). Conversely, assume that
curvf (MZ|M) = curvf (MZ|N ). As shown above, the latter equality is equivalent to
curv(S1|UM, . . . , Sn|UM) = curv(S1|UN , . . . , Sn|UN ).
Applying again Theorem 3.2 from [27], we find a unitary operator W : UM→ UN such that
W(Si |UM) = (Si |UN )W, i = 1, . . . , n.
Consequently, we have(
U−1WU |M
)(
U−1SiU |M
)= (U−1SiU |N )(U−1WU |M), i = 1, . . . , n,
which implies (
U−1WU |M
)
(Mfi |M) = (Mfi |N )
(
U−1WU |M
)
, i = 1, . . . , n.
Using now relation gi(Mf1 , . . . ,Mfn) = MZi , i = 1, . . . , n, we obtain(
U−1WU |M
)
(MZi |M) = (MZi |N )
(
U−1WU |M
)
, i = 1, . . . , n.
Since U−1WU |M :M→N is a unitary operator, we conclude that the n-tuples (MZ1 |M, . . . ,
MZn |M) and (MZ1 |N , . . . ,MZn |N ) are unitarily equivalent. The proof is complete. 
We remark that all the results of this section have commutative versions when T =
(T1, . . . , Tn) ∈ Bf (H), TiTj = TjTi , and the universal model (MZ , . . . ,MZn) is replaced by1
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metric Hardy space associated with the noncommutative domain Bf . In this case, we obtain
analogues of Arveson’s results [4] concerning the curvature for commuting row contractions, for
the set of commuting n-tuples in the domain Bf (H).
8. Commutant lifting and interpolation
In this section, to provide a commutant lifting theorem for the pure n-tuples of operators in
the noncommutative domain Bf (H) and solve the Nevanlinna Pick interpolation problem for the
noncommutative Hardy algebra H∞(Bf ).
First, we present a Sarason [35] type commutant lifting result in our setting.
Theorem 8.1. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let (MZ1, . . . ,MZn) be the universal model associated with Bf . Let Ej ⊂ H2(f ) ⊗ Kj ,
j = 1,2, be a co-invariant subspace under each operator MZi ⊗ IKj , i = 1, . . . , n.
If X : E1 → E2 is a bounded operator such that
X
[
PE1(MZi ⊗ IK1)|E1
]= [PE2(MZi ⊗ IK2)|E2]X, i = 1, . . . , n,
then there exists a bounded operator Y :H2(f )⊗K1 →H2(f )⊗K2 with the property
Y(MZi ⊗ IK1) = (MZi ⊗ IK2)Y, i = 1, . . . , n,
and such that Y ∗E2 ⊆ E1, Y ∗|E2 = X∗, and ‖Y‖ = ‖X‖.
Proof. Setting Ai := PE1(MZi ⊗ IK1)|E1 and Bi := PE2(MZi ⊗ IK2)|E2 , we have XAi =
BiX, i = 1, . . . , n. Since f has the model property and E1 is a co-invariant subspace under
each operator MZi ⊗ IKj , i = 1, . . . , n, we deduce that E1 is a co-invariant subspace under
fi(MZ1, . . . ,MZn)⊗ IK1 = Mfi ⊗ IK1 and
fi(A1, . . . ,An) = PE1
[
fi(MZ1, . . . ,MZn)⊗ IK1
]∣∣E1 = PE1(Mfi ⊗ IK1)|E1 , i = 1, . . . , n.
Similarly, E2 is a co-invariant subspace under fi(MZ1 , . . . ,MZn)⊗ IK2 = Mfi ⊗ IK2 and
fi(B1, . . . ,Bn) = PE2
[
fi(MZ1 , . . . ,MZn)⊗ IK2
]∣∣E2 = PE2(Mfi ⊗ IK2)|E2 , i = 1, . . . , n.
Using the canonical unitary operator U : H2(f ) → F 2(Hn), defined by U(fα) = eα , α ∈ F+n ,
we have Mfi = U∗SiU and the subspace U(E1) is co-invariant under S1 ⊗ IK1, . . . , Sn ⊗ IK1 ,
where S1, . . . , Sn are the left creation operators on F 2(Hn). Similarly, we have that U(E2) is
co-invariant under each operator S1 ⊗ IK2, . . . , Sn ⊗ IK2 . Now, since XAi = BiX, we deduce
that Xfi(A1, . . . ,An) = fi(B1, . . . ,Bn)X, i = 1, . . . , n, which together with the considerations
above imply
X˜
[
PU(E1)(Si ⊗ IK1)|U(E1)
]= [PU(E2)(Si ⊗ IK2)|U(E2)]X˜, i = 1, . . . , n,
where X˜ : U(E1) → U(E2) is defined by X˜ := UXU∗|U(E1). Note that [S1 ⊗ IK1, . . . ,
Sn ⊗ IK ] is an isometric dilation of the row contraction [PU(E )(S1 ⊗ IK )|U(E ), . . . ,1 1 1 1
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we find a bounded operator Y˜ : F 2(Hn)⊗K1 → F 2(Hn)⊗K2 with the properties Y˜ (Si ⊗IK1) =
(Si ⊗IK2)Y˜ for i = 1, . . . , n, Y˜ ∗(U(E2)) ⊂ U(E1), Y˜ ∗|U(E2) = X˜∗, and ‖Y˜‖ = ‖X˜‖. Now, setting
Y := UY˜U∗, we deduce that Y :H2(f )⊗K1 →H2(f )⊗K2 has the property
Y(Mfi ⊗ IK1) = (Mfi ⊗ IK2)Y, i = 1, . . . , n,
and also satisfies the relations Y ∗E2 ⊆ E1, Y ∗|E2 = X∗, and ‖Y‖ = ‖X‖. Once again, tak-
ing into account that f has the model property, we have MZi = gi(Mf1 , . . . ,Mfn) for i =
1, . . . , where g = (g1, . . . , gn) is the inverse of f = (f1, . . . , fn) with respect to composition,
and gi(Mf1 , . . . ,Mfn) is defined using the radial SOT-convergence. Consequently, the above-
mentioned intertwining relation implies
Y(MZi ⊗ IK1) = Y
[
gi(Mf1 , . . . ,Mfn)⊗ IK1
]= [gi(Mf1 , . . . ,Mfn)⊗ IK2]Y = (MZi ⊗ IK2)Y
for i = 1, . . . , n. The proof is complete. 
Recall that, due to Theorem 5.5 and Theorem 5.2, we have H2s (f ) = span{Γλ: λ ∈ B<f (C)} and
M∗ZiΓλ = λiΓλ far all i = 1, . . . , n. This shows that H2s (f ) is a co-invariant subspace under each
operator MZ1, . . . ,MZn . We remark that this observation can be used together with Theorem 8.1
to obtain a commutative version of the latter theorem, when Ej ⊂ H2s (f ) ⊗ Kj , j = 1,2, are
co-invariant subspaces under each operator Li ⊗ IKj , i = 1, . . . , n.
Now we can obtain the following Nevanlinna and Pick [15] interpolation result in our setting.
Theorem 8.2. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property.
If λ1, . . . , λm are m distinct points in B<f (C) and A1, . . . ,Am ∈ B(K), then there exists Φ ∈
H∞(Bf )⊗¯B(K) such that
‖Φ‖ 1 and Φ(λj ) = Aj , j = 1, . . . ,m,
if and only if the operator matrix[
IK −AiA∗j
1 −∑nk=1 fk(λi)fk(λj )
]
m×m
is positive semidefinite.
Proof. Let λj := (λj1, . . . , λjn), j = 1, . . . ,m, be m distinct points in B<f (C). Consider the
formal power series
Γλj :=
(
1 −
n∑
i=1
∣∣fi(λj )∣∣2)1/2 ∑
α∈Fn
[
f (λj )
]
α
fα, j = 1, . . . ,m,
and set Ωλj := (1−
∑n
i=1 |fi(λj ))−1/2Γλj . According to Theorem 5.2, they satisfy the equations
M∗ Γλ = λjiΓλ , i = 1, . . . , n. (8.1)Zi j j
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i = 1, . . . , n. Define the operators Xi ∈ B(M ⊗ K) by setting Xi := PMMZi |M ⊗ IK, i =
1, . . . , n. Since f is one-to-one on B<f (C), we deduce that f (λ1), . . . , f (λm) are distinct points
in Bn. Consequently, the formal power series Γλ1 , . . . ,Γλm are linearly independent and we can
define an operator T ∈ B(M⊗K) by setting
T ∗(Γλj ⊗ h) = Γλj ⊗A∗j h (8.2)
for any h ∈ K and j = 1, . . . , k. A simple calculation using relations (8.1) and (8.2) shows that
TXi = XiT for i = 1, . . . , n. Since M is a co-invariant subspace under each operator MZi , i =
1, . . . , n, we can apply Theorem 8.1 and find a bounded operator Y :H2(f )⊗K→H2(f )⊗K
with the property
Y(MZi ⊗ IK) = (MZi ⊗ IK)Y, i = 1, . . . , n, (8.3)
and such that
Y ∗(M⊗K) ⊂M⊗K, Y ∗∣∣M⊗K= T ∗, (8.4)
and ‖Y‖ = ‖T ‖. Due to relation (8.3) and the fact that Mfi = fi(MZ1, . . . ,MZn), we deduce that
Y(Mfi ⊗ IK) = (Mfi ⊗ IK)Y , i = 1, . . . , n, which implies
(U ⊗ IK)Y
(
U∗ ⊗ IK
)
(Si ⊗ IK) = (Si ⊗ IK)(U ⊗ IK)Y
(
U∗ ⊗ IK
)
, i = 1, . . . , n,
where U : H2(f ) → F 2(Hn) is the canonical unitary operator defined by U(fα) := eα . Using
the characterization of the commutant of {Si ⊗ IK}ni=1 (see [23]), we deduce that (U ⊗ IK)Y ×
(U∗ ⊗ IK) ∈ R∞n ⊗¯B(K) and has a unique Fourier representation
∑
α∈F+n Rα ⊗ C(α), C(α) ∈
B(K), that is,
(U ⊗ IK)Y
(
U∗ ⊗ IK
)= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r |α|Rα ⊗C(α).
Using the flipping unitary operator W : F 2(Hn) → F 2(Hn), defined by W(eα) := eα˜ , where α˜ is
the reverse of α ∈ F+n , we define Φ(MZ) ∈ H∞(Bf ) ⊗¯B(K) by setting
Φ(MZ) :=
(
U∗W ∗U ⊗ IK
)
Y
(
U∗WU ⊗ IK
)
. (8.5)
Note that
Φ(MZ) = SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r |α|
[
f (MZ)
]
α
⊗C(α).
Hence, and using the equations M∗ Γλ = λjiΓλ , i = 1, . . . , n, we deduce thatZi j j
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Φ(MZ)
∗(Ωλ ⊗ h), y ⊗ h′
〉= 〈Ωλ ⊗ h, lim
r→1
∞∑
k=0
∑
|α|=k
r |α|
[
f (MZ)
]
α
y ⊗C(α)h′
〉
= lim
r→1
∞∑
k=0
∑
|α|=k
r |α|
〈
Ωλ ⊗ h,
[
f (MZ)
]
α
y ⊗C(α)h′
〉
= lim
r→1
∞∑
k=0
∑
|α|=k
r |α|
[
f (λ)
]
α〈Ωλ,y〉
〈
h,C(α)h
′〉
= 〈Ωλ,y〉
〈
h, lim
r→1
∞∑
k=0
∑
|α|=k
r |α|
[
f (λ)
]
αC(α)h
′
〉
= 〈Ωλ,y〉
〈
h,Φ(λ)h′
〉= 〈Ωλ ⊗Φ(λ)∗h,y ⊗ h′〉
for any λ ∈ B<f (C), y ∈H2(f ), and h,h′ ∈K. Therefore,
Φ(MZ)
∗(Ωλ ⊗ h) = Ωλ ⊗Φ(λ)∗h. (8.6)
Hence, and using relation (8.5), we can show that
Y ∗(Γλ ⊗ h) = Γλ ⊗Φ(λ)∗h, λ ∈ B<f (C), h,h′ ∈K. (8.7)
Now, we prove that Φ(λj ) = Aj , j = 1, . . . , k, if and only if
PM⊗KY |M⊗K = T .
Indeed, due to relation (8.7), we have
〈
Y ∗(Γλj ⊗ x),Γλj ⊗ y
〉= 〈Φ(MZ)∗(Γλj ⊗ x),Γλj ⊗ y〉
= 〈Γλj ⊗Φ(λj )∗x,Γλj ⊗ y〉
= 〈Γλj ,Γλj 〉
〈
Φ(λj )
∗x, y
〉
.
On the other hand, relation (8.2) implies〈
T ∗(Γλj ⊗ x),Γλj ⊗ y
〉= 〈Γλj ,Γλj 〉〈A∗j x, y〉.
Due to Theorem 5.2, we have
〈Ωλj ,Ωλj 〉 = Λf (λj , λi) =
1
1 −∑nk=1 fk(λi)fk(λj ) = 0
for any j = 1, . . . , k. Consequently, the above relations imply our assertion.
Now, since ‖Y‖ = ‖T ‖, it is clear that ‖Y‖ 1 if and only if T T ∗  IM. Note that, for any
h1, . . . , hk ∈K, we have
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k∑
j=1
Ωλj ⊗ hj ,
k∑
j=1
Ωλj ⊗ hj
〉
−
〈
T ∗
(
k∑
j=1
Ωλj ⊗ hj
)
, T ∗
(
k∑
j=1
Ωλj ⊗ hj
)〉
=
k∑
i,j=1
〈Ωλi ,Ωλj 〉
〈(
IK −AjA∗i
)
hi, hj
〉
=
k∑
i,j=1
Λf (λj , λi)
〈(
IK −AjA∗i
)
hi, hj
〉
.
Consequently, we have ‖Y‖  1 if and only if the matrix [ IK−AiA
∗
j
1−∑nk=1 fk(λi )fk(λj ) ]m×m is positive
semidefinite. This completes the proof. 
Corollary 8.3. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let λ1, . . . , λm be m distinct points in B<f (C). Given A1, . . . ,Am ∈ B(K), the following
statements are equivalent:
(i) there exists Ψ ∈ H∞(Bf )⊗¯B(K) such that
‖Ψ ‖ 1 and Ψ (λj ) = Aj , j = 1, . . . ,m;
(ii) there exists Φ ∈ H∞(B<f (C))⊗¯B(K) such that
‖Φ‖ 1 and Φ(λj ) = Aj , j = 1, . . . ,m,
where H∞(B<f (C)) is the algebra of multipliers of H 2(B<f (C));
(iii) the operator matrix [
IK −AiA∗j
1 −∑nk=1 fk(λi)fk(λj )
]
m×m
is positive semidefinite.
Using this corollary, we can obtain the following result.
Corollary 8.4. Let f = (f1, . . . , fn) be an n-tuple of formal power series with the model property
and let ϕ be a complex-valued function defined on B<f (C) ⊂Cn. Then there exists F ∈ H∞(Bf )
with ‖F‖ 1 such that
ϕ(z1, . . . , zn) = F(z1, . . . , zn) for all (z1, . . . , zn) ∈ B<f (C),
if and only if for each m-tuple of distinct points λ1, . . . , λm ∈ B<f (C), the matrix[
1 − ϕ(λi)ϕ(λj )
1 −∑nk=1 fk(λi)fk(λj )
]
m×m
is positive semidefinite. In this case, ϕ is a bounded analytic function on B<(C).f
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such that the matrix above is positive semidefinite for any m-tuple of distinct points λ1, . . . , λm ∈
B<f (C). Let {λj }∞j=1 be a countable dense set in B<f (C). Applying Theorem 8.2, for each m ∈N,
we find Fm ∈ H∞(Bf ) such that ‖Fm‖ 1 and
Fm(λj ) = ϕ(λj ) for j = 1, . . . ,m. (8.8)
Since the Hardy algebra H∞(Bf ) is w∗-closed subalgebra in B(H2(f )) and ‖Fk‖  1 for any
m ∈ N, we can use Alaoglu’s theorem to find a subsequence {Fkm}∞m=1 and F ∈ H∞(Bf ) such
that Fkm → F , as m → ∞, in the w∗-topology. Since λj := (λj1, . . . , λjn) ∈ B<f (C), the n-tuple
is also of class C·0. Due to Theorem 3.1 and Theorem 4.5, the H∞(Bf )-functional calculus for
pure n-tuples of operators in Bf (H) is WOT -continuous on bounded sets. Consequently, we
deduce that Fkm(λj ) → F(λj ), as m → ∞, for any j ∈ N. Hence, and using relation (8.8), we
obtain ϕ(λj ) = F(λj ) for j ∈N. Given an arbitrary element z ∈ B<f (C), we can apply again the
above argument to find G ∈ H∞(Bf ), ‖G‖ 1 such that
G(z) = ϕ(z) and G(λj ) = ϕ(λj ), j ∈N.
Due to Theorem 5.2, the maps λ → G(λ) and λ → F(λ) are analytic on B<f (C). Since they
coincide on the set {λj }∞j=1, which is dense in B<f (C)), we deduce that G(λ) = F(λ) for any
λ ∈ B<f (C). In particular, we have F(z) = ϕ(z). Since z is an arbitrary element in B<f (C), the
proof is complete. 
We remark that, in the particular case when f = (Z1, . . . ,Zn), we recover some of the results
obtained by Arias and the author and Davidson and Pitts (see [25,2,7]).
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