A shallow model commonly appears in machine learning and signal processing. Whether it is parametric or non-parametric, a shallow model is formulated as the integration of feature maps against an unknown parameter distribution, or a complex-valued measure. As is often the case with neural networks, if a model is parameterized in vectors, the parameter dimension needs to be manually determined by model selection; and the gradient descent training often results in a non-convex optimization problem, even when the loss function is convex. On the other hand, if the model is re-parameterized in measures, the parameter dimension can be automatically determined; and the training is convex when the loss function is convex. Therefore, it is natural to consider training the parameter distribution. However, handling a measure is difficult in practice because (1) we need a finite sum of point masses, and (2) the parameterization is not always unique. In other words, two different parameter distributions may indicate the same function. For example, kernels on the input space, priors on the parameter space, and random feature methods are too weak to handle point masses, because they turn point masses into smooth functions. On the other hand, versatile topologies for measures such as the total variation and the Wasserstein distance are too strong when the parameterization is not unique. Namely, these topologies unnecessarily distinguish two measures that indicate the same function, which causes another non-convexity. To address these difficulties, we investigate the generalized kernel quadrature for handling complex-valued point masses; and propose to employ unitary kernel embedding for killing non-uniqueness. The proposed method converges in L 2 -norm at Barron's theoretical fast ratio.
Introduction
A linear combination of feature maps commonly appears in machine learning and signal processing. One of the most general form is the integration S[µ](x) = A ϕ(x; a)dµ(a) of feature maps ϕ against the parameter distribution µ. This form covers not only an integration but also a finite sum of features because a measure admits a sum of point masses. Therefore, not only an integral transform such as the Fourier transform but also a wide range of shallow models such as affine maps, k-nearest neighbors, support vector machines and shallow neural networks are covered. The ultimate goal of supervised learning is, given a finite examples, to search for a measure µ that minimizes the generalization error.
One advantage of lifting the parameter vector v p = {(w j , a j )} p j=1 to a measure µ p = p j=1 w j δ aj is that the training in the measure parameterization can automatically determine the model complexity, or the parameter dimension p. As is often the case with non-parameteric models such as the neural network, to determine the model complexity is not easy. This model selection problem is excluded from the regular training process in the ordinary parameterization because two vectors v p and v q with different complexities p and q lay in the different spaces, while it can be included in the training in the measure parameterization because two measures µ p and µ q lay in the same space. Another advantage is that the measure parameterization often convexify the training problem. When the parameterization of a model is so complex that the training problem becomes highly non-convex, which is again often the case with neural networks, a measure is an effective way to convexify the training problem (Bengio et al., 2006; Le Roux and Bengio, 2007; Bach, 2017b) . expectation A ϕ(x; a)ϕ(y; a)dµ 0 (a) defines a kernel k(x, y), and the random features {ϕ( · ; a j )} p j=1 generated from a prior µ 0 asymptotically spans the same Hilbert space with k. Unfortunately, they are too weak to handle point masses because they are smoothing methods. In other words, they can control only an infinite sum k(·, x) of masses. As Bach (2017b) investigated in detail, sums of point masses p j=1 w j ϕ(·; a j ) and kernels p j=1 w j k(·, x j ) differ in their generalization properties because the sum of kernels cannot express any single feature map ϕ(·; a). Therefore, we need to exactly handle point masses. To address this difficulty, we explore the kernel mean embedding of parameter distributions, which corresponds to introduce kernels, say K(a, b), on the parameter space A.
Another difficulty is the the correspondence between a parameter distribution µ and the function f = S[µ] is not always 1-to-1. In other words, the map S : µ → f is not always injective. In particular, it is usually true for neural networks. (See § 2.2 for more detail.) Bach (2017b) and Chizat and Bach (2018) employed the total variation norm and Wasserstein distance of the parameter distributions. Now, they are too strong to handle parameter distributions for neural networks. Namely, if two different distributions µ and ν indicates the same function: S[µ] = S[ν], then both distances unnecessarily distinguish distributions: d(µ, ν) > 0, which further results in another non-convexity of the training. (Here, we note that they introduced sparse regularizations to convexify the training problem.) Obviously, it is preferable to identify µ and ν if S[µ] = S [ν] . In other words, rather than the raw space M of measures, we should work on the quotient space M/ ker S. To address this issue, we come to an idea of the unitary kernel that can vanish the null space of S and induce a natural geometry to the parameter space.
In view of inverse problems, there are two major strategies for estimating a distribution µ: inverting the equation S[µ] = f , or minimizing the cost such as an expected risk
with a certain loss function . We should emphasize that they are complementary: The inversion is limited but more interpretable, while the minimization is versatile but less interpretable. The inversion is limited because it is possible only when an inversion formula, say µ = R[f ] with a certain right inverse operator R, is known, but we can interpret the solution in reference to the inversion formula. On the other hand, the minimization is versatile because it is possible even when an inversion formula is not known, but we cannot interpret the solution in reference to an inversion formula. In this study, we investigate the kernel quadrature for integral operators, which corresponds to the inversion strategy. We remark that the proposed method is also versatile because (1) today a wide range of inversion formulas are covered by Calderon's reproducing formula (Rubin, 1998) and the reproducing property of positive definite kernels; and (2) the inversion formula is not required to be in a closed-form. According to generalization error analysis, the algorithm is guaranteed to converge in L 2 -norm at least O(1/ √ p) with model complexity p, which is a dimension-free fast ratio known as Barron's bound (Barron, 1993; Kůrková, 2012) for general shallow models, with sample complexity O(1/ √ n).
Related Work on Shallow Models as Integration
The concept of approximating functions by integral transforms is not new in approximation theory. In fact, we can find a lot of examples in (DeVore and Lorentz, 1993) . In the context of neural networks, it is recognized as infinitely wide network. The integral representation theory (Barron, 1993; Murata, 1996; Kůrková, 2012; Suzuki, 2018) conducts conditional gradient (a.k.a. Frank-Wolfe) algorithm in theory, and succeeded to estimate Barron's bound ε = O(1/ √ p) with parameter dimension p, or a dimension-free approximation error.
It was first shown in the seminal paper by Barron (1993) for neural networks, and extended for general shallow models by Kůrková (2012) . On the other hand, the convex neural network (Bengio et al., 2006; Le Roux and Bengio, 2007; Bach, 2017a) aimed to conduct conditional gradient in practice, and Bach (2017b) pointed out that it is revealed to be "intractable in practice". The intractability stems from a non-convex subproblem in the optimization algorithm. In this paper, we tackle this problem from the numerical integration viewpoint, and achieve the convergence at Barron's ratio.
The Over-parameterized models are recent trends in the neural network study. When the parameter number p is sufficiently larger than the data size n, the SGD training successfully converges to the global minima (Choromanska et al., 2015; Kawaguchi, 2016; Nguyen and Hein, 2017; Zou et al., 2018; Du et al., 2019) . Furthermore, despite the over-parameterization, they are reported (and partially proved) to generalize well (Zhang et al., 2017; Neyshabur et al., 2017) . These phenomena are intriguing, but we do not go this direction.
The idea of directly conducting numerical integration for parameter distributions appears in (Sonoda and Murata, 2014) . They proposed a simple Monte-Carlo method for shallow neural networks without any convergence guarantee. In this study, we develop a novel numerical integration method for general shallow models with norm convergence guarantee, associated with a generalization error bound. The particle gradient descent (Nitanda and Suzuki, 2017; Chizat and Bach, 2018 ) also directly estimates parameter distributions by introducing the Wasserstein metric on the space of parameter distributions. The ideas are natural, but the convergence tends to be weak. In addition, parameter numbers should be fixed beforehand. The interacting particle systems (Mei et al., 2018; Rotskoff and Vanden-Eijnden, 2018; Sirignano and Spiliopoulos, 2018 ) also went to the same direction to show the global convergence of SGD. However, the arguments are only asymptotic, which is weaker than finite over-parameterized arguments.
The random weights assumptions (Saxe et al., 2011; Giryes et al., 2015) , the Gaussian process/meanfield reformulations (Radford M. Neal, 1996; Poole et al., 2016; Schoenholz et al., 2017; Dunlop et al., 2018; Damianou and Lawrence, 2013) , and some kernel methods Cho and Saul (2009) including random feature expansion Rahimi and Recht (2008) ; Bach (2017a); Carratino et al. (2018) often meet infinitely wide networks. These directions exert a strong presence in analyzing the initialized state of networks (Xiao et al., 2018) . However, they often lack measures to training networks because weights are supposed to be random. The neural tangent kernel (Jacot et al., 2018) analyzed the convergence of training under the assumption that the weights are still random during training. However, this assumption may be less plausible because the parameter distributions after training are reported to converge to the ridgelet spectrum (Sonoda et al., 2018) , which seems to be not random. While these approaches correspond to prior sampling of parameters, our approach with kernel quadrature corresponds to a version of posterior sampling because the parameter distribution, which is C-valued though, contains information of the dataset, and the original kernel quadrature for probability distribution has the posterior sampling aspect.
Finally, we remark that our goal is different from that of the sampling theorems (Tanaka et al., 2010; Saitoh and Sawano, 2016) and frames (Donoho, 2001; Candès and Donoho, 1999) because these frameworks aim to the perfect reconstruction of all the functions with a fixed frame, while we aim to the approximation and estimation of an individual function with flexible basis functions.
Kernel Quadrature
The kernel quadrature (KQ) is a recently developed kernel method for numerical integration. It aims to approximate an expectation X f (x)dµ(x) by a finite sum p j=1 w j f (x j )(w j ∈ R, x j ∈ X ). The basic strategy of KQ is (1) to embed the target measure µ into a Hilbert space (kernel mean embedding; KME) (Muandet et al., 2017) , and (2) to conduct conditional gradient to obtain an approximator µ p = p j=1 w j δ xj . By virtue of the conditional gradient, the KQ converges faster than the ordinary Monte Carlo (MC) integration: The KQ converges at O(1/p) and O(e −p ) (Bach et al., 2012; Briol et al., 2015) , while the MC does at O(1/ √ p).
Intuitively speaking, the KQ converges faster because it selects sigma points dependently on the past selections, while the MC selects them independently of the past. As the fast rate suggests, KQ is related to quasi Monte Calro methods (Rubinstein and Kroese, 2016) . Furthermore, Huszár and Duvenaud (2012) pointed out the equivalence between the Bayesian quadrature (BQ) (O'Hagan, 1991; Rasmussen and Ghahramani, 2003) and the kernel herding (KH) (Welling, 2009; Chen et al., 2010); and Bach et al. (2012) pointed the equivalence between the BQ and the KQ. Namely, KQ is a probabilistic method (BQ), and a fast sampling method (KH).
In this study, we present the KQ for integral transforms. Between integral transforms and expectations, there are at least two gaps: (a) µ is no more a probability measure but a complex-valued measure, and (b) the approximant is no more a constant but a function. To address these gaps, we develop the KME for vector-valued measures, and establish the KQ with a function norm.
Notation z denotes the complex conjugate of a complex number z. |µ| denotes the total variation measure of a real/complex/vector measure µ. µ[f ] denotes the integration f dµ of a function f by a measure µ. P[f ] denotes the expectation E X∼P [f (X)] of a function f by a probability distribution P. Uni(s, t) denotes the uniform distribution on the interval [s, t] . N(µ, σ 2 ) denotes the normal distribution with mean µ and variance σ 2 .
Theory 2.1 Main Problem and Assumptions
Let X ⊂ R m be the input data space, and A ⊂ R d the parameter space. We fix a data distribution P on X , and we assume it has the full support over X . By L 2 (P) we denote the Hilbert space of complex-valued L 2 -functions with measure dP on X . By M we denote the space of all complex Radon measures µ on A with finite total variation, i.e. |µ|(A) < ∞. Here, the complex assumption is natural because µ ∈ M will be identified as, for example, a Fourier spectrum. A feature map ϕ : A → L 2 (P) parametrizes the function space. Here, we implicitly assumed that ϕ is (measurable and) bounded: sup a∈A ϕ(a) L 2 (P) < ∞. We regard a shallow model
(1)
) of S, and we equip F with the A-variation norm (Kůrková, 2012; Bach, 2017b) 
, which will show up in the generalization error bound. We remark that A-variation norm is stronger than L 2 -norm. We call F the hypothesis class of S because the complexity of F controls the expressive power of model S.
We denote by R :
Given a set of finite examples
⊂ X × C, the ultimate goal of supervised learning is to find a parameter distribution µ ∈ M that minimizes the generalization error
where : C × C → [0, ∞) is a certain loss function.
In this study, we investigate a kernel quadrature approach to estimate µ. Namely, we embed the parmeter distributions into a reproducing kernel Hilbert space (RKHS) H, and perform conditional gradient with squared loss function.
Examples of Injective and Non-injective Parameters
In general, the operator S is not always injective. In other words, the parameter distribution is not always unique.
When S is the Fourier transform S[µ](x) = R e −iξx dµ(ξ), and µ admits an L 2 -density function, then it is injective because the Fourier transform is a bijection
with activation function σ : R → C, then it is not injective. To our surprise, a right inverse R is explicitly given by the ridgelet transform (Murata, 1996; Candès, 1998; Sonoda and Murata, 2017) 
dadb with a Schwartz function ρ : R → C. When ρ satisfies the admissibility condition (Sonoda and Murata, 2017, Theorem 5.6 ). It is not difficult to find two different ρ 1 and ρ 2 that satisfy the admissibility condition, which clearly suggests the non-injectivity because
Kernel Mean Embedding and Maximum Mean Discrepancy for General Measures
We define the kernel mean embedding (KME) and maximum mean discrepancy (MMD) for complex measures µ ∈ M. We refer to Muandet et al. (2017) for original definitions of the KME and MMD for probability measures. See Appendix A for more details on the fundamental properties.
We fix a measurable positive definite kernel K : A×A → C, and let H denotes the corresponding reproducing kernel Hilbert space (RKHS) equipped with inner product · , · K . We write K a := K( · , a) with a ∈ A for short, which satisfies the reproducing property h, K a K = h(a) for every a ∈ A and h ∈ H. We often use the corollary: K a K = K(a, a) for every a ∈ A.
Let M K be the subspace of M that satisfies the kernel moment condition:
We define the kernel mean embedding (KME) of µ ∈ M K by K, with a slight abuse of notation, as
Here, K[µ] is understood as a Bochner integral. By the moment condition, K[µ] always belongs to H. In other words, a KME is an embedding K : M K → H. We say K is characteristic when the KME is injective. A KME K[µ] satisies the reproducing property of the 'expectation'
See Appendix A for the proof.
We define the maximum mean discrepancy (MMD) of (µ,
By using the reproducing property and the Cauchy-Schwarz inequality, the MMD is shown to be equal to the distance between mean elements:
Therefore, if K is characteristic, the corresponding MMD becomes a distance on M K .
Kernel Quadrature for General Measures
In order the kernel quadrature to converge, we additionally assume that K is bounded :
and the parameter distributions are also restricted to M K (r) := {µ ∈ M K | |µ|(A) ≤ r}. We define the generalized marginal polytope K(r) as the closure of the convex hull of {zK a | |z| ≤ r, z ∈ C, a ∈ A}. By definition, K(r) is a bounded convex subset in H, and it contains all K[µ] for µ ∈ M K (r).
For a fixed µ ∈ M K (r), the generalized kernel quadrature is an algorithm to solve the following:
Since J is strongly convex, it is iteratively minimized by conditional gradient:
Here ρ p is either 1/(1 + p) (without line search) or (Barron, 1993; Kůrková, 2012) .
In practice, the strict implementation of conditional gradient is difficult because the first step is not always tractable. Therefore, we employ the greedy minimization for a practical implementation following Chen et al. (2010) . We simply start from an arbitrary a 1 ∈ A, and let w j = 1/p at the p-th iteration. In the p-th iteration, we select a that minimizes MMD(µ, µ p ) 2 − MMD(µ, µ p−1 ) 2 . In other words, we select
This is also proved to converge at O(1/p) (Chen et al., 2010) .
Unitary Kernel Embedding of Parameter Distributions
As a natural choice of the kernel for GKQ, we propose the unitary kernel.
We say a kernel U is unitary when it satisfies
The term 'unitary' comes from the following property:
Namely, if U is unitary, then U R : S(M U ) → H becomes a unitary isomorphism. The KME by a unitary kernel induces the geometry of L 2 (P) with parameter space M U :
This isometry plays a key role because if a sequence µ p of GKQ converges to µ = R[f ] in U -MMD, then the corresponding function f p = S[µ p ] converges to f in L 2 (P). The isometry also implies the converse: If a sequence µ p is obtained as an ordinary gradient descent training of
In addition, the (squared) MMD is easily computed by the empirical approximation:
In general, If U is unitary and S is not injective, then U cannot be characteristic because µ and ν = µ+ker S
. Nevertheless, the unitary kernel is a natural choice for the KME of parameter distributions because (1) the KME induces the geometry of L 2 (P) with M U up to the inner product, and (2) it kills the difference between µ and µ + ker S. In other words, even though the determination of ker S and R is usually impossible, we can handle the quotient space M U / ker S as a Hilbert space with inner product
The following kernel is a concrete example of the unitary kernel.
Then, U is unitary.
See Appendix B.2 for the proof. The meaning of U (a, a ) is clear: It assigns (a, a ) with the similarity between ϕ a and ϕ a . By the construction, U is a positive definite kernel; and the norm is bounded as U a
, which always exists by the definition of ϕ.
Proposition 2.2 (KME of the right inverse element). For any µ ∈ M, the KME is given by
In particular, the embedding is bounded. Namely, for any h ∈ H U ,
See Appendix B.1 for the proof. As a consequence, however difficult to find a right inverse operator R[f ] for S, its KME U [R [f ] ] is easily computed by an empirical approximation
To sum up, (1) both KME and MMD are tractable; (2) the KME of R[f ] is bounded, which implies the kernel quadrature works for µ = R[f ]; (3) the norm U a U is uniformly bounded, which implies the kernel quadrature converges; and (4) the MMD is isometric to L 2 (P), which implies if
Error Analysis
We fix a data generating function f * ∈ F. Let µ ∈ M U be an output of the unitary kernel quadrature given a dataset D n . Namely, f := S[ µ] is the final estimator of f * . We have the following generalization error bound:
Proposition 3.1. With probability at least 1 − δ,
Here,
See Appendix B.3 for the proof.
Simulation Results

Setup
Model. We employed the shallow neural network, and the activation function σ was the first derivative of Gaussian kernel.
Methods. We compared two methods: (SIR) importance sampling of parameters a j from the probability distribution that is proportional to |R[f ](a)|, which corresponds to the existing methods (Sonoda and Murata, 2014) ; and (UKQ) unitary kernel quadrature, or greedy minimization of the MMD with the unitary kernel, which is the proposed method. In both methods, we determined weights w j by using linear regression. See § 4.3 for more details on SIR.
Datasets. We present the results with sinusoidal curve with Gaussian noise: y i = sin 2πx i + ε i with x i ∼ Uni[−1, 1], ε i ∼ N(0, 0.1 2 ) and n = 100. We used another n = 100 sample for evaluation.
Evaluation. We employed the empirical maximum error (ME) max i |y i −S[µ p ](x i )|, and the root mean squared
Results
Figure 1 compares the error decay of SIR and UKQ (proposed). In the comparison of RMSE, both SIR and UKQ reached the gray line, which is the standard deviation of the noise in the dataset. This indicates that the numerical integration was conducted correctly in both cases. SIR decayed along the red line, which corresponds to the slower rate O(1/ √ p). On the other hand, UKQ decayed along the blue line, which corresponds to the faster rate O(1/p).
Details on Sampling Importane Resampling (SIR)
We assume that we are given the density of parameter distribution µ, and we can compute the spectrum (a)(∈ C) at every a ∈ A. We explain the sampling importance resampling (SIR) for approximating
In the first step, we draw i.i.d. samples
⊂ A from the probability distribution R(a) := | |(a)/Z. Here, Z := A | |(a)da = |µ|(A) is the normalization constant, which we do not need to compute. First, we draw p ( p) samples {a j } p j=1 from a proposal probability density Q on A. Second, we compute the importance weights w j := (a j )/Q(a j ). Then, we resample p elements A p := {a j } p j=1 from {a j } p j=1 with occurence probability P (a j ) := w j / p j=1 w j . Here, the resampling is conducted without replacement to avoid multiple a j 's to indicate the same feature. The resampled set A p asymptotically distributed according to R.
In the second step, we determine the weight w j for every a j ∈ A p by either (1) letting
Conclusion
We proposed the unitary kernel quadrature for training general shallow models S[µ] with an arbitrary parameter dimension p. Since the error bound J[µ p ] decreases monotonically as p increased, we can automatically determine the model complexity p by choosing max{p ∈ N : J[µ p ] ≤ ε} for a given ε > 0. We developed the general kernel quadrature for C-valued measures, and proposed the unitary kernel that can induce the geometry of function space L 2 (P) with the space of parameter distributions M K / ker S. The topology is weaker than A-variation norm and Wasserstein norm, but appropriate to kill non-uniqueness of the parameter distribution. By virtue of conditional gradient, the proposed method is shown to converge faster than Monte-Carlo integration, with a norm convergence guarantee and a generalization error bound. By the unitarity of KME, extending our results to a regularized risk is not difficult. An application to convergence analysis of SGD, and extension to deep mdoels are our important future work.
A Fundamental Properties of KME for Vector Valued Measures
We investigate the fundamental properties of the KME for vector-valued measures, which includes R-and C-valued measures.
A.1 Well-Definedness
Let (V, | · |) be a Banach space, and let µ be a V -valued vector measure on a measurable space (Ω, B). |µ| denote the total variation of µ. µ[f (X)] denotes the integral Ω f (x)dµ(x) of a measurable function f on Ω. We have the following inequality.
We fix a measurable positive definite kernel k : Ω × Ω → C on Ω. Let M k (Ω; V ) be the collection of finite V -valued vector measures on Ω that satisfies
We define the KME for a vector measure µ ∈ M k (Ω; V ) as
For an arbitrary µ ∈ M k (Ω; V ), we define a linear functional
In particular, the reproducing property of the 'expectation' holds:
A.2 Characteristics
A bounded measurable positive definite kernel k on Ω is said to be characteristic when the KME operator
In other words, k is characteristic if and only if
We claim that if the KME operator with respect to k is injective on the collection P(Ω) of probability measures on Ω, then it is also injective on M TV (Ω; R d ).
Proof. We prove the claim first for M TV (Ω; R), then for M TV (Ω; R d ).
First, we consider the KME for signed measures. Recall that L : M TV (Ω; R) → H; µ → µ[k X ] is a bounded linear operator. Since Span R P(Ω) ⊂ M TV (Ω; R), the restriction L| P(Ω) is injective. We show the converse: If
Since Span R P(Ω) = M TV (Ω; R) (because Span R P(Ω) ⊂ M TV (Ω; R) is obvious and the converse follows from Hahn's decomposition theorem), we can take a basis {p i } d i=1 of M TV (Ω; R) that is composed of the elements of P(Ω). Thus, by rewriting µ
By the assumption that L| P(Ω) is injective, the image set {L[p i ]} is linearly independent, which concludes µ i = ν i for every components. Namely, µ = ν.
Then, we consider the KME for vector measures. Assume that µ, ν ∈ M TV (Ω;
for every component µ i and ν i (i = 1 . . . , d). In each component, we can reuse the result for the KME for signed measures, and obtain µ i = ν i , (i = 1, . . . , d) , which concludes µ = ν. 
Next, we show the boundedness. We write f := S[µ] for short. Take an arbitrary h ∈ H. We can write h = p j=1 w j U aj with some w j ∈ C and a j ∈ A. Here, U a denotes U ( · , a) . Then,
Therefore,
Here the second equation follows as below: 
B.2 Proposition 2.1
Proof. It is sufficient to show the isometry: U [µ] U = S[µ] L 2 (P) for any µ ∈ M U . By using the reproducing property of expectation, and the KME by U , we have 
We remark that the optimization error can decay faster, if the kernel quadrature converge faster. Since h ∈ K(r)}, and M := sup g∈G g ∞ . Following the standard argument of the Rademacher complexity and McDiarmid inequality, we have the following: Let δ ∈ (0, 1). With a probability at least 1 − δ,
Here R n (G) is the Rademacher complexity of G. See Mohri et al. (2018) for more details. To sum up the results, we conclude the claim.
