Technique for order preference by similarity (TOPSIS) solves multi-criteria decision making (MCDM) by ranking the alternatives. When the attributes are not deterministic, a Fuzzy TOPSIS method is applied. The traditional fuzzy TOPSIS depends on decision makers to determine alternative's value which considered subjective. A new method named data-based fuzzy TOPSIS proposed to diminish the dependency to decision maker. The proposed algorithm use data to determine alternative's values objectively. Subtractive Clustering (SC) and Fuzzy C-Mean (FCM) selected to transform crisp value data to fuzzy value data. Some modification applied to SC and FCM to obtain fuzzy triangular value needed by fuzzy TOPSIS.
Introduction
Certain roblems are considered multi-criteria decision making (MCDM) when decision not determined from single point of view. Technique for Order Preference by Similarity (TOPSIS) solves MCDM the problem by ranking the alternatives. As the alternative getting closer to the positive ideal solution (PIS) and further from the negative ideal solution (NIS), the alternative's rank gets higher. In problems when the attributes are not deterministic, the fuzzy logic is usually adopted. Both circumstances create fuzzy TOPSIS (Madi et al., 2011) While fuzzy TOPSIS is proven to solve problems in MCDM area (Madi et al., 2011) , (Alborxi, 2008) there is dependency to decision makers. Decision maker subjectively determine the value of decision matrix which affects the result. To improve objectivity, the value of decision matrix is usually determined by more than one decision makers. The traditional algorithm also need decision maker to determine the value of decision matrix when new alternative added to the problem.
Overcoming the dependency to decision maker, the research proposed a new algorithm. Instead from decision maker, the proposed algorithm obtains input from data. While fuzzy part of the traditional algorithm is kept since considered appropriate to the nature of non deterministic problem, transformation from crisp value to fuzzy value is needed. Combination of subtractive clustering and fuzzy Cmean is proposed for the transformation.
The rest of the paper structured as follows, section 2 describes the methodologies used in the research and section 3 explains the proposed method. An example is taken and the result discussed in section 4. In section 5 the research is concluded and some suggestions are given.
Research Methodologies

Subtractive Clustering
Subtractive clustering (SC) is a fast, one-pass algorithm for estimating the number and the centers of clusters for a set of data (Hossen, 2011) . *) Penulis korespondensi: victor.utomo@ gmail.com Given a set of data, set the normal value based on and use the following model (Priyono, 2005) .
(
Process the normalized data use the following algorithm
Step 1. Calculate possibilities of each data to become a cluster center use the following formula (2) where , is a positive constant, and is the Euclidean norm. The constant is effectively the radius defining a neighborhood, a data point with many neighboring data points will have a high potential value and therefore is likely to be selected as the cluster center.
Step 2. Let . Find the first cluster center (3) Step 3. Update (4) where , is a positive constant. The constant is effectively the radius defining the neighborhood within which data points will have significant reductions in potential and therefore are unlikely to be selected as the next cluster center.
Step Here specifies a threshold for the potential above which we will definitely accept the data point as a cluster center; specifies a threshold for the potential below which the data point is rejected (Hung, 1999) .
Four parameters, , , and influence the number of clusters and accuracy of clustering.
Usually the values for each parameter are , , and
Fuzzy C-Mean
Fuzzy C-mean (FCM) is an unsupervised classification method, belonging to the partition clustering category. The algorithm based on the minimization of the sum of squared Euclidean distance between data and cluster centers, using the following objective function.
(6) Consider clustering the dataset where n is the number of data points.
is the set of corresponding cluster centers in the dataset , where is the number of clusters.
is a fuzzy partition matrix.
is the membership degree of data to the cluster center . Meanwhile, has to satisfy the following condition (7) (8) denotes the Euclidean distance between and . Fuzziness index used to control the fuzziness of membership of each datum (Yang, 2007) .
The original algorithm leaves some things to consider. There is no rule to determine the number of clusters while it is essential to determine cluster validity. FCM tries to classify the data into the given number of clusters. In the proposed algorithm, the value of is determined by the result of subtractive clustering.
The original algorithm suggests initialization of membership matrix uses a random value while the performance of the FCM clustering is very dependent on the choice of the initial cluster center (Hossen et al., 2011) . To achieve a minimum number of iteration, initialization is made by updating membership matrix with the original algorithm against temporary cluster centers. The temporary cluster centers are the result of subtractive clustering.
The proposed algorithm need fuzzy triangular as explain further in section 3. Since the original algorithm is not explicitly defined the shape, some modifications according to 7-8 and are taken: 1. Set fuzziness index . 2. Set the lowest data to be the left most cluster center and set the highest data to be the right most cluster center. 3. Further process the original algorithm result A create a set of triangular number corresponds to the cluster centers such (9) (13) where and . 5. Repeat step (3) and (4) until one of the termination criteria is satisfied. Termination criteria either that the difference between updated and previous is less than a predefined minimum threshold or the iteration maximum number reached. 6. Process membership matrix using equation (9) and (10) to get the desired result. values, the ranking of alternatives are determined. The nearer the value close to 1 implies alternative approach to positive ideal solution, i.e. the maximum value of, then the optimal alternative can be ranked by decision maker. Finally, the best alternative can be selected (Azadnia et al., 2011) . 
Fuzzy TOPSIS
Proposed Algorithm
Data-based fuzzy TOPSIS for alternatives ranking consist of two sub-systems, converts crisp data to fuzzy form and creates alternative ranking with fuzzy TOPSIS, as shown in fig. 1 . System's input is data in crisp value. The crisp value transform into fuzzy number. Since the proposed algorithm use triangular fuzzy number, the result of fuzzification process must meet the requirement. The fuzzy data processed by fuzzy TOPSIS to obtain ranked alternatives.
Some parameters, i.e. criteria, weight, PIS, NIS and r_a, must be set to use the system. Compare to the original FCM, a new parameter is introduced. Parameter criteria, weight, PIS and NIS need expert to supply the value, while parameter determined in a more technical manner.
The proposed algorithm to build data-based fuzzy TOPSIS is described as follow: 1. Choose a set of criteria, the corresponding weight, positive ideal solution and negative ideal solution to each criterion and . 2. Retrieve data from database. Put the data in the decision matrix in the following manner, data fields and rows correspond respectively to system criteria and alternatives. 3. Repeat the following steps for each criterion a. Get a set of possible cluster center use SC algorithm described in section II.A. b. Use the result of SC algorithm and crisp data as input of FCM algorithm described in section II.B to have the data in the form of fuzzy triangular number. 4. Creates alternatives ranking with fuzzy TOPSIS method use the result from step 3.
Example and Discussion
An experiment in ranking of Sony Mobile Android Phone is taken as an example. Triangular number value for each weight is defined in table 1.
In the experiment, set parameter while criteria parameters are described in table 2.
Two datasets were taken to inspect system behavior to different dataset. The first dataset shown is the first 8 row shown in table III while the second dataset is all the data shown in table 3.
Result set from first dataset and second dataset are shown respectively in table 4 and table 5. Comparison of first and second result set shows that the proposed algorithm change the result under data modification without intervention of decision maker while in the traditional fuzzy TOPSIS decision maker intervention needed to change the result. The fact confirms the ability of the proposed algorithm to behave more objective compared to the traditional fuzzy TOPSIS.
The first and third result sets show the effect of value difference. While the optimal value of is out of research's scope, experiment shows that a lower value of gives a better resolution of closeness coefficient.
Since the proposed algorithm depends on the data, some consideration about data is made. Averaging last couple month data gives different result than averaging last year data. Under the circumstances, a different case may need different query. It means that data query optimization is required. Another consideration is about the data source, preprocessing transactional database may be required to clean the data.
Conclusion
Data-based fuzzy TOPSIS method works in a more objective manner compared to the traditional fuzzy TOPSIS method. Change in data affects the result without decision maker intervention. The proposed algorithm works by combining SC, FCM and fuzzy TOPSIS. SC and FCM used to create a dynamic fuzzification of the data.
The proposed algorithm depends on the parameters, criteria, weight, PIS, NIS and Like the traditional fuzzy TOPSIS, parameters criteria, weight, PIS and NIS are determined subjectively by experts. To achieve a more objective result, another study about the parameters is required. Optimization of parameters and data query also required to achieve a better result.
Experiments show that at certain situation the proposed algorithm fails. Further examination shows that when the data are not well distributed, clustering fails. Work in the area needed to overcome the issue.
