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In the paper we present known and new results concerning stability and the Hopf
bifurcation for the positive steady state describing a chronic disease in Marchuk’s model
of an immune system. We describe conditions guaranteeing local stability or instability
of this state in a general case and for very strong immune system. We compare these
results with the results known in the literature. We show that the positive steady state
can be stable only for very speciﬁc parameter values. Stability analysis is illustrated by
Mikhailov’s hodographs and numerical simulations. Conditions for the Hopf bifurcation
and stability of arising periodic orbit are also studied. These conditions are checked for
arbitrary chosen realistic parameter values. Numerical examples of arising due to the Hopf
bifurcation periodic solutions are presented.
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1. Biological background and motivation
Immune system is very complex and diﬃcult to describe using mathematical formalism. However, mathematical mod-
elling can help in better understanding of processes occurring in immune reactions and may lead to better treatment
protocols. Marchuk’s model of an immune system, see [27], is one of the simplest mathematical models which reﬂects the
main properties of immune reactions: delay of the response with respect to the trigger of reaction, occurrence of an acute
and chronic forms of disease, existence of an immune barrier, etc. The model and its modiﬁcations were studied in many
papers and text-books (see [3–8,27–30] and references therein). In original works of Marchuk and his team the model was
mainly used to describe the dynamics of hepatitis, however it can be also useful in a description of other diseases, e.g.
in [18] it was used in a tumour growth modelling (see also [9,12,13,20,32,34,38] and references therein).
In the case of diseases like hepatitis a chronic form of disease can occur. Therefore, from the medical point of view it can
be of great interest to determine conditions under which this form is possible to observe. It is the main motivation of the
present paper. We focus on the analysis of the positive steady state in Marchuk’s model of an immune reaction. This state
reﬂects a chronic form of disease. We would like to present some new results concerning stability conditions and compare
these results with those presented in [27] (and after [27] in [16]). We also would like to perform the analysis of the Hopf
bifurcation occurring when the stable positive steady state looses stability and in such a way to make some corrections
in the results presented in [17] concerning the Hopf bifurcation conditions. In [17] there is a mistake in the calculation of
the eigenvector for the operator describing the linear part of Marchuk’s model and therefore, all calculations following this
mistake and the ﬁnal results are not correct.
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ferential equations is a main topic of many recent papers (compare e.g. [15,21,33–40]). In biomedical applications periodic
orbits appear in many different contexts and it can be of great importance to examine its stability. Periodic orbits for the
models of tumour–immune system dynamics was recently studied in the papers of Yaﬁa, where the models are based on
the idea of Kuznetsov and Taylor [26]. The author analysed the model without delay in [37] and with delay (following [20])
in [34–36,38]. Another very important model was studied in [33] (see also the previous results in [1]), where the authors
analysed stability and bifurcations for the model of haematopoietic stem cells. Importance of this model is obvious in the
context of leukemia treatment, see [2]. Similar problems appear in epidemic models. Recently, complex non-linear epidemic
models with saturated treatment function (see [40]) and also with pulse vaccination (see [21]) was considered. Epidemic
models can be very useful in analysis another problem which appears in the context of preserving forests complexes in
many countries, that is forest pests dynamics. On the basis of non-linear stage-structure delay epidemic model with pulses
the authors of [39] has studied global attractivity of the susceptible pest-eradication periodic solution. Of course, there can
appear many other problems where periodic solutions are observed and important.
Now, we would like to present the model analysed in this paper. In the simplest form of Marchuk’s model we consider
interactions between an antigen (with the concentration V (t)) and an immune system represented by
• antibodies (F (t)) which neutralise antigen;
• plasma cells (C(t)) which produce antibodies.
The ﬁrst equation describes changes of V (t) and has the same form as the equation for a predator in well-known predator–
prey Lotka–Volterra model (see e.g. [31] and [9]), that is
V˙ (t) = βV (t) − γ V (t)F (t).
Plasma cells produce antibodies with some constant rate . Antibodies are used up in immune reactions and degrade with
the constant rate μ f . Therefore, the change of antibodies’ concentration is governed by the following equation
F˙ (t) = C(t) − ηγ V (t)F (t) − μ f F (t).
In the absence of antigens plasma cells stay in the so-called physiological state (the physiological level of plasma cells
is denoted by C∗). If some antigen appears in the organism, then the process of recognition starts from the binding of
presenting antibodies to antigens and it is a trigger of plasma cell production. However, there is some time delay between
the stimuli and new plasma cells appearance. It lasts approximately 1 day. It is assumed that this delay is constant, for
simplicity. Under the assumptions above the following equation was proposed in [27]
C˙(t) = αV (t − τ )F (t − τ ) − μc
(
C(t) − C∗).
Therefore, we study the following system of DDE⎧⎪⎨
⎪⎩
V˙ = (β − γ F (t))V (t),
C˙ = αV (t − τ )F (t − τ ) − μc
(
C(t) − C∗),
F˙ = C(t) − (ηγ V (t) + μ f )F (t),
(1)
where:
• β is the antigen reproduction rate coeﬃcient;
• γ is the suppression coeﬃcient reﬂecting the probability of antigen-antibody meeting (antigen-antibody encounters)
and their interactions;
• α is the immune reactivity coeﬃcient which mainly reﬂects the strength of immune system;
• τ is the delay of immune reaction which is assumed to be constant, for simplicity;
• μc is the plasma cell coeﬃcient with μ−1c equal to the mean plasma cell lifetime;•  is the antibody production rate per one plasma cell, it is the second coeﬃcient reﬂecting the strength of immune
reaction;
• η is the rate of antibodies necessary to suppress one antigen;
• μ f is the antibody coeﬃcient (mortality rate), with μ−1f equal to the mean antibody lifespan;
all the parameters α, β , γ , η, , μc , μ f are positive and the delay τ is non-negative.
It should be marked that in [27] the inﬂuence of the disease on the organ-target in which antigen is sited (e.g. the
liver in the case of hepatitis) was also considered. Therefore, the fourth variable (m(t)) describing this inﬂuence was also
introduced. This variable was deﬁned as a ratio of healthy part of this organ to the whole organ, that is
m(t) = M0 − M(t) ,
M0
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this organ. Therefore, m(t) ∈ [0,1] and m(t) = 0 corresponds to the healthy organ, while m(t) = 1 reﬂects complete paralysis
of this organ which is considered as a lethal outcome of the disease. This variable is called the damage of the organ-target.
The dynamics of m is governed by the equation
m˙(t) = σ V (t) − μmm(t),
where σ reﬂects the paralysing forces of antigens and μm is the ratio of recovery of the organ-target (with μ−1m equal to the
mean recovery time for the organ-target). The inﬂuence of m(t) on the dynamics of the system is described by the function
ξ(m) which in the general case is continuous decreasing from 1 to 0. However, in [27] it is claimed that there exists some
certain level m∗ of the damage such that for small values of m, that is m < m∗ , immune processes do not depend on the
organ damage rate. On the other hand, for larger values of m, that is m > m∗ , rapid decrease of defence possibilities is
observed. It is reﬂected in the form of the function ξ chosen in [27] in the following way:
ξ(m) =
{1 for m ∈ [0,m∗],
m−1
m∗−1 for m ∈ (m∗,1].
Considering the inﬂuence of the damage on the dynamics of the immune system described by the Marchuk’s model we
introduce this function into the system (1) as a multiplier for the coeﬃcient α, that is in the case m > m∗ the coeﬃcient
αξ(m) is considered instead of α and the second equation of (1) takes the form
C˙ = αξ(m)V (t − τ )F (t − τ ) − μc
(
C(t) − C∗).
In the analysis presented in this paper we assume that m(t) <m∗ for every t > 0 and hence, we study the dynamics of
Eqs. (1). Basic properties of Eqs. (1) were described e.g. in [5]. Solutions to Eqs. (1) for non-negative initial data exist for all
t > 0, are unique and non-negative. Therefore, we can study the asymptotic behaviour of the system.
2. Existence and stability of the chronic steady state
In this section we focus on the existence and stability analysis of the positive steady state which describes a chronic
form of a disease. We state some results for the case without delay as well as for positive delays. The stability analysis is
illustrated by some examples of the Mikhailov hodographs which allows to determine stability or instability of the studied
steady state. Numerical solutions to Eqs. (1) are also included.
2.1. Existence of the chronic steady state
The chronic state X¯ we are interested in is the positive steady state of Eqs. (1). Let X¯ = (V¯ , F¯ , C¯). Then (see [27] or
[5,16])
V¯ = μc(μ f β − γ C
∗)
β(α − ηγμc) , F¯ =
β
γ
, C¯ = αμ f β − ηγ
2μcC∗
γ (α − ηγμc) .
Deﬁning the physiological level of antibodies as to F ∗ = μ f C∗ we can rewrite the V¯ and C¯ coordinates in the following way
V¯ = μcμ f (β − γ F
∗)
β(α − ηγμc) , C¯ =
μ f (αβ − ηγ 2μc F ∗)
(α − ηγμc) .
Therefore, we see that the positive steady state exists under the condition
(C1) β > γ F
∗ and α > ηγμc
or
(C2) β < γ F
∗ and α < ηγμc .
It should be also marked that the additional inequality
V¯ <
μm
σ
m∗ < μm
σ
(2)
must be satisﬁed due to the assumption m <m∗ . This means that the value V¯ cannot be arbitrary large in the case consid-
ered in this paper. In [5] the chronic steady state in the case m >m∗ was also analysed.
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Let us deﬁne the auxiliary parameters:
a = μc + μ f + ηγ V¯ , b = μc(μ f + ηγ V¯ ) − ηβγ V¯ ,
d = ηγμcβ V¯ , g = αV¯ , f = βg. (3)
The characteristic quasi-polynomial for the chronic state (see [5,16,17] or [27]) is equal to
W (λ) = λ3 + aλ2 + bλ − d + ( f − gλ)exp(−λτ). (4)
In [5] it was suggested that to ﬁnd conditions of stability for X¯ one can use the Mikhailov criterion (see [19] and
also [24,25]). On the other hand, in [17] it was shown that stability in the case of positive delay is possible only under
the condition of stability for the case with τ = 0, that is without delay. More precisely, assume that τ is a bifurcation pa-
rameter (as in [17]). The switch of stability (that is the change from stable to unstable steady state or vice versa) is possible
for such critical values τcrit for which there exists a pair of purely imaginary eigenvalues λ = ±iω (see e.g. [10,11,23]). If
the studied solution is stable for τ < τcrit, then destabilisation is observe when
d
dτ λ|λ=±iω > 0, that is the eigenvalues
cross the imaginary axis from the left to the right with increasing τ . If the solution is unstable for τ < τcrit, then it can
stabilise for larger delays under the condition ddτ λ|λ=±iω < 0. In [17] it was shown that for every critical value τcrit there
is ddτ λ|λ=±iω > 0. This means that the solution cannot gain stability with increasing delay in the case of Marchuk’s model.
Therefore, looking for the stability conditions one should start from the remark and proposition below.
Remark 1. The chronic steady state can be stable only under condition (C1), that is when the organism is strong α > ηγμc
and the antigen has suﬃciently large reproduction rate β > γ F ∗ .
Proof. In the case without delay the characteristic quasi-polynomial (4) takes the form: W (λ) = λ3 +aλ2 + (b− g)λ+ f −d.
It is obvious that f − d > 0 is the necessary condition of asymptotic stability of the chronic state and if f − d < 0 then this
state is unstable. The inequality f − d > 0 is equivalent to α − ηγμc > 0 and therefore, the chronic state can be stable
only when condition (C1) is satisﬁed and is unstable under condition (C2).
From [17] we know, that if the chronic steady state is unstable for τ = 0, then it is unstable for positive delay. This
implies the statement of this remark. 
In the following we assume that condition (C1) is satisﬁed.
Proposition 2. In the case without delay, τ = 0,
I. the chronic steady state is locally asymptotically stable under the assumption
0< f − d < a(b − g); (5)
II. if either f − d < 0 or f − d > a(b − g), then the chronic steady state is unstable;
III. if β − γ F ∗ > μc + μ f + ηγ σμm , then the chronic state is unstable;
IV. if the organism is very strong, α → ∞ (that is α is suﬃciently large) and β − γ F ∗ > μc +μ f , then the chronic state is unstable.
Proof. I–II. Inequalities (5) are the simple corollary from the Routh–Hurwitz criterion, which is the necessary and suﬃcient
condition for the real part of characteristic values to be negative (see [17]). This implies the statements I and II.
III. Notice that inequalities (5) are equivalent to
α > ηγμc
and
0< μcμ f (β − γ F ∗) < (μc + μ f + ηγ V¯ )(μcμ f + ηγμc V¯ − αV¯ − ηβγ V¯ ). (6)
From the assumption of III it is obvious that condition (C1) must be satisﬁed. Assume that the chronic state is locally
asymptotically stable. Then the second inequality of (6) implies
β − γ F ∗ < (μc + μ f + ηγ V¯ )
(
γ F ∗
β
− ηβγ V¯
μcμ f
)
and therefore,
β − γ F ∗ < μc + μ f + ηγ V¯ . (7)
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β − γ F ∗ > μc + μ f + ηγ σ
μm
> μc + μ f + ηγ V¯ ,
contrary to inequality (7). Therefore, the chronic state cannot be stable in this case.
IV. For α → ∞ there is V¯ → 0 and therefore, for the stable chronic state one has
β − γ F ∗  (μc + μ f )γ F
∗
β
< μc + μ f ,
contrary to the assumption of this point. Therefore, the chronic state cannot be stable in this case.
This completes the proof. 
Remark 1 and Proposition 2 show that to obtain the stable chronic steady state one needs strong antigens with suﬃ-
ciently high reproduction rate β > γ F ∗ , however this reproduction rate cannot be very large, because if β > γ F ∗ + μc +
μ f + ηγ σμm , then this state is unstable. On the other hand, immune system must also be strong, which is described by
the inequality α > ηγμc . If the immune system is very strong, then Proposition 2 implies that stable chronic state needs
β − γ F ∗ < μc + μ f . From the mathematical point of view we have assumed that α → ∞. From the biological point of
view it means that α is suﬃciently large, such that ηγ V¯ < ε, where ε = β − γ F ∗ − μc − μ f . For such values of α if
β −γ F ∗ > μc +μ f , then β −γ F ∗ > (μc +μ f +ηγ V¯ )( γ F
∗
β
− ηβγ V¯μcμ f ), contrary to inequalities (6). When the immune system
is strong, then values of α are of several orders greater than of other parameters and then the inequality ηγ V¯ < ε is easily
fulﬁlled.
Notice, that we can give slightly weakened conditions of stability or instability in the case α → ∞. Let us recall that
from inequalities (6) for α → ∞ there is
β − γ F ∗  (μc + μ f )γ F
∗
β
.
Hence, if β < γ F
∗
2 +
√
(
γ F ∗
2 )
2 + μc + μ f , then the chronic state is stable for very strong immune system and if β >
γ F ∗
2 +
√
(
γ F ∗
2 )
2 + μc + μ f , then it is unstable.
All these inequalities considered above imply that a chronic disease is possible only under very speciﬁc conditions.
The next step is to give some conditions guaranteeing stability in the case of positive delay. Following [5] we use the
Mikhailov criterion, however we develop slightly more general conditions stated in the theorem below.
Theorem 1. Assume that
a − gτ > f τ
2
2
and
0 <
f − d
a − gτ < b − g − f τ .
Then the chronic state (V¯ , C¯, F¯ ) is locally asymptotically stable.
Sketch of the proof. The proof, similar to the one presented in [5], is based on the Mikhailov criterion (see e.g. [19]).
The Mikhailov hodograph is the curve deﬁned implicitly as W (iω) = 0 for ω ∈ [0,∞) and drown in the complex plane
(W (iω),W (iω)). It can be shown that under the assumptions of this theorem the Mikhailov hodograph starts at the
positive part of the real axis and with increasing omega the real part decreases to −∞, while the imaginary part increases
at the beginning, crosses the imaginary axis at the positive part and then also decreases to −∞. Such a shape is presented
in Fig. 1. This guarantees that the change of argument of the vector W (iω) is equal to 3π2 which implies stability of the
chronic state (V¯ , C¯, F¯ ) according to the Mikhailov criterion. 
Let us consider the ﬁrst inequality assumed in Theorem 1. It is equivalent to f τ 2 + 2gτ − 2a < 0. From this inequality
we obtain the threshold value of delay τcrit1 <
√
(
g
f )
2 + 2 af − gf =
√
( 1
β
)2 + 2 af − 1β . The second inequality assumed in
Theorem 1 is equivalent to g f τ 2 − (g(b − g) + af )τ + a(b − g) − ( f − d) > 0. Inequalities (5) imply that there are two
critical values of delay τ˜crit1 = b−g2 f + a2g −
√
(
b−g
2 f − a2g )2 + f−df g and τ˜crit2 = b−g2 f + a2g +
√
(
b−g
2 f − a2g )2 + f−df g such that this
inequality is satisﬁed for τ ∈ [0, τ˜crit1) ∪ (τ˜crit2,∞).
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We expect that τcrit1 < τ˜crit2. However, this inequality is equivalent to
a2
g2
− 2 af + b
2−g2
f 2
+ 2 f−df g > 0. The minimal value
of the parabola described by the right-hand side is achieved at a = g2f and is equal to b
2−2g2
f 2
+ 2 f−df g . The last inequality
is equivalent to b2 > 2g2 − 2 fg ( f − d). Therefore, it is always satisﬁed for g  3
√
f ( f − d) and if g < 3√ f ( f − d), then it is
satisﬁed for b >
√
2
√
g2 − fg ( f − d). Studying the sign of g2 − fg ( f − d) for α → ∞ one gets that it depends on the sign of
the polynomial −β3 +μcμ f (β − γ F ∗). We see that it is negative for β → γ F ∗ and for large β . However, it can be positive,
if the maximal value of this polynomial, that is μcμ f (
2
3
√
3
√
μcμ f − γ F ∗) is positive. This depends on the magnitude of
γ F ∗ with respect to μcμ f . We can conclude this analysis in the following
Remark 3. If α and β are suﬃciently large, then τcrit1 < τ˜crit2 and the assumptions of Theorem 1 are satisﬁed for τ <
min{τcrit1, τ˜crit1}.
It should be marked that in the general case the inequality τcrit1 < τ˜crit2 is not guaranteed and then we have two ranges
of delay for which the statement of theorem holds, that is for τ ∈ [0, τ˜crit1) and τ ∈ (τ˜crit2, τcrit1). However, it stays in
contradiction with the continuous dependence on the delay parameter and the results from [17], that is if the solution is
unstable for τ ∈ (τ˜crit1, τ˜crit2), then it cannot gain stability for τ > τ˜crit2. Summarising we get
Proposition 4. If τ < min{τcrit1, τ˜crit1} and condition (C1) holds, then the chronic steady state is locally asymptotically stable.
In [5] the following theorem concerning stability of the chronic state (with stronger assumptions on the parameters than
those proposed in Theorem 1) was proved.
Theorem 2. If μcτ  1 and
0 <
f − d
a − gτ < b − g − f τ , (8)
then the chronic state (V¯ , C¯, F¯ ) is locally asymptotically stable.
Proof. It can be easily shown that if μcτ  1 then the ﬁrst assumption of Theorem 1 is satisﬁed. 
Knowing that μcτ  1 implies the ﬁrst assumption of Theorem 1 we can easily formulate the following
Remark 5. If τ <min{ 1μc , τ˜crit1}, then the assumptions of Theorem 2 are satisﬁed.
In the next part of this section we would like to make some corrections of the results presented in [5] and then in [16,27].
In [5] it is claimed that the conditions of stability stated in Theorem 2 are equivalent to the series of inequalities of the
form:
μcτ  1, α > ηγμc, β > γ F ∗
and
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(
1+ (αμ f β − μcηγ
2C∗) − ατμc(μ f β − γ C∗)
βμc(α − ηγμc)
)−1
< μc
(
γ C∗
β(βμ f − γ C∗) −
ηγ + ατ
α − ηγμc
)
. (9)
However, inequalities (8) are equivalent to
0 <
f − d
(μ f β − γ C∗)(a − gτ ) <
b − g − f τ
μ f β − γ C∗ ,
that is
0<
(
1+ μ f
μc
+ η(μ f β − γ C
∗)
α − ηγμc −
ατ(μ f β − γ C∗)
β(α − ηγμc)
)−1
< μc
(
γ C∗
β(βμ f − γ C∗) −
ηγ + ατ
α − ηγμc
)
, (10)
which is not the same as (9). In [5] and [27] the stability analysis is mainly focused on the case of a very strong immune
system. It is reﬂected in large values of the parameter α. Hence, we take the limit α → ∞ and it occurs that both of
inequalities (9) and (10) lead to the same condition as in [5], that is
0 <
(
1+ μ f
μc
(1− μcτ ) + γ F
∗μ f
β
τ
)−1
<
γ F ∗μc
β(β − γ F ∗) − μcτ . (11)
Finally, in [5] it is claimed that inequalities (11) imply the condition
0 < β − γ F ∗ <
(
τ + 1
μc + μ f
)−1
. (12)
On the other hand, in [27], referring to [3], and in [28], referring also to [5,6], it is said that inequalities (12) guarantee
stability of the chronic state. Following [27] the same is claimed in [16]. It is obvious (as in Proposition 2) that if β −γ F ∗ >
(τ + 1μc+μ f )−1 for suﬃciently large α, then X¯ is unstable. However, inequalities (12) do not imply stability. Instead of
inequalities (12) we propose the following suﬃcient conditions of stability for the chronic state.
Remark 6. If μcτ  1,
0< β − γ F ∗ < γ F
∗/β
τ + (μc + μ f γ F ∗/β)−1
and α is suﬃciently large, then the chronic state (V¯ , C¯, F¯ ) is locally asymptotically stable.
Proof. If μcτ  1, β > γ F ∗ and α is suﬃciently large, then inequalities (11) imply stability. The ﬁrst inequality in inequali-
ties (11) is always satisﬁed. The second one is equivalent to
β − γ F ∗ < γ F
∗/β
τ + (μc + μ f − μcμ f τ (β − γ F ∗)/β)−1 .
We have
μc + μ f − μcμ f τ (β − γ F ∗)/β μc + μ f γ F ∗/β.
Hence
γ F ∗/β
τ + (μc + μ f − μcμ f τ (β − γ F ∗)/β)−1 
γ F ∗/β
τ + (μc + μ f γ F ∗/β)−1 .
This means that the assumptions of Remark 6 yield stability of the chronic state. 
In the next part of this section we would like to present more complete stability analysis based on the Mikhailov crite-
rion and show that these assumptions can be weakened. We illustrate this analysis by examples of Mikhailov hodographs
prepared using Maple for arbitrary parameter values. However, the presented analysis is quite general for the studied sys-
tem.
For every parameter values satisfying condition (C1) the Mikhailov hodograph starts at the positive part of the real
axis and ends in the third octant of the coordinate system with real and imaginary parts of W (iω) tending to −∞ when
ω → +∞, see [19]. Therefore, the simplest shape of this curve is exactly as presented in Figs. 1 and 2. On the other hand,
U. Forys´ / J. Math. Anal. Appl. 352 (2009) 922–942 929Fig. 2. The shape of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and τ = 1. In this case the assumptions of Theorem 2 are not satisﬁed,
i.e. 1= f−da−gτ > b − g − f τ = 0.5.
Fig. 3. The shape of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and τ = 1.5 on the left, τ = 1.52 on the right-hand graph. We observe the
change of the shape comparing to smaller delays. The curve is not concave any more—an inﬂection point appears.
if condition (C2) is satisﬁed, then the Mikhailov hodograph starts at the negative part of the real axis and its asymptotic
behaviour is the same as under condition (C1). Therefore, the change of the argument cannot be equal to 32π and this
implies that X¯ is unstable in this case.
If the assumptions of Theorem 1 are satisﬁed, then the Mikhailov hodograph has a shape as in Fig. 1. However, these
assumptions are not necessary to obtain such a shape. In Fig. 2 we see the same shape of the Mikhailov hodograph for the
parameters that do not satisfy the assumptions of Theorems 1 and 2.
In the next ﬁgures we present the changes of a shape with increasing delay. In Fig. 3 we see the ﬁrst change—for
small delays the Mikhailov hodograph is strictly concave and for some critical value of delay (for the parameters used in
simulation there is τ ≈ 1.5) there appears an inﬂection point. However, the increases on an argument of W (iω) is still equal
3
2π , until the hodograph does not encircle the centre of the coordinate system.
The analysis performed in [7] and [17] and summarised above yields that there exists the critical value of delay τ0, which
is the ﬁrst term of the sequence of critical delays τn (for which there appears a pair of purely imaginary eigenvalues), such
that the chronic state looses stability at this value. Let us notice once again that for the examples presented in ﬁgures above
there exists the range of delays for which the chronic state is still stable but the assumptions of Theorem 2 are not satisﬁed.
Moreover, there also exists the range of delays for which these assumptions are not satisﬁed but the Mikhailov hodograph
still has the same shape as in Fig. 1.
In the case of bifurcation, see Fig. 4, the Mikhailov hodograph crosses the centre of the coordinate system. These means
that there appears a pair of purely imaginary eigenvalues ±iω0 and according to the analysis performed in [7,17] the system
looses stability (the eigenvalues cross the imaginary axis from the left to the right-hand side).
For τ > τ0 the change of an argument of W (iω) is not equal to 32π . For τ ∈ (τ0, τ1), where τ1 is the next critical value
of delay for which the next pair of purely imaginary eigenvalues appears, this change is equal to −π2 , see Fig. 5. However,
a shape of the Mikhailov hodograph stays more and more complicated with increasing delay.
The next critical value of the delay for parameters used in simulations is τ1 ≈ 16.5. For the delays τ ∈ (τ1, τ2) the change
of an argument of W (iω) is equal to − 52π , see Fig. 6.
To complete the analysis above we present some examples of the Mikhailov hodograph for larger delays, see Fig. 7. For
each critical delay τn the number of eigenvalues with positive real part increases and the Mikhailov hodograph encircles the
centre of the coordinate system once more time.
930 U. Forys´ / J. Math. Anal. Appl. 352 (2009) 922–942Fig. 4. The shape of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and the critical value of delay τ0 ≈ 1.52458 for which the chronic state
looses stability.
Fig. 5. The shape of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and different values of τ ∈ (τ0, τ1) (τ = 2, τ = 5 and τ = 10 from the left to
the right-hand side graph). With increasing delay a shape of the Mikhailov hodograph is more and more complicated.
Fig. 6. The initial part of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and τ1 ≈ 16.5 on the left and τ ∈ (τ1, τ2), τ = 20 on the right-hand
side graph. We know that asymptotically the hodograph stays in the third octant of the coordinate system.
Fig. 7. The initial part of the Mikhailov hodograph for a = f = 1, d = g = 0.5, b = 2 and τ2 ≈ 31.5 on the left, τ ∈ (τ2, τ3), τ = 40 in the middle and τ3 ≈ 47
on the right-hand side graph. We know that asymptotically the hodograph stays in the third octant of the coordinate system.
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of solutions, while on the right-hand graph the dynamics of the antigen is shown.
Fig. 9. An example of the solution to Marchuk’s model in the case when the chronic steady state is stable, but more oscillations can be observed due
to increasing delay comparing to the solution in Fig. 8. On the left-hand graph we see the scaled values of solutions, while on the right-hand graph the
dynamics of the antigen is shown.
At the end of this section we would like to present typical system dynamics according to the DDE23 solver in MATLAB.
We have used the modiﬁed function exer7 in which the scaled system and parameter values from [22] were exploited. The
scaled system has the form⎧⎪⎨
⎪⎩
y˙1(t) =
(
h1 − h2 y3(t)
)
y1(t),
y˙2(t) = h3 y1(t − τ )y3(t − τ ) − h5(y2 − 1),
y˙3(t) = h4
(
y2(t) − y3(t)
)− h6 y1(t)y3(t),
(13)
which means that the physiological levels of C and F are scaled to 1 in the new variables yi . We have started our simula-
tions from the parameter values
h1 = 1, h2 = 0.8, h3 = 104, h4 = 0.17, h5 = 0.5, h8 = 0.12,
as in [22]. The parameters above yield that the chronic steady state is stable in the case without delay and with increasing
delay oscillations appear. We can see it in Figs. 8–11, where the behaviour of scaled solutions is presented for τ = 0.01
(Fig. 8), τ = 1 (Fig. 9), τ = 2 (Fig. 10) and τ = 3 (Fig. 11). In contrast, in Figs. 12 and 13 we have presented typical numerical
solutions to Marchuk’s model in the case when the positive steady state cannot be stable, in Fig. 12 under condition (C2)
and in Fig. 13 when the positive steady state does not exist. In Fig. 13 we see the solution which quickly stabilises at the
932 U. Forys´ / J. Math. Anal. Appl. 352 (2009) 922–942Fig. 10. An example of the solution to Marchuk’s model in the case when the chronic steady state is stable, and more oscillations can be observed due to
increasing delay comparing to the solution in Figs. 8 and 9. On the left-hand graph we see the scaled values of solutions, while on the right-hand graph
the dynamics of the antigen is shown.
Fig. 11. An example of the solution to Marchuk’s model in the case when the chronic steady state is unstable and undumping oscillations appear due to
increasing delay. On the left-hand graph we see the scaled values of solutions, while on the right-hand graph the dynamics of the antigen is shown.
level of semi-trivial (healthy) steady state (for h1 = 0.79, h3 = 1 and other parameters as in Fig. 9). In Fig. 13 the right-
hand graph presents the solution which also tends to the semi-trivial steady state (for h1 = 0.799999, h3 = 10−7 and other
parameters as before) but the immune reaction is very weak, C and F stay almost at their physiological levels and V is
slowly decreasing, while in the left-hand graph there is lethal outcome of the disease (for h4 = 17 · 10−5).
Summarising the analysis presented in this section we see that the positive steady state X¯ that reﬂects a chronic disease
is unstable under condition (C2), that is when an antigen reproduction rate is small (β < γ F ∗) and an immune system
is week (α < ηγμc) independently on the magnitude of delay, and can be stable under condition (C1), that is when an
antigen reproduction rate is large (β > γ F ∗) and an immune system is strong (α > ηγμc). However, stability of X¯ needs
stronger conditions than C1. In Theorem 1 we have proposed some new conditions guaranteeing stability of X¯ in general
case. These conditions are slightly weaker than those stated in Theorem 2 and known in the literature (see [5,27–29]).
However, we have used the same approach of the Mikhailov criterion as in [5] to prove stability. Drawing the Mikhailov
hodographs for different values of delay we have illustrated the powerful of this criterion. As we know from the literature,
see [17], the steady state X¯ for positive delay τ > 0 can be stable only under the condition of stability for zero-delay,
that is inequalities (5). Assuming conditions (C1) and (5) one can show (see [17]) that there exists a sequence of critical
delays τn for which the possibility of stability switches arises due to the existence of a pair purely imaginary eigenvalues.
However, only the ﬁrst term of this sequence τ0 is important. At τ0 the steady state X¯ looses stability and cannot gain it
any more. This is also illustrated by the behaviour of Mikhailov hodographs presented in this section. Finally, because of
the importance of the case of a very strong immune system on which the analysis presented in [27] is focused on, we have
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of the semi-trivial healthy steady state.
Fig. 13. An example of solutions to Marchuk’s model in the case when the chronic steady state does not exist. On the left-hand graph we see stability of
the semi-trivial healthy steady state, while on the right-hand graph the dynamics of the antigen lead to the lethal outcome of the disease.
proposed Remark 6 instead of the conditions (12) that do not guarantee stability of X¯ for large α. We would like to mark
once again that stability of the chronic state needs a very speciﬁc set of parameters, for which the antigen reproduction
rate β exceeds γ F ∗ but the difference β − γ F ∗ is suﬃciently small, compare the condition (6) and Proposition 2 in the
general case and Proposition 2 and Remark 6 in the case of a very strong immune system. This suggests that for strong
organisms chronic diseases cannot be very often (for small β such type of a disease does not exists, for large β the range
of parameters for which the chronic steady state can be stable and this disease can be observe is very small). Even in
the case not so strong immune system the range of parameters for which X¯ can be stable is only slightly larger, compare
inequalities (6) and Proposition 2.
3. Bifurcating periodic solutions
In this section we focus on the existence and stability of periodic orbits due to the Hopf bifurcation. Under the conditions
developed in this section there appear real chronic diseases, for which an antigen and an immune system change in an
oscillatory manner. The positive steady state which stability has been studied in the previous section is a mathematical
idealisation of such form of a disease. In nature no quantity stays at a constant level for every time moment. Hence, a
periodic orbit that appears due to the Hopf bifurcation seems to be closer to a real chronic disease.
As in Section 2 we assume condition (C1), which is necessary for stability switches. In [17] it is shown that the character-
istic values can pass the imaginary axis in the complex plain only from the right to the left-hand side and therefore, either
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larger delays. In this section we use the same approach to proof the occurrence of the Hopf bifurcation. Some of the results
presented in this section was also presented in [17]. However, in [17] there is a mistake in the calculation of the eigenvector
for the purely imaginary eigenvalue iω0 and therefore, the conditions for the Hopf bifurcation are not correct. Studying the
Hopf bifurcation we do not use the standard approach presented in the text-books of Hale, see e.g. [23]. This standard ap-
proach was also used in [17]. In this paper, following [14] we use slightly different in approach of normed bounded variation
(NBV) functions. This approach allows to deﬁned a true adjoint operator instead of a formal one which is typically used in
the theory of DDE (see e.g. [23]). In the authors opinion it also makes all formulae stated for the occurrence and stability of
the Hopf bifurcation more clear due to the unique representation of the conjugation operation in terms of NBV.
We start our analysis introducing the appropriate notations. Let xt(−θ) = x(t − θ) for θ ∈ [0,1] and C be the Banach
space of continuous functions z = (z1, z2, z3) on the interval [−1,0] with the values in C3 (the complex variables are used
only due to technical reasons, see [14], in our case the variables are real, of course, the real-valued functions can be treated
as the functions from C with zero imaginary part). Let L be a linear continuous map from C into C3 (Cn in general) and
x˙= L(xt) (where x˙ denotes the right-hand side derivative of x) be a linear delay differential equation. With this equation we
associate the solution map T (t) : C → C deﬁned as (see [23]) T (t)ϕ(s) = xt(s), s ∈ [−1,0], and x is the solution to the linear
DDE deﬁned by L with the initial function ϕ ∈ C . It can be shown (see [23] or [14]) that T (t), t  0, is a strongly continuous
semi-group and its inﬁnitesimal generator A can be calculated as Aϕ(s) = ddsϕ for s ∈ [−1,0) and Aϕ(0) = L(ϕ). This
generator has the domain which is dense in C and this allows to use the general results from the semi-group theory.
Let f be a function of bounded variation BV deﬁned on the interval [0,1]. This function is called NBV (normed bounded
variation) if f (0) = 0 and f is continuous from the right-hand side on the open interval (0,1). Now, let us recall the
deﬁnition of Riemann–Stjelties integral. For f : [0,1] → Cn×n , ϕ : [0,1] → Cn , any partition P of [0,1] =⋃Nj=1[σ j−1, σ j]
and any choice of s j ∈ [σ j−1, σ j], j = 1, . . . ,N , we introduce S( f ,ϕ, P ) =∑Nj=1( f (σ j)− f (σ j−1))ϕ(s j). If there exists A ∈ Cn
such that
∀ε > 0 ∃δ > 0: ∣∣A − S( f ,ϕ, P )∣∣< ε
for all partitions P with the diameter diam(P ) < δ and any choice of s j ∈ [σ j−1, σ j], j = 1, . . . ,N , then we say that ϕ is
Riemann–Stjelties integrable with respect to f on [0,1] and we write A = ∫ 10 df (s)ϕ(s). The Riesz representation theorem
implies that all continuous linear operators on C have a representation in terms of Riemann–Stjelties integrals with respect
to BV functions and this representation is unique in terms of NBV functions. This means that for any linear operator L
there exists unique NBV function f such that L(z) = ∫ 10 df (θ) z(−θ). This yields that NBV with the total variation norm is
a representation of the dual space of C . Therefore, we can also write L(z) = 〈 f , z〉 and this formula deﬁnes the conjugation
operation.
3.1. The Hopf bifurcation
We study the model of the following general form
x˙=
1∫
0
df (θ, τ ) xt(−θ) + g(xt, τ ),
where xt(−θ) = x(t − θ), θ ∈ [0,1], is the function from C , the function g describes the non-linear part and τ > 0 is the
bifurcation parameter.
We focus on the analysis of the Hopf bifurcation with respect to the magnitude of delay τ . Therefore, to avoid the
problems with the smoothness of maps arising in the case when the delay is a parameter of bifurcation (compare the
explanation in [14]), we re-scale time such that the magnitude of delay is constant and equal to 1. Moreover, typically the
Hopf bifurcation analysis is performed for a trivial steady state. Therefore, we move the system such that the chronic state
is the trivial one. Hence, we deﬁne new variables tˆ = tτ and x= (x1, x2, x3) such that
x1(tˆ) = V (t) − V¯ , x2(tˆ) = C(t) − C¯ and x3(tˆ) = F (t) − F¯ .
Then the system (1) takes the form
dx1
dtˆ
= −γ τ V¯ x3(tˆ) − γ τ x1(tˆ)x3(tˆ),
dx2
dtˆ
= ατ F¯ x1(tˆ − 1) − μcτ x2(tˆ) + ατ V¯ x3(tˆ − 1) + ατ x1(tˆ − 1)x3(tˆ − 1),
dx3
dtˆ
= −ηγ τ F¯ x1(tˆ) + τ x2(tˆ) − τ (μ f + ηγ V¯ )x3(tˆ) − ηγ τ x1(tˆ)x3(tˆ). (14)
In the following we use the standard notation of time, i.e. we omit “hat” over t , for simplicity.
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tem (14), L(z, τ ) = (L1(z, τ ), L2(z, τ ), L3(z, τ )) with
L1(z, τ ) = −γ τ V¯ z3(0),
L2(z, τ ) = ατ
(
F¯ z1(−1) + V¯ z3(−1))− μcτ z2(0),
L3(z, τ ) = −ηγ τ F¯ z1(0) + τ z2(0) − τ (μ f + ηγ V¯ )z3(0), (15)
for z = (z1, z2, z3) ∈ C .
Similarly, the non-linearity g(z, τ ) = (g1(z, τ ), g2(z, τ ), g3(z, τ )) can be expressed as
g1(z, τ ) = −γ τ z1(0)z3(0),
g2(z, τ ) = ατ z1(−1)z3(−1),
g3(z, τ ) = −ηγ τ z1(0)z3(0).
Now, for the linear map deﬁned by Eqs. (15) we would like to ﬁnd the NBV function f = ( f1, f2, f3) with f i =
( f i1, f i2, f i3), i = 1,2,3, such that L is expressed as a Riemann–Stjelties integral with respect to f . Let us consider the
ﬁrst coordinate L1 of the operator L. For any z there is
1∫
0
df1(θ) z(−θ) =
1∫
0
3∑
j=1
df1 j(θ) z
j(−θ) = −γ τ V¯ z3(0).
Therefore, for f11 = f12 = 0 and f13(0) = 0, f13(θ) = −γ τ V¯ , θ ∈ (0,1], there is S( f1, P , z) = f13(s1)z3(−s1) = −γ τ V¯ z3(−s1).
The function z3 is continuous and hence,
∫ 1
0 df1(θ) z
3(−θ) = −γ τ V¯ z3(0). Representations of L1 and L2 can be found simi-
larly.
Finally, f11 = f12 ≡ 0 and
f i j(θ) =
{
0 for θ = 0,
aij for θ ∈ (0,1], for {i j} = {13}, {22}, {3 j},
or
f i j(θ) =
{
0 for θ ∈ [0,1),
aij for θ = 1, for {i j} = {21}, {23}
and a13 = −γ τ V¯ , a21 = αβγ τ , a22 = −μcτ , a23 = ατ V¯ , a31 = −ηβτ , a32 = τ , a33 = −τ (μ f + ηγ V¯ ).
Let T (t), t  0, denotes the semi-group deﬁned by the equation x˙ = L(xt) and A be the generator of this semi-group. If A
has the pair of purely imaginary eigenvalues ±iω0 for some value τ0 of the bifurcation parameter, then the Hopf bifurcation
can occur. To ﬁnd eigenvalues one needs to study the characteristic matrix
Δ(λ, τ ) = λI −
1∫
0
exp(−λθ)df (θ, τ ),
where I denotes the identity operator. The generator A has iω0 as an eigenvalue if there exists the vector p ∈ C3, p = 0,
such that
Δ(iω0, τ0)p = 0.
Then the function φ(θ) = exp(iω0θ)p is the eigenvector for the generator A at the eigenvalue iω0. Let A∗ be the adjoint
operator and the vector q ∈ C3, q = 0 satisﬁes(
Δ(iω0, τ0)
)T
q = 0.
Then A∗ has iω0 as its eigenvalue and the eigenvector ψ satisﬁes
〈ψ,φ〉 = q · D1Δ(iω0, τ0)p,
where · denotes the scalar product in C3 and D1(λ, τ ) is the derivative of Δ with respect to the ﬁrst variable λ. If
±iω0 are simple eigenvalues, then we can re-normalise 〈ψ,φ〉 to 1 and choose q such that 〈ψ,φ〉 is normalised to 1, i.e.
q · D1Δ(iω0, τ0)p = 1.
Studying the type and stability of the bifurcating periodic solution within the centre manifold, we shall determine the
third term τ2 in the Taylor expansion of this solution. As usual in such approach of the Taylor expansions we need to have
τ2 = 0. Then we have two possibilities.
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(2) If additionally the steady state from which the periodic orbit bifurcates is stable for τ < τ0, then the periodic solution
is stable within the centre manifold. Moreover, if no spectrum of A is in the right-half plane, then the centre manifold
is attractive. Therefore, the periodic solution is asymptotically stable in this case.
(3) τ2 < 0. Then the bifurcation is called subcritical. The bifurcating periodic solutions exist for τ < τ0.
(4) If as before the steady state is stable for τ < τ0, then the periodic solution is necessarily unstable.
The characteristic matrix for the linear map deﬁned by Eqs. (15) has the following form
Δ(λ, τ ) = λI −
1∫
0
exp(−λθ)dζ(θ, τ ) =
⎛
⎝ λ 0 γ τ V¯−αβγ τ exp(−λ) λ + μcτ −ατ V¯ exp(−λ)
ηβτ −τ λ + τ (μ f + ηγ V¯ )
⎞
⎠
and therefore, the characteristic equation is equal to
detΔ(λ, τ ) = λ3 + aτλ2 + bτ 2λ − dτ 3 + τ 2( f τ − gλ)exp(−λ) = 0
with a, b, d, f and g deﬁned by formula (3). It should be marked that this characteristic function differs from (4) due to
the re-scaling of time. Making the inverse re-scaling λ = λˆτ and dividing by τ 3 one obtains the same characteristic equation
as before. Therefore, the ﬁrst part of the analysis presented in this subsection is similar to those presented in [17]. However,
in [17] there is no results concerning a multiplication factor of a purely imaginary eigenvalue.
If iω0 is an eigenvalue for same τ0 > 0, then
−iω30 − aτ0ω20 + ibτ 20ω0 − dτ 30 + τ 20 ( f τ0 − igω0)exp(−iω0) = 0, (16)
which is equivalent to the following system of equations
ω30 − bτ 20ω0 + gτ 20ω0 cos(ω0) + f τ 30 sin(ω0) = 0,
aτ0ω
2
0 + dτ 30 + gτ 20ω0 sin(ω0) − f τ 30 cos(ω0) = 0. (17)
There is also∣∣iω30 − ibτ 20 ω0 + aτ0ω20 + dτ 30 ∣∣2 = τ 40 ∣∣ f τ0 − g(iω0)∣∣2.
Hence, deﬁning the auxiliary function
F (ω0, τ0) =
(
ω20
τ 20
)3
+ (a2 − 2b)(ω20
τ 20
)2
+ (b2 + 2ad − g2)(ω20
τ 20
)
+ (d2 − f 2)
we see that for every τ0 > 0 and every set of parameters satisfying condition (C1) there exists a unique root z = ω
2
0
τ 20
of this
function, see also [17]. Now, we ﬁnd the inﬁnite sequence of critical values of the delay τn where the Hopf bifurcation can
occur. The analysis performed in [17] shows that in general case the stable Hopf bifurcation is possible only for the ﬁrst
term of this sequence. In the following we refer to this term as to τ0.
As we have mentioned at the beginning of this section, we shall also assume that the chronic state is stable in the case
without delay, that is inequalities (5) are fulﬁlled, and the pair ±iω0 of purely imaginary eigenvalues of A at τ0 is simple.
Hence, ±iω0 cannot be the roots of the derivative of the characteristic quasi-polynomial, i.e.(
3λ2 + 2aτ0λ + bτ 20 − τ 20 (g + f τ0 − gλ)exp(−λ)
)∣∣
λ=iω0 = 0.
Therefore, the next assumption is
−3ω20 + 2iaτ0ω0 + bτ 20 − τ 20 (g + f τ0 − igω0)exp(−iω0) = 0. (18)
Lemma 1. If a − gτ0  0 and b − g − f τ0  0, then assumption (18) is satisﬁed.
Proof. If assumption (18) is not satisﬁed, then
9ω40 +
(
4a2τ 20 − 6bτ 20 − g2τ 40
)
ω20 + b2τ 40 − (g + f τ0)2τ 40 = 0.
Dividing it by τ 40 we get
9w2 + (4a2 − 6b − g2τ 20 )w + b2 − (g + f τ0)2 = 0
for w = ω20
τ 20
. Under the assumptions of this lemma we have a2 − g2τ 20  0 and b2 − (g + f τ0)2  0. Moreover, 3(a2 − 2b) =
3(μ2c + (μ f + ηγ V¯ )2 + 2ηβγ V¯ ) > 0. Hence, there is no positive root w > 0. This completes the proof. 
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Proof. From Eq. (16) there is
exp(−iω0) = iw
3 + aw2 − ibw + d
f − igw ,
where w = ω0τ0 . Dividing assumption (18) by τ 20 and substituting to it the expression above one gets
−3w2 + 2iaw + b − (g + τ0( f − igw))(iw
3 + aw2 − ibw + d)
f − igw
and the real part of this expression is equal to
− (2g
2 + ag2τ0)w4 + (3 f 2 + af g + af 2τ0 + dg2τ 20 )w2 + f (dg − bf + df τ0)
f 2 + g2w2 ,
which is negative under the assumptions of this lemma. 
We can summarise the results in the following theorem.
Theorem 3. If dg − bf > 0 and inequalities (5) are satisﬁed, then there exists τ0 > 0 such that the chronic steady is stable for τ < τ0
and at τ0 the Hopf bifurcation occurs.
Proof. The existence of critical value τ0 > 0 for which there exists a pair of purely imaginary eigenvalues ±iω0, ω0 > 0, has
been shown above. Lemma 2 implies that these values are simple. As in [17] we can calculate dλdτ |τ=τ0 , where λ denotes
the real part of the characteristic value, and check that dλdτ |τ=τ0 > 0 under the assumptions of this Theorem, see [17]. This
completes the proof. 
3.2. Stability of bifurcating periodic solutions
In this subsection we would like to determine the coeﬃcient τ2 in the Taylor expansion of the bifurcating periodic
solution. If non-linearity function g is at least of class C3, then the third term τ2 can be calculated as
τ2 = c(q · D2Δ(iω0, τ0)p) ,
where p, q are chosen such that q · D1Δ(iω0, τ0)p = 1, D2 denotes the derivative with respect to the second variable τ (i.e.
the parameter of bifurcation), and
c = 1
2
q · D31g(0, τ0)(φ,φ, φ¯) + q · D21g(0, τ0)
(
exp(0·)(Δ(0, τ0))−1D21g(0, τ0)(φ, φ¯), φ)
+ 1
2
q · D21g(0, τ0)
(
exp(2iω0·)
(
Δ(2iω0, τ0)
)−1
D21g(0, τ0)(φ,φ), φ¯
)
, (19)
where Di1, i = 2,3, denotes the derivative of the ith order with respect to the ﬁrst variable zt , see [14].
Now, we focus on ﬁnding the characteristic vector φ(θ) = exp(iω0θ)p, where p = (p1, p2, p3) ∈ C3 satisﬁes
Δ(iω0, τ0)p = 0. Calculating Δ(iω0, τ0)p one obtains⎛
⎝ iω0p
1 + γ τ V¯ p3
−αβγ τ0 exp(−iω0)p1 + (iω0 + μcτ0)p2 − ατ0 V¯ exp(−iω0)p3
ηβτ0p1 − τ0p2 + (iω0 + τ0(μ f + ηγ V¯ ))p3
⎞
⎠ .
Hence, we can choose the following vector p
p =
⎛
⎝ γ τ 20 V¯ηβτ 20 γ V¯ + ω20 − i(ω0τ0μ f + ω0τ0ηγ V¯ )−iω0τ0
⎞
⎠ ,
for which φ(θ) is the characteristic vector of the generator A. Now, we are looking for the characteristic vector of the
conjugate operator A∗ for the same characteristic value, i.e. we shall ﬁnd ψ such that A∗ψ = iω0ψ , ψ(θ) = q exp(iω0θ)
and 〈ψ,φ〉 = q · D1Δ(iω0, τ0)p = 1. The vector q = (q1,q2,q3) ∈ C3 can be calculated as the solution to (Δ(iω0, τ0))Tq = 0.
If we choose the vector q˜ with the coordinates
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(
τ0β(−iτ0α exp(−iω0) − ηγω0 + iητ0γμc)
γ τ0ω0
iγω20 + γ τ0ω0μc
)
,
then for ψ˜(θ) = exp(iω0θ)q˜ we get
〈ψ˜, φ〉 = γ τ0
(
2ω30 − iaω20τ0 + idτ 30 + τ 20
(−i f τ0 + fω0τ0 − igω20)exp(−iω0)).
Therefore, we can deﬁne q = q˜〈ψ˜,φ〉 and ψ(θ) = exp(iω0θ)q to obtain 〈ψ,φ〉 = 1.
Now we determine the third term τ2 in the Taylor expansion of the bifurcating solution.
It is easy to see that every term of the matrix Δ(λ, τ ) − λI depends linearly on τ . Therefore, D2Δ(λ, τ ) =
1
τ0
(Δ(λ, τ ) − λI). Hence, calculating the denominator of μ2 one gets
q˜ · D2Δ(iω0, τ0)p = q˜ · 1
τ0
(
Δ(iω,τ ) − iωI)∣∣
(ω0,τ0)
p = −iω0
τ
q˜ · p,
and ﬁnally,
q˜ · D2Δ(iω0, τ0)p = −iω0γ 
(
2ω30 − iaω20τ0 + idτ 30 − i f τ 30 exp(−iω0)
)
. (20)
Hence,
q · D2Δ(iω0, τ0)p = q˜ · D2Δ(iω0, τ0)p〈ψ˜, φ〉 .
Notice that
〈ψ˜, φ〉
γ τ0
= q˜ · D2Δ(iω0, τ0)p−iω0γ  + τ
2
0
(
fω0τ0 − igω20
)
exp(−iω0).
Notice also that for any z ∈ C there is z = |z|2 1z . We focus on the sign of the coeﬃcient μ2 and therefore, instead of
 q˜·D2Δ(iω0,τ0)p〈ψ˜,φ〉 we calculate 
〈ψ˜,φ〉
q˜·D2Δ(iω0,τ0)p , which is slightly simpler. We have
1
z0
= 〈ψ˜, φ〉
q˜ · D2Δ(iω0, τ0)p =
γ τ0
−iω0γ  +
γ τ 30 ( fω0τ0 − igω20)exp(−iω0)
q˜ · D2Δ(iω0, τ0)p .
Hence,
z0 = |z0|2 1
z0
= |z0|2
(
γ τ 30 ( fω0τ0 − igω20)exp(−iω0)
q˜ · D2Δ(iω0, τ0)p
)
and using Eq. (20) one gets
z0 = |z0|2τ 30 
(
( f τ0 − igω0)exp(−iω0)
−2iω30 − aω20τ0 + dτ 30 − f τ 30 exp(−iω0)
)
.
Finally, the real part of the expression above, i.e. the denominator of μ2, is equal to
−|z0|2τ 50
2g2x6 + (g2(a2 − 2b) + 3 f 2)x4 + 2 f 2(a2 − 2b)x2 + 2adf 2 − d2g2 + b2 f 2
4x2(gx2 + af )2 + ((3 f − ag)x2 + dg − f b)2 , (21)
where x = ω0τ0 . We have a2 − 2b > 0 for every parameter values. Therefore, the sign of the denominator (21) depends only
on the free term 2adf 2 − d2g2 + b2 f 2. Hence, if bf − dg > 0, then the free term is positive (due to the positivity of all
parameters according to the assumptions) and the denominator is negative. On the other hand, if bf −dg < 0, then the free
term is positive under the additional assumption a > d
2g2−b2 f 2
2df 2
.
(1) The inequality bf −dg > 0 is equivalent to V¯ < μcμ fηβγ and ﬁnally to α > ηγ (μc+β−γ F ∗). Therefore, if α is suﬃciently
large, then it is always satisﬁed.
(2) The inequality bf − dg < 0 leads to
a > max
{
d2g2 − b2 f 2
2df 2
,
b − g
f − d
}
.
Consider the polynomial b2 f 2( f −d)+2bdf 2 + gd(gd(d− f )−2 f 2) and its positive root b1. If b > b1, then d2g2−b2 f 22df 2 <
b−g
f−d and therefore, the inequality a >
b−g
f−d guarantees negativity of the denominator (21). In the opposite case we shall
assume a > d
2g2−b2 f 2
2 .2df
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function with respect to the coordinates z1 and z3 evaluated at 0 or −1. Therefore, the third derivative D31g(0, τ0)(φ,φ, φ¯)
vanishes.
Next, calculating the second derivative we get
D21g(zt, τ0)(ψ, ξ) = −γ τ0
(
ψ1(0)ξ3(0) + ψ3(0)ξ1(0))(1
0
)
+ ατ0
(
ψ1(−1)ξ3(−1) + ψ3(−1)ξ1(−1))
(0
1
0
)
.
For the vector p calculated in the previous subsection we see that p1 is real and p3 is purely imaginary. We have
φ(θ) = exp(iωθ)p and φ¯(θ) = exp(−iωθ)p¯. Hence, φ1(0)φ¯3(0) + φ3(0)φ¯1(0) = φ1(−1)φ¯3(−1) + φ3(−1)φ¯1(−1) = 0 and
ﬁnally, D21g(0, τ0)(φ, φ¯) is a zero-vector. This means that the second term in formula (19) also vanishes. Therefore, we
shall calculate
c = 1
2
q · D21g(0, τ0)
(
exp(2iω0·)
(
Δ(2iω0, τ0)
)−1
D21g(0, τ0)(φ,φ), φ¯
)
.
Let deﬁne the auxiliary vector w such that
w = 1
2
(
Δ(2iω0, τ0)
)−1
D21g(0, τ0)(φ,φ).
Then
w = τ0p1p3
(
Δ(2iω0, τ0)
)−1( −γ
α exp(−2iω0)
−ηγ
)
,
D21g(0, τ0)
(
exp(2iω0·)w, φ¯
)= τ0(−w1p3 + w3p1)
( −γ
α exp(−iω0)
−γ η
)
and
c = τ0
(−w1p3 + w3p1)q ·
( −γ
α exp(−iω0)
−γ η
)
.
We calculate(
Δ(2iω0, τ0)
)−1
= 1
detΔ(2iω0, τ0)
·
⎛
⎜⎜⎜⎜⎝
−4ω20 + 2iaω0τ0 + (b + ηβγ V¯ )τ 20− gτ 20 exp(−2iω0)
−γ V¯ τ 20 −γ V¯ (2iω0 + μcτ0)τ0
αβτ0 exp(−2iω0)(2iω0+μ f τ0)
γ
−4ω20 + 2i(a − μc)ω0τ0− ηβγ V¯ τ 20
(2iω0 − βτ0)α V¯ τ0 exp(−2iω0)
βτ0(ατ0 exp(−2iω0)−2iηγω0−ηγμcτ0)
γ 2iω0τ0 2ω0(iμcτ0 − 2ω0)
⎞
⎟⎟⎟⎟⎠ ,
where
detΔ(2iω0, τ0) = −8iω30 − 4aω20τ0 + 2ibω0τ 20 − dτ 30 − (2igω0 − f τ0)τ 20 exp(−2iω0).
There is
w1 = γ
22 V¯ω0τ 40 (−4iω20 − 2(μc + μ f )ω0τ0 + iμcμ f τ 20 )
detΔ(2iω0, τ0)
and
w3 = τ
4
0 γ V¯
2ω0(−4iηγω20 + 2ηγ (β − μc)τ0ω0 − iηβγμcτ 20 + ατ0(2ω0 + iβτ0)exp(−2iω0))
detΔ(2iω0, τ0)
.
Finally calculating
τ0
(−w1p3 + w3p1)= γ 23 V¯ω0τ 60 · U ,detΔ(2iω0, τ0)
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U = 4ω30 − 2i(a + ηγ V¯ )ω20τ0 −
(
b + ηγ (μc − β)V¯
)
ω0τ
2
0 − idτ 30 + (2gω0 + i f τ0)τ 20 exp(−2iω0)
and
q ·
( −γ
α exp(−iω0)
−γ η
)
= γ Z〈ψ˜, φ〉
with
Z = −iηγω20 + ηγ (β − μc)τ0ω0 − iηβγμcτ 20 + α(ω0 + iβτ0)τ0 exp(−iω0),
we get
c = γ
33 V¯ω0τ 60 U Z
〈ψ˜, φ〉detΔ(2iω0, τ0)
.
Notice, that
V¯ Zτ0 = −iηγ V¯ τ0ω20 + ηγ V¯ (β − μc)τ 20 ω0 − idτ 30 + (gω0 + i f τ0)τ 20 exp(−iω0) = i detΔ(iω0, τ0) + Z˜ ,
where Z˜ = −ω30 + i(μc + μ f )τ0ω20 + μcμ f τ 20 ω0 and
U = i detΔ(2iω0, τ0) + U˜ ,
where U˜ = −4ω30 + 2i(μc + μ f )τ0ω20 + μcμ f τ 20ω0.
Hence,
c = γ
33ω0τ
5
0 (i detΔ(2iω0, τ0) + U˜ )(i detΔ(iω0, τ0) + Z˜)
〈ψ˜, φ〉detΔ(2iω0, τ0)
.
Finally, we can re-write the product 〈ψ˜, φ〉 in the following form
〈ψ˜, φ〉
γ τ0
+ (i − ω0)detΔ(iω0, τ0) = iω40 + (3+ aτ0)ω30 − i(2a + bτ0)τ0ω20 + (dτ0 − b)τ 20 ω0 + g exp(−iω0)τ 20 ω0.
Therefore,
〈ψ˜, φ〉 = γ τ0
(
(ω0 − i)detΔ(iω0, τ0) + Y˜
)
,
where Y˜ = iω40 + (3+ aτ0)ω30 − i(2a + bτ0)τ0ω20 + (dτ0 − b)τ 20ω0 + g exp(−iω0)τ 20ω0, and
c = γ
22ω0τ
4
0 (i detΔ(2iω0, τ0) + U˜ )(i detΔ(iω0, τ0) + Z˜)
((ω0 − i)detΔ(iω0, τ0) + Y˜ )detΔ(2iω0, τ0)
.
We see that in general case it is diﬃcult to check the sign of c. However, for every set of parameter values we can
calculate c using the formula above. In the next subsection we use the derived expressions on c and the denominator
of τ2 to check stability of the periodic orbit arising in the Hopf bifurcation.
4. Application
In this section we consider the Hopf bifurcation in the case of the real system for arbitrary parameter values. We start
our analysis using the values coming from [5] (μc and μ f ) and [30] (α, β , γ , , η and C∗ , after the proper re-scaling).
Therefore, at the beginning we assume that:
α = 5.5 · 1033, β = 2.3 · 109, γ = 3 · 1011,  = 1.7 · 108, η = 2.3,
μc = 0.3, μ f = 0.15, C∗ = 4.3 · 10−22.
Checking the conditions of stability for the chronic state for the parameters above one can see that this state is unstable for
every delay τ . It is not surprising, because α is very large in this case and therefore, the difference β − γ F ∗ cannot be
large to get stability. Remark 2 suggest that β −γ F ∗ < 0.45. In our case β −γ F ∗ = β −γ μ f C∗ ∼ 109  0.45. Therefore, we
need to ﬁnd the different set of parameter values, for which the Hopf bifurcation can occur. In [5] it is also suggested that
τ ≈ 1 and then the right-hand side of inequalities (12) is equal to (1+ 100/45)−1 ≈ 0.3103448276.
Finally, we have chosen the following parameters for the calculations:
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μc = 1/3, μ f = 1/6, F ∗ = 10−2,
for which we have
V¯ = 1
5394601800000
, a = 26973011999
53946018000
, b = 8982008999
161838054000
,
d = 2999
161838054
, g = 500
26973009
, f = 500000
26973009
.
Looking for critical values τ0 and ω0 one get
τ0 ≈ 1.0411419065, ω0 ≈ 0.1983872836.
Finally, we have
U ≈ 0.02740091508− 0.02170560199i, Z ≈ 0.2144610331 · 1011 + 0.1061590588 · 1012i,
〈ψ˜, φ〉 ≈ 0.1619650586 · 107 − 0.4350138281 · 107i,
detΔ(2iω0, τ0) ≈ −0.06268235944− 0.04668597276i
and
c ≈ −0.1419955254 · 1015 − 0.4671929293 · 1015i,
q · D2Δ(iω0, τ0)p ≈ −0.01507053508− 0.1812039996i.
Hence
μ2 = c(q · D2Δ(iω0, τ0)p) ≈ 0.9422062631 · 10
16 > 0
which show that the periodic solution bifurcating from the chronic state at τ = τ0 is stable.
5. Discussion and biological interpretation
In the paper we have studied the positive steady state of the simplest Marchuk’s model of an immune system. This state
reﬂects the chronic form of disease and hence, conditions of stability/instability for this state can be of great interest from
the medical point of view. We have considered the case without delay, with the positive delay and the Hopf bifurcation
which can occur when the value of delay increases.
In Section 2 we have studied stability and instability of the positive chronic steady state. We have proposed some new
condition of stability in the general case (Proposition 2 and Theorem 1) and in the case of a very strong immune system
(Proposition 2 and Remark 6). In Remark 6 we have stated the conditions that are suﬃcient for stability if the parameter α
which expresses the strength of an immune system is suﬃciently large. We have proposed these conditions instead of (12)
which were considered in [27] (and after that in [16]) as the conditions guaranteeing stability (and which are only implied
by Theorem 2).
In Section 3 the Hopf bifurcation was considered. We have proposed the conditions for the stable Hopf bifurcation. In
such a way we have made a correction of the results from [17], where some calculations are not correct. In Theorem 3 we
have proved that under some conditions the Hopf bifurcation occurs. Many numerical simulations performed for Marchuk’s
model suggest that periodic solutions arising due to the Hopf bifurcation are stable. However, in the general case the
formula for the third term τ2 in the Taylor expansion of the bifurcating periodic solution is very complicated. Because of
our interest in stability of such solution we have calculated the exact formula for τ2 which determines stability. It occurs
that in general case it is very diﬃcult to check the sign of τ2 (mainly the sign of its numerator) and therefore, in Section 4
we have performed the calculations for the set of arbitrary parameters for the real system for which the switch of stability
is possible. It should be marked that in the case of Marchuk’s model there is only one possibility to switch stability—from
stable to unstable steady state. Moreover, stable positive steady state, which describes the chronic form of the disease, can
occur only for very speciﬁc parameter values, that is when the difference between the antigen reproduction coeﬃcient β
and the parameters of the system γ F ∗ is suﬃciently small, for the case of realistic parameter values coming from [5] it is
about 0.45. This can be treated as a mathematical explanation of the fact that chronic diseases are not very often in nature,
especially in natural conditions, when an immune system is strong. In the case of a very strong immune system which
can be described by large values of the parameter α (we assume α → ∞) the inequality α > ηγμc is always satisﬁed.
Therefore, if the physiological level of antibodies is suﬃciently high comparing to the coeﬃcient β describing reproduction
of antigens there is also F ∗ > βγ and the chronic state does not exist. Then we expect one of the two types of the behaviour:
for a small initial dose of infection there is recovery, while for larger ones the lethal outcome can appear, see [16]. Hence,
in such case a chronic form of any disease is not possible. To obtain the chronic state in Marchuk’s model an antigen should
942 U. Forys´ / J. Math. Anal. Appl. 352 (2009) 922–942have suﬃciently large reproduction rate, β > γ F ∗ . On the other hand, this rate cannot be too large in the stable case.
Therefore, the range of parameters for which chronic dynamics can be observed is rather small. Typically, we observe either
recovery or lethal outcome (the last one considers mainly the cases without treatment, of course).
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