In innovation analysis the logit model used to be applied on available data when the dependent variables are dichotomous. Since most of the economic variables are correlated between each other practitioners often meet the problem of multicollinearity. This paper introduces a shrinkage estimator for the logit model which is a generalization of the estimator proposed by Liu (1993) for the linear regression. This new estimation method is suggested since the mean squared error (MSE) of the commonly used maximum likelihood (ML) method becomes inflated when the explanatory variables of the regression model are highly correlated. Using MSE, the optimal value of the shrinkage parameter is derived and some methods of estimating it are proposed. It is shown by means of Monte Carlo simulations that the estimated MSE and mean absolute error (MAE) are lower for the proposed Liu estimator than those of the ML in the presence of multicollinearity. Finally the benefit of the Liu estimator is shown in an empirical application where different economic factors are used to explain the probability that municipalities have net increase of inhabitants.
Introduction
Consider the situation when the dependent variable is 
  1
ii   . This estimator approximately minimizes the weighted sum of squared error (WSSE). However, several sources of instability for the ML estimator exists. One may have the problem of separation where a linear combination of the regressors is perfectly predictive of the dependent variable. This problem discussed by Albert and Anderson (1984) lead to non-existence of the ML estimator. The authors also showed that in case of almost perfect separation the ML estimates are instable.
Another source of instability which is the focus of this paper arises when the regressors are collinear. In that situation the weighted matrix of cross-products, ' X WX , is ill-conditioned which leads to instability and high variance of the ML estimator.
Shrinkage estimator is a commonly applied solution to the general problem caused by multicollinearity. For the linear model a lot of research has been conducted and Hoerl and Kennard (1970) suggested the well-know ridge regression estimator. This estimator has then been extended to the logit model by Schaeffer et al. (1984) and further developments were made by Månsson and Shukur (2011) where some different new ridge parameters for logit ridge regression were suggested. However, the disadvantage of this method is that the estimated parameters are complicated non-linear functions of the ridge parameter k which can take on values between zero and infinity. Therefore, Liu (1993) suggested another estimator where the parameters obtained from this estimator has the benefit of being a linear function of the shrinkage parameter d. Due to this advantage over the ridge regression, the Liu estimator 4 has been used by various researchers. Among them Akdeneiz and Kaciranlar (1995) , Kaciranlar (2003) and Alheety and Kibria (2009) and very recently Kibria (2011) are notable.
This estimator can also be extended to logit models. Now, by noting that the IWLS algorithm in equation (1.1) approximately minimizes the weighted sum of square error (WSSE), then one can apply the following estimator
The purpose of this paper is to apply the Liu estimator in order to solve the problems caused by multicollinearity. The Liu estimator is assumed to perform better than ML when the regressors are highly inter-correlated since ML ˆ is, on average, too long in that situation and ˆd  shrinks the length of the vector ML ˆ. This paper will also suggest some methods of estimating the shrinkage parameter d. The performance of ML and the Liu estimator will be studied using Monte Carlo simulations where factors such as the number of regressors, the sample size and the degree of correlation are varied. In order to judge the performance of the estimator the mean squared error (MSE) and mean absolute error (MAE) are used. The result shows that the Liu estimator always outperforms ML in the presence of multicollinearity. The benefits of the Liu estimator will also be shown in an empirical application where different economic factors are used to explain the probability that municipalities have a net increase of inhabitants.
This paper is organized as follows: In Section 2, the statistical methodology is described. In section 3, the design of the experiment and a result discussion are provided. Then in section 4 an empirical application is provided. Finally, in Section 5, some concluding remarks are provided.
Statistical methodology

1. The Statistical properties of the ML and Liu estimators
The Liu estimator for the logit model is a biased shrinkage estimator and a direct generalization of the one proposed for linear regression model by Liu (1993 
where  j is the jth eigenvalue of the ' X WX matrix. When looking at the MSE it can easily be seen that it becomes inflated in the presence of multicollinearity since some eigenvalues will be small when '
X WX is ill-conditioned. On the other hand, the MSE of the Liu estimator is: 
and then by inserting the value one in equation (2.3) we get: 5) corresponds to the optimal value of the shrinkage parameter. Hence, the optimal value of j d is negative when 2 j  is less than one and positive when it is greater than one. However, just as in Liu (1993) the shrinkage parameter will be limited to values between zero and one.
Estimating the shrinkage parameter
In order to estimate the optimal value of d in equation (2.5) several methods will be proposed.
The idea behind these proposed estimators are obtained from the work of Hoerl and Kennard (1970) , Kibria (2003) and Khalaf and Shukur (2005) Replacing the values of the unknown parameters with the maximum value of the unbiased estimators is an idea taken from Hoerl and Kennard (1970) . However, for the Liu estimator another maximum operator is also used that will ensure that the estimated value of the shrinkage parameter is not negative. Furthermore, the following estimators, which are based on the ideas in Kibria (2003) , are proposed: Using the average value and the median is very common when estimating the shrinkage parameter for the ridge regression and the D2 and D3 estimators have direct counterparts in equation (13) and (15) of Kibria (2003) . Finally, the following estimators are proposed: For these estimators other quantiles than the median is used which was successfully applied by Khalaf and Shukur (2005) .
The Monte Carlo simulation
1 The Design of the Experiment
The main focus of this paper is to compare the MSE properties of the ML and Liu estimators when the regressors are highly intercorrelated. Hence, the core factor varied in the design of the experiment is the degree of correlation ( 2  ) between the regressors. Therefore, the following formula which enables us to vary the strength of the correlation is used to generate the explanatory variables: 
The parameter values of  are chosen so that '1  . We use 50, 75, 100 and 150 degrees of freedoms (df=n-p) and models consisting of two and four explanatory variables. The (3.4)
Result Discussion
The simulated MSE and MAE for all of the estimators for different n and ρ are presenetd in Tables 1 and 2 for p= 2 and 4 respectively. From the tables, we can see at a glance that the degree of correlation inflates the MSE and MAE. This increase is particularly large for ML and it is more severe when applying MSE as performance criteria instead of MAE. For the Liu estimators, the inflation of the MSE and MAE is less severe than for ML. However, there is big difference between the peformance of the Liu estimatos depending on which shrinkage parameter is applied. The least robust option among the different proposed methods of estimating the shrinkage parameter is the D4. The performance of the D1 to D3 estimators are almost equaivalent. However, the most robust option is the D5 estimator. This shrinakge parameter has always either the lowest value of both measures of performance or it is close to the estimator that minimizes the MSE and MAE. Moreover, one can see that as the number of explanatory variables increases the MSE and MAE increases. This increase is more sever for the ML than the Liu estimator and it is also larger if MSE is used to judge the performance of the estimator instead of MAE. Finally, when considering all of the results it is clear to see that increasing the sample size has a positive effect especially for ML. This is expected since ML ˆ is a consistent estimator.
Empirical Application
The different estimation methods will be illustrated using a dataset taken from the Statistics Sweden. 1 A logit regression model is estimated where the dependent variable is defined as follows:
1 The homepage is www.scb.se 9 1 if the net population change is positive in municipality i 0 otherwise
This dependent variable is explained by the following regressors, the number of unemployed people (x 1 ), the number of build appartments (x 2 ), the amount of bankrupt firms (x 3 ) and the population (x 4 ), respectively. We will estimate a logit model for the full sample and for the urban regions in Sweden.
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The full sample consists of 290 observations and the subsample consists of 84 municipalitits. The bivariate correlation (for the full population) between the regressors can be found in Table 3 : Table 3 : Correlation matrix From Table 3 one can see that the bivariate correlations are high (all are greater than 0.88) and that we therefore might have a sever multicollinearity problem. The logit regression model is estimated in R using the IWLS algotirhm 3 and the Liu estimators is applied with the shrinkage parameter D5 since this is the one that minimizes the estimated MSE and MAE. In order to estimate the standard errors of the different paramaters bootstrap technique is applied.
The results can be found in Table 4 . We can see that the number of unemployed people and bankrupt firms have a negative impact while the other two variables have a positive impact on the probability of a municipality to have a net increase of inhabitants. This is expected since a higher value of unemployed people and bankrupted firms indicate a poor economic 2 The urban regions are defined as the municipalitites belonging to the Functional analysis (FA) regions Stockholm, Göteborg and Malmö.
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We are using the function glm() in order to estimate the logit model which is part of the standard routines in R.
However, any software will work fine since the Liu method does not require any changes of the existing routines of estimating the logit regression model. The Liu estimator only requires that one is able to extract the result the maximum likelihood estimators of the coefficients and the variance-covariance matrix which is defined as
performance. The positive effect of the population variable indicates that more people are moving to urban regions. The estimated standard errors is decreased for all variables, but the most substantial reduction can be found for x 2 (i.e. the number of build appartments). For this variable the reduction of the estimated parameter is also substantial. This indicates that the multicollinearity problem leads to an estimated value that is lager than it should be. Hence, the positive impact of building new appartments is most likely exagerated when applying ML.
When looking at the t-statstics one can see that these values using Liu method are larger than those for the ML which further shows the superiority of the Liu estimator since the p-values become lower. Once again it is for the variable x 2 the largest increase of the t-statstic can be found.
For the subsample compared with the full sample the sign of the variables x 1 and x 2 are changed. The positve impact of increasing the number of unemployed people may be due to the fact that many immigrants choose to settle down in the areas in the large cities with high unemployement rates. The negative impact of variable x 2 may be explanied by the fact that not enough appartments are constructed where a lot of the people are choosing to move.
When looking at the standard errors one can see a much larger reduction of the standard errors for the subsample than the full sample. The reduction of the bootstrapped standard errors is especially remarkable for variables x 1 and x 2 . The increase of the t-statistics is also larger for the subsmaple than the full sample. In this case the increas of x 4 , may be noticed since this variable becomes statistcally significant when the Liu estimator is applied. 
Some Concluding Remarks
In this paper a new Liu estimator for the logit model has been proposed. The MSE and MAE of this new estimator and the traditional ML method are calculated by using Monte Carlo simulations. In the design of the experiment, factors such as the degree of correlation, the sample size and the number of explanatory variables are varied. The result from the simulation study clearly showed that the MSE and MAE of the ML method become inflated in the presence of multicollinearity. This problem is particularly severe when the sample size is small and the correlation between two explanatory variables is high. The results from the Monte Carlo study also evident that the new Liu estimator is much more robust to increase of correlation and it has superior MSE and MAE properties over the ML in all of the evaluated situations. The best option to estimate the logit model in the presence of multicollinearity is to apply the Liu estimator together with the shrinkage parameter D5. The benefit of this method is clearly shown in an empirical application where one can see a substantial decrease of the standard errors and an increase of the t-statistics, especially for the subsample. We hope the findings of the paper will be useful for the practitioners.
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