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Abstract
Purpose: Manual counts of mitotic figures, which are determined in the tumor
region with the highest mitotic activity, are a key parameter of most tumor grading
schemes. It is however strongly dependent on the area selection. To reduce
potential variability of prognosis due to this, we propose to use computer-aided
field of interest prediction to assess the area of highest mitotic activity in a
whole-slide image.
Methods: We evaluated two state-of-the-art methods, all based on the use of deep
convolutional neural networks on their ability to predict the mitotic count in digital
histopathology slides. We evaluated them on a novel dataset of 32 completely
annotated whole slide images from canine cutaneous mast cell tumors (CMCT)
and one publicly available human mamma carcinoma (HMC) dataset. We first
compared the mitotic counts (MC) predicted by the two models with the ground
truth MC on both data sets. Second, for the CMCT data set, we compared the
computationally predicted position and MC of the area of highest mitotic activity
with size-equivalent areas selected by eight veterinary pathologists.
Results: We found a high correlation between the mitotic count as predicted by the
models (Pearson’s correlation coefficient between 0.931 and 0.962 for the CMCT
data set and between 0.801 and 0.986 for the HMC data set) on the slides. For the
CMCT data set, this is also reflected in the predicted position representing mitotic
counts in mostly the upper quartile of the slide’s ground truth MC distribution.
Further, we found strong differences between experts in position selection.
Conclusion: While the mitotic counts in areas selected by the experts substantially
varied, both algorithmic approaches were consistently able to generate a good
estimate of the area of highest mitotic count. To achieve better inter-rater
agreement, we propose to use computer-based area selection for manual mitotic
count.
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1 Introduction
Patients with tumors profit significantly from a targeted treatment, and a key to this
is the assessment of prognostic factors [35]. Cells undergoing cell division (mitotic
figures) are an important factor in this: It is widely accepted that the relative density of
cells in mitosis state, the so-called mitotic activity, strongly correlates with cell prolif-
eration, which is amongst the most powerful predictors for biological tumor behavior
[4, 10, 21]. Consequentially, mitotic activity is a key parameter in the majority of tumor
grading systems for the assessment of hematoxylin and eosin stained histology images
and provides meaningful information for treatment considerations in clinical practice
[6, 11, 16].
The scheme by Elston and Ellis which is commonly used to assess human breast
cancer proposes the count of mitotic figures within ten standardized areas at 400×
magnification (high power field, HPF) resulting in the mitotic count. Prognosis is de-
termined by the mitotic count being between 0−9, 10−19 and > 20 for a low, moder-
ate and high score with respect to malignancy of the tumor [11]. The grading system by
Kiupel et al. for the assessment of canine cutaneous mast cell tumors requires at least
7 mitotic figures per 10 HPF for the classification as high grade, i.e. more malignant,
tumor [16].
Common to most grading schemes is the recommendation to count mitotic figures
in the area with the highest mitotic density, commonly assumed to be in a highly cellu-
lar area in the periphery of the tumor section [3, 23, 24, 35]. As has been long assumed
by many experts, we have recently confirmed for the case of canine cutaneous mast
cell tumors that mitotic figures can have a patchy distribution throughout the tumor
section (unpublished data). Naturally, the selection of the area will be influenced by
a subjective component and is additionally restricted by limited time in a diagnostic
setting.
The count of mitotic figures is known to have low reproducibility [5, 25, 26, 7].
While a low inter-rater agreement of mitotic figures will be one reason for some vari-
ance in mitotic count between experts [25], the area selected for counting has certainly
a significant influence, as shown by Lozanski et al. [19].
As Bonert and Tate pointed out, the mere sampling problem underlying mitosis
count caused by the sparse distribution is calling for an increase of the number of
high power fields to be counted within [8], an observation also underlined by Meyer
et al.[26]. Manual count of mitotic figures is, however, a tedious and labor-intensive
process, which puts a natural restriction to this number in a clinical diagnostic setting.
With increasing number of HPF the mitotic count will converge towards the average
MC of the slide, which contradicts the idea of assessment in the most malignant area
of the tumor, where the result is likely to have the greatest prognostic value.
For an improved reproducibility and accuracy of the manual mitotic figure count,
we thus assume that an automatic preselection of the tumor area with the highest mi-
totic activity is a crucial step. As shown previously, this selection process can be well
performed by the use of deep learning methodologies [2]. In this work, we compared
two different approaches, all derived from or inspired by state-of-the-art convolutional
neural networks (CNNs), and assessed their ability to estimate the area of highest mi-
totic activity on the slide. On a data set of completely annotated whole slide images
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(WSI), we compared their performance against the selection of five board-certified vet-
erinary pathologists and three veterinary pathologists in training.
2 Related Work
Mitotic figure detection is a known task in computer vision for more than three decades,
starting with early approaches by Kaman et al. using low resolution grayscale images.
It took until the advent of deep learning technologies, first used by Cires¸an et al. [9],
for acceptable results to be achieved. The models used in this approach are commonly
pixel classifiers trained with images where a mitotic figure is either at the center (posi-
tive sample) or not (negative sample). In recent years, significant advances were made
in this field, fostered also by several competitions held on this topic [33, 35, 36]. Espe-
cially the introduction of deeper residual networks [13] and object detection methods
like Faster-RCNN[31] had a large influence on current methods, e.g. the DeepMitosis
framework by Li et al. [17].
Even though results as achieved by Li et al. on the 2012 ICPR MITOS data set[33]
with F1-scores of up to 0.831 are impressive, they will likely still not meet clinical
requirements, and also might have acceptance problems with experts, since robustness
to factors like staining differences and image quality have not yet been proven. Addi-
tionally, the data sets overestimate the prevalence of mitotic figures, as large parts of
the tumor were excluded from annotation and partially high power fields without any
mitotic figure were excluded [36].
Lozanski et al. have shown that inter-rater concordance of grades for count of
centroblasts significantly benefits from a preselection of HPF [19]. Fauzi et al. have
shown that computer-aided preselection systems for HPF can increase overall reader
accuracy [12] in follicular lymphoma grading based on density of centroblasts. We
thus propose to predict the area of highest mitotic activity in a complete WSI to aid the
human expert in finding a more accurate prognosis.
3 Material
We evaluated the methods on two data sets that represent the current largest data sets in
their respective category. The first and much larger data set is from whole slide images
(WSI) of canine cutaneous mast cell tumors (a common hematopoietic tumor in dogs),
whereas the second consists of slide cut-outs showing human breast cancer (a common
epithelial tumor in women).
3.1 Canine cutaneous mast cell tumor (CMCT) dataset
Our research group built a data set consisting of 32 canine cutaneous mast cell tumors,
where all mitotic figures have been annotated within the entire tumor area of each
slide. All tissue samples were taken from routine diagnostic service, i.e. no animal
was harmed for the construction of the data set. Tumors were formalin-fixed, cut along
the largest diameter and paraffin-embedded. The slides were stained with standard
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Figure 1: Example images of size 512x512 px (approx. 128x128µm) from the canine
cutaneous mast cell tumor data set. Mitotic figures are marked as green dashed circles.
hematoxylin and eosin dyes using a tissue stainer (ST5010 Autostainer XL, Leica,
Germany), prior to being digitized using a linear scanner (Aperio ScanScope CS2,
Leica Biosystems, Germany) at a magnification of 400× (resolution: 0.25 µmpx ).
Using a novel open source software solution [1], it was possible to build up a
database that includes annotations for both true mitotic figures and look-alikes that
might prove hard to differentiate. This was performed blinded by two experts. For
this, the software provides an aided screening mode where the expert is guided over
all areas of the WSI where tissue is present. The second expert was unable to see the
classification made by the first expert, but saw the location of annotations and provided
a secondary opinion for previously annotated cells. In a follow up step, both experts
were presented with cells on which no agreement was reached and found a common
consensus. This procedure enabled generation of a high quality mitotic figure data set
that is unprecedented in size to date, leading to a total count of 42,652 mitotic figures
and 70,551 non-mitotic cells that could be mistaken for mitotic cells. The total tumor
area in all 32 cases is 4,939mm2 (µ = 149.68mm2,σ = 96.99mm2).
This novel data set provides us, for the first time, with the possibility to assess at
a large scale the performance of algorithms for region of interest detection, or also
more broadly for mitosis detection on complete WSI in general. Using this data set,
we can derive a (position-dependent) ground truth MC by counting all mitotic figures
in a window of 10 HPF size around the given position, and thus evaluate how the MC
depends on the position used for counting. To perform cross-validation, we split up the
slide set into three batches of ten slides each, i.e. the training set always consisted of
22 slides for each fold.
An analysis of this data set underlines the assumption that the distribution of mitotic
figures is not uniform but rather patchy (see Fig. 2), which further highlights the need
of proper selection of the high power fields for reproducible manual count.
3.2 Human mamma carcinoma (HMC) dataset
As a second data set, we used the largest currently publicly available mitosis data set,
which was released as part of the Tumor Proliferation Assessment Challenge 2016
(TUPAC16) [36]. The data set consists of 23 cases originally published as part of
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Figure 2: Mitotic count (count of mitotic figures per 10 HPF area), represented as green
overlay, from the canine cutaneous mast cell tumor data set.
Part Case numbers Number of files Area Number of mitotic figures
1 1 to 14 336 84.0mm2 569
2 15 to 31 278 83.5mm2 538
3 32 to 73 42 84.0mm2 445
Table 1: Split of the TUPAC16 data set for our experiments. Case numbers 24 and
above have images with 2mm2 size, while 23 and below have 0.25mm2 image size.
the AMIDA13 challenge [35] with varying numbers (10 to 67) of image patches of
0.25mm2 area, and another 50 cases of 2mm2 area. In total, the data set covers 73
cases with a total area of 251.5mm2 and a total count of mitotic figures of 1,552.
As described by Veta et al., the area for annotation was selected by a single expert
for each slide. [36] Further, high power fields including not at least one mitotic figure
were partially excluded from the data set, unless the total number of HPFs would go
below ten [35]. Since the annotation covers only a small part of the overall tumor, it
can not be used to test the algorithms aimed at finding the area with highest mitotic
activity. However, it is well suited for a comparison of overall correlation between
mitotic count estimators and ground truth.
Since the annotation data of the test set is not publicly available, we performed the
following split on the published data: We divided the available set into three parts of
approximately equal area (see Table 1), where one part will serve as test set and the
remainder will be used as training sets. The parts will take over different roles during
cross-validation.
4 Methods
In this work our aim was to compare field of interest detection for algorithmic ap-
proaches versus the current gold standard, i.e. the manual selection by a trained and
experienced pathologist. The main focus lay in the evaluation of the CMCT data set,
as it provides complete annotations and extensive possibilities for evaluation.
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4.1 Human Performance Evaluation
In order to set a baseline for the task, we asked five board-certified veterinary pathol-
ogists (BCVP) and three veterinary pathologists in training (VPIT) to mark the region
of interest spanning 10 HPF they would select in order to evaluate the mitotic count,
as required by the grading scheme. The experts came from three different institutions.
For this, we set no time limit, but we instructed them to act as they would for normal
diagnostics. The pathologists evaluated all 32 slides of our data set. For veterinary
pathology, Meuten et al. proposed to use 2.37mm2 as standard size for ten HPF [24].
The area aspect ratio is the same as being used for the algorithmic pipeline (4:3).
4.2 General Algorithmic Approach
We compared two state-of-the-art methods, both aiming at the prediction of the mitotic
count within a defined area of a histology slide. The first followed the indirect approach
of predicting a mitotic figure map based on supervised classification, while the second
tried to directly estimate the number of mitotic figures within an image. For both
methods, the original WSI was split up into a multitude of single images that were
subsequently processed using a neural network. The result was concatenated to yield
a scaled estimate for the mitotic density (see Fig. 3). All approaches were embedded
into a toolchain where the estimator is followed by a concatenation and a 2D moving
average (MA) operation. The filter kernel of this operation is in accordance with the
width and height of the field of interest, i.e. the size of ten HPF. After the MA operator,
the position of the maximum value within a valid mask V is determined as center of
the region of interest.
The valid mask generation pipeline (lower branch of Fig. 3) performs a thresholding
operation [28] on a downsized version of the WSI, followed by morphological closing.
This gives a good estimate of slide area filled by tissue. In order to exclude field of
interest predictions in border areas of the slide that are not to at least 95% covered by
tissue, we perform a MA operator of same dimensionality followed by a threshold of
0.95, yielding the valid mask V (see Fig. 3).
All experiments were carried out on a Linux workstation with NVIDIA GeForce
GTX 1080 graphics card.
4.3 Estimation of mitotic count using maps (AlgoMap)
While mitotic figure detection is usually considered an object detection task, where
the position, class and presence probability of an object are estimated, we wanted to
estimate a map of mitosis likelihoods for a given image. While, for the object detection
case, a minimum distance between possible mitotic figures needs to be defined for the
non-maximum-suppression scheme, this is not needed when deriving a segmentation
map.
One approach that has been successfully used in a significant number of segmenta-
tion tasks is the U-Net by Ronneberger et al. [32]. As previously shown, this approach
can be utilized well for the given task [2]. The target map for the network consists of
filled circles, wherever a mitotic figure was present. We assume that this shape is a
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Figure 3: Overview of the general framework. The CNN-based mitotic density estima-
tor is applied on each WSI image patch. After the calculation, a moving window aver-
aging operation yields mitotic density over the area of 10 high power fields. Adapted
from [2]
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Figure 4: Mitotic figure map generation (AlgoMap) based on Ronneberger’s U-Net
architecture[32], as described in [2].
good estimate to represent the wide range of possible appearances a mitotic figure can
have.
4.3.1 Training and Model Selection
Besides the train-test split mentioned, we divided the training WSI into a training por-
tion (upper 80% of the WSI) and a validation portion (remainder). For training, the
batches consisted of randomly sampled RGB images that were by probability of one
third:
1. Images containing at least one mitotic figure.
2. Images containing at least one non-mitotic figure (hard negative example), as
annotated by pathology experts.
3. Images randomly picked on a slide, i.e. inclusion of mitotic figures is possible
but not likely.
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Figure 5: Regression of mitotic count per image (AlgoReg). The lower path is utilized
as weakly-supervised path to attain insights into the network’s decision process.
Each group of images had a dedicated justification of inclusion: While it is certainly
beneficial to include images with at least one mitotic figure for the network to converge,
the inclusion of hard negatives is well known in literature, although commonly in the
form of hard example mining from the data set [36]. Finally, we include random picks
to also train the network on tissue where no mitotic figure can be expected. This is
especially interesting for necrotic tissue, where nuclei can have mitosis-like appearance
and for border regions of the slide.
All images were randomly sampled from the training WSI using the criteria de-
scribed above and were additionally rotated arbitrarily prior to cropping. Since WSI
are typically very large (in the order of several Gigapixels), this resulted in a vast num-
ber of combinations. For validation, after 10,000 iterations a completely random pick
of 5,000 images was fed to the network. The training batch severely overestimates
the a priori probability of a mitotic figure being present, but we found that this setup
speeds up model convergence significantly. After around 1,500,000 single iterations,
the models had typically converged, as observable by the validation loss.
Even though the choice of images alleviates the heavily skewed distribution, the
loss function still needs to be chosen appropriately to cater with imbalanced sets. For
this reason, we used negative intersection over union as loss[30]
LIoU =− ∑ρ∈P
(
Xρ +Yρ
)
∑ρ∈P
(
Xρ +Yρ −XρYρ
) (1)
where X and Y are model output and ground truth map, respectively, and ρ and
P are a pixel position and the totality of all pixels in a validation image, respectively.
We trained the model using the ADAM adaptation method [14] in TensorFlow with
an initial learning rate of 10−3. For model selection, we used the model state which
yielded the highest F1-score during validation.
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4.4 Regression of the mitotic figure count within an image patch
(AlgoReg)
Direct estimation of the mitotic figure count is the most straight-forward way of deriv-
ing the area with highest mitotic activity in the slide. We use a convolutional neural
network with a single output value to regress the (normalized) mitotic count for each
inference run.
As also performed by other authors in the field [17, 29], we based the network ar-
chitecture of this approach on the very successful ResNet50 layout [13]. This network
architecture provides deep structures aimed at mapping complex input output relations,
and circumvents the vanishing gradient problem by using identity layers. Each subse-
quent layer only models a residual change to the preceding layer and gradients can be
back-propagated easier to the first layers of the network. To the ResNet50 stem, we
attached a new head consisting of a double layer of 3×3 convolutions (with 128 filter
depth each) and batch normalization, followed by a global average pooling layer (GAP)
and a final 1×1 convolutional layer with filter depth of 1 and sigmoid activation (see
Fig. 5).
This architecture is closely related to the one presented by Oquab et al.[27] and
refined by Zhou et al.[37], in that it only has one final 1×1 2D convolution layer after
the GAP layer. As shown by Oquab et al., this network layout can also serve for object
localization in a weakly-supervised approach. For this, the same final convolutional
layer (i.e. with equal weights) is attached before the GAP operation. Since all regions
of the original feature map have the same contribution to the final output value, the
resulting class activation map (CAM) can be interpreted for object localization. It also
gives us insights into what portion of the image the network considers discriminative
for locating a mitotic figure.
To define the count of mitotic figures in an image, including partial mitotic figures
in the border regions of the image (with width w and height h), we denote the x and y
position of each mitotic figure in coordinates relative to the image center as px and py,
respectively. The approximated diameter of a mitotic figure is denoted d. The overall
count, i.e. the target for the regression, is then defined as:
C =
1
β ∑i
γ(|px(i)|− w2 )γ(
∣∣py(i)∣∣− h2 )
d2
(2)
where the partial weight γ(x) in dependency of the positional offset is defined as:
γ(x) =

d x< d2
d
2 − x 0≤ x< d
0 x> d2
(3)
This approximates border region (i.e. only partially shown) mitotic figures with a
square shape. The normalization parameter β was chosen heuristically as β = 10, as
this yields a sensible absolut maximum for the total mitotic count in an image patch.
As loss function, we use the quadratic error (L2) for each image.
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Method CMCT HMC
Cross-val fold 1 fold 2 fold 3 fold 1 fold 2 fold 3
Mitosis map (AlgoMap) 0.931 0.955 0.956 0.986 0.856 0.833
MC regression (AlgoReg) 0.957 0.942 0.962 0.894 0.957 0.801
Table 2: Pearson correlation coefficient between ground truth mitotic count and es-
timated mitotic count on all evaluated models, data sets and all folds of the cross-
validation.
Figure 6: Results of field of interest selection on CMCT data set, as expressed by the
resulting ground truth mitotic count (MC) by five board-certified veterinary patholo-
gists (BCVP), three veterinary pathologists in training (VPIT) and the two algorithmic
approaches (AlgoReg, AlgoMap). Box-whisker plots indicate the distribution of MC in
the tumor area. Figure shows merged results of three-fold cross-validation, ordered by
probability of exceeding the high grade threshold by arbitrary field of interest choice.
Red dotted line shows threshold as per Kiupel’s grading scheme.
5 Results
Our method aims at finding the field of interest with the highest mitotic count. For the
HMC data set, data is only available for a subpart of the slide. We were thus only able
to evaluate the correlation between the ground truth number of mitotic figures per case
and the estimated number. For the CMCT data set, we were able to compare the MC
(as per ground truth annotations) at the predicted position with the general distribution
of MC for different positions.
5.1 Estimation of Mitotic Count
Dependent on the size of the field of view, the number of mitotic figures varies. For the
CMCT data set, we always compared for an area of 10 HPF, as per Kiupel’s scheme.
For the HMC (TUPAC16) data set, we calculated the correlation coefficient between
the sum of all detections and the ground truth number of mitotic objects per case, as no
information about geometric positioning of the single images within the original slide
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Figure 7: Tumor cases 14 (left) and 27 (right) with color coded mitotic count overlay
and results as per ground truth mitotic count of experts and algorithms. Markings
indicate the center of the selected area of interest. Clearly, the different choice of area
by the expert lead to large differences in the count of mitotic figures (ground truth
mitotic count, GTMC) in that area.
was given by the authors of the data set.
5.1.1 HMC data set
For the HMC data set, we found generally convincing correlations (between 0.801 and
0.986), but with a significant variance depending on fold and method (see Table 2). It
should be noted, however, that these results were achieved on a rather small numerical
base, with case numbers between 14 and 42 (see Table 1), which could cause the high
variance.
5.1.2 CMCT data set
For the CMCT data set, we found a high correlation (correlation coefficients are be-
tween 0.931 and 0.962) between the ground truth MC and the predicted MC for both
approaches presented in this paper, as shown in Table 2. Per whole slide image of
the test set, the average calculation time was 7 minutes, 53 seconds (min=02:16,
max=13:19) for AlgoReg or 8 minutes and 3 seconds (min=02:17, max=13:44) for
AlgoMap.
5.2 Field of interest prediction on CMCT data set
Depending on the first quartile of the MC distribution, we split up the joint results of
all cross-validation folds into three groups (see Fig.6): Tumor cases 1 - 9 have not
a single possible field of size 10 HPF that contains more than 7 mitotic figures and
are thus clearly low grade. Cases 10-18 show a strong dependency of the MC on the
area selected and can thus be considered borderline cases, while cases 19-30 reach the
threshold value of 7 for 75% of all selections and are thus clearly high grade.
As stated, we included expert area selections for comparison in this work. We found
strong differences between the positions the experts chose, and also in the ground truth
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mitotic count represented by the respective position (see Fig. 6 and 7). We found no
clear difference in performance between the group of board-certified veterinary pathol-
ogists and pathologists in training.
For both algorithmic approaches, we found results predominantly above the upper
quartile of the MC distribution. For the group of mostly low grade tumors (left plot
in Fig. 6), the regression approach was on average the better estimator for the area
of highest mitotic activity. However, in this group not a single case with a possible
MC of greater than 7 was present, so the choice of region plays a subordinate role.
For the group of borderline cases (center plot in Fig. 6), the choice of area is of much
greater importance, as it would likely impact the grading result. Here, cases 10-13
most likely would be scored as low grade as per Kiupel’s grading scheme. For cases
14, 17 and 18 (case 14 shown in left panel of Fig.7), both algorithmic approaches
outperformed all the human experts. Generally, the regression approach (AlgoReg)
showed more stable results in this regard, being better than at least 3 human experts for
the borderline cases. With the exception of case 15, however, the map-based approach
(AlgoMap) performed slightly better. In the group of high grade tumors (cases 19-
30), both algorithmic approaches were able to perform better or on par with all human
experts in the majority of cases (20 to 23 and 25 to 28). As also observable in the
correlation to the ground truth MC, both methods had a similar performance and varied
slightly across slides.
5.3 Mitosis Activation Maps
As described in section 4.4, the direct regression approach can be also used for weakly-
supervised mitosis detection. The secondary output port of Fig. 5 can be interpreted
as model attention leading the the regression output value on the primary output port.
We observed that the models generated round activation patterns around mitotic figures
in this setup (see Fig. 5). In order to evaluate the size of these on both data sets, we
calculated the area where the class activation map exceeded the threshold of 0.5 for
images where exactly one mitotic figure was present (as per ground truth annotations)
.
As depicted in Fig. 8, the area used by the model to count a mitotic figure as such
was rather similar for all validation folds, being around 700-900µm. For the HMC
dataset, we found a greater variation, but also higher median values for the different
folds. This result could point to the slight difference in size in both data sets.
6 Discussion
Our results support the hypothesis that one significant reason of high rater disagreement
in mitotic count, which is well described in literature for human as well as for veterinary
pathology, lies in the selection of high power fields used for counting. On our data set,
we found the distribution of mitoses to be rather patchy, and selection of area does
thus have a strong impact on mitotic count. This emphasizes the importance of this
preselection task, which was not tackled in any mitosis detection challenge up to now.
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Figure 8: Left: Area investigation for class activation maps in canine cutaneous mast
cell tumor (CMCT) and human mamma carcinoma (HMC) data set. Middle: Sam-
ple image with annotated mitotic figures (green circles). Right: Corresponding class
activation map.
Our work also underlines that while human experts will likely not be consistently
able to select the area of highest mitotic activity, an algorithmic evaluation of the WSI
could prove to be a good augmentation method. Besides finding the area of highest
mitotic activity, the methods presented in this paper can also well serve as an aid to
navigate the whole slide image and could thus generate further insights for a more
precise diagnosis.
A limitation of current grading ambitions is the poor consistency of the applied
grading methods between the different systems. Whereas most grading systems require
a mitotic count in ten consecutive, non-overlapping HPF in the area with the highest
mitotic density [3, 11, 16, 20, 34] other systems count mitotic figures in three fields
[15] or propose random selection of individual HPF [15, 18]. To the authors’ best
knowledge, current literature does not imply which method has the best agreement
with prognosis. In the present work, we have therefore decided to use the criteria of
the respective grading system, i.e. ten consecutive HPF in the area within the highest
density and a size of the HPF in consensus with current guidelines [24]. A potential
limitation is that we had to preset the aspect ratio of the field of interest. We assume that
while the actual shape of this area might play a role for an individual case, on average
the impact will be negligible. The effect of this, however, will have to be investigated
further for data sets where prognostic data is available.
Reproducibility is a key component to each diagnostic method, as also pointed out
by Meuten [22]. A clear definition of the criteria and methods used for counting, which
is essential in this regard, should thus try to reduce individual factors as much as pos-
sible. As such, also a manual pseudo-random selection of areas should be questioned
due to non-existent reproducibility. While the computer-aided methods will have lim-
itations and not be error-proof, they can increase inter-rater concordance on average if
they deliver better performance than the average human expert. Therefore we propose
that the present algorithm with absolute reproducibility has the potential to improve
diagnostic prognostication as well as grading system development.
The non-existence of large-scale data sets of completely annotated whole slide tu-
mor sections in many biomedical domains poses an important problem to algorithmic
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as well as computer-aided diagnosis in this regard. Our study shows that there is a huge
potential for novel methods once such data sets exist also for other species and tissues.
Current grading schemes were mostly developed in retrospect [6, 16, 22], with
consideration of the survival rates of the patients and the manual mitotic count. Since
the slides were not investigated for mitotic figures within the complete tumor area,
the mitotically most active region was necessarily unknown and was possibly missed.
Considering our findings, it is possible that those grading schemes have been based
on false low MCs. Novel methods like those presented in this paper can thus help to
develop more precise and reproducible grading schemes, which will then likely have
adjusted thresholds.
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