Sentence simplification aims to simplify a complex sentences while retaining its main idea. It is one of the most important tasks in natural language processing. Recent works addressed the task with sequence-to-sequence(Seq2seq) model. However, these conventional Seq2seq models usually based on a single-stage encoder, which only read the source complex sentence once, as a result, it was hard to extract the representational features of the source sentence precisely. To resolve the problem, we proposed a multi-stage encoder based Seq2seq model for sentence simplification. Specificly, there were three stages in the encoder of proposed model, namely N-gram reading stage, glance-over stage and final encoding stage. The N-gram reading stage catched N-gram feature embedding for other stage and the glance-over stage extracted local and global information about the source sentence. The final encoding stage took advantage of the information extracted by the former two stage to encode source sentence better. Then, it introduced a novel attention connection method which could help the decoder to make full use of the information of encoder. Experiments on three public datasets demonstrated the proposed model that outperforms state-ofthe-art baseline simplification systems.
I. INTRODUCTION
Natural Language Processing (NLP) is one of major techniques in artificial intelligence, and it has a lot of applications, such as machine translation [1] , summarization [2] and natural language inference [3] etc. Sentence simplification is one of the most important tasks in NLP. The main purpose of sentence simplification is to simplify the linguistic complexity of text and makes it easier to understand and accept while retaining its original idea. Sentence simplification has many application scenarios in practice. On one hand, it provides reading aids to people with low-literacy skills, such as non-native speakers, children as well as patients with linguistic and cognitive disabilities [4] , [5] . On the other hand, it also can be a downstream task to improve the performance of other NLP tasks [6] - [8] .
Some sentence simplification systems [5] , [9] focused on splitting a long sentence into shorter sentences, deleting less important words/phrases [10] - [12] or paraphrasing [13] - [15] . But these systems depended on manual rules and cannot be trained end-to-end. Inspired by the machine translation system based on sequence-to-sequence(Seq2seq)
The associate editor coordinating the review of this manuscript and approving it for publication was Shuping He . model [16] , [17] , recent work [18] , [19] had built the similar end-to-end sentence simplification system along with attention mechanism, and further improved its encoder and decoder by adapting an architecture with augmented memory capacities called Neural Semantic Encoders [18] or further improved it with reinforcement-based policy gradient approaches [19] . However, these single-stage encoder based Seq2seq models had limited capacity to extract proper representational features of the source sentence and the input word embedding of words were mutually independent which cannot express the exact meaning of the word in a sentence.
Following the works of [18] , [19] , this paper proposed a multi-stage encoder based Seq2seq model which considered the fact that when humans read a complex sentence, they would read the sentence two or more times and when they read a word, they would also read other words around the word to get more precise meaning of it. The encoder of proposed model can be separated into three stages: N-gram reading stage, glance-over stage and final encoding stage. The N-gram reading stage extracts N-gram feature embedding for other stage; the glance-over stage catches local and global information about the source sentence; the final encoding stage takes advantage of the information extracted by the former two stage to encode source sentence better.
Meanwhile, this work introduced a weak attention connection which help the decoder to take full advantage of features which extracted by the encoder in different stages. We evaluated our system on three open datasets: Newsela [20] , WikiLarge [19] and WikiSmall [21] and the experiments showed that the proposed multi-stage Seq2seq model is significantly better than other Seq2Seq models. Next, we discussed how N-gram reading stage and glance-over stage benefit to the sentence simplification tasks. Finally, we compared the outputs of the proposed model with other baseline models.
To summarize, the main contributions of this paper are as follows:
First, this paper proposed a multi-stage encoder based Seq2seq model. Compared to traditional Seq2seq models, the proposed model would be able to extract the information from source sentence better and encode the source sentence more accurately.
Second, this paper introduced a weak attention connection method which can help the decoder to make full use of the information of different stages of the encoder.
Third, the experiments demonstrated that the proposed model outperforms the previous neural sentence simplification systems on BLEU [22] and SARI [23] metric which are usually used to evaluate simplification systems.
The rest of this paper was organized as follows: Section 2 gives a review of the related works. Section 3 introduces the multi-stage encoder based Seq2seq model proposed by this paper. Section 4 exhibits experimental settings of our experiments. Section 5 presents the experimental results and comparisons to other models. And the last Section concludes this paper.
II. RELATED WORKS
In previous works, the most usual operations for sentence simplification include substituting rare words with more simple words or phrases, deleting unimportant element of the original text or making syntactically complex structures simpler [24] . And they usually just focused on individual aspects of simplification problem such as several systems performed syntactic simplification only, using rules aimed at sentence splitting [5] , [6] , [13] , [24] , or performed lexical simplification by substituting difficult words with simpler WordNet synonyms or paraphrases [14] , [15] , [25] .
Recently, some approaches viewed the simplification problem as a monolingual text-to-text generation problem, which borrowed ideas from statistical machine translation. Sentence simplification can be learned automatically from examples of complex-simple sentences which are extracted from online resources such as the ordinary and simple English Wikipedia. For example, inspired from syntax-based translation, Zhu et al. [21] proposed a model similar to the one given in [26] which additionally performs simplification-specific rewrite operations such as sentence splitting. Woodsend and Lapata [27] used the framework of Quasi-synchronous grammar [28] to formulate simplification and linear programming to score the candidate simplifications. Wubben et al. [29] proposed a two-stage model: In the first stage, training a standard phrase-based machine translation(PBMT) model on complex-simple sentence pairs. In the second stage, re-ranking the Top-K outputs of the PBMT model according to their dis-similarity to the (complex) input sentence. Narayan and Gardent [30] developed a hybrid model which also operates in two stages. Initially, a probabilistic model performs deletion and sentence splitting operations over discourse representation structures given by Boxer [31] . And then, the output sentences are further simplified by the model similar to [29] . Xu et al. [23] used a large scale paraphrase dataset [32] to train a syntax-based machine translation model and simplification-specific objective functions and features to focus the model to generate simpler output.
Recently, the encoder-decoder based Seq2seq models were successfully used in many sequence to sequence generation works such as summarization [2] , machine translation [1] , [16] , [17] , etc. Inspired from the success of Seq2seq model in these NLP applications, Zhang and Lapata [19] proposed DRESS and DRESS-LS which integrated Seq2seq model with reinforcement learning to reward simpler outputs. Vu et al. [18] proposed to use a memory-augmented RNN architecture to enhance conventional Long Short-Term Memory(LSTM) [33] /Gated Recurrent Units [17] (GRU) based Seq2seq models. Guo et al. [34] proposed to take advantage of multi-task learning to improve the pointergenerator [35] based Seq2seq model. Kriz et al. [36] modified Seq2seq model by improving training loss function and decoding method of inference time. Nishihara et al. [37] proposed controllable text simplification model which improved Seq2seq model with lexical constraint loss, but Nishihara's method depended heavily on dataset because it need the target sentence with sentence level label. These models had achieved a certain degree of good results in sentence simplification task.
However, these conventional Seq2seq model usually based on single-stage simple encoder, and they would lose a lot of information about the source sentence because they failure to extract the representational features of the source sentence correctly. Meanwhile, the input of the model is the independent word embedding which cannot express the exact meaning of the word in a sentence. In order to resolve this problem, this paper proposed a multi-stage encoder based Seq2seq model, and introduced a weak attention connection method for our decoder which can make full use of the features extracted from the multi-stage encoder.
III. METHODOLOGY
Sentence simplification can be formulated as a sequence to sequence generation task, where the length of the target text is much shorter than the length of input text. This work proposed a multi-stage encoder based Seq2seq model which can extract information much better than the conventional Seq2seq model. VOLUME 7, 2019 Similar to attention-based Seq2seq model, the proposed model also consists of encoder and decoder, but the encoder is consists of three stages. The first stage is N-gram reading stage, which is built from a convolutional neural network, and the N is the size of convolution kernel(it is also viewed as window size for reading). In the N-gram reading stage, the proposed model reads the input sentence first time. The second stage is glance-over stage, which is a LSTM network, and it can catch local and global information of the sentence for the last stage. In the glance-over stage, the proposed model had read the sentence second time. The last stage is final encoding stage, which is a bidirectional LSTM network. And after this stage, the proposed model had read the sentence three times.
In the following subsection, we first introduced the attention-based sequence to sequence model which is apporached in most of recent sentence simplification task, and then detailed the proposed multi-stage encoder based Seq2seq model. Figure 1 had given an overview of the proposed model. 
A. ATTENTION-BASED SEQ2SEQ MODEL
A basic encoder-decoder based Seq2seq model for sentence simplification would be introduced firstly. The architecture of the model is shown in the Figure 2 .
Given a complex source sentence X = (x 0 , x 1 , . . . , x |L| ), where x i denotes i − th word in the source sentence of length |L|, the Seq2seq model learns to generate its simplified target Y = (y 1 , y 2 , . . . , y |l| ), where y i denotes i − th word in the target sentence of length |l|. Predicting the target Y given the source X is a typical sequence to sequence learning problem and the problem can be modeled with attention-based encoder-decoder based Seq2seq model [38] . Seeing from the Figure 2 , the encoder-decoder based Seq2seq model has two parts. In conventional Seq2seq model, the encoder uses a LSTM network transforms the source sentence X into a sequence of hidden states
Attention-based encoder-decoder Seq2seq model. The model can attend to relevant source input while generating the simplification. e.g., to predict the target wordŷ 2 the model may more attend to the source words x 0 and x |L|−1 .
the superscript E denotes hidden states of the Encoder,h E t is the t − th time step hidden state of the encoder LSTM, while the decoder uses another LSTM network to predict (t +1)−th time step word y t+1 , based on encoder hidden states H E and previous output y 1:t to obtain the target sentence Y .
Differing from the based Seq2seq model, attention based Seq2seq models are based on the previous output y 1:t and a context vector c t which is generated by the attention mechanism:
where g(·) is a non-linear function with the following expression:
where the superscript D denotes hidden state of the Decoder, h D t is the t-th time step hidden state of the decoder LSTM, W • ∈ R |V |×d , U a ∈ R d×d and W a ∈ R d×d are trainable parameters; |V | is the vocabulary size and d is the dimension of h D t which is the t-th time step hidden state of the decoder LSTM, and its expression is as follows:
The context vector c t can be calculated as the weighted sum of the hidden states of the encoder:
where the weights α ti are calculated by an attention mechanism:
where W q ∈ R d×d is a trainable parameter. And equation 7 is also named as general attention formula. There are alternative ways to compute attention scores such as Bahdanau attention [39] or Luong attention [38] . The reason why this work uses general attention (7) is mainly for efficiency. The objective function L(θ) of the model is the negative log-likelihood of the training source-target pairs:
where the K is the batch size, k denotes k-th batch, and X is the source sentence and θ denotes all trainable parameters of the model.
B. MULTI-STAGE ENCODER BASED SEQ2SEQ MODEL
Based on the attention-based Seq2seq model, this paper proposed a multi-stage encoder based Seq2seq model(Seeing from Figure. 1) which mainly include three stages, namely, N-gram reading stage, glance-over stage and final encoding stage. It is worth noting that unlike the stacked neural network encoder model such as Stacked LSTM, in our proposed model, the network architecture of different stage in our encoder is different and the last stage architecture is the most complex. In this subsection, the proposed model would be detailed.
1) N-GRAM READING STAGE
The input of the attention-based Seq2seq model usually is the word embedding of the source sentence, and then the LSTM model read the input words one by one. Inspired by the habit of human reading, when humans read a word in a sentence, they maybe not only focus on the word we read, but also read other words around the word to capture the better meaning of the word. Here, the proposed model utilizes a Convolutional Neural Network(CNN) [40] whose kernel size is N to model the behavior. Thus, in N-gram reading stage, the encoder of proposed model uses a CNN to convolute the input word embedding matrix to get a novel convolutional word embedding matrix EX = ex 1 , e x 2 , . . . , e x |L| :
where W f , b f are trainable parameters of the convolution kernel, ex i is the i-th convolutional word embedding vector of the matrix EX, and x i is the i-th word embeding of the source sentence. In this way, after getting the i-th convolutional word embedding ex i , the embedding ex i also including the information of words around it in a window size of N.
2) GLANCE-OVER STAGE AND FINAL ENCODING STAGE
After getting the convolutional word embedding EX, we concatenate it with original word embedding as the input of the glance-over stage. In this stage, a LSTM model is used to encode the information which is extracted from the first stage and use the hidden states of the LSTM as the output of this stage, which can be represented as S = s 1 , s 2 , . . . , s [L] :
where s t is the t-th time step hidden state of the encoder's glance-over stage, and s |L| is the final time step hidden state of the encoder's glance-over stage. s t can be viewed as the feature of local information on t-th time step and s |L| as the global information of the whole sentence extracted by the model in glance-over stage.
In final encoding stage, a bidirectional LSTM is used as the final stage network architecture as the bidirectional LSTM can propagate information forward and backward in time series which is similar to the behavior of deliberating repeatedly before summary reading. After final stage, the encoder of proposed model transforms all input into last final rep-
where the superscript F denotes hidden states of the Final stage encoder, − → h F t is the t-th time step forward propagation hidden state and ← − h F t is the t-th time step backward propagation hidden state, we concatenate them as the t-th time step final representation state h F t .
3) WEAK ATTENTION
The attention mechanism in the proposed model is different from attention-based Seq2seq model. The original attention mechanism usually only focuses on final output of the encoder model, however, in the proposed model, the decoder not only focuses on the output of final stage, but also attends to the output of glance-over stage. Here, this paper proposed that the glance-over stage can catch some global information of the source sentence which may help the decoder to generate a better output, and this connection method also can help to alleviate the gradient vanishing problem of back propagation in the glance-over stage [39] . Differing from Equation (6) and Equation (7), the attention weights can be calculated as follow:
where β 1 , β 2 are two hyper-parameters and β 1 + β 2 = 1, we set β 1 close to 1 and β 2 close to 0, because we consider that the effect of final stage output is the most important and the glance output acts just as a support. So this paper names the connection between the decoder and the glance-over stage LSTM of encoder as weak attention.
4) INCORPORATION WITH POINTER-COPY MECHANISM
In conventional attention-based Seq2seq model, if one wants to generate a word which is out-of-vocabulary(OOV), one would use a token such as <UNK> to replace it. However, in simplification task, name of a person or a place is important but with low word frequency. So these words are always the OOV words.
In order to deal with the OOV problem, we incorporate the proposed model with pointer-copy mechanism, which allows the model to directly copy words and phrases from the input to the output. After incorporating with pointer-copy mechanism, the proposed model generates the final output P final (y) by combining a probability distribution over all words in the vocabulary P vocab (y) and the attention distribution P attn (y): P final (y) = p g P vocab (y) + 1 − p g P attn (y) (16) where P vocab (y) can be obtained by Equation (2), P attn (y) is the attention distribution which can be obtained by Equation (14), and p g is the generation probability which is used as a soft switch to make a choice between generating a word from the vocabulary via P vocab (y), or copying a word from the input sentence by P attn (y). p g can be calculated as follow:
where W g , U g , V g and b g are trainable parameters, c t is the context vector, h D t is the decoder state and y t is the decode input.
The loss function L(θ) is same with Equation (8), but with respect to our modified probability distribution p (y i |y <i , X , θ) given in Equation (16).
5) FINAL LOSS FUNCTION
During training step, in order to train glance over stage encoder effectively, the information S = s 1 , s 2 , . . . , s [L] extracted by glance over stage was also used to do a decode process based on attention-based Seq2seq model framework. And it used a shared decoder with the proposed model. The loss function of this process can be calculated as:
where ϑ denotes all trainable parameters which are not in final encoding stage encoder, and other variables's meaning are same with Equation (8). Thus, the final loss function of the proposed model during training step is:
where ε is a additional loss factor which can be tuned on validation data.
IV. EVALUATION SETUP A. DATASETS
Three benchmark simplification datasets 1 that this paper evaluate on would be described firstly.
WikiSmall is a automatically-aligned complex-simple sentences pair which is extracted from the ordinary-simple English Wikipedias. It has been extensively used as a benchmark for evaluating text simplification systems [20] , [27] , [29] , [30] . There are 89,042 sentence pairs in the training set, 205 pairs in the valid set and 100 pairs in the test set.
WikiLarge constructed by [19] , is a larger Wikipedia corpus aggregating pairs from [41] . Specifically, the training 1 The WikiSmall and WikiLarge can be downloaded on https://github. com/XingxingZhang/dress dataset consists of 296,402 complex-simple sentence pairs gathered from [21] , [27] , [41] , and its validation and testing, following [19] , we use the dataset Turk created by [23] . In the validation and testing dataset, each complex sentence has eight simplified reference sentences as the ground-truth, and all of the reference sentences are generated by Amazon Mechanical Turk workers. The Turk dataset consists of 2,000 samples for validation and 356 samples for testing.
Newsela 2 is a dataset collected by Xu et al. [20] who argue that the resources which base on Wikipedia is suboptimal due to the automatic sentence alignment which unavoidably introduces errors, and their uniform writing style which leads to systems that generalize poorly. Newsela consists of 1,130 news articles, each of them written four times by professional editors for children at different grade levels(4 is the simpest level and 0 is the most complex). Xu et al. [20] generated multiple aligned complex-simple sentence pairs. Following Zhang et al's way, we removed sentence pairs of levels 0-1, 1-2, and 2-3, which were too similar with each other. We use the first 1,070 documents for training dataset(94,208 sentence pairs), the next 30 documents (1,129 sentence pairs) for validation and the last 30 documents (1,076 sentence pairs) for testing [19] .
Statistics of the three datasets are shown in Table 1 . 
B. TRAINING DETAILS
The proposed model is implemented based on OpenNMT 3 [42] which is an open-source toolkit and is trained on an NVIDIA GPU card. The all parameters were uniformly initialized within the range of [−0.1, 0.1]. We used Adagrad [43] to optimize the model with learning rate 0.15 and an initial accumulator value of 0.1. In order to avoid gradient explosion, gradient clipping [44] are used with a maximum gradient norm of 2. Both glance-over encoder and decoder LSTMs have 512 hidden neurons, but final bidirectional LSTM only has 256 hidden neurons. The size of convolution kernel is 3 and our dropout rate is 0.5. Word embeddings were initialized with 300-dimensional Glove vectors [45] .
During training time, we used the final loss function L final with ε = 2; We tuned hyper-parameter β 1 , β 2 on validation set and found that it is best to set β 1 to 0.9 and β 2 to 0.1. To limit vocabulary size, we just included the 50,000 most frequent words in our vocabulary and the other words replace with <UNK> token which proposed in Jean et al. [46] .
C. EVALUATION
Following previous work [18] , [19] , we evaluated system outputs on the standard evaluation metrics BLEU [22] and SARI [23] which are widely used in simplification literature. Specifically, BLEU measures the output by counting N-gram matches with the reference and SARI compares the output with both the reference and the input sentence. Both measures can be used to automatically evaluate the quality of simplification output. Reference [18] proposed that SARI should be used with caution when tuning neural Seq2seq simplification models, because SARI depends on the differences between the input sentence and the system's output, large differences may yield very good SARI even though the output is ungrammatical. Thus, following [18] , when tuning with SARI, we only kept the epoches in which the BLEU score of model's output is higher than a threshold ζ . The values of ζ in Newsela, WikiSmall and WikiLagre are 22, 33, and 77.
D. COMPARISON MODELS
To test the effectiveness of the proposed model in simplification task. This paper compared the proposed model with other baseline models as follows:
HYBRID [30] : a hybrid semantic-based model which combines a mono-lingual machine translation model and a simplification model. It is a non-neural model.
DRESS [19] : a deep reinforcement learning based sentence simplification model. DRESS-LS [19] : a deep reinforcement learning based sentence simplification model which was combined with the lexical information.
LSTMLSTM [18] : an attention-based Seq2seq model whose encoder and decoder are LSTM. LSTMLSTM-B means the model is tuned with BLEU and LSTMLSTM-S means the model is tuned with SARI.
NESLSTM [18] : an attention-based Seq2seq model whose encoder and decoder are memory-augmented RNN architecture. NESLSTM-B means the model is tuned with BLEU and NESLSTM-S means the model is tuned with SARI POINTER-COPY: an attention-based Seq2seq model with pointer-copy mechanism. We implemented it with OpenNMT. The model was also tuned with BLEU(-B) and SARI(-S). Table 2 showed the sentence simplification results of the proposed model on WikiSmall, WikiLarge and Newsela with other baseline models. The columns in the table correspond to the names of dataset, and the rows are the respective models. MULTI-STAGE-B means the proposed model is tuned with BLEU(-B) and MULTI-STAGE-S means the proposed model is tuned with SARI(-S). Since Newsela contains high quality simplifications created by professional editors, we first discussed the result of the proposed model on Newsela. As can be seen from Table 2 , MULTI-STAGE-B achieved the highest BLEU of 28.57 which is better than all baseline models. All nerual models obtained much higher BLEU socore than HYBRID which is a non-neural model, and MULTI-STAGE-B outperformed the best neural model(NESLSTM) by 2.26 in BLEU score. As for SARI, MULTI-STAGE-S also achieved the best SARI score of 30.21 compared with baseline models. Specifically, it outperformed the best neural model(NESLSTM) by 0.63 and outperformed the best non-neural model(HYBRID) by 0.21 in SARI score. This indicated that, the proposed Multi-Stage encoder offers an effective improvement for neural Seq2seq model on simplification task.
V. RESULTS AND DISCUSSION

A. EVALUATION RESULTS
On WikiLarge, MULTI-STAGE-B achieved the highest BLEU score(94.60), and MULTI-STAGE-S obtained the best SARI score (38.12) . Similarly MULTI-STAGE-S achieved the highest SARI score(30.74) on WikiSmall. With regard to BLEU, MULTI-STAGE-B obtained the best BLEU score(53.88) among neural models and approached the state-of-the-art model(HYBRID).
B. IMPACTS OF N-GRAM READING
In order to investigate the influence of the window size N in N-gram reading stage, we explored different setting from 0-5 and ran the experiments on the Newsela. We measured the effect of window size N on simplification task by BLEU and SARI, We showed the result in Table 3 and Table 4 .
The numbers clearly showed that N = 3 performs best. N = 2 and N = 4 can reach comparable performance while larger Ns performed worse than N = 3, and all better than N = 1. The results meant that it is better for the proposed model to express a word with using other words arround it.
C. EFFECT OF WEAK ATTENTION
In order to investigated the influence of weak attention in our model, we also explored different β 1 and β 2 setting in equation (15) and ran the experiments on the Newsela. We showed the result in Figure 3 .
The Figure 3 clearly showed that {β 1 = 0.9, β 2 = 0.1} performs best, while {β 1 = 0.95, β 2 = 0.05}, {β 1 = 0.8, β 2 = 0.2} and {β 1 = 0.7, β 2 = 0.3} also can outperform {β 1 = 1, β 2 = 0} which equals to normal attention. It suggested that the proposed weak attention method helps to improve normal attention and ratio β 1 to β 2 is best to set around 9:1. It is reasonable because the final encoding stage output is the most important and output of the glance-over stage just acts as a support.
In order to compare the proposed weak attention method and normal attention better, an output example is shown in table 5. We also visualized the normal attention distribution and weak attention distribution of the example in Figure 4 (a) and Figure 4 (b). As shown in table 5, the output which was generated by weak attention method was simpler than the output which is generated by normal attention. Meanwhile, it can be seen from Figure 4 that compared with Figure 4(a) , attention distribution weights of the weak attention (Figure 4(b) ) were much more sparse than the normal attention. That meant the weak attention method can help decoder attend more rightly to the place where should need to focus on. Thus, the weak attention method can help to improve normal attention. Figure 5 showed some output examples comparing baseline models and the proposed model(and reference). It can be seen that all nerual models learnt to perform well in rewrite operations, such as deletion, copying, substitution and 5 The best BLEU score of MULTI-STAGE-B with different window size N in N-gram reading stage 5 The best SARI score of MULTI-STAGE-S with different window size N in N-gram reading stage reordering. Both MULTI-STAGE-B and MULTI-STAGE-S simplified the input appropriately while keeping reasonably important information from the complex sentence which was more concise than other benchmark models. It is noteworthy that, compared with the outputs of MULTI-STAGE-B, MULTI-STAGE-S tended to generate simpler sentence. This supports the conclusion of previous work [18] that there is a positive significant correlation between SARI and simplicity.
D. SYSTEM OUTPUT EXAMPLES ANALYSIS
E. ABLATION STUDY
An ablation study was conducted on the proposed model to examine the effectiveness of different part in simplification task.
Since WikiSmall and WikiLagre are automatically aligned sentence pairs which unavoidably exists errors, as well as their uniform writing style may lead to models that generalize poorly, so they are suboptimal resources to conduct the ablation study. In the contrast, Newsela contains high quality simplifications which were created by professional editors [18] , [19] . Thus, the ablation study mainly conducted on Newsela. Meanwhile, because SARI can better reflect the simplification of sentences than BLEU, SARI was utilized as the metric for model selection. As shown in Table 6 , after removing all stage of the proposed model, the model degenerated to a copy-generator model, which was a strong baseline model. Compared with the baseline model, the proposed model achieved 30.21 SARI on newsela which outperformed the baseline model 2.61 SARI score. After removing the N-gram reading stage and then the proposed model degenerated into a two stage encoder based Seq2seq model. the proposed model obtained 29.11 SARI score which higher than the baseline model (28.72) . In this two stage model, the glance-over stage LSTM provided the final stage bidirectional LSTM with local information and global information of the input sentence, so it can improve the performance of the encoder. In experiment 3, the glance-over stage was removed and the proposed model obtained 28.91 SARI score which still higher than the baseline model. The result illustrated that the convolutional word embedding is helpful for encoder to extract features from the source sentence. In experiment 4, the weak attention method was dropped from the proposed model and attention mechanism of the proposed model degenerated to normal attention with SARI score degraded to 29.63 . The result demonstrated the information of glance over stage would help to produce a better attention distribution and encourged decoder to generate simpler output than normal attention.
VI. CONCLUSION
In this paper, we presented a multi-stage encoder based Seq2seq model and explored performance of the model on sentence simplification task. The proposed Seq2seq model is different from the previous Seq2seq model. First, it contains three different stages, namely, N-gram reading stage, glance-over stage and final encoding stage. These different stages imitate human beings to read a complex sentence two or more times for understanding the sentence better. Second, the weak attention method helps the decoder make full use of the information of different stages of the encoder when the decoder predicts target words. The results of our experiments showed that the proposed model outperformed other nerual Seq2seq models. It is capable to significantly reduce the complex of the input sentence. In the mean time, it performs well in meaning preservation of the original sentence.
The reasons why the proposed model achieves such improvement over Seq2seq model in sentence simplification task are as follows: Firstly, the N-gram reading stage can catch N-gram feature embedding for other stage. The glance-over stage can extract local information and global information of the source sentence which encourge the final encoding stage to encode the source sentence better. Secondly, the proposed weak attention connection method can help the decoder to obtains more information from the encoder. It can assist the decoder to generate target word better than traditional attention method.
As the same with encoder, the ability of decoders also affects the ability of Seq2seq model. In future work, we will explore to improve decoder of the proposed model by introducing information of topic model [47] and utilizing multi-stage decoding [48] .
