Detection systems used for computerized tomography are often approximated by line integrals, despite having non-negligible beam widths due to a finite detector size and a finite acceptance angle. Ways to take into account these beam widths in algorithms for two-dimensional straightline emission tomography are discussed. It is shown that the full three-dimensional imaging properties of the detection system, including filter functions, can be described in projection space. The relationships with the geometric matrix and the étendue are discussed. Two methods to compensate for most of the beam-width effects have been developed, which can be combined with many tomography algorithms. The two methods are demonstrated to improve the quality of tomographic reconstructions of measurements by the bolometer tomography system on the JET (Joint European Torus) tokamak. The strengths and limitations of the methods are discussed.
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INTRODUCTION
Physical detection systems for tomography have a finite detector surface and a finite acceptance angle. The combination of these finite sizes results in what we will call "finite beam widths."
The actual sizes are a trade-off between response (signal-to-noise ratio) and the required resolution.
Many tomography algorithms assume the measurements to be along infinitely thin lines, which can result in the blurring of the image, or worse, an incorrect interpretation of the measurements, if structures exist that are of the size of the beam widths. Although in the past several ways have been developed to take into account beam widths, most have a limited applicability to specific problems. For example, deconvolution 1-8 is mainly applicable in detection systems with regular spacing between lines of sight (we will use the term line of sight even when it has a finite width), and when the reconstruction is made in Fourier space. A description of how to take into account "elliptical" beams has been given by Bates and McDonnell. 9 The detection system properties are usually only approximated and assumed to be identical for all detectors. Other methods, such as the geometric function, are limited to series-expansion tomography algorithms. This paper studies the beam-width effects of three-dimensional detection systems for two-dimensional (emission) tomography and proposes algorithms, that do not require regular coverage, to improve the lineintegral approximation. It is assumed that effects from re-absorption, refraction, diffraction, and scattering are negligible.
A finite beam width results in an averaging or blurring of features compared with what would have been measured along thin lines. Our main concern is not to restore all features that have been lost by the averaging process of the finite beam width, but to correctly take into account the imaging properties. This is particularly useful when there are steep gradients in the object, or localized peaks. This leads to a de-blurring of the image, but not necessarily to a restoration of all structures with high spatial frequency. Restoration is only possible if the spacing between lines of sight is significantly smaller than the beam width (see Bracewell 1 ). Our description of properties of detection systems can also be applied in the deconvolution methods to take into account the beam widths.
The aim of the paper is two-fold. Firstly, in Sec. 2 a formalism is derived to fully describe the three-dimensional properties of detection systems for two-dimensional tomography. This formalism is in projection space, because projection space is natural for many tomography algorithms. The relationship of the coverage of projection space by a detector and the geometric function describing the imaging properties in reconstruction space is shown. The approximation by line integrals is discussed on basis on the conservation of the étendue of the imaging detection system. More extensive derivations and more examples are given in Ref. 10 . Secondly, in Sec. 3 two variations of one method are described that compensate for some beam-widths effects in tomography algorithms that assume pure line integrals. In Sec. 4 examples are given of the application of the algorithms and the results are discussed. General conclusions are drawn in Sec. 5.
The application of the algorithms and the properties of detection systems in projection space are illustrated with the bolometer tomography system 11 on the JET (Joint European Torus)
tokamak, a device for nuclear fusion research. Some of the bolometers are pin-hole cameras (i.e.
several detectors share one aperture), whereas other ones have collimators. The emission profiles expected in a tokamak plasma are strongly asymmetric, which, in combination with the limited access, determines the lay-out of lines of sight. The number of lines of sight (118) is limited by the high cost of detectors and the access to the tokamak.
FINITE BEAM-WIDTH EFFECTS IN PROJECTION SPACE AND THE

APPROXIMATION BY LINE INTEGRALS
A. The tomography problem
The Radon transform R is a straight-line integral transform that maps functions g with a compact support in R 2 (i.e. zero outside a certain closed region with maximum radius a) onto functions f in a space M:
where the coordinates p and ξ in M parametrize each line of sight; p being the (signed) distance from the origin ( , ) x y 0 0 to the line and ξ the angle of the line with the (horizontal) x axis. The space M is referred to as projection space and has the shape of a Möbius band with width 2a and
0 π suffices for a complete description. Many properties of projection space are derived in the literature, see for instance Refs. 12 and 13. To distinguish, the actual space with coordinates x and y is called "reconstruction space." Note that the ( , ) p ξ coordinates depend on the choice of the origin ( , ) x y 0 0 . To simplify the expressions we will choose, without loss of generality, ( , ) x y 0 0 = (0,0).
Throughout this paper double integrals without limits implicitly imply integration over the entire area.
Solving g from a limited number of line-integral measurements f is called the tomographic inversion or reconstruction of f. We will consider emission tomography, where g(x,y) is the local emissivity of an object. The graphical representation of the function g(x,y) is often called "tomogram" and the representation of f p ( , ) ξ "sinogram." The sinogram for a typical emission profile in the JET tokamak is shown in Fig. 1(a) , where the marked points indicate the lines of sight of the bolometer system. In physical detection systems the measurements are not exact line integrals, but effects such as the detector size, the width of the viewing chord and the viewing properties out of the reconstruction plane need to be taken into account. The measurements of all discrete detectors are written as the vector f (the hat is used to distinguish it from the pure line-integral value). In the following, the subscript i will be used to indicate that the quantity is for one physical detector numbered by i. A conventional way to take into account the beam widths is by replacing Eq. (1)
for each element i of the measurement vector, where K x y i ( , ) is the geometric or apparatus function. The geometric function contains all relevant information about the viewing geometry and calibration factors. Because the function K i acts as a weight it is sometimes referred to as weight function. Equation (2) can be discretized and written in matrix form:
This is the approach taken in so-called series-expansion methods for tomographic reconstruction. 14 Here, K ij is the geometric matrix and the function g(x,y) has been discretized into a onedimensional vector g. The geometric matrix elements are obtained from
where b j are (possibly orthonormal) basis functions. Common basis functions are pixels of a grid (see for example Ref. 14) .
Another approach to obtain the tomographic reconstruction of f, is to use discretized versions of the analytical inversion formula of Eq. (1). These are called transform methods. 16 While it is straightforward to take into account the imaging properties in series-expansion methods by means 4f i of the geometric matrix of Eqs. (3) and (4), in general it is more difficult to do so in transform methods. Two methods to do this in an approximate way are described in this paper.
B. The relationship between the geometric function and the coverage of projection space
Due to the finite size of the detector and the finite acceptance angle many rays of light reach each detector. The rays that reach a particular detector form one or more "clouds" of points in projection space (see Fig. 1 ). The set of all rays reaching detector i, i.e. rays that are within the entrance pupil of the detection system, will cover a region of projection space designated by D i . In lossless purely two-dimensional detection systems each ray will contribute fully to the measurement f i . However, when there are losses in the optical detection system, e.g. angle-dependent filter effects or contamination of optical surfaces, or effects of the three-dimensional nature of the detection system, a modifying function k p i ( , ) ξ has to be placed in front of each line integral f p ( , ) ξ . The total radiation reaching detector i is an integral over all rays D i that reach that detector:
Here, Eq. 
where
ξ denotes the window function Fig. 2(a) ( , ) ξ are given for completeness; they are however not used in this paper.
By inserting the inverse Radon transform (see for instance Ref. 17 for various forms of the
Radon inversion formula) for g in Eq. (2) and changing the integration order in a similar way as in Eq. (5), it can be shown that
where the integral is understood in the Cauchy principal value sense. This inversion formula is difficult to use because of the singularity and the fact that K x y i ( , ) has to be known in the entire xy plane to fully determine k p i ( , ) ξ . Although Eq. (8) is of little practical importance, it shows that, in principle, the information contained in k p i ( , ) ξ and K x y i ( , ) is the same. Therefore, we will refer to k p i ( , ) ξ as the geometric function in projection space to express the correspondence
using the same steps as in Eq. (5), that to regions of projection space, whereas Eqs. (1) and (9) assign a value to every point of projection space.
C. Étendue in two dimensions
To determine quantities that are required for the approximation of an actual detection system by a line integral, such as the average viewing direction and a scaling factor, it is relevant to examine line integrals of K x y i ( , ) along lines that do not pass through the entrance pupil of the detection system. We parametrize such a line L as
where ( (10) is not finite. (10) is independent of ( , ) x y 1 1 , it shows that all integrals of K i along parallel lines give the same result. The factor in front of k p i ( , ) ξ in the last integral in Eq. (10) is related to the length of a ray at angle ξ through a finite-sized emitting strip in direction
Because in pinhole cameras the rays are not imaged, Eq. (10) shows that the integral along the detector equals the integrals along all planes parallel to it. This result is clearly equivalent to the well-known concept of conservation of étendue or throughput of an optical detection system.
For three-dimensional systems this is discussed in more detail next.
D. Extension of the third dimension
One purpose of this paper is to show how three-dimensional properties of detection systems can be implemented in two-dimensional tomography. Two-dimensional tomography is only possible if the variation in the third dimension of the object studied is negligible over the width measured by the system. We will assume that g(x,y,z) = g(x,y), i.e. there is no variation in the third direction z. If this is not the case, but the variation in the z direction is known a priori, the methods described in this article might still be partly applicable or the geometric function in reconstruction space K x y i ( , ) can be calculated and used in a tomographic series-expansion method by solving Eq. (3).
To extend the formalism developed in the previous subsections to three dimensions it must be shown that all properties of the third dimension of the detection system can be described adequately by the function k p i ( , ) ξ of Eq. (5). We introduce a filter function η i for rays, which is
the attenuation of the ray, or zero if this ray does not go through the entrance pupil of the system for detector i from the right direction. The ray can be described completely by four parameters, for which we choose p, ξ , z L and θ . Here, p and ξ are the projection space coordinates for the projection of the ray onto the xy plane, θ the angle with the xy plane, and z L is the distance from the xy plane to a characteristic point on the line. If we choose z L at the point where the line ( , ) p ξ in the xy plane has the shortest distance to the origin, then z z x y L = − + ( sin cos ) tan ξ ξ θ for a line that goes through the point (x,y,z). The solid angle ′ K x y z i ( , , ) spanned by the entrance pupil of the detection system for detector i seen from the point (x,y,z), attenuated by a filter function,
where cosθ is the Jacobian of spherical coordinates, and the integral over ξ needs only to be over [0,π] instead of over [0,2π] because η i for rays going through the entrance pupil from the wrong direction is zero, but ξ is the same for both directions. The two-dimensional geometric function in reconstruction space is obtained by integration over z:
where in the second step the integration order has been changed. In Eq. (12) 
In a simple pinhole system without filter k p i ( , ) ξ can be calculated analytically, see Ref. It has been shown that for arbitrary three-dimensional detection systems a function k i exists that depends only on p and ξ . Therefore, the validity of Eq. (10) has been extended to the third dimension, which proves that all integrals of K′(x,y,z) over parallel planes will give the same value. This integral of solid angle over an area is usually called étendue or throughput in the literature about optical systems, see for example Ref. 18 . Its conservation through lossless optical systems is a well-known concept. The étendue is the quantity that is required to approximate a measurement by a line integral. When the optical system is not imaging (rays go straight through, as in pinhole systems) the étendue is conserved on both sides of the imaging system (if the medium is the same on both sides), i.e. the étendue calculated over the detector is the same as over all planes parallel to it. This is also the case for imaging systems in the geometrical optics approximation (taking into account the magnification), but not in systems where the imaging plane is curved. In emission tomography we only need to consider the étendue of planes in the emitting object, where it is conserved if the medium is non-absorbing and nonrefractive.
E. Approximation by line integrals
Because the étendue is conserved in parallel planes, the contribution of each plane to the detector signal will be equal if the emission is constant on planes (inside the viewing cone). This is trivial for an infinitesimally small viewing cone, because the area of the plane increases with 2 , whereas the solid angle spanned by the entrance pupil decreases with -2 , where is the distance to the detection system. The previous sections have shown that this property is exact also for finite-sized systems. When the emission is constant over surfaces (say perpendicular to the x direction) within the viewing cone, the measurement can be approximated by a line integral as
where Eq. (10) 19 Therefore, in such a case the approximation by line integrals is impossible.
An approximate E i for pin-hole systems is given by
where Ω eff is the effective solid angle that the aperture spans as seen from the center of the detector, and A eff is the effective detector area. 20, 21 . It can be shown that Eq. (15) is the zeroth order term in a Taylor expansion of the étendue. 10 Second order corrections can be found in Ref. 22 . Equation (10) gives as an alternative exact expression for the étendue
In many cases the approximation by Eq. (15) 
F. Calculation of the geometric matrix
The geometric matrix of line integrals is obtained by integrating the basis functions along the line of sight. In the case of pixels the matrix contains the lengths of the line of sight through each pixel. In a physical detection system, the geometric matrix, if required for a tomographic reconstruction method, can be determined by calculating the solid angle spanned by the detector seen from points (x,y) convolved with the basis function. This is a cumbersome five-dimensional integral: two integrals in Eq. (4) (6) can then be used to calculate the geometric function in reconstruction space (a one-dimensional integral), which should be averaged over the basis function by Eq. (4) (a two-dimensional integral).
The gain in speed is due to the tabulating of values of k p i ( , ) ξ in grid points in projection space, between which the required value can be found by interpolation because k p i ( , ) ξ is usually a smooth function. 
ALGORITHMS FOR THE APPROXIMATION OF LINE INTEGRALS IN PROJECTION SPACE
A. Iterative refinement of the weighted center-of-mass and étendue
In many detection systems the best approximate line of sight seems to be obvious, for example the line connecting the center of the detector with the center of the pinhole in a pinhole system.
In complicated detection systems it is less obvious and we have to define an average line of sight. In general, the contour plot of the geometric function in reconstruction space K x y i ( , ) for a particular detector i will have an elongated shape along the "line of sight". The approximate line of sight can be said to be the one along the main axis of this shape. More exactly, it can be defined as being the direction of the main axis of the equivalent ellipse, 23 which gives satisfactory results. 19 This definition in reconstruction space can be assumed to be equivalent to defining the center-of-mass of the region D i in projection space to be the average line of sight. Both definitions are ad hoc, but they seem to be sound definitions of an average line of sight. However, if the function g(x,y) has steep gradients, and hence also f p ( , ) ξ , a more proper average line of sight should be shifted towards the higher emission side of the slope. Therefore, we postulate that a good average line of sight is given by the weighted center-of-mass ( , ) Both in the limit of an infinitely thin line and in the limit of uniform emission (of an object much larger than the beam widths, so that the variation of f p ( , ) ξ is negligible) Eqs. (17) and (18) yield the expected result.
The function of the étendue is to scale the line integral f i to the measurement f i . The étendue as defined by Eqs. (15) and (16) is only useful if the approximation of Eq. (14) is allowed, i.e. g x y ( , ) does not vary over the beam width. If this assumption is not valid, we can define a weighted or effective étendue as the ratio:
where the second step is an expression in reconstruction space and the last step [from Eq. (17) and (18) 
B. Approximation by zero-sized aperture
For many actual tomography systems the width of the region D i in the p direction, which is of the same order as the aperture size, will be smaller than length scales in the sinogram, i.e. the variation of the function f p ( , ) ξ over the D i is negligible in the p direction when ξ is kept constant (see for example Fig. 1 ). This means that it is possible to separate the p and ξ integrals as follows:
In a pin-hole system, with the aperture in position ( , )
, we can assign this value to the "aperture curve" p x y
This means that we approximate the system by a zero-sized aperture. Other choices for a characteristic point of the system are of course possible, such as the center of the detector. The zero-sized aperture approximation is preferable in systems in which many channels share the same aperture ("fan-beam systems"), as will be discussed in the next subsection.
The advantage of the separation of Eq. (20) 
C. Simplified algorithm
When the zero-sized aperture approximation is valid and certain assumptions about the sinogram can be made, the method for beam-width correction can be greatly simplified for fan-beam systems where several detectors share an aperture. This method is based on a beam-width correction applied by Smeulders. 25, 26 With some modifications the method is also applicable to parallel beam systems.
We take t as the variable along the aperture curve. In our application we have used t = ξ . We assume that along the aperture curve we can locally approximate the sinogram by a second 
k p f p p e t f t t a t e t t b t e t t c e t t i i
Carrying out the integrals over t and making use of the linear expressions of the coefficients a i , 
where Q is a band-diagonal matrix. The coefficients have to be changed slightly for edge channels which have only one neighbor. This matrix does only depend on the geometry and the fitting function and not on the measurements or the sinogram, and thus does not change. The matrix can be inverted, giving the corrections to the raw measurements f for beam-width effects, which yields approximate line-integral values f that can be used in the tomographic reconstructions.
Effectively, the beam-width correction by this method is similar to the deconvolution method, cf. Bracewell. 
RESULTS
A. Bolometer tomography at JET
The algorithms described in the previous section have been applied to the bolometer tomography system 11 on the JET tokamak, which has large beam widths that differ for different viewing directions. When the plasma is toroidally symmetric, the JET bolometer system can be assumed to view one poloidal cross-section of the tokamak. In this poloidal plane the emission is strongly asymmetric: a strong peak is located in the so-called divertor region in the bottom of the cross section, which typically is an order of magnitude higher than the bulk emission [see Fig. 2 (a) for
an example]. The 118 detectors view the plasma from various directions limited by technical constraints, to give a good coverage of both the bulk plasma and the divertor region [lines of sight in the divertor region are also shown in Fig. 2(a) , the coverage of projection space is shown in Fig. 1(a) ]. The detection systems have been designed such that the full widths of the viewing cones extend roughly to the neighboring line of sight, with the full-width-half-maximum of neighboring channels roughly coinciding. The beam widths are relatively large compared to the emitting structures in the plasma and are determined by detector sensitivity and the limited number of lines of sight.
The tomography algorithm applied in the simulations is the one used routinely for both bolometer and soft x-ray tomography at JET. 15, 27 It is a series-expansion method with local basis functions, i.e. Eq. (3) is solved, which is suitable for detection systems with irregular coverage.
The reconstruction is obtained by a constrained optimization method, where the constraints are (a) that the misfit between measurements and pseudo-measurements calculated from the tomogram be equal to the estimated errors in the measurements, and (b) that the tomogram be positive. The latter constraint is essential due to the peaked emission profile and the relatively sparse coverage with few lines of sight. The regularization used is anisotropic smoothness. 15 The algorithm uses the geometric matrix, so that the beam-width correction algorithms applied with a geometric matrix of line-integrals can be compared with reconstructions that use the actual geometric matrix of the detection system calculated as described in Sec. 2.F. 
B. Simulations
The assessment of beam-width correction algorithms has been carried out by means of phantom simulations. Phantoms are pre-described emission profiles which are used to calculate pseudomeasurements, i.e. what would be measured if the phantom were the actual emission profile. A realistic level of noise was added to the pseudo-measurements: Gaussian noise with a standard deviation of 3% of the measurement. Phantom simulations rather than tests with actual measurements are presented because they give more control over the tests without disturbing effects from experimental errors (such as noise and uncertainties in calibration factors and positions), and make it possible to quantify the success of the algorithms by an objective quantifier:
the tomogram reconstruction error σ g . This quantifier measures the relative deviation of the tomogram g from the phantom g 0 :
The phantom used, Fig. 2(a) , is based on a tomographic reconstruction of actual measurements.
Although some structure has been lost in the phantom, it is suitable for our purpose to show the differences between the algorithms.
Two cases are discussed: reconstructions using all 118 lines of sight [all points in Fig 1(a Fig 1(a) ]. The quality of the reconstructions of the various algorithms are summarized in Table I 
C. Discussion
Methods A and B in Table I The improvement given by the simplified method (method C) is limited, and sometimes not noticeable. This is probably due to the fit by a parabola not being very suitable for this phantom: although locally the sinogram can be approximated by parabola [see Fig. 3(a) ], the coverage is too coarse to support such a fit properly [ Fig. 3(b) ]. Of course, more suitably chosen fitting functions may perform better. The correction to the étendue can be as large as 20% in thechannels observing the peak [see Fig. 3(a) ]. In simulations with the soft x-ray tomography system at JET, which has six fans with 35 to 36 channels each, a larger improvement was found. The simulations show that the iterative method (D and E) gives significant improvements over method B in both the cases of all and a reduced number of lines of sight. The way the lines of sight change in method D during the iterations is shown in Fig. 2(d) , and can also be seen in Fig. 3(a) . As expected, the lines of sight move towards the peak emission and make it possible to obtain a de-blurred, more peaked reconstruction. This de-blurring is visible when comparing Fig. 2(b) with Fig. 2(c) , and is very clear in Fig. 3(a) . In these simulations the corrections to the étendue were up to 5% for most channels and 10% for the channels seeing the peak [see Fig. 3(a) ].
In most cases studied, subsequent iterations give improvements for method D, whereas little improvement is found after the first iteration in method E. The simulation with beam widths for all 118 lines of sight in Table I is an exception, where the first iteration of method D is betterthan subsequent iterations. Method D performs better than method E, but method E can be useful in certain cases. Other simulations, for example for the soft x-ray tomography system at JET, a similar behavior was found, although the improvements were small due to the less significant beam widths.
The de-blurring effect of taking into account the beam widths has also been observed in reconstructions of actual measurements, in which case they can be even more pronounced. This is probably because the gradients in the actual emission profiles are more pronounced than those in the phantom, which was based on a reconstruction that probably was oversmoothed like all reconstructions with a limited number of lines of sight. The application of the beam-width correction methods on actual measurements are not considered further in this paper because of the lack of an objective quality quantifier. The simulations show that the beam-width correction algorithms are successful in improving the reconstructions. They also show that for some cases they are more successful than in other ones, depending on the detection system and the emission profile. Therefore, phantom calculations should always be carried out to determine which algorithm improves the result most, before applying the algorithms. Contrary to methods that take into account the full geometry of the system (such as method A), the two proposed algorithms cannot be expected to function properly in detection systems that certainly cannot be approximated by line integrals, for example in systems where individual detectors have multiple viewing directions or when there are reflections or scatter of radiation. Furthermore, the methods cannot be guaranteed to converge. They might not converge when, for example, there are several local peaks smaller than the beams widths, or when the reconstructed emissivities are negative. In many cases, however, when few structures of the size of beam widths are present, both methods can perform well.
CONCLUSIONS
It has been shown that the full three-dimensional imaging properties of detection systems for two-dimensional tomography can be described in projection space. This includes filter effects in the detection system (see for example Refs. 15 and 19 for systems with filters). The description in projection space is related to the conservation of the étendue in optical systems. The properties of the detection system in projection space have been used to find approximations of the system by line integrals that are an improvement over the straightforward use of the étendue and the average line of sight. Furthermore, a fast method to calculate the geometric matrix from the coverage of projection space has been indicated.
Two algorithms, based on the detection-system properties in projection space, to correct for beam widths have been proposed and have been shown to work satisfactorily for an actual tomography system. The algorithms are generally applicable to tomography methods that assume pure straight-line integrals in an optically thin medium, and are more general than, for example, correction methods based on deconvolution. Furthermore, the algorithms only modify the geometry and étendues, and can therefore easily be used in combination with existing tomography codes. However, the assumptions made in the algorithms are not always valid, and proper care
should be taken when applying them. Taking into account the full geometric matrix of the detection system, if possible, seems to be preferable. The proposed algorithms can be a solution if that is not possible or the geometric matrix is too complicated to calculate. The algorithms also give a means to assess the importance of beam-width effects.
