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The field of nanoscience is considered one of the key research issues of this century. The
challenge is to achieve a detailed understanding of the interaction of nanostructures, both
among themselves and with their macroscopic environment, and to precisely control and
manipulate their properties in order to pave the way for new functionalities. The needs
for further integration of electronic circuits and for continuous miniaturization in commu-
nication technology, chemical analytics, data recording, and electromechanical sensing
create the driving force for current research activities. Making use of a nanodevice in a
real-world application implies the interaction of the nanostructure with the macroscopic
world controlling its properties by an external access. Consequently, the goal of the
research in nanoscience is at first to obtain a deep understanding of the interaction of
nanostructures with each other and with the macroscopic world. This understanding
is a prerequisite of the second goal to gain control over their properties in order to use
their intrinsic functionalities in devices or other future applications. The most promis-
ing properties for potential applications include magnetic properties (for recording and
signaling), electronic transport behavior (for integrated circuits), mechanical properties
(for sensing) and new emerging functionalities based on the combination of the afore-
mentioned properties. All of these properties are governed by the electronic system
of the nanostructure which itself is strongly coupled to structural quantities. Since all
these quantities are tightly linked, it is mandatory to study them in a comprehensive and
fundamental way on a well-chosen selection of model systems. In this thesis, by using
first-principles calculations within the framework of density functional theory, I study
the electronic structures and electron-transport properties of low-dimensional systems
comprising of: (1) graphene with absorbed transition-metal adatoms, (2) carbon/boron-
nitride nanotubes, (3) carbon-incorporated gold nanowires, and (4) thiol-terminated zinc
porphyrin wires. The thesis is organized as follows.
Chapter 1 gives a general introduction about low-dimensional systems and their interest
in nanoscience and nanotechnology.
Chapter 2 describes the computational methods which are employed in this thesis. The
basic ideas behind density functional theory, pseudopotentials, and real-space finite-
difference formalism are briefly reviewed and presented. This chapter also includes tech-
niques for studying the electron-transport property, the treatment of spin-orbit coupling
and magnetic anisotropy energy.
Chapter 3 is dedicated to the electronic structures and magnetic properties of graphene
with an absorbed Fe, Co, or Ni adatom. Recent scanning tunneling microscopy exper-
iment reported the deposition of single Fe, Co, or Ni adatom on graphene, which can
tune the electronic structures and realize the spin texture of the graphene at the same
time. The experimental observation found that both the Fe and Co adatoms prefer an
iii
out-of-plane easy magnetization axis. On the other hand, previous density functional
theory studies suggested that the Co adatom exhibits an out-of-plane easy axis, whereas
the Fe adatom shows an in-plane easy axis. The number of theoretical studies is limited
and do not provide sufficient results to discuss the discrepancy with the experiment in
detail. By inclusion of spin-orbit coupling, electronic structures and magnetic anisotropy
energies of graphene with adsorbed Fe, Co, or Ni adatom are investigated. The results
show that spin polarizations are observed in the case of the Fe and Co adsorption. In
the case of Ni adsorption, the Rashba effect is realized with a k-dependent energy shift
at the bottom of the Fermi surface of pi bands. The calculated magnetic anisotropy
energies indicate that the Fe adatom exhibits an in-plane easy axis, in contradiction
with experiment, whereas the Co adatom favors an out-of-plane easy axis, in agreement
with experimental observation. It is found that the occupation of E1 orbitals, which
comprises of dxz and dyz orbitals, is important to explain the magnetic anisotropy in
the Fe and Co adatoms. This results are expected to stimulate the interest in the usage
of graphene as magnetized medium in magnetic storage.
Chapter 4 discusses the electronic structures and electron-transport properties of
carbon/boron-nitride nanotubes. At the zigzag carbon edges of graphene nanostruc-
tures and carbon nanotubes, localized edge states are usually observed which act as
a source of magnetism and spin-dependent transport. By laser vaporization method,
carbon/boron-nitride nanotube in which carbon and boron-nitride nanotubes are alter-
nately placed along the tube axis was fabricated. This structure is of interest because
from first-principles calculations, it was found that magnetic ordering could be realized
by carrier doping. In addition, the magnetic ground states are associated with edge
states at the zigzag edges of carbon nanotube. However, carrier doping is not practical
when this material is connected to electrodes. Furthermore, the rotational symmetry
mismatch between the conducting and edge states of a zigzag carbon nanotube prevents
electron transport. Therefore, the spin-dependent transport through the carbon/boron-
nitride nanotubes has not been investigated so far. By first-principles calculations, the
electronic structures and electron-transport properties of carbon/boron-nitride nanotube
are studied. It was found that edge states emerge at zigzag boundary between carbon
and boron-nitride nanotubes. The variation of the occupation number of the edge states
gives rise to the spin polarization by p-type substitutional doping at the zigzag carbon
nanotube edge. The σ-pi hybridization due to the curvature pulls down the energeti-
cally dispersive states, resulting in the nonmagnetic ground-state electronic structure in
the case of n-type doping. Although it has been reported that the electron transport
through the edge states in the undoped nanotube is suppressed by the rotational sym-
metry mismatch between the edge and carbon nanotube states, the calculations point
out that the alternation of the symmetry due to doped atom leads to the spin-dependent
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resonant tunneling through the edge states. The results suggest the use of this nanotube
as channel material in a spin field-effect transistor.
Chapter 5 investigates the electronic structures of gold nanowires with carbon incorpora-
tion. Gold nanowires have been fabricated by scanning tunneling microscopy and break
junction techniques. By these methods, the gold nanowire has the interatomic distances
typically around 3.0 A˚ and 3.6 A˚. Recent experiment using transmission electron mi-
croscopy combined with scanning tunneling microscopy pointed out that it was possible
to fabricate gold nanowires with long interatomic distance of 5.0 A˚. The long atomic
spacing was attributed to the incorporation of carbon atoms with evidence of fullerene
as the tip. Furthermore, the gold surface seemed to be reconstructed by adsorbed car-
bon atoms to form one-dimensional nanowires. Although theoretical investigations on
these structures are necessary, no studies have been carried out so far. By first-principles
calculations, the electronic structures of gold nanowires with zero, one, two, and three
carbon atoms insertion, both in vacuum and on gold (111) surface are investigated. The
results show that, in vacuum, two carbon atoms are found to link neighboring gold atoms
resulting in the largest breaking force of the nanowire and an anomalously long gold in-
teratomic distance of 5.0 A˚. The calculation results are in excellent agreement with the
experiment. On gold (111) surface, the gold nanowire with two carbon atoms insertion
possess the gold interatomic distance of 5.0 A˚, close to the value observed experimen-
tally. In addition, the calculated formation energies indicate that the gold nanowire with
two carbon atoms insertion is the most stable structure. The results suggest that gold
nanowires may be formed on the surface before pulling of the gold tips. These findings
are important for understanding the formation and fabrication of gold nanowires.
Chapter 6 focuses on the electronic structures and electron-transport properties of thiol-
terminated zinc porphyrin wires connected to gold electrodes. Single molecule switch
utilizing zinc porphyrin molecules has been fabricated using scanning tunneling mi-
croscopy tips. The measured conductance spectra showed the traces of low- and high-
conductance upon pulling the tips. The origin of the observed dual conductance may
be related to the differences in contact geometry between porphyrin molecule and gold
electrodes using thiol linker. However, no first-principles studies have been carried out
on these systems. By first-principles calculations, the electron-transport properties of
thiol-linked porphyrin molecule suspended between gold (111) electrodes are investi-
gated. Two structures, in which sulphur atoms of the porphyrin molecule are situated
on the hollow site of gold electrode and are linked to gold adatoms on gold electrode,
are considered. The results show that the highest occupied molecular orbitals of two
structures have different characteristics, indicating two different transport modes, in
agreement with the experiment. The studied results are expected to give interest in
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Nanoscience and nanotechnology are the study of phenomena and manipulation of ma-
terials at atomic, molecular, or macromolecular scales. When one or more spatial di-
mensions of a material are small, typically 100 nanometers or less, enough to restrict
the quantum mechanical wavefunction of electrons contained inside, a low-dimensional
system is realized. This is achieved by trapping electrons in a narrow potential well that
confines their motions to discrete energy levels. If the separation between these energy
levels is large enough, the electrons will appear to be frozen into the ground state and
no motion will be possible in this dimension. This results in a two-dimensional electron
gas. The same process can be achieved with a two-dimensional potential well, resulting
in a quantum wire.
At the quantum-realm scale, properties of a material, such as energy, change owing to
the manifestation of quantum effects which are very different from those when the same
material is in a bulk form. The same metal can become a semiconductor or an insulator
when the nanoscale level is reached. In particular, quantization of conductance can be
observed for a quantum wire. In such a wire, the conductance (for a single conductance





This equation is known as Landauer–Bu¨ttiker formula. If the transmission probability
T = 1, i.e., no elastic scattering inside the quantum wire, G reduces to the well-known
conductance quantum G0 = (12.9kΩ)
−1.
Another exceptional property of low-dimensional systems is that they can be fabricated
atom-by-atom with a bottom-up process. The information for this fabrication is embed-
ded in the material building blocks so that they can self-assemble in the final product.
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Low-dimensional systems also have an increased surface to volume ratio compared to
bulk systems, which have important consequences on processes such as catalysis or de-
tection at a material surface.
Thus, for the needs of further integration and miniaturization of electronic circuits and
devices, a deep understanding of the properties of low-dimensional systems such as
magnetic properties, electron transport behavior, mechanical properties, has become of
utmost importance. In this thesis, I use first-principles calculations based on density
functional theory to study the electronic structures and electron-transport properties of
low-dimensional systems, which consist of: (1) graphene with adsorbed transition-metal
adatoms for applications in magnetic storage, (2) carbon/boron-nitride nanotubes for
applications in spin field-effect transistor, (3) carbon-incorporated gold nanowires for the
understanding of the fabrication of gold nanowires, and (4) thiol-linked zinc porphyrin
wires for applications in molecular switch.
The thesis is presented as followings. In chapter 2, theoretical background employed in
the calculations is discussed. Chapter 3 focuses on the magnetic properties of graphene
with an absorbed Fe, Co, or Ni adatom. Chapter 4 deals with electronic structures
and electron-transport property of carbon/boron-nitride nanotubes. Chapter 5 studies
the electronic structures of carbon-incorporated gold nanowires. Chapter 6 investigates
the electronic structures and electron-transport properties of thiol-linked zinc porphyrin
wires. Finally, the major findings and concluding remarks are given.
Chapter 2
Computational Procedures
First-principles calculations were done using a first-principles simulation code named
”RSPACE” developed by Prof. Tomoya Ono of Department of Precision Science and
Technology, Graduate School of Engineering, Osaka University. In this chapter, the
computational procedures and techniques employed in my studies are presented.
2.1 Density functional theory
2.1.1 Kohn-Sham equation
In solid-state physics, the ground-state energy of a system consisting of N interact-
ing particles is obtained by solving the corresponding Schro¨dinger equation (as Born-
Oppenheimer approximation is applied):
Hψ = Eψ, (2.1)
(T + Vion−ele + Vele−ele)ψ = Eψ, (2.2)
where
T is the kinetic energy operator,
Vion−ele is the electron-nucleus attraction energy operator,
Vele−ele is the electron-electron repulsion energy operator,
ψ = ψ(1, 2, . . .N) is the wave function of the N -particle system,
and E is the energy of the N -particle system.
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The ground-state energy is then obtained by minimizing the energy of the N -particle
system with respect to the wave function ψ, according to variational principle:
δ(〈ψ|H|ψ〉 − E〈ψ|ψ〉) = 0. (2.3)
In the classical limit, it is not easy to solve this equation because the wave function ψ has
many degrees of freedom. Thus, minimizing the energy with respect to ψ as a variable
is inefficient. In addition, T and Vele−ele in equation (2.2) only represent the kinetic
energy and Coulomb interaction of a free electron gas, and include no contribution from
the quantum effects of an interacting system. This gives rise to the error in the results
of (2.2), which was illustrated in Hartree-Fock scheme. The density functional theory
(DFT), on the other hand, states that the energy E can be considered as a functional of
charge density ρ, as proven by Hohenberg-Kohn theorems [7]. Then, the ground-state




ρ(r)dr−N) = 0, (2.4)
where µ is Lagrange multiplier and N is the number of particles. The other operators in
(2.2) can also be expressed as functionals of charge density, and the Schro¨dinger equation
is rewritten in the form of Kohn-Sham equations [8]:
(−1
2









vion is the ionic potential due to electron-ion interaction,
vH is the Hartree potential due to electron-electron interaction,
vXC is the exchange-correlation potential coming from the quantum effects of interact-
ing electrons,
and ψi is the one-electron wave function of non-interacting particles, called Kohn-Sham
orbital.
The reason why we can change from wave function ψ of an interacting system to the
wave functions ψi of a non-interacting system is complicated and will not be proven here.
Because the potentials in (2.5) are dependent on the charge density ρ, the ground-state
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energy is thus found by iterative method. First, an initial charge density is given to
(2.5) in order to get the solution of Kohn-Sham orbitals ψi. Then, a new charge density
is obtained by (2.6), and will, in turn, be put back to (2.5). Therefore, (2.5) and (2.6)
create a loop where the energy is minimized until a specific criterion for convergence is
reached.
The exchange-correlation (XC) potential within DFT in (2.5) is the universal functional
of charge density, meaning that the same functional for any systems from molecules to
crystals. However, the exact formula for the XC potential is unknown. There have been
several approximations to the XC potential, which are known to give reasonable results.
One of these is the Local Spin Density Approximation (LSDA), which is discussed in
the next section.
2.1.2 Local spin density approximation
As already discussed by Kohn and Sham, solids can often be considered as close to the
limit of the homogeneous electron gas. In that limit, it is known that the effects of
exchange and correlation are local in character, and they proposed making the local
density approximation (LDA) (or more generally the LSDA), in which the exchange-
correlation energy is simply an integral over all space with the exchange-correlation


















↑, ρ↓) and homC (ρ
↑, ρ↓) indicate the exchange and correlation energies per
particle of a uniform electron gas of density (ρ↑, ρ↓). The LSDA is the most general
local approximation and is given explicitly for exchange and by approximate (or fitted)
expressions for correlation. For unpolarized systems, the LDA is found simply by setting
ρ↑(r) = ρ↓(r) = ρ(r)/2. Once one has made the local ansatz for the L(S)DA, then all
the rest follows. Since the functional EXC [ρ
↑, ρ↓] is universal, it follows that it is exactly
the same as for the homogeneous gas. The only information needed is the exchange-
correlation energy of the homogeneous gas as a function of density; the exchange energy
of the homogeneous gas can be given by a simple analytic form and the correlation energy
has been calculated to great accuracy with Monte Carlo method [9]. In the LDA, the
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involves only ordinary derivatives of homXC (ρ
↑, ρ↓). Here the subscript r, σ means the
quantities in square brackets are evaluated for ρσ = ρ(r, σ). The LDA exchange part is
particularly simple: since homX (ρ
σ) scales (ρσ)
1




homX (ρ(r, σ)). (2.10)
The underlying reason for using the local approximation is that for the densities typical
of those found in solids, the range of the effects of exchange and correlation is rather
short. However, this is not justified by a formal expansion in some small parameter, and
one must test the extent to which it works by actual applications. It is expected that it
will be best for solids close to a homogeneous gas (like a nearly-free-electron metal), and
worst for very inhomogeneous cases like atoms, where the density must go continuously
to zero outside the atom.
Among the most obvious faults of LDA is the spurious self-interaction term. In the
Hartree-Fock approximation, the unphysical self-interaction term in the Hartree inter-
action is exactly cancelled by the non-local exchange interaction. However, in the local
approximation to the exchange interaction, the cancellation is only approximate and
there remain spurious self-interaction terms that are negligible in the homogeneous gas
but large in confined systems such as atoms. Nevertheless, even in very inhomogeneous
cases, the LDA is found to work remarkably well.
2.1.3 Pseudopotentials
2.1.3.1 Norm-conserving pseudopotentials
The calculations including core electrons greatly increase the computational cost since
the wave functions of core electrons strongly oscillate in the vicinity of the atomic nuclei
and a high cutoff energy for plane waves or a small grid spacing is required. In addition,
the behavior of core electrons of molecules and crystals in practice is similar to that
of electrons in an isolated atom, and valence electrons of atoms determine most of
the properties of the material. Thus, the pseudopotential is introduced as an effective
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potential to replace the atomic all-electron potential such that core states are eliminated
and the valence electrons are described by pseudo-wave functions.
The most frequently used pseudopotential in DFT calculations is the norm-conserving
pseudopotential [10–12]. The pseudo-wave function obtained using these pseudopoten-

































Figure 2.1: Illustration of pseudopotential Vps and pseudo-wave function ψps. Vae is
the pseudopotential obtained by the all-electron calculation and uae is the all-electron
wave function. rc is the core radius.
1. The pseudo-wave function contains no nodes.
2. The pseudo- and all-electron wave function agree beyond the core radius of rc.
3. The eigenvalues of the valence electron states using pseudopotentials agree with
the eigenvalues calculated including the core electrons.
4. Up to the core radius of rc, the norm
∫ rc
0 |Rps(r)r|2 dr of the pseudo-wave function
coincides with the norm of the all-electron wave function. Here, Rps(r) is the radial
component of the wave function ψ(r) = Rps(r)Y (θ, φ), r is the distance from the
nucleus, and Y (θ, φ) is a spherical harmonic function.
2.1.3.2 Projector augmented-wave method
The norm-conserving pseudopotential method has the merit of formal simplicity. Un-
fortunately, this formal simplicity has a price: when applied to a system with d or f
electrons, very large or complicated basis sets instead of plane waves have to be used.
Similarly for early transition-metal elements and rare earth metals, treating semicore
states as valence states often results in hard pseudopotentials and affects the trans-
ferability. Vanderbilt’s ultrasoft pseudopotentials [13, 14] have improved this situation
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significantly by relaxing the norm-conserving condition. This method also allows first-
row and transition-metal elements to be treated in an efficient way.
Since wave functions of real materials have very different behavior in different regions
of space (fairly smooth in the bonding region whereas rapidly oscillating close to the
nucleus), the strategy of the augmented-wave methods is to divide the wave function
into a partial-wave expansion within an atom-centered sphere and envelope functions
outside the spheres. The envelope function is expanded into plane waves or some other
convenient basis set. Envelope function and partial-wave expansions are then matched
with value and derivative at the sphere radius.
Consider the Hilbert space of all wave functions orthogonal to the core states. The all-
electron (AE) wave functions of this Hilbert space will be transformed into new pseudo
(PS) wave functions of a PS Hilbert space by a linear transformation. An AE wave
function is a full one-electron Kohn-Sham wave function and is not to be confused with
a many-electron wave function. From now on, the quantities associated with the PS
representation of the wave functions will be indicated by a tilde.
By the transformation from the PS wave functions to the AE wave functions, the physical
quantities, which are represented by the expectation value 〈A〉 of a certain operator
A, can be obtained from the PS wave functions |Ψ˜〉 either directly as 〈Ψ|A|Ψ〉 after
transformation to the true AE wave functions |Ψ〉 = T |Ψ˜〉 or as the expectation value
〈A〉 = 〈Ψ˜|A˜|Ψ˜〉 of a PS operator A˜ = T †AT in the Hilbert space of the PS wave




Let us consider only the transformations that differ from identity by a sum of local,
atom-centered contributions T˜R such that




Each local contribution T˜R acts only within the augmentation region ΩR around the
atom. Thus, the AE and PS wave functions agree outside the augmentation regions.
The augmentation region in the pseudopotential method corresponds to the so-called
core region.
The local contributions T˜R are defined for each augmentation region individually. This
is done by specifying the target functions |φi〉 of the transformation T for a set of initial
functions |φ˜i〉, which is orthogonal to the core states and complete in the augmentation
region, by |φi〉 = (1 + T˜R)|φ˜i〉 within ΩR. The initial states |φ˜i〉 and the corresponding
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target functions |φi〉 are called PS and AE partial waves, respectively. Naturally, a choice
for the AE partial waves would be the solutions of the radial Schro¨dinger equation for
the isolated atom. Here, the index i indicates the atomic site R, the angular momentum
quantum numbers L = (l,m), and an index n to denote different partial waves for the
same site and angular momentum. For each AE partial wave, a PS partial wave denoted
by |φ˜i〉 is defined. The PS partial waves must coincide with the corresponding AE partial
waves outside the augmentation region and form a complete set of functions within the
augmentation region.





|φ˜i〉ci within ΩR. (2.13)
Since |φi〉 = T |φ˜〉, the corresponding AE wave function has the form
|Ψ〉 = T |Ψ˜〉 =
∑
i
|φi〉ci within ΩR, (2.14)
with identical coefficients ci in both expansions. Hence the AE wave functions can be
expressed as







where the expansion coefficients for the partial wave expansions need to be determined.
Since the transformation T is linear, the coefficients must be linear functionals of the
PS wave functions and are scalar products
ci = 〈p˜i|Ψ˜〉 (2.16)
of the PS wave function with some fixed functions 〈p˜i|, called projector functions. There
is exactly one projector function for each PS partial wave. The projector functions
must satisfy the condition
∑
i |φ˜i〉〈p˜i| = 1 within ΩR, so that the one-center expansion∑
i |φ˜i〉〈p˜|Ψ˜〉 of a PS wave function is identical to the PS wave function Ψ˜ itself. This
means that
〈p˜i|φ˜j〉 = δij . (2.17)
The projector functions are chosen to be localized in the augmentation region, although
extended projector functions could also be adopted. The most general form for the
projector functions is 〈p˜i =
∑
i(〈fk|φ˜l〉)−1ij 〈fl|, and the set of |fj〉 forms an linearly inde-
pendent set of functions. The projector functions are localized if the functions |fj〉 are
localized.
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In summary, a linear transformation
T = 1 +
∑
i
(|φi〉 − |φ˜i〉)〈p˜i| (2.18)
between the valence wave functions and PS wave functions is the spirit of the projector-
augmented wave method. With this transformation, the AE wave function is obtained




(|φi〉 − |φ˜i〉)〈p˜i|Ψ˜〉. (2.19)
The quantities that determine this transformation are (i) the AE partial waves |φi〉,
which are orthogonalized to the core states and are obtained by radially integrating the
Schro¨dinger equation of the atomic energy for a set of energies i; (ii) one PS partial wave
|φ˜i〉, which agrees with the corresponding AE partial wave outside some augmentation
region for each AE partial wave; and (iii) one projector function 〈p˜i| for each PS partial
wave localized within the augmentation region and obeys the relation 〈p˜i|φ˜j〉 = δij .
2.2 Real-space finite-difference formalism
In finite-difference method, the real space is divided into grid points, and the wave
functions, charge density as well as the quantities in the Kohn-Sham equation (2.5)
are evaluated at the grid points only. When solving the Kohn-Sham equation, the
derivations of potentials with respect to the wave functions are frequently performed.
Considering the one-dimensional case, within the finite-difference formalism, the k -th
order of a function f(x) at a grid point x = ih, where i is an integer, is approximated






c(k)n f(ih+ nh). (2.20)
Here, h is the grid spacing and Nf is the order of the finite-difference approximation,
respectively. The formula is more accurate if Nf is large. In order to reduce the compu-
tational cost, Nf is chosen from 1 to 4, and yet, satisfactory results can still be obtained
[16].
Let us consider the case of Nf = 1, for simplicity. When the supercell is divided into
N grid points and isolated periodic boundary condition is imposed, the kinetic energy
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Here, k and L are the Bloch wave vector and the length of the supercell, respectively.







vion(ih) + vH(ih) + vXC(ih)
)
ψ(ih) = ψ(ih). (2.23)
The extension to higher-dimensional cases is straightforward.
2.3 Overbridging boundary-matching method
2.3.1 Ballistic transport and Landauer formula
The resistivity exists because an electron, while moving inside a crystal, is scattered by
impurities, defects, or lattice vibrations. For a given material, an electron can acquire a
mean free path, defined as the average length that the electron can travel freely without
collision. The mean free path can be increased by reducing the number of impurities
in a crystal or by lowering its temperature. When the mean free path of the electron
is much longer than the dimension of the material through which the electron travels,
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ballistic transport is realized, and the electron penetrates from one end to another. Bal-
listic conduction is typically observed in quasi-one-dimensional systems such as carbon
nanotubes or metal nanowires.
To describe the basic theory of electrical transport through a quantum conductor, the
Landauer formula is employed, which relates the conductance to the scattering properties
of the conductor [17]. In its simplest form, where the systems has two terminals and the





where e is the electron charge, h is Planck’s constant, and T is the transmission proba-
bility.
The formula can be extended to the case of multiple channels. Let tij be the probability
amplitude at which electrons are transmitted from an initial mode j to a final mode i









Here, vj and vi are the group velocities of the modes j and i, respectively.
2.3.2 Wave-function matching procedure
To study the electron-transport properties through a nanoscale junction, the whole sys-
tem which includes the junction and semi-infinite electrodes, as shown in Fig. 2.2, needs
to be treated. From the scattering theory, the scattering wave function corresponds to
the solution of the Kohn-Sham equation of the whole system. The asymptotic form
of the scattering wave function contains incident wave from the left electrode with the
reflection to the left electrode and transmission to the right electrode. The global scat-
tering wave is constructed under this asymptotic condition by matching the values of
wave functions near the left and right boundaries of the electrodes, overbridging the
transition region. This procedure is called overbridging boundary-matching method,
and the detailed techniques can be found in Ref. [16].
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Figure 2.2: Schematic representation of the system with the transition region in-
tervening between the left and right semi-infinite crystalline electrodes. In the left
electrode, the incident wave and the reflected waves including evanescent ones are rep-
resented as Ψin and Ψref, respectively, and in the right electrode, the propagating and
decaying evanescent waves toward the right side are denoted by transmitted waves Ψtra.
2.4 Second-variation procedure and magnetic force theo-
rem
2.4.1 Spin-orbit coupling
Spin-orbit coupling (SOC) is a relativistic effect, which can be derived from the Dirac
equation following the approach in Ref. [18, 19]:
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,V = V + σBxc. (2.27)
Here, p is the momentum operator, V is the effective potential,  is the eigenvalue,
and σ is the spin operator, respectively. The first two terms in (2.26) correspond to
the Hamiltonian in the Schro¨dinger equation, the third term corresponds to the scalar
relativistic part, and the fourth term indicates SOC. Around the nucleus, central field
approximation is assumed, i.e., V (r) = V (r), and by neglecting the spin polarization of
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2.4.2 Second-variation procedure
The SOC mixes spin-up and spin-down states, resulting in spinor wavefunctions. Since
SOC is a small effect and often does not have large influence on the density, second-
variation procedure can be employed. In the second-variation procedure [20], each self-
consistent iteration starts with a collinear magnetic density. In a first step, the Kohn-
Sham equation is solved by neglecting the SOC, and in a second step, the full Hamil-
tonian including SOC is diagonalized in the subspace spanned by eigenfunctions in the
first step. The advantage of the second-variation procedure is the physical transparency
since it keeps spin as a good quantum number as far as possible, and the efficiency. The
usage of this approach has been shown to obtain ∆SOC which is in excellent agreement
with experiments.
2.4.3 Magnetic force theorem
Since SOC is a small effect that has only a minor influence on the density, in many
cases it is not necessary to include it in a selfconsistent calculation. Instead, one can
use a potential from a selfconsistent calculation without SOC in order to construct
the full Hamiltonian and diagonalize this Hamiltonian once. One application of this is
the evaluation of magnetic anisotropy energy by the magnetic force theorem [21, 22].
According to this theorem, the magnetic moment of the system is first rotated and
the magnetic anisotropy energy is calculated as the difference in sums of eigenvalues of
occupied states.
To rotate the spin moment of the system with respect to the real-space crystal, in (2.28)















where, ϑ and ϕ are the Euler’s angles.
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Graphene is a two-dimensional honeycomb lattice of carbon atoms that has attracted
great interest both theoretically and experimentally. Owing to its high carrier mobility
and weak spin-orbit coupling (SOC), graphene is considered as a promising material for
spintronic devices. For the design of semiconductor devices, there are some problems
of graphene that need to be overcome. In the absence of SOC, graphene is a zero-
gap semiconductor with the Dirac cone structure at the Fermi level. The conversion of
graphene to an insulator is highly desirable. In addition, since a pristine graphene is
also known to be nonmagnetic, external methods are needed to magnetize a graphene.
Thus, it is difficult to tune the electronic structures of graphene while simultaneously
realize the desired spin texture.
Recently, scanning tunneling microscopy measurement conducted by Gyamfi et al. [23]
confirmed that it is possible to deposit single transition-metal atoms on a monolayer
graphene. Such systems are of particular interest because transition-metal atoms can
magnetize graphene and open a gap at the Dirac point through SOC [24]. Experimen-
tally, Eelbo et al. found that Fe and Co adatoms on graphene exhibit an out-of-plane
easy magnetization axis [25]. On the theoretical side, the magnetic anisotropy energies
15
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(MAEs) obtained by fully relativistic calculations using DFT indicated the existence of
an out-of-plane easy axis for the Co adatom but an in-plane easy axis for the Fe adatom
[26]. Another DFT study using the projector augmented-wave method also revealed that
the Fe adatom on graphene exhibits an in-plane easy axis [27]. Although the magnetic
moment of the Co adatom computed by DFT calculations is consistent with that ob-
tained experimentally, there appears to be a contradiction in the case of the Fe adatom.
The DFT calculations contain some artifacts or do not provide sufficient results, which
prevents us from discussing the discrepancy with the experimental result: the calcula-
tions in Ref. [26] only relax the positions of the adatoms and their first-nearest-neighbor
carbon atoms, and Ref. [27] is entirely focused on the case of the Fe adatom. Studies on
the MAEs of metal atoms on graphene systems are limited and there still remains much
to be learned about the magnetic moments of transition metals on graphene.
In this chapter, I investigate the electronic structures of graphene adsorbed with an
Fe, Co, or Ni adatom in the presence of SOC, and evaluate their MAEs for different
magnetization directions by DFT calculations. Structural optimization is performed for
all atoms in the supercell. My results show that energy gaps are opened at the crossing
points of spin-up and spin-down bands near the Dirac point in the cases of Fe and Co
adatoms as a result of SOC. The Rashba effect is realized in the case of the Ni adatom,
resulting in a k-dependent energy shift of the pi bands at the bottom of the Fermi
surface. The Co adatom exhibits an out-of-plane easy axis, while the Fe adatom shows
the in-plane easy magnetic orientation, in agreement with previous DFT calculations
[26, 27].
3.2 Computational models
The first-principles calculations are performed within the framework of DFT using
the real-space finite-difference approach [15], which enables us to determine the self-
consistent electronic ground state with a high degree of accuracy using a time-saving
double-grid technique [16, 28–30]. The electron-ion interaction is described using the pro-
jector augmented-wave method [31], and the exchange-correlation interaction is treated
within the local spin density approximation [32]. The SOC is calculated by a second-
variation procedure [20] and the MAE is calculated by the magnetic force theorem
[21, 22].
Figure 3.1(a) shows the computational model of the system comprising a metal atom
on graphene. I employ tetragonal supercells, in which periodic boundary conditions are
imposed in all directions. A grid spacing of 0.21 A˚ is used and a grid of 8× 8× 1 points in
the irreducible Brillouin zone is employed. The directions between the symmetry points
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defined in Fig. 3.1(b) are used to plot the band structures. The carbon-carbon distance
is chosen as 1.42 A˚, and the transition-metal adatom is situated on one of the hollow
sites of graphene, which is known to be the most favorable configuration [25, 33–41].
A vacuum of 15 A˚ is inserted between the periodic images of graphene sheets to avoid
spurious interactions. All atoms are allowed to relax until all remaining forces are less
than 0.05 eV/A˚. After structural optimization, I found that the second-nearest-neighbor










Figure 3.1: (a) Computational model of graphene adsorbed with transition-metal
adatom in real space and (b) Brillouin zone in reciprocal space with notation of sym-
metry points and symmetry lines. Black and white spheres indicate metal and carbon
atoms, respectively, and the broken rectangular denotes the supercell.
3.3 Results and discussion
3.3.1 Band structure analysis
Figure 3.2 plots the electronic band structure of the systems with different metal atoms
on graphene. The electronic structure is spin-polarized in the case of Fe or Co adsorption,
while it is not in the case of Ni adsorption. The spin polarizations of Fe and Co adatoms
are found to be 2.0 and 1.0 µB, respectively. One can see that the magnetizations of
the adatoms are greatly reduced compared with those of the isolated atoms. This is
explained by the promotion mechanism [23, 42], in which two electrons are transferred
from the 4s-orbitals to the 3d -orbitals of the metal adatoms.
An important feature that can be seen in the band structures is a clear linear dispersion
at the Dirac point around the Fermi level. It is notable that the Dirac point is only well
defined for the spin-up band in the case of Fe adsorption. In the case of Co adsorption,
four crossing points arise from the relative shift between the spin-up and spin-down
bands around the Dirac point. For the case of Ni adsorption, owing to the vanishing
magnetic moment, the band structure at the Dirac point is unaffected by the adatom













Γ XY Γ XY Γ XY
Figure 3.2: Band structures of graphene adsorbed with (a) Fe, (b) Co, and (c) Ni
adatoms. The solid (dashed) curves indicates spin-up (spin-down) electronic bands.
Zero energy is taken to be the Fermi level, which is represented by dashed-dotted lines.
compared with that of a pristine graphene, in agreement with previous DFT calculations
[34].
Figure 3.3 shows enlargements of the band structures near the crossing points between
the spin-up and spin-down bands around the Dirac point for Co and Ni adsorption, which
are denoted by the dotted circles in Fig. 3.2. The band gap is opened at the crossing point
owing to the presence of SOC as shown in Fig. 3.3(b). The gap is found to be 15 meV
for the case of Co adsorption. When a metal adatom is placed on a graphene, a sizable
potential gradient is formed at the interface, inducing a considerable SOC. Although
the induced SOC and magnetization in graphene are nonuniformly distributed, the gap-
opening mechanism near the Dirac point is the same as that proposed in the tight-binding
model with uniformly distributed SOC and magnetization [24]. The spin-up (spin-down)
bands are shifted upward (downward), leading to the band crossing, and the SOC lifts
the spin degeneracy at the band crossing points, thus opening energy gaps. Although
the gap is not opened for Ni adsorption, the SOC at the Dirac point of 20 meV is quite
large compared to that of 25×10−3 meV for the pristine graphene [43]. Figure 3.4 shows
the projected density of states of graphene with adsorbed Ni adatom onto metal atomic
orbitals. In the vicinity of the Fermi level, there are some contribution of Ni d bands.
Thus, the increase in the SOC is attributed to the hybridization between carbon pi bands
and Ni d bands, and to the transverse electric field induced by the asymmetry of the
adatom-graphene structure [43]. Additionally, I found a linear k-dependent energy shift
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Figure 3.3: Band structures near Dirac point denoted by dotted circles in Fig. 3.2
for Co adsorption in the (a) absence and (b) presence of SOC, and for Ni adsorption in
the (c) absence and (d) presence of SOC. Band structures near the bottom of the Fermi
surface of the pi bands in the presence of SOC along the (e) x - and (f) y-directions.
The values on the horizontal axes are in the units of pi/Lx and pi/Ly, where Lx and Ly
are the lengths of the supercell in the x - and y-directions, respectively.
at the bottom of the Fermi surface of pi bands, at around –8.41 eV in the case of Ni
adsorption, as shown in Figs. 3.3(e) and 3.3(f). The shifting of the bands is attributed
to the manifestation of the Rashba effect.





















Figure 3.4: Projected density of states onto metal atomic orbitals of graphene ad-
sorbed with Ni adatom. The zero energy is taken to be the Fermi level.
3.3.2 Magnetic anisotropy energies
In the absence of SOC, the magnetic moments of all electrons are parallel or antiparallel
to one axis and the total energy is independent of the direction of the magnetic moments.
When SOC is included, this rotational symmetry is broken and the energy of a system
depends on the direction of the magnetization axis. To evaluate the MAE of a system
comprising a metal atom on graphene, the magnetization direction is rotated and the
sums of the eigenvalues of occupied states E(θ, φ), where θ and φ are the usual polar
and azimuthal angles of the spin measured from the z - and x -directions, respectively,
are calculated.
Figure 3.5 shows the calculated MAEs for different in-plane angles φ. The dependence
of the in-plane MAE curves on the in-plane angle φ closely follows the cos2 φ − sin2 φ
function, which is attributed to the use of rectangular supercells and to the excitations
of a spin in an anisotropic environment [27, 44]. It can be seen that the Fe adatom
exhibits an in-plane easy axis with an MAE of 1.6 meV. The Co adatom exhibits an
out-of-plane easy magnetization axis with an MAE of 5.6 meV. My findings are in
reasonable agreement with previous theoretical MAE calculations [26, 27]. By x-ray
magnetic circular dichroism measurement, Eelbo et al. found that both Fe and Co
adatoms exhibit an out-of-plane easy axis [25]. My calculations qualitatively support
the results of their experiments in the case of a Co adatom, and contradict them in the
case of an Fe adatom.
Figure 3.6 plots the projected density of states of graphene adsorbed with Fe and Co
adatoms onto metal atomic orbitals. The interaction between the graphene and the
transition-metal adatoms splits the five-fold degenerate 3d -orbitals of the metal atoms
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Figure 3.5: Dependence of E(θ=90◦, φ) on in-plane angle φ for (a) Fe and (b) Co



















































Figure 3.6: Projected density of states onto metal atomic orbitals of graphene ad-
sorbed with (a) Fe and (b) Co adatoms. The zero energy is taken to be the Fermi
level.
in two-fold degenerate E1 orbitals (which contain dxz and dyz orbitals), another two-
fold degenerate E2 orbitals (which contain dxy and dx2−y2 orbitals), and a single-fold A1
orbital (which contain dz2 orbital).
From Section 2, we know that
Hsoc ∼ lσ = lzσz + l+σ− + l−σ+
2
. (3.1)
The SOC Hamiltonian can be divided into perpendicular part H⊥soc ∼ lzσz and parallel
part H‖soc ∼ l+σ−+l−σ+2 . The MAE is defined as:
EMAE = 〈ψ|H‖|ψ〉 − 〈ψ|H⊥|ψ〉 = 〈ψ|H‖soc|ψ〉 − 〈ψ|H⊥soc|ψ〉, (3.2)
where, H‖, H⊥, H‖soc, and H⊥soc are the total Hamiltonian and SOC Hamiltonian for
parallel and perpendicular magnetic moment, respectively, and ψ is the wave function.
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Since 〈dxz|lzσz|dyz〉 6= 0, 〈dxz|l+σ−|dyz〉 = 〈dxz|l−σ+|dyz〉 = 0, and SOC mixes the two-
fold degenerate states with E1 character into ψ± states, we have
〈ψ±|H‖soc|ψ±〉 = 0, 〈ψ±|H⊥soc|ψ±〉 = ±a. (3.3)
Thus, the occupation of E1 orbitals is important to determine the magnetic anosipotry.
In the case of Co adsorption, the E1 orbitals are occupied and the Co adatom on graphene
favors the out-of-plane magnetic orientation. The E1 orbitals are unoccupied in the case
of Fe adsorption, resulting in an in-plane magnetization axis. The discrepancy with the
experimental result in the case of an Fe adatom can be attributed to the fact that in
experiments electrons may originate from the substrate and migrate to the graphene
[45], giving rise to the out-of-plane easy magnetization axis.
3.4 Summary
I have studied the electronic structures and MAEs of graphene with an adsorbed Fe,
Co, or Ni adatom by first-principles calculations using DFT. Energy gaps are opened
at the crossing points of spin-up and spin-down bands near the Dirac point as a result
of SOC in the case of adsorption with Fe and Co adatoms. A k-dependent energy
shift of the pi bands is observed at the bottom of the Fermi surface, indicating the
presence of the Rashba effect in the case of Ni adsorption. The calculated MAEs show
that the Co adatom exhibits an out-of-plane easy axis, in agreement with experimental
results, whereas the Fe adatom favors the in-plane magnetization axis, in contrast with
experimental observations. It was found that the occupation of E1 orbitals is important
for magnetic anisotropy in the cases of Fe and Co adsorption. These results are expected






4.1.1 Edge states and magnetism
4.1.1.1 Carbon and boron-nitride nanoflakes
Honeycomb nanostructures of carbon have attracted considerable interest owing to their
interesting electronic and magnetic properties that can be applied in future electronic
and spintronic devices. In these nanostructures, localized edge states are observed at
the zigzag edges of carbon giving rise to the local magnetism and governing the spin-
dependent transport. In 1996, Fujita et al. [46] studied the electronic states of armchair
and zigzag graphene nanoribbons and they found peculiar electronic states which are
localized at the zigzag boundaries of a zigzag graphene nanoribbon (ZGNR). These states
show a remarkably sharp peak in density of states (DOS) at the Fermi level, which does
not emerge in the case of a pristine graphene. Figure 4.1 shows the geometry of a
ZGNR. Following the tight-binding approach given by Kohmoto and Hasegawa [47], we
























Figure 4.1: Ball-and-stick model of a ZGNR with periodicity imposed in the y-
direction.
Thus, the wave functions φn and ψn are coupled, and the edge states are localized at
the zigzag edges with the localization length
ξ =
1








The zero-mode edge states are observed if t > 0 or |ky| > 2pi3 , where ky is the reciprocal
lattice vector in the y-direction.
Since the DOS at the Fermi level is large, the presence of the edge states should induce
spontaneous magnetism. The edge state at one side of the ZGNR consists of mainly
spin-up electrons, and the edge state on the opposite side comprises of mainly spin-
down electrons, leading to a ferrimagnetic spin structure [46, 48].
When studying hexagonal carbon/boron-nitride (h-CBN) nanoflakes, Ono et al. [1]
found spin-polarized edge states at the zigzag edges of carbon segments (see Fig. 4.2(a)).
The spin polarization here is attributed to the manifestation of Lieb’s theorem for a
bipartite lattice, which states that the itinerant magnetism is equal to NA −NB, where
NA (NB) is the number of atoms on the A (B) site [49]. They also revealed that
these h-CBN nanoflakes with a localized magnetic moment along their zigzag edges of
carbon exhibit spin-dependent transport behavior (see Fig. 4.2(c)). Since the magnetic
properties of the honeycomb nanostructures of carbon are highly dependent on their
size and edge shapes, the formation of spin-polarized edge states is the key mechanism
to achieve spin-dependent transport. From the experimental viewpoint, the fabrication
of such h-CBN has been realized by high resolution transmission electron microscopy
measurement [2] (see Fig. 4.3). In addition, it has been predicted that the carbon and
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(a) (b) (c)
Figure 4.2: (a) Computational model of a h-CBN nanoflake and isocontour of edge
states. White, black, and grey circles represent carbon, boron, and nitrogen atoms,
respectively. (b) Electronic band structure of the h-CBN nanoflake. Black and white
dots indicate spin-up and -down states, respectively.(c) Conductance as function of
incident energy of electrons of the h-CBN nanoflake. Figure is taken and modified from
Ref. [1]
boron-nitride domains tend to segregate and form isolated islands in the thermodynamics
limits [50]. Thus, the applications of the edge states to the field of spintronics is very
promising.
Figure 4.3: From a to e, High resolution transmission electron microscopy images
and f atomic model of a h-CBN film showing hybridized carbon and boron-nitride
domains. Figure is taken from Ref. [2].
4.1.1.2 Carbon and boron-nitride nanotubes
The edge states can also be observed in a zigzag carbon nanotube (CNT), which is
considered as a rolled up graphene. If one assigns two primitive lattice vectors on a
graphene sheet R1 and R2 , then any point on the honeycomb lattice can be expressed
by R = nR1 +mR2, i.e., by a pair of integers (n,m). The CNT is formed by rolling up
the graphene from the origin to the point R along the cylinder circumference. The pair
of integer (n,m) is called chirality of the CNT.
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Using tight-binding model, it was shown that:
+ If n = m, the CNT is a metal.
+ If n−m = 3q and q is an integer different from 0 (zigzag nanotube), the CNT is a
narrow-gap semiconductor.
+ If n−m 6= 3q, the CNT is a moderate-gap semiconductor.
The electronic structure of a CNT can be derived from that of a graphene by imposing
the periodicity along the nanotube circumference [51]. It was found by Okada and
Oshiyama that the existence of the edge states in a zigzag CNT is a direct consequence
of rolling up a ZGNR into the nanotube [52]. Nevertheless, spin polarization and spin-
dependent transport utilizing the edge states cannot be achieved straightforwardly as in
the case of graphene because there is little freedom in exchanging atoms between A and
B sites owing to the periodicity along the circumference of CNTs. First-principles studies
carried out by Choi et al. [53] demonstrated that the alternate placement of zigzag CNTs
and zigzag boron-nitride nanotubes (BNNTs), which are possibly fabricated by the laser
vaporization method [3] (see Fig. 4.4), resulted in magnetic ordering by doping electrons
or holes, and they found that the magnetic ground states are associated with the zigzag
edges of CNTs. Such systems are of interest for the applications of spintronic devices.
However, electron or hole doping is not practical when the structure is connected to
electrodes because carriers enter the nanotube and spin polarization is not retained. In
addition, the rotational symmetry mismatch between the conducting and edge states of a
zigzag CNT with respect to the nanotube axis prevents electron transport; for example,
conducting states with 3-fold rotational symmetry are hardly connected to edge states
with 5-fold symmetry in the case of a (9,0) CNT [4]. This symmetry mismatch problem
will be discussed in the next section.
Figure 4.4: From a to f, Sequential growth showing a longitudinal segregation of
carbon and boron-nitride nanotubes. Figure is taken from Ref. [3].
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4.1.2 Electron transport through edge states
In the electron transport through a junction formed a finite length CNT connected to
CNT electrodes of different chirality, conductance gap is observed when the finite length
CNT and the CNT electrodes have different rotational symmetry. The discrete levels in
the finite length CNT do not couple to the leads continua, and thus, do not transfer any
current [54]. Ono et al. investigated the electron transport through a junction formed by
CNT and BNNT and they found that the conductance is suppressed because the edge
states with 5-fold rotational symmetry are hardly connected to the CNT states with
3-fold symmetry [4] (see Fig. 4.5). Therefore, the spin-dependent transport property of
(a)
(b) (c)
Figure 4.5: (a) Computational model of a BNNT suspended between semi-infinite
CNT electrodes. Black, large grey, and small white circles represents carbon, boron,
and nitrogen atoms, respectively. Charge density of (b) conducting CNT states and
(c) edge states in the plane perpendicular to the nanotube axis. Figure is taken and
modified from Ref. [4].
the heterojunction between zigzag CNT and BNNT suspended by CNT electrodes has
not been investigated so far, although CNTs are the most natural option for electrodes.
In this chapter, the electronic structures and electron-transport properties of the het-
erojunction between carbon/boron-nitride nanotubes, in which CNTs are sandwiched
between BNNTs along the tube axis, are studied by first-principles calculations based
on DFT. Instead of electron or hole doping, I propose the atom substitutional doping,
in which, e.g., one N atom is replaced with one C atom at the zigzag CNT edge. It
is found that the spin polarization is realized due to the variation of the occupation
number of the energetically flat edge states by the p-type atom substitutional doping.
On the other hand, in the case of n-type doping, the σ-pi hybridization of the smaller-
diameter nanotubes due to the small curvature pulls down the energetically dispersive
states, which results in the nonmagnetic ground-state electronic structure, while the spin
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polarization is realized in larger-diameter nanotubes. More interestingly, in contrast to
the undoped nanotube, where the electron transport through the edge states is not per-
mitted owing to the symmetry mismatch between the edge states and conducting CNT
states, the fluctuation of the symmetry due to the presence of the doped atom leads to
the spin-dependent resonant tunneling through the edge states.
4.2 Computational models
The first-principles calculations are performed within the framework of DFT using
the real-space finite-difference approach [15], which enables us to determine the self-
consistent electronic ground state with a high degree of accuracy using a time-saving
double-grid technique [16, 28–30]. The electron-ion interaction is described using norm-
conserving pseudopotentials NCPS97 [55] generated by the scheme proposed by Troullier
and Martins [12], and the exchange-correlation interaction is treated within the local spin
density approximation [56].
I study a number of carbon/boron-nitride nanotubes by varying the compositions of
carbon and boron-nitride segments of tube. Each nanotube is denoted by Ci(BN)j,
in which i and j indicate the number of carbon and boron-nitride rings in a supercell,
respectively. Figure. 4.6 shows the computational model of Ci(BN)j nanotubes, in which
CNT has zigzag or bearded edges, and shall be referred from now on by a prefix z - or b-.
Tetragonal supercells are adopted under periodic boundary conditions in all directions.
The wall-to-wall distance between adjacent nanotubes is chosen so as to exceed 6 A˚,
which permits the neglection of tube-tube interactions. A grid spacing of 0.17 A˚ is
used and a sufficiently dense grid in the irreducible Brillouin zone is employed. Only
the lattice constant of the CNT is relaxed and structural optimizations for the other
nanotubes are performed until the remaining forces are less than 0.05 eV/A˚ under the
lattice constant of the CNT.
Since the primary importance is attached to the magnetic moment of the carbon/boron-
nitride nanotube, the occupation of the zigzag CNT edge states is crucial for the spin
polarization. When a short BNNT is simply connected to semi-infinite CNT electrodes,
the injected holes by the substitution will be filled with electrons from the nearby C
atoms in the electrodes. Hence, the model, in which a short inner CNT is connected at
both its ends to the BNNTs and all of these components intervene between the outer
CNTs, is employed as shown in Fig. 4.7. Here and hereafter, I refer to this transport
model as CBNNT.





P1 P2 P3 P4
Figure 4.6: Computational model of a (9,0) (a) z-C2(BN)2 and (b) b-C2(BN)2.
White, light blue (grey), and red (black) balls are C, N, and B atoms, respectively. P1,
P2, P3, and P4 indicate positions at which one B atom is replaced with one C atom,
one C atom is replaced with one N atom, one C atom is replaced with one B atom,
and one N atom is replaced with one C atom, respectively. The rectangles enclosed by
dashed lines represent the supercells.
The electron-transport property of the CBNNT is computed using scattering wave func-
tions continuing from one electrode to the other, which are obtained by the overbridging
boundary-matching method [16, 57]. The Kohn-Sham effective potential in the scatter-
ing region is first calculated under the periodic boundary conditions, and then the wave
functions are obtained non-self-consistently. It has been reported that this procedure
is as accurate as fully self-consistent calculations in the linear response regime and sig-
nificantly more efficient than carrying out calculations self-consistently on a scattering
basis [58]. A grid spacing of 0.23 A˚ is employed and the Brillouin zone for the scattering
region containing 144 atoms is sampled by 4 k -points along the tube axis to set up the
Kohn-Sham effective potential. The conductance under zero temperature and zero bias
is described by the Landauer-Bu¨ttiker formula [59], G = G0
∑
i,j |tij |2 vivj , where tij is the
transmission coefficient at which electrons are transmitted from an initial mode j to a
final mode i inside the scattering region, vi and vj are the longitudinal components of
the group velocity in modes i and j, G0 = e
2/h, with e and h being the electron charge
and Planck’s constant, respectively.





Figure 4.7: Computational model of CBNNT suspended between semi-infinite CNT
electrodes. The circle indicates the position at which one N atom is replaced with one
C atom. Meaning of symbols are the same with those in Figure 4.6.
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4.3 Results and discussion
4.3.1 Undoped carbon/boron-nitride nanotube
The electronic band structures of the CNT, z-C2(BN)2 and b-C2(BN)2 are shown in
Figs. 4.8(a), 4.8(b), and 4.8(c), respectively. The (9,0) CNT has a small band gap,
which agrees with the results of a previous experiment [60] and theoretical studies [61].
On the other hand, BNNTs are semiconductors with a large band gap attributed to
their ionic bonding [62]. The carbon/boron-nitride nanotubes exhibit energy gaps of 1.0







































Figure 4.8: Band structures of (a) (9,0) CNT, (b) z-C2(BN)2, and (c) b-C2(BN)2.
(d), (e), (f), and (g) show the band structures of doped C/BN nanotubes in which one
B atom is replaced with one C atom, one C atom is replaced with one N atom, one
C atom is replaced with one B atom, and one N atom is replaced with one C atom,
respectively. Zero energy was chosen as the Fermi level. Solid (dashed) curves indicate
the spin-up (-down) states.
An important feature found in the band structure of the z-C2(BN)2 is the occurrence of
nearly dispersionless bands, which are doubly degenerate, around the Fermi level. The
charge density distributions of the flat bands decay exponentially toward the center of
the CNT and BNNT. In addition, the occupied (unoccupied) flat bands are associated
with the C-B bonding (C-N antibonding) states with the majority of the charge density
located at C atoms. The charge density distribution of one occupied (unoccupied)
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edge state is localized along one half of a zigzag CNT edge and that of the remaining
occupied (unoccupied) edge state is aligned along the other half of the zigzag CNT edge,
indicating the presence of the spontaneous symmetry breaking [63]. When a truncated
zigzag CNT is connected to BNNTs, the energy of the edge state is determined by the
hybridization between two pz orbitals of edge atoms. The hybridization between C and
B (N) pz orbitals forms C-B (C-N) bonding and antibonding states. The C-B bonding
(C-N antibonding) state lies close to the Fermi level while the C-B antibonding (C-N
bonding) state locates far from the Fermi level as shown in Fig. 4.9, resulting in that the
C-B bonding (C-N antibonding) state is occupied (unoccupied). On the other hand, the
C-B and C-N bonds at the boundary of the z-C2(BN)2 are replaced by the C-C and B-N
bonds in the case of the b-C/BNNT. Because the splitting of the C-C (B-N) bonding and
antibonding states due to the hybridization is larger than the energy difference between
the C-B bonding and C-N antibonding state, the edge states are not observed near the












Figure 4.9: Schematic of the energy diagram for the formation of the edge states.
It is of interest to examine how the energies of the edge states change with respect to the
length of the CNT and BNNT. Figure 4.10 shows the energy difference between occupied
and unoccupied edge states, indicated by ∆Ee as seen in Fig. 4.8, as a function of the
CNT length. One can see that, ∆E decreases when the length of the CNT increases or
the length of the BNNT decreases. In addition, for a fixed BNNT length, ∆E quickly
converges to a constant when the length of the CNT is increased, which is attributed to
the charge transfer from C-N bonds to C-B bonds.
As shall be shown later, the relative position between the edge and dispersive states is
essential to determine the spin polarization in doped carbon/boron-nitride nanotubes.
Table 4.1 summaries the energy differences between occupied and unoccupied states for
the edge states and dispersive states, which are closest to the Fermi level. When the
length of the BNNT is long, the edge states are HOMOs and LUMOs up to very long
CNT. For a sufficiently long BNNT, ∆E is smaller than the band gap of CNT, e.g.,
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Figure 4.10: Dependence of ∆E on the length of the CNT.
Table 4.1: Energy differences between occupied and unoccupied edge states ∆Ee,
and those between occupied and unoccupied dispersive states closest to the Fermi level


















∆E of a C7(BN)5 is 77 meV. Thus, the length of BNNT can be adjusted to tune the
electronic structures of the carbon/boron-nitride nanotubes.
4.3.2 Doped carbon/boron-nitride nanotube
Since the edge states in the z-C2(BN)2 induce a large density of states closest to the
Fermi level, inserting or removing electrons causes spin polarization according to the
Stoner criterion [64, 65]. However, electron or hole doping is not preferable in practice
because carriers enter the nanotube when the z-C2(BN)2 is connected to semi-infinite
CNT electrodes and the system is not spin-polarized. I propose the alternative method of
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atom substitutional doping, in which one C atom at the CNT/BNNT interface is replaced
with one B (N) atom or vice versa as shown in Fig. 4.7(a) so that spin polarization can be
induced and retained when the nanotube is connected to the electrodes. Furthermore,
I found that the formation energy of atom substitution at the CNT/BNNT interface
is less than that in a pure CNT by 1.2 eV and 1.0 eV for B and N atom substitution,
respectively. This result indicates that atom substitution preferentially occurs at the
CNT/BNNT interface.
As shown in Fig. 4.7, p-type substitutional doping favors spin polarization and the
degeneracy of the edge states is broken: In the vicinity of the Fermi level, one down-spin
edge state is occupied and the other down-spin edge state is unoccupied resulting in a
spin-polarized electronic structure with a magnetic moment of 1µB per supercell. On
the contrary, n-type substitutional doping does not lead to the magnetic ground-state
electronic structure. This behavior can be interpreted in terms of the band structure of
the z-C2(BN)2. When a hole is doped into the system (p-type doping), the Fermi level
is aligned with the valence band maximum and the Coulomb energy of the doped bands
decreases. If the edge states are the valence band maximum, then spin polarization
is induced (see Fig. 4.11(a)). On the other hand, if the occupied dispersive states,
which lie below the edge states in the undoped case, cross the Fermi level, an electron
will be taken from the dispersive states, resulting in the nonmagnetic ground state.
Figure 4.11(b) shows the energy difference between the occupied edge state and the
dispersive states closest to the Fermi level, which is denoted as dE. Spin polarization
is realized if dE > 0. The same argument holds in the case of doping an electron
(n-type doping). Since the energy difference between the unoccupied dispersive states
and unoccupied edge states is smaller than that between the occupied dispersive states
and occupied edge states, p-type substitutional doping of the (9,0) z-C2(BN)2 easily
gives rise to spin polarization while n-type doping does not. However, the unoccupied
dispersive states are sufficiently higher than the unoccupied edge states in some cases,
meaning that n-type doping still leads to the magnetic ground state. Indeed, in the case
of (10,0) nanotubes, where the difference in energy between the occupied and unoccupied
edge states is larger than that of (9,0) nanotubes, n-type doping also leads to the spin
polarized electronic structure. Therefore, any type of atom substitution can induce
magnetism in larger-diameter nanotubes. Hereafter, I focus on the p-type substitutional
doping, in which one N atom is replaced with one C atom at a C-N bond. The other
p-type doping, where one C atom is replaced with one B atom at a C-N bond, has no
effect on my conclusion.

















Figure 4.11: (a) Relative energy of edge and dispersive state closest to the Fermi
level of undoped and p-doped nanotube. (b) Energy difference between the edge and
dispersive states as function of length of CNT.
4.3.3 Transport through edge states
Let us discuss the spin transmission through a zigzag CNT/BNNT heterojunction. Since
the primary importance is attached to the magnetic moment of the carbon/boron-nitride
nanotube, the occupation of the zigzag CNT edge states is crucial for the spin polar-
ization. When a short BNNT is simply connected to semi-infinite CNT electrodes, the
injected holes by the substitution will be filled with electrons from the nearby C atoms
in the electrodes. Hence, the model, in which a short inner CNT is connected at both
its ends to the BNNTs and all of these components intervene between the outer CNTs,
is employed as shown in Fig. 4.7. Here and hereafter, I refer to this transport model as
CBNNT. To make sure that the positions of the edge states and the dispersive states
of the inner CNT are less sensitive to the length of the outer CNTs with respect to the
Fermi level, I first examine the electronic band structure upon increasing the length of
the outer CNT. Figure 4.12 shows the computational models and band structures of the
CBNNTs without the doped atom. The energies of the edge states and the dispersive
states of the inner CNT for all models are insensitive to the length of the outer CNT and
the edge states always lie above the dispersive states. Electron will be removed from the
edge states in the inner CNT upon the substitutional doping regardless of the length of
the outer CNT. Therefore, we can conclude that the mechanism of the spin polarization
in the CBNNT is the same as that of the z-C2(BN)2 in the previous section.
















Figure 4.12: (a)-(c) Computational models of CBNNTs without doped atom upon
increasing length of outer CNT. (d), (e), and (f) Band structures of models (a), (b), and
(c), respectively. The solid, dashed, and dashed-dotted curves indicate the states of the
outer CNT, the edge states, and the dispersive states of the inner CNT, respectively.
Zero energy was chosen as the Fermi level. Meaning of symbols are the same with those
in Fig. 4.7.
Figure 4.13(a) shows the conductance spectra of the CBNNT for electrons coming from
the left electrode. Except for the peaks B↑ and C↑, there is a one-to-one correspondence
between the peaks in the spin-up and spin-down conductance spectra. I also plot in
Fig. 4.13(b) the charge density of the scattering waves integrated on the x -y plane
indicated by the arrow in Fig. 4.7. It is found that the spin-down charge density is
almost zero while four peaks a, b, c, and d corresponding to the peaks A↑, B↑, C↑, and
D↑ in the conductance spectrum are observed in the spin-up charge density.
To investigate the origin of significant peaks of the conductance spectra in more detail,
I depict in Fig. 4.14 the isosurfaces of the charge density distribution of the scattering
waves for electrons injected from the left electrode. One can see that the distributions
corresponding to the peaks B↑ and C↑ are localized at the zigzag edge whereas those
corresponding to the peaks A↑, A↓, D↑, D↓, E↑, and E↓ are extended in the outer CNT
region. Figure 4.15 shows the charge density distribution of the two spin-up edge states
of the periodic model, which are denoted by α and β in Fig. 4.8(g). The distribution
of the energetically lower spin-up edge state α is localized along one half of zigzag CNT
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Figure 4.13: (a) Conductance spectra of CBNNT as functions of energy of incident
electrons. (b) Charge density of scattering waves for electrons coming from left electrode
integrated on the plane indicated by the arrow in Fig. 4.7. Zero energy was chosen as
the Fermi level.
edge and that of the higher spin-up edge state β is aligned along the other half of the
zigzag CNT edge. Thus, it is concluded that the peak B↑ (C↑) originates from resonant
tunneling by the lower (higher) spin-up edge state α (β) and the peak A↑ (D↑) is the
contribution owing to the hybridization of the outer CNT and the lower (higher) spin-
down edge states. In addition, the peaks E↑ and E↓ as well as the other small peaks in
the conductance spectra are related to the states in the outer CNT.
In the case of the undoped BNNT, there are no contributions of the edge states to the
electron transport [4]. I have also assured that the conductance of the present model
without the doped atom between the energy range of −0.8 eV and 0.6 eV, in which
the edge states lie in Fig. 4.8(b), is less than 10−3G0. On the other hand, the edge
states conduct electrons as a result of the distortion of the symmetry and the transport
property is the spin-dependent in the doped C/BN nanotube. Thus, the substitutional
doping plays important roles for the transport through the edge states as well as the
spin-polarized electronic structure.
















Figure 4.14: Isosurfaces of charge density distributions of scattering waves emitted
from left electrode of CBNNT at energy of peaks (a) A↑, (b) A↓, (c) B↑, (d) C↑, (e)
D↑, (f) D↓, (g) E↑, and (h) E↓ in Fig. 4.13(a). The isovalue is 5×10−2 e/A˚3/eV in (a),
(b), (c), (d), (e), and (f), and the isovalue is 5×10−4 e/A˚3/eV in (g) and (f). Meaning





Figure 4.15: Isosurfaces of charge density distributions of (a) energetically lower
spin-up edge state indicated by α in Fig. 4.8(g) and (b) energetically higher spin-up
edge state indicated by β. The isovalue is 7.5 × 10−4 e/A˚3. Meaning of symbols are
the same with those in Fig. 4.7.
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4.4 Summary
I have examined the electronic structures and electron-transport properties of (9,0)
carbon/boron-nitride nanotubes in which CNTs are sandwiched between BNNTs by
first-principles calculations using DFT. It is found that p-type and n-type substitu-
tional dopings are not equivalent in the case of smaller-diameter nanotubes because the
σ-pi hybridization owing to the small curvature pulls down the energetically dispersive
states, which results in the nonmagnetic ground-state electronic structure for n-type
doping. On the other hand, the spin polarization can be observed by n-type doping
when the diameter of nanotubes increases. Moreover, unlike the nanotubes without
doped atoms, where the edge states do not contribute to the electron transport because
of the symmetry mismatch with the conducting states of CNT, the alternation of the
symmetry of the edge states owing to the presence of the doped atom gives rise to the
spin-dependent resonant tunneling through the edge states. The calculation reveals that
the doped atom affects the transport property as well as the spin-polarized electronic
structure of the heterojunction and indicates that the distortion of the symmetry is
important for the electron transport through the edge states. Although it is not easy
to fabricate such CBNNT structure using present experiment techniques, I hope that
future experiment techniques can be used to fabricate the CBNNT structures because
similar structures have been realized by bottom-up or top-down methods. In addition,
it is well known that SOC in first-row elements is tiny. To overcome the small MAE
of the first-row elements, I suggest that the magnetic moment of the structures can be
fixed by doping heavy elements such as As or Ga, decorating the CBNNT on a magnetic






A single metal atom nanowire is an ultimate one-dimensional material. Its physical
and chemical properties are of great interest from the point of view of fundamental
science. One of their observed remarkable properties is quantized conductance, clearly
seen even at room temperature [66–68]. A gold atom nanowire has been confirmed to
have a quantized unit of conductance (1G0 = 2e
2/h, where e is the electron charge and
h is Planck’s constant), using transmission electron microscopy (TEM) combined with
scanning tunneling microscopy (STM) [69] and the mechanical controllable breaking
junction (MCBJ) method [70]. Other than gold, noble and alkali metal nanowires have
been reported to show quantized conductance [67, 71, 72]. In addition, the strong bond
strength of a metal atom nanowire has been pointed out as being very significant [73, 74].
The breaking force of a gold atom nanowire was measured to be 1.5 nN, higher than
expected for individual bonds in bulk gold (0.8–0.9 nN) [74].
A nanowire of atoms has been typically synthesized to date by pulling a thin metal neck
suspended between two electrodes. During pulling, the metal neck is discontinuously
thinned due to plastic deformation until it breaks. A pure gold atom nanowire has been
observed to be a maximum of two or three atoms in length [69, 75]. Recent theoretical
studies, however, suggest that the Au-Au-O-Au-Au structure is so strong that more
gold atoms can be extracted from the electrode upon pulling [76, 77]. Other than an
oxygen atom, hydrogen and carbon atoms have also been suggested for incorporation to
39
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form long gold atom nanowires [78–82]. Experimentally, long gold atom nanowires were
reported to be formed by extracting gold atoms one by one from an electrode surface
[83]. Either oxygen atoms or hydrogen molecules were thought to be incorporated in
the observed nanowire, but this could not be unambiguously clarified. It is difficult to
detect such light element impurity atoms incorporated in the nanowires.
Using ultrahigh vacuum (UHV) TEM combined with STM [84], Oshima et al. discov-
ered that long gold atom nanowires could be reproducibly synthesized from a carbon-
contaminated gold surface at room temperature [5], as shown in Figs. 5.1 and . 5.2.
Since the UHV condition minimized the presence of residual gases such as oxygen, ni-
trogen, and hydrogen in the microscope, the observed long gold nanowire was judged to
be formed by the incorporation of carbon atoms.
In their TEM images, somewhat amorphous contrast was sometimes observed at the
surface of one or both electrodes even after strong electron-beam irradiation. This was
judged to correspond to a carbon-contaminated surface, since a very narrow gold contact
formed by the connection of such electrodes did not show clear quantized conductance,
as in a pure gold contact. They found that a long gold atom nanowire was formed
between two electrodes only when the amount of carbon atoms on the surfaces of the two
electrodes was so small that carbon atoms did not clump to form agglomerates. When
the amount of carbon atoms was large on one electrode surface, carbon atoms migrated
and clumped to form agglomerates by contacting the two electrodes and applying a bias
voltage. Furthermore, the agglomerates changed into graphitized structures, such as
graphene, nanotubes, and fullerenes, when the bias voltage increased above 0.5 V, and
the fullerene was formed by such a process.
In most of their experiments, the amount of carbon atoms on the electron surface was
rather large in the initial stages. As previously mentioned, fullerene was naturally formed
between two electrodes when contacting the two electrodes under a bias voltage. How-
ever, a small amount of carbon atoms sometimes remained on one or both electrodes
after the formation of the fullerene. They found that a long gold nanowire was syn-
thesized between such a carbon-contaminated surface and the carbon fullerene. The
fullerene did not play a role in the synthesis of the long gold atom nanowire, since they
also observed that a long gold atom nanowire was synthesized even in the absence of the
fullerene.
In the TEM images in Fig. 5.1, the dark dots were gold atoms and the number of gold
atoms in the nanowire increased one by one from three to seven [Figs. 5.1(a)– 5.1(e)].
Such a long nanowire has not been observed previously for pure gold atoms. The atom
interval was estimated to be 5.0 A˚. Conductance evolution measured simultaneously with
the pulling process, showed a spiky peak at the same time the nanowire was relaxed by
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introducing a single gold atom. In the previous report, it has been suggested that
interatomic distances as large as 5.0 A˚ cannot be explained without the presence of
carbon atoms [85].
In the images shown in Fig. 5.2, the positions of the individual gold atoms were rec-
ognized with atomic spacing of 5.0 A˚. They found that this nanowire was so strong
that it remained intact even when it was bent during pulling. Although a pure gold
atom nanowire has not been allowed to be bent when stretching [69], a gold atom
nanowire with incorporation of impurity atoms has been reported to be bent in the
TEM observation [83]. Furthermore, in the pulling process, the surface layer (indicated
by the arrowhead in Fig. 5.2) is gradually removed from the bottom electrode. The
point of contact of the long nanowire with the electrode surface moves towards the left
side. Finally, the surface layer is completely removed from the electrode. Therefore,
they supposed that the (111) surface is reconstructed by the adsorbed carbon atoms
to form a one-dimensional configuration consisting of gold and carbon atoms, and the
long nanowire is obtained by pulling such a one-dimensional configuration. Based on
their experiments, in this chapter, I focus my study on the electronic structures and the
formation of carbon-incorporated gold nanowires on gold (111) surface by first-principles
calculations.
Figure 5.1: (a)–(e) A series of TEM images taken at each introduction of a gold
atom to a gold atom nanowire during pulling from the bottom electrode. The number
of gold atoms, indicated by arrows, increased from three to seven. The distance between
two gold atoms is 5.0 A˚. (f) Simulated TEM image of a nanowire consisting of seven
gold atoms. The image contrast of each gold atom in the nanowire is similar to that
in the fullerene structure. Carbon atoms in the nanowire are not visualized. (g) A
model of the nanowire including both electrodes; the fullerene is attached to the upper
electrode. The nanowire has two carbon atoms at each gold atom interval (5.0 A˚). The
fullerene is assumed to be a spherical C240. (h) Evolution of conductance as a function
of displacement during pulling of the nanowire. A spiky peak appears for each 5.0-A˚
displacement. Figure is taken from Ref. [5].
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Figure 5.2: Another series of TEM images during pulling of the nanowire from the
gold surface. Since the nanowire continuously fluctuated during stretching, individual
gold atoms were hardly recognized in the raw image. The image contrast was thus
enhanced by using a band-pass filter. Both electrodes have a gold (111) surface. The
surface layer of the bottom electrode shows different contrast from those of the lower
layers. Also, the spacing between the surface and second layer is slightly wider than
the gold (111) lattice spacing. (a)–(c) The surface layer is gradually removed from
the bottom electrode. The nanowire grows smoothly, even though it bends to a large
extent. (d) The surface layer is completely removed from the electrode. In (c) and
(d), an extra nanowire is seen synthesized at the right side of the long nanowire. Its
intensity was similar to the gold atoms in the long nanowire. Figure is taken from
Ref. [5].
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5.2 Computational models
As discussed in the introduction, experimental results suggest that the gold nanowires
may already be formed on the gold (111) surface. I performed the calculations for both
freestanding gold nanowires and gold nanowires on the gold (111) surface. Theoretical
calculations were carried out within the framework of DFT [9] using the real-space
method [16]. Projector augmented-wave method [31, 32] was employed to describe the
interactions between ions and electrons and the exchange-correlation interaction was
treated by local density approximation [9].
Figure 5.3 shows the computational models of freestanding gold nanowires with carbon
incorporation. The computational model of gold nanowires on gold (111) surface is
shown in Fig. 5.4. Three layers of gold were used to simulate the gold (111) surface.
The supercell was chosen to be 5.76 A˚ (along the 〈110〉 direction) × 5.00 A˚ (along the
〈112〉 direction) under periodic boundary conditions, where 2.88 A˚ is the interatomic
distance in bulk gold. Each layer contains 4 gold atoms and the interlayer distance is
2.36 A˚. A vacuum region of 10 A˚ was inserted in the (111) direction perpendicular to the
surface to avoid spurious interactions between periodic supercells. A grid of 2×2 k-point
sampling was employed and a grid spacing of 0.185 A˚ was used. Structural optimization
was performed until the remaining forces were less than 0.05 eV/A˚.
Au C
Figure 5.3: Computational models of freestanding gold nanowires and gold nanowires
with 1, 2, and 3 carbon atoms incorporation. The dashed rectangulars represent the
supercells.
When the gold nanowire were put on the (111) gold surface, the gold atomic distance
is not the same with that of the freestanding gold nanowire because gold atom prefers
being situated at a triangular lattice site which has the lowest energy. In the Au-C
structure, I assumed that gold atoms are aligned along the 〈13¯2〉 direction at a 3.3 A˚
interval and a single carbon atom was inserted at each 3.3 A˚ interval. In this structure,
every two gold atoms along the structure are not at triangular lattice sites. In the Au-C2
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structure, I assumed that gold atoms are along the 〈112〉 direction with a 5.0 A˚ interval
and two carbon atoms are inserted at each 5.0 A˚ interval. In the Au-C3 structure, I
assumed the gold atoms to be along the 〈110〉 direction at a 5.8 A˚ interval and three








Figure 5.4: Computational models of gold nanowires with 1, 2, and 3 carbon atoms
incorporation on gold (111) surface. White, black, and grey spheres denote substrate
gold atoms, gold atoms on the surface, and carbon atoms, respectively.
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5.3 Results and discussion
In the case of freestanding gold nanowire, the gold interatomic distance is 2.7 A˚. The
gold nanowire will break if the gold interatomic distance reaches 3.0 A˚, implying that the
long gold interatomic distance observed by experiments [86] was due to the incorporation
of light elements into gold nanowire. Light elements such as carbon are inserted between
neighboring gold atoms, stabilizing and enlarging the nanowire. When the number of
carbon atoms incorporated between gold atoms was one, two, and three (named Au-C,
Au-C2, and Au-C3, respectively), the calculated distances between two neighboring gold
atoms were 4.0, 5.0, and 6.4 A˚, respectively. These values are close to those reported
by previously theoretical and experimental studies [78, 86, 87]. Among these values,
the long atomic gold nanowire was determined to be the Au-C2 structure. Figure 5.5(a)
shows force curves of freestanding gold nanowires. The breaking force is 3.6 eV/A˚ for the
Au-C2 structure, which is much higher than that of 1.3 eV/A˚ for a pure gold nanowire.
The experimental results suggested that a one-dimensional configuration consisting of
gold and carbon atoms was formed on the surface layer of the gold electrode when
the amount of carbon atoms on the surface was small. Carbon atoms are likely to be
inserted at the interval between two lattice points of the triangular network at the gold
(111) surface. I assume that one-dimensional configurations were formed on the gold
(111) surface, corresponding to Au-C, Au-C2, and Au-C3 structures, and the calculated
formation energies are shown in Fig. 5.5(b). For a gold nanowire on a gold (111) surface,
the gold interatomic distance is not the same as that of the freestanding gold nanowire
since the gold atoms favor to be located at the lattice points of a triangular network on
the gold (111) surface, which lowers the formation energy. The formation energy of each
structure was obtained by the formula
∆E = EAuCn − Esurf − EAu − n× EC , (5.1)
where,
EAuCn is the total energy of the system with the gold nanowires adsorbed on the gold
(111) surface,
Esurf is the total energy of the bare gold (111) surface,
EAu is the total energy of a gold adatom on the gold surface, defined as the energy
difference between the total energy of the bare gold surface and that of the gold
surface with an gold adatom,
EC is the total energy of a carbon atom adsorbed on the gold surface, which depends
on the initial binding state of the carbon atom,
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and n is the number of carbon atoms in the supercell.
The formation energy is a function of the chemical potential of carbon atom per supercell,
EC , which depends on the average coordination number per carbon atom.
The formation energy is a function of the total energy of carbon atom adsorbed on the
gold surface, EC , which is –241.6 eV for graphene (described by E
(1)
C ), –239.9 eV for a
pair of carbon atoms (E
(2)
C ), in which one carbon atom is adsorbed at the fcc hollow site
and the other is adsorbed at the neighboring hcp hollow site, and –239.2 eV for a single
carbon atom (E
(3)
C ) adsorbed on the fcc hollow site. The quantity, E
(1)
C , corresponds
to the case of graphene that serves as the lower bound of EC , while E
(3)
C serves as the
upper bound of EC .
The formation energy in Fig. 5.5(b) gradually decreases with increasing the total energy
of carbon atom adsorbed on the gold surface, EC (corresponding to decreasing average
coordination number per carbon atom). The Au-C2 structure is the most favorable one-
dimensional configuration formed on the gold (111) surface when the number of carbon
atoms adsorbed at the gold (111) surface is small. On the other hand, when the number
of carbon atoms adsorbed on the gold (111) surface is larger than a certain value, the
formation of a graphene-like sheet is more favorable than any of the one-dimensional
configurations. These calculated results reproduce well the experimental observations.
Hence, it is possible to conclude that the observed long nanowire has two carbon atoms
at each interval between two gold atoms, formed at the carbon-contaminated gold (111)
surface before pulling.
5.4 Summary
I have investigated the electronic structures of carbon-incorporated gold nanowires by
first-principles calculations using DFT. It is found that carbon dimer is incorporated
between neighboring gold atoms of gree-standing gold nanowires leading to the long
gold atomic spacing observed in the experiment. The calculated formation energies
show that the nanowire has two carbon atoms at each gold atom interval of 5.0 A˚ and
is constructed along the 〈112〉 direction on the carbon-adsorbed gold (111) surface as a
stable one-dimensional configuration before pulling. The present study shows that the
carbon atoms act as glue for forming the long gold nanowire, which is a unique behavior
in one-dimensional structures.






































   
   
   
   
   
   
   
   
   
   














Figure 5.5: (a) Force curves of a pure gold atom nanowire as well as the nanowires
having one and two carbon atoms at each gold atom interval, named Au-C and Au-C2,
respectively, as a function of displacement. (b) Formation energy per length of Au-C,
Au-C2, and Au-C3, the structure of each of which is schematically illustrated in the
insert, as a function of the total energy of carbon atom adsorbed on gold surface, EC .







Controlling electron transport through molecules that bridge two electrodes is a ba-
sic step toward the development of sophisticated nanoscale devices [88, 89]. For such
molecular conductors, there has been a great interest in understanding the impact of
pi-conjugation, magnitude of optical and potentiometric band gaps, molecular length,
electrode material, and mode of molecule-to-electrode connectivity on molecular electri-
cal conductance and transport mechanisms [90–92].
A variety of techniques has been developed to form metal-molecule-metal junctions and
evaluate electrical functionality such as conducting atomic force microscopy, crossed-
wire tunnel junctions, as well as mechanically controlled and scanning probe mi-
croscopy (SPM) break junctions, i.e., scanning tunneling microscopy (STM) and con-
ducting probe atomic force microscopy break junctions [89, 93–95]. These methods
have been employed to study the conductances of widely varying molecular struc-
tures [93–95], with SPM-based break junction techniques showing particular efficacy
to interrogate conjugated structures having substantial length (> 20 A˚), including
oligophenyleneimines, butadiyne-bridged multi(porphyrin) systems, oligothiophenes,
poly(p-phenyleneethynylene)s, and oligo(pentaphenylene)s.
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Figure 6.1: Zinc porphyrin molecules suspended between gold STM tip and gold
substrate. Figure is taken from Ref. [6]
In the classes of conjugated structures in which single molecule charge transport measure-
ments have been performed, meso-to-meso ethyne-bridged (porphinato) zinc(II) struc-
tures (see Fig. 6.1) show exceptional electronic structural characteristics. The traditional
uses of porphyrin molecules have been as dyes due to their intense absorptions in the
visible light. Recently, there has been renewed interest in these molecules as their elec-
tronic and photoelectrochemical properties can be exploited for applications including
multibit storage [96, 97], memory elements [39], and photovoltaics [98]. By STM break
junction method Li et al. fabricated nanowires formed by thiol-terminated porphyrin
molecules suspended between a gold STM tip and a gold (111) substrate [6]. They found
a stepwise feature of the conductance during the pulling process of the STM tip as seen
in Fig. 6.2. The low-conductance state was observed after the high-conductance one as
the molecular junction was elongated. The origin of this dual conductance responses
is unknown and could be thought to derive from variations in the molecule-electrode
contact geometry or in molecular conformation.
During the stretching of the STM tip, sulphur atoms at two ends of the porphyrin wires
can have different bonding geometries with the gold substrate, giving rise to different
conductance states. Experimentally, it has been found that the force required to break
a molecular junction of a single octanedithiol molecule attached to gold electrodes is
similar to the value of the force required to break a gold-gold bond in an atomic gold
chain [74]. This fact strongly suggests that the dithiol molecule can pull gold atoms off
the electrodes when an external force is applied. Molecular dynamics simulations also
indicate that a thiolate molecule can pull gold atoms off a stepped surface [99]. Previous
DFT studies on bezenedithiols and alkanedithiols molecular junctions pointed out that
the conductances of the junctions, in which sulphur atom is attached to a gold adatom
on gold (111) surface, decrease by two-order of magnitude compared to those of the
junctions, in which sulphur atom bonds to a hollow site of the gold surface [100–102].
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However, no theoretical studies have been made to investigate the dual conductance
responses in the thiol-terminated porphyrin wires, although these systems can be utilized
in molecular-based switches [103]. In this chapter, I investigated the electronic structures
and electron-transport properties of thiol-terminated porphyrin wires by first-principles
calculations.
Figure 6.2: Current-distance traces recorded during STM break junction experiment
for single zinc porphyrin molecular junction at Vbias = 0.1 V showing high- and low-
conductance traces. Figure is taken and revised from Ref. [6].
6.2 Computational models
The first-principles calculations are performed within the framework of DFT using
the real-space finite-difference approach [15], which enables us to determine the self-
consistent electronic ground state with a high degree of accuracy using a time-saving
double-grid technique [16, 28–30]. The electron-ion interaction is described using projec-
tor augmented-wave method [31, 32], and the exchange-correlation interaction is treated
within the local density approximation [9].
Figure 6.3 shows the computational models employed to study the transport proper-
ties through porphyrin molecules, in which the periodicity is imposed in the x - and
y-directions. Two transport models are investigated, in which the sulphur atom of the
porphyrin molecule bonds to hollow site or a gold adatom of gold (111) electrode, and
shall be referred as hh and aa structure, respectively. The gold adatom is used in the
aa structure since gold atoms can migrate to positions between the electrode surface
and thiol terminations as the electrodes are pulled apart. My models qualitatively cap-
ture the changes in the contact geometry as has been discussed for the benzenedithiol
and alkanedithiol molecular junctions [101, 102, 104, 105]. Although the phenyl and por-
phyrin rings can have relative angle to each other, I study here the planar configuration as
a representative since it has been reported that the torsion of some conjugated molecules
can be manipulated by laser pulses [106–108]. The electron transport property is com-
puted using scattering wave functions continuing from one electrode to the other, which
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are obtained by the overbridging boundary-matching method [16, 57]. The Kohn-Sham
effective potential in the scattering region is first calculated under the periodic boundary
conditions, and then the wave functions are obtained non-self-consistently. The size of
scattering region corresponding to the hh structure is Lx = 19.95 A˚, Ly = 11.52 A˚,
and Lz = 35.40 A˚, and that of scattering region corresponding to the aa structure is
Lx = 19.95 A˚, Ly = 11.52 A˚, and Lz = 40.12 A˚, where Lx, Ly, and Lz are the lengths
in the x -, y-, and z -directions, respectively. A grid spacing of 0.2 A˚ is employed and
the Brillouin zones of the scattering regions are sampled by 4 k -points along the z -axis
to set up the Kohn-Sham effective potential. The Au-S distance is initially chosen as
2.35 A˚, according to Ref. [104, 109–112]. The Au-Au interatomic distance is 2.88 A˚,
and the gold interlayer distance is 2.36 A˚, according to Ref. [5]. All the atoms in the
scattering region except the second gold atomic layers are relaxed until the remaining
forces are less that 0.05 eV/A˚. The conductance under zero temperature and zero bias
is described by the Landauer-Bu¨ttiker formula [59], G = G0
∑
i,j |tij |2 vivj , where tij is the
transmission coefficient at which electrons are transmitted from an initial mode j to a
final mode i inside the scattering region, vi and vj are the longitudinal components of
the group velocity in modes i and j, G0 = e
2/h, with e and h being the electron charge
and Planck’s constant, respectively.
6.3 Results and discussion
Figures 6.4(a) and 6.4(b) show the local density of states (LDOS) of the hh and aa
structures, respectively. The LDOS is plotted by integrating them along the x-y plane,
ρ(z, E) =
∫ |ψ(r, E)|2dr||, where r = (x, y, z), ψ is the wave function, and E is the energy
of the states. Near the Fermi level, the majority of charge density in the hh structure
is confined at the center of porphyrin molecule, whereas that in the aa structure is
localized at the contact between porphyrin molecule and gold electrode. From charge
density distribution, I found that the coupling between dxz orbitals of gold adatom and
pz orbitals of sulphur atom induces large density of states just below the Fermi level
in the aa structure. Thus, different transport modes are expected for the hh and aa
structure in the vicinity of the Fermi level. At 0 eV, the conductance of the hh and aa
structure are 1.31× 10−2 and 3.49× 10−1 G0, respectively. Because sulphur has larger
electronegativity than gold, more electrons are transferred to the porphyrin ring in the
aa model. As a result, the electronic states of the molecule are shifted towards the Fermi
level, leading to the increase in the conductance.
The conductance of the hh structure is reduced by one-order of magnitude compared to
that of the aa structure, suggesting that the hh and aa structures correspond to the low-
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Figure 6.3: Computational model of (a) aa and (b) hh structure suspended between
gold (111) electrodes. The white, green, blue, red, purple, and yellow spheres indicate
hydrogen, carbon, nitrogen, zinc, sulphur, and gold atoms, respectively.
and high-conductance states. The results indicate that the high-conductance state of
the porphyrin wires are due to changes in the contact geometry in which sulphur atom
bonds to a gold adatom of the gold substrate.
6.4 Summary
I have studied the electronic structures and electron-transport properties of thiol-
terminated porphyrin wire using first-principles calculations within the framework of
DFT. The results show that different interface states are found for the aa and hh struc-
tures, in which sulphur atoms of porphyrin molecule are attached to gold adatoms and
hollow sites of gold (111) surface. Near the Fermi level, the majority of charge density
is located at the center of porphyrin molecule in the hh structure, and at the molecule-
electrode interface in the aa structure. At 0 eV, the conductance of the hh structure
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Figure 6.4: Distributions of LDOS of (a) hh and (b) aa structure integrated on plane
parallel to interface as functions of relative energy from Fermi level. Zero energy is
chosen to be at the Fermi level. Each contour represents twice or half the density of
the adjacent contour lines, and the lowest contour is 6.78× 10−5 e/eV/A˚.
is one-order of magnitude smaller than that of the aa structure. In the aa structure,
electrons are transferred from the gold atoms to the molecule, resulting in the energy
shift of the molecule states towards the Fermi level and an increase in the conductance.
Concluding Remarks
Major findings
In this thesis, I have used first-principles calculations based on density functional theory
to study:
• The electronic structures and magnetic anisotropy energies of graphene with an
absorbed Fe, Co, or Ni adatom. I found that spin polarizations are observed in the
case of the Fe and Co adsorption. In the case of Ni adsorption, the Rashba effect
is realized with a k-dependent energy shift at the bottom of the Fermi surface of pi
bands. The calculated magnetic anisotropy energies indicate an in-plane easy axis
for the Fe adatom, in contradiction with experiment, and an out-of-plane easy axis
for the Co adatom, in agreement with experimental observation. The occupation
of E1 orbitals, comprising of dxz and dyz orbitals, is important to determine the
direction of the easy axis of the Fe and Co adatoms.
• The electronic structures and electron-transport property of carbon/boron-nitride
nanotubes. The calculations show that localized edge states are observed at zigzag
boundary between carbon and boron-nitride nanotubes. The occupation of the
edge states gives rise to the spin polarization in the case of p-type substitutional
doping at the zigzag carbon nanotube edge. The σ-pi hybridization due to the cur-
vature pulls down the energetically dispersive states, resulting in the nonmagnetic
ground-state electronic structure in the case of n-type doping. Although it has
been reported that the electron transport through the edge states in the undoped
nanotube is prevented by the rotational symmetry mismatch between the edge
and carbon nanotube states, I found that the alternation of the symmetry due
to doped atom leads to the spin-dependent resonant tunneling through the edge
states.
• The electronic structures of carbon-incorporated gold nanowires. The results
point out that two carbon atoms link neighboring gold atoms of the free-standing
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nanowire, resulting in the largest breaking force and a long gold atomic spacing of
0.5 nm, in excellent agreement with the experiments. On a gold (111) surface, the
gold nanowire with carbon dimer incorporation gives the gold interatomic distance
of 0.5 nm, close to the value observed experimentally. The calculated formation
energies indicate that the gold nanowire with carbon dimer incorporation is the
most stable structure, suggesting that this one-dimensional configuration is formed
on the gold surface before pulling of the STM tips.
• The electronic structures and electron-transport properties of thiol-terminated zinc
porphyrin wires. I found different interface states are for the aa and hh structures,
in which sulphur atoms of porphyrin molecule are bonded to gold adatoms and
hollow sites of gold (111) surface. Near the Fermi level, the majorities of charge
density of the aa and hh structure are confined at the molecule-electrode interfaces
and at the center of porphyrin molecule, respectively. At the Fermi level, the
conductance of the hh structure is one-order of magnitude smaller than that of
the aa structure. In the aa structure, owing to the difference in electronegativities
between sulphur and gold atoms, electrons move to the porphyrin molecule and
shift the energies of the molecule states towards to the Fermi level, resulting the
increased conductance.
Summary
Towards the goal of nanoscience and nanotechnology, I have investigated the electronic
structures and electron-transport properties of low-dimensional systems consisting of
graphene, carbon nanotube, gold nanowire, and porphyrin wire, and found that:
• By adsorption of heavy magnetic atoms or transition-metal clusters on graphene,
the magnetic anisotropy energies of these systems are increased and the materials
can be used as magnetized mediums in magnetic storages.
• Since carbon/boron-nitride nanotubes show spin-dependent transport behavior,
they can be used as channel materials in spin field-effect transistors. Although
the spin-orbit coupling in first-row elements is small, the magnetic moment of
carbon/boron-nitride nanotubes can be fixed by doping heavy elements such as As
or Ga, decorating the nanotubes on a magnetic surface, or bundling tubes.
• By carbon adsorption on gold (111) surface, stable one-dimensional configurations
of gold nanowires with long atomic spacing due to incorporation of carbon atoms
are formed on surface and these nanowires can be pulled out by scanning tunneling
microscopy tip.
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• By pulling and pressing molecular junction formed by thiol-terminated porphyrin
wire and gold scanning tunneling microscopy tips, two conductance states can be
observed, and this system can be used as active component of molecular-based
switch.
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