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ABSTRACT 
 
Molecular Dynamics Simulations of Heat Transfer  
in Nanoscale Liquid Films. (May 2009) 
Bo Hung Kim, B.A., Yonsei University; 
M.S., Texas A&M University 
Co-Chairs of Advisory Committee: Dr. Ali Beskok 
Dr. Tahir Cagin  
 
Molecular Dynamics (MD) simulations of nano-scale flows typically utilize fixed 
lattice crystal interactions between the fluid and stationary wall molecules. This 
approach cannot properly model thermal interactions at the wall-fluid interface. In order 
to properly simulate the flow and heat transfer in nano-scale channels, an interactive 
thermal wall model is developed. Using this model, the Fourier’s law of heat conduction 
is verified in a 3.24 nm height channel, where linear temperature profiles with constant 
thermal conductivity is obtained. The thermal conductivity is verified using the 
predictions of Green-Kubo theory. MD simulations at different wall wettability (εωf/ε ) 
and crystal bonding stiffness values (K) have shown temperature jumps at the 
liquid/solid interface, corresponding to the well known Kapitza resistance. Using 
systematic studies, the thermal resistance length at the interface is characterized as a 
function of the surface wettability, thermal oscillation frequency, wall temperature and 
thermal gradient. An empirical model for the thermal resistance length, which could be 
used as the jump-coefficient of a Navier boundary condition, is developed. Temperature 
 iv
distributions in the nano-channels are predicted using analytical solution of the 
continuum heat conduction equation subjected to the new temperature jump condition, 
and validated using the MD results. Momentum and heat transfer in shear driven nano-
channel flows are also investigated. Work done by the viscous stresses heats the fluid, 
which is dissipated through the channel walls, maintained at isothermal conditions. 
Spatial variations in the fluid density, kinematic viscosity, shear- and energy dissipation 
rates are presented. The energy dissipation rate is almost a constant for εωf/ε  < 0.6, 
which results in parabolic temperature profiles in the domain with temperature jumps 
due to the Kapitza resistance at the liquid/solid interfaces. Using the energy dissipation 
rates predicted by MD simulations and the continuum energy equation subjected to the 
temperature jump boundary conditions developed in this study, the analytical solutions 
are obtained for the temperature profiles, which agree well with the MD results. 
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CHAPTER I 
INTRODUCTION* 
 
In nano-scale flows, molecular structure of the fluid and surfaces, and their 
interactions between them at the atomistic length scales play a key role, and hence the 
molecular dynamics (MD) method emerges as a viable approach for investigation of the 
flow physics in such scales [1-3]. Recent developments in MD simulation of the 
nanoscale fluid flow are summarized in [4, 5]. As described in these two review articles, 
one of the primary interests in the nanoscale fluid flow is the investigation of 
fluid/surface interactions and their implication on the boundary conditions applicable for 
continuum level formulations. MD distinguishes itself from other simulation methods by 
providing atomistic level direct numerical experiments that enable simulations with 
various physical conditions. Therefore, MD can potentially address such issues as solid-
fluid interfaces and interactions arising in the nanoscale-regime.  
 Previous nanoscale fluid flow MD simulations were focused on velocity slip on 
the boundary, and they have shown that the boundary slip on the liquid-solid interface is 
mainly a function of the wall-fluid interaction strength, fluid/wall density and shear rate 
[6, 7]. Many nanoscale fluid flow simulations had the fluid confined between two walls, 
and applied periodic boundary conditions in the flow direction. One of main objectives 
for this study is an implementation of physically sensible walls that realistically emulate 
solid-fluid interactions and thermal exchange between solid and the fluid. In most of the  
 
____________ 
This dissertation follows the style of IEEE Transactions on Automatic Control. 
 
*Reprinted with permission from “Thermal interactions in nanoscale fluid flow: 
molecular dynamics simulations with solid–liquid interfaces” by B. H. Kim., A. 
Beskok., T. Cagin., Microfluidics and Nanofluidics, Volume 5, Pages 551-559, 
Copyright 2008 by Springer. 
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earlier simulations, a thermostat is applied to all fluid molecules in order to maintain the 
system at thermal equilibrium, and hence, the thermal boundary condition on the 
wall/fluid interface is often tampered by this choice.   
In order to describe interactions of gas molecules with the surface, Maxwell [8] 
described specular and diffuse reflection models in 1897, which were appropriate in 
kinetic theory based approaches [9]. However, many MD simulations use more 
advanced wall models with fixed lattice structure instead of using simple specular walls. 
Fixed lattice walls consist of wall molecules fixed in their lattice positions and collide 
(interact) with fluid molecules via intermolecular forces [6, 10] without recoil. This 
model is similar to specular wall approach in terms of the energy conservation of the 
fluid confined within the wall boundary. However, it can facilitate application of a shear 
through the motion of the walls (i.e. changing the position of the wall molecules in every 
timestep). Similarly, instead of fixing the wall molecules in their lattice positions, it is 
possible to assign very heavy mass (e.g. masswall = 1010×massfluid) to wall molecules, 
which allows motion of wall molecules based on their interactions with fluid atoms and 
each other [11]. This enables the system to conserve its total energy, and prevents wall 
molecules from being swept away during the simulation. Since “fixed” lattice wall 
model impart energy to the system, it is necessary to utilize a thermostat to dissipate 
viscous heating induced by the shearing motion.  
There are several widely accepted methods of applying thermostats to the model 
system in MD simulations to maintain the system’s at constant temperature. To name a 
few, Anderson [12] developed a thermostat using stochastic forces that modify the 
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velocities to maintain average kinetic energy of the molecular system consistent with the 
equipartition theorem. Berendsen [13] developed a method that is efficient in relaxing 
the model system to a desired temperature by coupling an external bath at a constant 
temperature to the system and modifying the velocities at each iteration through a 
differential feedback mechanism. This efficient and widely used method though 
maintained constant temperature thermodynamics state, does not produce canonical 
probability distribution in momentum space during simulations [2]. The most popular 
thermostat that sustains the canonical ensemble distribution both in configuration and 
momentum space is the Nose-Hoover thermostat, which generates canonical temperature 
fluctuations by affecting intermolecular forces from extended ensemble system. It was 
first suggested by Nose [14, 15], and then modified by Hoover [16].  
Although, thermostats in the system can be used to maintain isothermal state of 
the system in equilibrium MD simulations, care should be taken when they are used in 
steady state simulations where thermal transport and fluid flow is critical. Notably, 
physically sound approaches should be implemented to model the thermal transport at 
the wall-fluid interfaces.  Sun et al. [17] utilized a ‘diffuse reflection’ model, which 
accounted the interactions between the fluid and wall molecules through the use of 
mathematically smooth walls that reflect fluid molecules with random thermal velocities 
based on the Maxwell-Boltzmann velocity distribution. However, with the authors’ 
candid admission this model could only be a crude approximation of real physics at the 
wall/fluid interface. In order to improve their model, Sun et al. developed an advanced 
‘diffuse reflection’ wall model [18], which reflected both fluid and wall molecules with 
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random thermal velocities. Although, this model enabled energy transfer between the 
wall and fluid, it presented difficulties in implementations of moving boundaries. 
A more advanced wall model utilizes a lattice of molecules connected to crystal 
positions with harmonic bonding. Ceiplak et al., [19] examined boundary conditions at 
the wall-fluid interface using harmonic springs attached to the lattice position of each 
wall molecule, which allowed the wall molecules to vibrate, emulating the thermal 
motion of solid crystals. In order to confine the displacements of the oscillating wall 
molecules, the authors used  high stiffness constants for bonding [19]. Though this 
represents a remarkable advance to model the wall lattice fluid interactions, a thermostat 
was deemed necessary to maintain the fluid temperature in equilibrium [19, 20]. 
Thermal equilibrium state of the fluid was readily and uniformly maintained through the 
application of thermostat, which dissipated heat due to viscous heating to the imaginary 
heat reservoir, instead of through the collision/interaction with the neighboring walls. 
Hence, the thermal interactions between the fluid and surfaces which may have distance 
dependence through the fluid system were not modeled adequately.  
In order to properly consider the nature of thermal transport at the wall-fluid 
interface, the lattice wall model with a characteristic bonding stiffness was used. 
Thermal oscillations of wall molecules influence the fluid by absorbing or supplying 
momentum and energy to fluid molecules via intermolecular interactions. Walls are 
utilized as heat baths to maintain thermal equilibrium of the fluid, therefore there was no 
need to apply a thermostat uniformly to the equations of motion for the fluid molecules 
to maintain the system at constant temperature during simulations. Thermal ‘natural’ 
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interactions between the fluid and wall maintained the thermal equilibrium of the fluid, 
while the temperature of the wall was kept constant. In the case of shear driven flow, 
energy imparted on the fluid (i.e., work done by the moving wall) was dissipated by the 
fluid as viscous heating, while constant wall temperature applied on the surface enabled 
heat loss through the walls. 
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CHAPTER II 
INTERACTIVE THERMAL WALLS* 
 
Previous MD simulations of nano-confined liquid flows have shown “velocity 
slip” at the liquid/solid interface, depending on the interaction strength (wettability) of 
liquid and solid molecules (see Chapters 10-13 in [1] and the references therein). In 
order to investigate boundary slip in fluid-wall interface, Two-dimensional MD 
simulations were performed for shear driven flow in a 5 nm width channel. For 
interatomic interactions, the most commonly used and simple interaction potential 
(Lennard-Jones 12-6 potential) was employed. The form of Lennard-Jones 12-6 potential 
is
12 6
( ) 4 ,ij
ij ij
V r
r r
σ σε
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 where ε is the binding energy (depth of the potential) and 
σ is the molecular diameter (the distance at which the interparticle potential is 0). The 
first term represents the short range repulsive interactions preventing the overlap of the 
molecules, while the second term represents a dipole-induced attractive interaction. The 
interaction force is between a pair is given by Fij (rij ) = −∂V (rij )∂rij . The temperature of the 
simulation was set to 120K, and the number density (N/σ2) of the system is ρ=0.8, which 
corresponded to the liquid state of argon [10].  The temperature in a 2-dimensional N 
particle system can be defined through the average kinetic energy as mivi
2
2i
∑ = dNkT2  . 
For argon molecule molecular mass is m= 6.69×10-26 kg, molecular diameter is σ = 0.34 
____________ 
*Reprinted with permission from “Thermal interactions in nanoscale fluid flow: 
molecular dynamics simulations with solid–liquid interfaces” by B. H. Kim., A. 
Beskok., T. Cagin., Microfluidics and Nanofluidics, Volume 5, Pages 551-559, 
Copyright 2008 by Springer. 
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nm and binding energy ε is 119.8×kb (1.6539×10-21 J). Intermolecular interaction forces 
were truncated to zero at a cut-off distance of 1.0nm, which is approximately at 3σ. The 
top and bottom surfaces were moved in opposite directions with the speed of 
0.5wU m
ε=  as shown in Fig. 1.  
 
 
Figure 1. Schematics of shear driven flow in a 5nm wide channel. Model contained 313 
fluid molecules with fixed lattice crystal walls at moving at a shear rate γ = 3.14×1010s-1. 
Shaded molecules outside the box in periodic boundary directions are the images of fluid 
mapped using periodic boundary condition over the domain of interaction.  
 
Characteristic time /mτ σ ε=  is 2.16×10-12 s, and the simulations used 4fs 
(~0.002τ) time steps. Periodicity boundary conditions were imposed in the streamwise 
direction as described in [21]. For computational simplicity two-dimensional MD 
simulations were performed. A total of 313 fluid molecules (Nf = 313) were simulated in 
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a 2D 5nm width channel. For establishing the baseline for the approach and testing the 
developed code, the fixed lattice wall model was applied first. Since the walls were 
modeled as perfectly elastic fixed lattice crystals, there is no heat transfer to/from the 
walls [10]. Under such unrealistic thermal interface model, the temperature of the system 
steadily increases if any kind of work is done on the system. Therefore, it is necessary to 
dissipate work done by the moving wall using a thermostat (Nose-Hoover). In this 
thermalized wall model, the temperature of the fluid is maintained around 120 K, as 
desired. However, thermal transport at the fluid-wall interface has no physical meaning.  
Before presenting simulation results with new simulation set up, which utilize the 
interactive thermal wall model, it is important to reproduce and compare the results at 
similar conditions with previous MD simulations that utilized fixed lattice crystal walls. 
Fig. 2 shows comparisons of the velocity profiles obtained from the MD simulations and 
the results in [10] for fluid and wall interaction potential strengths of εwf = 0.4ε, 1ε and 4. 
The simulations started from Maxwell-Boltzmann velocity distribution, and ran 1.2×106 
time-steps (4.8ns) to reach the steady state, after which, another 1.2×106 timesteps were 
performed for time averaging. Longer time averaging has also been performed to 
confirm convergence of local velocity and temperature to steady state.  The 
computations with the fixed lattice crystal wall cases are presented only for code 
verification purposes, where the fluid temperature is maintained a constant using Nose-
Hoover thermostat [22]. The velocity profiles obtained from fixed lattice wall cases 
match the results in [10], which predict the same velocity-stick and velocity-slip 
behavior.  
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Figure 2. Velocity slip/stick on the walls at various liquid/wall interaction strengths. 
Comparison is made with the results obtained by Thompson et al. in [10]. 
 
Prior to the presentation of the temperature profiles, it is important to 
demonstrate local thermal equilibrium in the system. Local temperature can be defined 
only if local thermal equilibrium is established. Using MD simulations with stochastic 
thermal walls and by applying a thermal gradient, Tenenbaum calculated density and 
temperature profiles in a nano channel, and demonstrated local thermal equilibrium by 
comparisons with the predictions of an equation of state [23]. Another methodology for 
verification of local thermal equilibrium is calculation of the higher moments of velocity. 
At equilibrium, the velocity distribution at the point of measure should have normal 
(Gaussian) distribution with zero skewness and kurtosis. For all cases presented in this 
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chapter, higher moments of the velocity distribution is calculated for the first slab bin 
adjacent to the bottom wall and for a bin at the channel center. The results have shown 
almost normal distribution of the velocity with skewness and kurtosis varying between -
0.097 to 0.054 and -0.092 to 0.202, respectively. Therefore local thermal equilibrium in 
the fluid was maintained for all of MD simulations. For steady results, the ensemble was 
collected at every 5th time-step for 25,000 time-steps (100ps) to obtain a reasonable 
ensemble average. For the transient (freezing) case, shorter collection time (5000 time-
steps - 20ps) was used to present temperature distribution at 20ps intervals. As a result, 
kurtosis of the transient case was slightly larger (-0.092 to 0.202) than the steady state 
cases (0.012 to 0.023). 
 
Thermal Walls Interacting with Fluid Molecules 
In order to properly implement thermal interactions between the fluid and wall 
molecules, lattice bond springs were utilized as described in [19, 20], which were 
attached to the wall molecules at their lattice positions. Moreover, more advanced 
thermal interaction mechanisms were included to the walls. For initial conditions, the 
velocities for thermal oscillations were assigned from a Maxwell-Boltzmann distribution 
consistent with the target temperature, and then the thermostat was applied to wall 
molecules to absorb/supply heat from/to the fluid via wall/fluid interactions. 
Previous nanoscale MD simulations defined important features of the boundary 
slip on nanoscale fluid flows as function of the strength of wall/fluid interactions, the 
density of fluid and the shear rate. However, their results did not properly include 
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thermal interactions between wall and fluid. In order to improve this, newly developed 
interactive thermal wall model has its own thermal oscillations and it exchanges 
momentum and energy between fluid and the wall. Therefore, excessive heat in the fluid 
is transferred to the walls, and then, the heat is dissipated through the thermostat applied 
on the walls.  
 The velocity Verlet algorithm was used for time integration [21]. In order to find 
the position and velocity of molecules at the next time step, evaluation of intermolecular 
forces are required. Detailed forces of interactions experienced by each of the fluid 
molecule and wall molecules are calculated separately by using interaction potentials 
between fluid molecules and fluid molecules and wall molecules. The total force 
experienced by a fluid molecule is therefore a sum of these two terms:  
1 1
( ) ( )
( )
f wN N
ij fluid fluid ij fluid wall
fluid i
j jij ij
V r V r
F r
r r
− −
= =
∂ ∂= +∂ ∂∑ ∑ .                            (1) 
Every fluid molecule interacts with other fluid or wall molecules within the 
predetermined cutoff distance. The forces depend on interparticle distances.  Hence, 
thermal oscillations of wall molecules affect the forces acting on the fluid molecules 
through this variation of their position as well. In order to properly implement the 
thermal interactions between fluid and wall molecules properly, the forces due to fluid 
molecules on the motion of wall molecules must be taken into account while reducing 
the interactions between molecules of wall to a crystal bond-stiffness and defining each 
as independent oscillators.  The resulting force on a molecule of the wall is given as  
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0
1
( )
( ) ( )
fN
ij wall fluid
wall i i
j ij
V r
F r K r r
r
−
=
∂= + −∂∑ ,                                    (2) 
where K is the wall crystal bonding stiffness and |r0-r i| is the distance between the 
original lattice position and current position of the wall molecule. Equation (1) is the 
force exerted on a fluid molecule by the surrounding fluid and wall molecules, while 
equation (2) is the force exerted on a wall molecule by fluid molecules and the attached 
lattice springs.  The ideal way of constructing a wall as a heat reservoir is to form 
thermally oscillating crystals with an infinite number of molecules, and then make those 
wall molecules interact with each other. However, including interactions between very 
large numbers of wall molecules are computationally prohibitive. Moreover, the main 
focus was not on the thermal behavior of solid walls but the proper characterization of 
thermal interactions of fluid molecules with the wall. Therefore, it is most efficient to 
construct interactive thermal walls without including the Nw2 interactions between the 
wall molecules while maintaining physics.  
For the interactive thermal wall model, velocity scaling thermostat is applied to 
each wall layer separately with parameter 
walllayer
wallassigned
layer T
T
−
−=η  at every time step. Since 
there were no interactions between the crystal layers, these scaling surrogate the thermal 
interactions between the layers of lattice wall crystals, and keeps all layers at a 
prescribed temperature. For initial conditions, interactive thermal walls have thermal 
oscillations described by the Boltzmann velocity distribution at a desired temperature. 
As the simulation proceeds, thermal oscillations of wall molecules are affected from 
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wall/fluid interactions, which enable heat transfer from fluid to the wall. Since wall 
molecules do not interact with each other, cut off distance of 1nm is enough for the 
thickness of the wall modeled using three layers of wall molecules, and the thermostat 
should be applied to each layer of the lattice crystal molecules separately, as shown in 
Fig 3. Otherwise, the 1st layer (surface) of the wall, which adjoins to the fluid, would 
have most of the thermal velocity distribution, and a relatively high temperature as 
compared to the average wall temperature. In comparison to the ideal “all atom-all 
interacting” wall case that requires additional Nw2 operations to properly exchange heat 
with the fluid, the interactive thermal wall model is computationally cheap, and yet it is 
as effective as the ideal wall model. Moreover, by applying thermostats to each layer of 
the wall, there is no omission of thermal interactions between fluid/wall molecules. 
Therefore, viscous heating is dissipated thorough the isothermal walls.  
Shear driven nano-flow simulations with same configuration to that in Fig. 2 are 
repeated using the new interactive thermal wall model utilizing crystal bonding stiffness 
of ( )2464K ε σ= . The velocity profiles obtained from the new thermal model are 
compared with the fixed lattice wall model in Fig. 4. Velocity profiles predicted by both 
models are similar to each other. However, there are significant differences between the 
two models in the prediction of temperature profile. Work done by the shearing of walls 
induces viscous heating to the fluid, while the system reaches to steady state by heat 
dissipation through the walls. As a result, temperature distribution in the fluid shows 
parabolic profiles with a jump at the wall/fluid interface (Fig. 5). Parabolic temperature 
distribution is expected, since the shear rate is a constant in the entire domain, which not 
  
14
only results in a linear velocity profile, but also a constant heating rate. Surprisingly this 
behavior is observationally similar to that of rarefied gas flow in shear-driven micro-
channel, which exhibits a linear velocity profile with slip, and a parabolic temperature 
distribution with jumps [2]. Despite these similarities, physical reasons for these jumps 
are different between gas and liquid flows.   
 
 
Figure 3. (a) Schematics representation of thermal wall-fluid interactions using a crystal 
bond spring attaches the molecules to their lattice positions; (b) Wall molecules fixed in 
a lattice position; (c) A snapshot of the wall molecules in thermal oscillations (deviated 
from their lattice position) interacting with fluid molecules. 
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Figure 4.  Velocity profiles resulted in shear-driven flow simulations with interactive 
thermal wall model and fixed lattice crystal walls. 
 
 
Figure 5. Temperature profiles resulted in simulations with fixed lattice crystal wall 
model and with the interactive thermal wall model at various wall/fluid interaction 
strengths. 
 
Different thermal oscillation frequencies of two dissimilar materials induce a 
thermal resistance at their interface. Thermal resistance of metal/liquid-helium interface 
was first discovered by Kapitza (1941), and it is also known as the Kapitza resistance 
[24]. The classical theory to explain heat transfer between solid/liquid interfaces 
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basically assumes the thermal resistance on the interface to essentially depend on the 
phonon density, which determines the heat transmission ratio between the two dissimilar 
materials [25]. However a recent MD study has shown that surface wettability (i.e., 
wall/fluid interaction strength) also enhanced the heat transmission ratio on the 
solid/liquid interface [26]. Fig. 5 shows how the wall/fluid interaction strength (surface 
wettability) in the shear flow affects the interface temperature jump while it causes 
velocity locking or slip of the fluid. Moreover, for strong attractive walls, MD studies 
have shown layering effects of the liquid molecules next to the surface and the layered 
structure went through a transition as the interaction strength changes [27], and the 
structural changes of the layered molecules also changes thermal conductance at the 
interface [28].  
Results in Fig. 5 show temperature jump being a function of the wall/fluid 
interaction strength, which results in different thermal (Kapitza) resistance on the 
interface. Strong interactive forces reduce both the temperature jumps and velocity slip 
at the interface. However, the fixed lattice model, which applies the Nose-Hoover 
thermostat on the fluid, shows almost uniform temperature distribution. Therefore, 
thermal interactions between the fluid and wall predicted by the fixed lattice wall model 
are unphysical. In order to investigate further for the effects of thermal oscillation 
frequency, heat transfer MD simulations with two different crystal bonding stiffness are 
presented in the next section. 
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Temperature Jumps on High Crystal Bond Stiffness 
Previously, Thompson et al., have investigated velocity slip on the boundary as 
functions of the wall/fluid interaction potential strength, wall density and shear rate [6, 
7]. As shown in the previous section, the interactive thermal wall shows similar velocity 
slip results with the fixed lattice wall model. However, the temperature profiles inside 
the channel are significantly different. Moreover, a temperature jump is observed at the 
boundary when the wall/fluid interaction potential is weak. The temperature jump at the 
boundary is caused by fluid molecules near the wall boundary that have different thermal 
velocity from the wall. Since the local temperature of a system defined through the 
thermal velocities of molecules, effective momentum transfer between the wall and fluid 
is important. If the wall/fluid interactions are weaker or less effective than the fluid/fluid 
interactions, it is obvious that the thermal motions of fluid molecules are more 
dominantly influenced by the neighboring molecules of fluid rather than the neighboring 
wall molecules. Therefore, weak wall/fluid interactions generate a momentum deficit at 
the wall/fluid interface. This causes sudden changes in distribution of local kinetic 
energy, which is directly related to the temperature jump at the interface. Therefore, it is 
obvious that, when there are strong wall/fluid molecular interactions, there is no 
temperature jump as shown in Fig. 5. (a). Density also plays an important role because 
the more dense the system is, there is more opportunity for the interactions between the 
wall and fluid molecules.  
Crystal bonding stiffness constant, K, is an additional parameter for the wall/fluid 
interface that has an affect on the temperature jump. For a simple harmonic oscillating 
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system with constant total energy, stiffness of the system determines the oscillation 
frequency, the amplitude is mainly determined by the temperature of wall (but the 
anharmonicity induced by the interactions between wall and fluid molecules becomes 
more dominant if K is soft, hence larger amplitude motion may result). Since the 
temperature is measured through time averaged kinetic energy, different bond stiffness 
generates different kinetic energy fluctuations; still the averages of the kinetic energy are 
the same. Therefore, for walls at the same temperature, larger crystal bonding stiffness 
generates higher frequency thermal oscillations with smaller deviations from the 
temperature dictated amplitudes.  
In order to investigate further the relation between the temperature jump and the 
crystal bonding stiffness, two nanoscale heat transfer MD simulations were performed 
by using different bonding stiffness constants, K in equation (2). Two different crystal 
bonding stiffness constants K1 and K2 are determined from the second derivative of the 
Lennard-Jones potential for wall molecules for the distance where pairwise energy is 
minimum. This corresponds to the curvature of the potential well; Here K2 is five times 
larger than K1.  The distance between the walls is taken as 10nm, εwf =ε and number 
density is ρ=0.8. Temperature at the bottom and top walls are 80K and 160K, 
respectively. Fig 6 shows that the temperature jump was observed at large stiffness 
( ( )22 4320K ε σ= ) values, However, at ( )21 464K ε σ= , compliant with the thermal 
oscillation of fluid molecules at density ρ=0.8, there was no temperature jump. This 
shows the importance of the crystal bonding stiffness K for thermal equilibrium at the 
liquid/solid interface. Thermal equilibrium at the interface also depends on the 
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effectiveness of momentum transfer between the wall and fluid molecules and their 
impact on thermal oscillations of the molecules of walls.  Figures 5 and 6 show that at 
low fluid densities, weak wall/fluid interaction potential as well as large crystal bonding 
stiffness provide less effective momentum transfer between the wall and liquid 
molecules, and results in larger Kapitza resistance. Increased Kapitza resistance on the 
interface shows deviation in the local kinetic energy distribution and results in 
temperature jumps at the wall/liquid interface. 
 
 
Figure 6. Temperature profile dependence (over the 10 slabs -each with 1 nm thickness, 
channel width 10nm)  on different crystal bonding stiffness values (K2 = 5 K1).  
 
Transient Heat Transfer Simulations 
In this section, MD simulation results for a transient heat transfer problem are 
presented. Initially, the simulation domain has a 10nm distance between the walls, and 
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the temperature for interactive thermal walls ( ( )21 464K ε σ= , εwf =ε) and argon fluid 
molecules (ρ=0.8) was set to 200K. Periodic boundary condition was applied in the 
streamwise direction. From the equilibrium state at 200K, the wall temperature was 
suddenly dropped to 20K using the thermostats. Naturally, the wall started absorbing 
heat from the liquid. Due to heat transfer through the wall, thermal motions of liquid 
molecules are slow down as they moved to lower energy states in configuration space as 
well. Hence, the liquid molecules near the wall started to crystallize (freeze) as shown in 
Fig. 7 (a). Fig. 7 (b) shows the number density fluctuation of fluid molecules in each of 
the slab bins between the walls. Each slab bin has a width of 0.1 nm and a length of 10 
nm. This density fluctuation (ρbin-ρavg) shows layering of fluid molecules as it 
crystallizes. Moreover, the figure enables us to observe the process of crystallization. At 
earlier times, the liquid region shows limited density fluctuations along the width of the 
channel, because the molecules can freely move in the liquid state. However, in the case 
of crystallized molecules, the number density fluctuates across the channel as shown at 
400 to 420ps time frames in Fig. 7 (b).  
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Figure 7. Freezing process of argon, initially at 200K and in contact with two walls at 
20K (a). Density fluctuations (ρbin-ρavg) in 0.1×10nm slab bins as a function of time (b). 
 
Fig 8 shows the transient local temperature of the initially hot (200K) liquid 
between two cold (at T=20K) walls during the cooling process. Each of the temperature 
profile was averaged for 20ps to smooth out the statistical fluctuations. The liquid 
temperature reaches the equilibrium state temperature of 20K after 400ps. However, 
temperature of the wall and fluid are different at the beginning of the cooling process, 
even though the wall (εwf =ε) had compliant crystal bonding stiffness (K1). This result is 
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significantly different than the continuum theory that predicts the same temperature at 
the interface. 
 
 
Figure 8. Temperature distribution at various times for the freezing process shown in 
figure 7.  
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CHAPTER III 
INTERFACE THERMAL RESISTANCE* 
 
Recent developments in nano-science and technology instigated vast number of 
investigations of mass, momentum and energy transport in nano-scale structures, and 
flow conduits [2]. Most theoretical investigations utilize the molecular dynamics (MD) 
method, which enables proper resolution of the molecular structure of fluid and surfaces, 
and models their interactions at atomic length and time scales. Despite the extensive 
research on nano-scale fluid flow and velocity-slip at the liquid/solid interface, heat 
transport in nano-scale flow conduits have not been investigated in great detail. This lack 
of information is not only due to the difficulty of experimenting in nano-scales, but also 
due to the limitations of typical MD method in handling thermal interactions of 
molecules with walls. In the previous chapter, a new interactive thermal wall model was 
developed and it allowed us to simulate flow and heat transfer in two-dimensional nano-
channels. The new thermal model predicted “velocity slip” at the liquid/solid interface 
equally well with the results published in the literature. It has also shown “temperature-
jumps” at the interface, both for shear-driven nano-scale flows and for a transient phase-
change process.  
Thermal transport through an interface between two dissimilar materials is 
known to result in a temperature jump (ΔTi). For a given or measured heat flux ( jG ), this 
jump can be identified as a thermal resistance (RK), written as 
njRT Ki
GG ⋅−=Δ ,           (3) 
____________ 
*Reprinted with permission from “Molecular dynamics simulations of thermal 
resistance at the liquid-solid interface” by B. H. Kim., A. Beskok., T. Cagin., Journal of 
Chemical Physics, Volume 129, Page 174701, Copyright 2008 by American Institute of 
Physics. 
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where and nG  is the outward unit normal from the wall. This interface resistance was 
discovered by Kapitza in 1941 on a metal-liquid interface [24], and hence, known as the 
Kapitza resistance. Similar to the velocity slip-length, one can define a thermal 
resistance length (LK, known as the Kapitza length), by extrapolating the temperature 
profile from liquid in to the solid, where wall temperature is reached (Fig. 9). The 
Kapitza length can be predicted as 
liquid
Ki n
TLT ∂
∂=Δ ,      (4) 
where nT ∂∂  is the thermal gradient on the liquid side, and ΔTi=Tfluid –Twall. Being able 
to define a thermal gradient requires onset of continuum approximation, where the 
temperature and its gradient can be defined. If Fourier’s law ( Tj ∇−= λG ) is valid with 
constant thermal conductivity (λ), then equations (3) and (4) can be related as LK= RΚ λ. 
Under such conditions, Kapitza length is the equivalent thickness of liquid with the same 
thermal conductivity that causes equivalent thermal resistance on the interface. 
Furthermore, equation (4) can be utilized as a boundary condition at the liquid/solid 
interface. Overall, equations (3) and (4) along with the Fourier’s law are based on the 
continuum approximation, which may not be applicable to nano-scale fluidic systems. 
However, proper coverage of the field requires a summary of previous studies, including 
the continuum based models. 
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Figure 9. (a) Schematics of MD simulation of steady state heat transfer. (b) A snapshot 
of fluid and wall molecules. (c) Definitions of bins, wall location, temperature jump and 
Kapitza length. 
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The Acoustic Mismatch Model (AMM) explains thermal resistance at the 
liquid/solid interface as a function of the phonon density, which determines the heat 
transmission ratio between the two dissimilar materials [25]. AMM defines a 
transmission probability between the liquid/solid interface. It provides a simplified 
theory based on continuum acoustics, which treats phonons as plane waves that could be 
transmitted or reflected at the interface [29]. A simple description of the acoustic 
mismatch model is that each medium can be described with an acoustic impedance of 
Zi=ρici, which is the product between the density ρ and phonon velocity c of medium i. 
The acoustic mismatch model defines the heat transmission probability τ as 
 τ ( )
2 1
1 2 2
1 2
4Z Z
Z Z→
= + ,                                                   (5) 
where the interface thermal resistance RK is a function of 1/τ [30]. In AMM, RK depends 
on the thermal oscillation frequency, which is related with the effective intermolecular 
stiffness (ci2 is proportional to the effective intermolecular stiffness Ki [31]). Predictions 
of AMM are only applicable to extremely low temperatures and exhibits large deviations 
at room temperature. Other continuum based theories, such as the Scattering Mediated 
Acoustic Mismatch Model (SMAMM) had been developed from AMM, which included 
more information about the microscopic principles such as phonon scattering or radiative 
heat transfer [32]. However, SMAMM still employed simplified assumptions of the 
molecular structure and their interactions, which are critical in nano-scale heat transfer. 
Swartz et al. [29] developed the Diffuse Mismatch Model (DMM) to supplement AMM. 
In DMM, the phonon scattering at an interface affected the heat transmission coefficient 
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proportional to the phonon density. These classical theories utilized simplified 
characteristics of the molecular structure and molecular interactions, and they were not 
able to fully explain the complexities of thermal resistance at the interface of two 
dissimilar materials [30].  
Several limitations of the continuum-based models can be overcome using MD. 
For example, the surface wettability (i.e., liquid/solid interaction strength) was not 
considered either in AMM or DMM. Using MD, strong wetting of a solid surface was 
shown to enhance thermal transport to the liquid, and exponentially decrease LK [31]. 
Heat transmission ratio on the interface was also enhanced [26]. Another MD study 
investigated thermal conductance at the interface as a function of the liquid/solid 
interaction strength, where strong interactions resulted in layering of fluid molecules on 
solid surfaces [27]. In addition, structural changes of the layered molecules were 
reported to alter thermal conductance at the interface [28]. For monatomic molecules, 
this layered molecular structure did not affect the thermal interface significantly. 
However, complex liquids like polymers or polar fluids like water might form thicker 
layers or characteristic structures which may significantly affect the thermal resistance 
on the interface [33]. In, [34]predictions of MD simulations which included details of the 
nano-scale structure and molecular interactions were compared with the predictions of 
DMM theory. Based on these findings, MD simulations were utilized to examine the 
temperature dependence of the interface thermal resistance [35]. Previous investigations 
have shown the importance of molecular level structure and interaction on heat transfer 
at the liquid/solid interface, which produced large deviations from the classical theories. 
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However, there has been no comprehensive MD-derived thermal resistance model, 
which can substitute or extend the classical theories.  
In this chapter, three-dimensional heat conduction between parallel plates 
separated by a thin layer of liquid argon was investigated. Developed 3D-MD algorithm 
utilizes the interactive thermal wall model presented and verified in the previous chapter, 
which enables efficient computational modeling of thermal transport between two 
isothermal surfaces. The objectives of this chapter are as follows: First, validation of 
Fourier’s law in a nano-channel, and verify thermal conductivity using the Green-Kubo 
theory. Then characterize the empirical-model and verify the thermal resistance length 
(LK) at the interface as a function of the surface wettability, thermal oscillation 
frequency, wall temperature, thermal gradients and channel height.  
 
Validity of Fourier’s Law 
In order to check the validity of Fourier’s law in nano-scale regime and 
investigate the interface thermal resistance, it is necessary to calculate the heat flux, 
thermal conductivity of the liquid, and the temperature distribution. Generally, two 
methods can be applied for thermal conductivity calculations in MD simulations [36]. 
One approach is the Green-Kubo method that is based on the fluctuation-dissipation 
theorem, and applicable for the equilibrium MD technique. The Green-Kubo method is 
derived from the linear response theory to extract thermal conductivity from the energy 
current correlation function. The second approach is the utilization of Fourier’s law, 
which is based on a linear constitutive law, and may not be applicable in nano-confined 
geometries. Both methods require heat flux ( j
G
), calculated from the net energy of every 
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molecule in the system.  
First, thermal conductivity of liquid argon using the Green-Kubo method was 
calculated. When there are no electronic contributions and net flow in the system, 
thermal motion becomes the sole contributor in calculation of thermal conductivity [37]. 
In order to calculate the heat current, the energy equation is utilized as  
( )1 ( , ) , 0h r t j r t
t
∂ + ∇ ⋅ =Ω ∂
G G G ,                                               (6) 
where Ω  is volume of the system, hi is the total energy of molecule i, which includes 
kinetic (
2
2
i
i
p
m
) and potential (V) energies. Pi is the momentum (mivi), mi is the mass and vi 
is the velocity of molecule i.   For pairwise interactions,  
2 1
2 2
i
i ij
ji
ph V
m
= + ∑ .                                                 (7) 
Therefore,  
1( ) i i
i
dj t rh
dt
= Ω ∑
G G ,                                                 (8) 
and 
 
1 1,
1 1( ) ( )
2
N N
i i ij ij i
i j j i
j t v h r F v
= = ≠
⎡ ⎤⎛ ⎞= + ⋅⎢ ⎥⎜ ⎟Ω ⎢ ⎥⎝ ⎠⎣ ⎦∑ ∑
G
,                                (9) 
where the Fij is the force acting on molecule i from the molecule j. Using the fluctuation-
dissipation theorem, thermal conductivity for an isotropic system is expressed in terms 
of the heat current correlation function as 
2 0
1 (0) ( )
3 B
J J t dt
k T
λ ∞= Ω ∫
JG JG
.                                        (10) 
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This equation is numerically discretized as  
2
1 1
1 ( ) ( )
3 ( )
M N m
m nB
t J m n J n
k T N M
λ −
= =
Δ= + ⋅Ω −∑ ∑
JG JG
,                             (11) 
where J
G
 is j
G
× Ω , T is the system temperature, M is the averaging timestep and N is the 
number of simulation timesteps for calculation of the actual heat vector correlation. N 
should be large enough to assure convergence of the heat vector correlation function, 
and M must be large enough for averaging but it should be much less than N [36]. In MD 
simulations, N was set as 1×106 for the heat vector correlation function calculation, and 
M as 5×104 for the averaging step. For the equilibrium state of the NVT ensemble, Nose-
Hoover thermostat [22] was applied to the molecules to maintain the system’s 
temperature at 100K, and the number density (Nσ3/Ω) of the system was set at ρ~0.8. 
The Lennard-Jones potential 
12 6
( ) 4ij
ij ij
V r
r r
σ σε
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 was utilized and the mass for 
an argon molecule was m= 6.63×10-26 kg, the molecular diameter was σ = 0.3405 nm 
and the depth of the potential well (ε) for argon is 119.8×kb (1.6539×10-21 J).  
Intermolecular interaction forces were truncated and switched to zero at a cut-off 
distance of 1.08 nm, which is approximately at 3σ. The velocity Verlet algorithm was 
used for time integration [21] and characteristic time /mτ σ ε=  is 2.16×10-12 s, and the 
simulations used 4 fs (~0.002τ) timesteps.  550 molecules used in a periodic box which 
is large enough for calculation of bulk thermal conductivity of argon [38]. The 3D-MD 
code successfully calculated the thermal conductivity of liquid argon using Green Kubo 
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method as presented in Table 1, which includes comparisons with published values in 
the literature.   
 
Table 1. Thermal conductivity of liquid argon at 100K obtained using the Fourier’s law and 
Green-Kubo method.  
Averaged heat 
current of the liquid 
between 90K and 
110K walls  
Thermal conductivity 
using Fourier’s Law 
Thermal 
conductivity using 
Green-Kubo method 
Borgelt et al. 
 at 102.3K 
[39] 
McGaughey  et 
al. at 100K [40] 
4.63×108 W/m2 101.24 mW/mK 103.2 mW/mK 102.7 mW/mK 110 mW/mK 
 
In order to test the validity of Fourier’s law of heat conduction in a nano-scale 
channel, A thermal gradient was induced in the fluid using two different constant 
temperature walls (90K and 110K) on the top and bottom channel surfaces. A total of 
578 fluid molecules were simulated in a 3D channel of height (H) 3.24 nm, and width 
(W) 2.16 nm and length (L) of 4.32 nm. The number density (Nσ3/Ω) of the system was 
ρ~0.8, which corresponded to the liquid state of argon around 100K. Fig. 9 shows the 
schematics and dimensions of the simulation domain that has the interactive thermal 
walls with perfect FCC crystal (001) surfaces. Periodic boundary conditions are imposed 
in x and z directions. Temperature distribution in the fluid is obtained using 10 slab bins 
(numbered as 1~10) parallel to the walls. The 0th and 11th bins represent the bottom and 
top walls, respectively. As shown in Fig. 9 (c), the 1st and 10th bins start at the centerline 
of wall molecules. Hence, these bins partially contain wall molecules at certain times. 
Overall, the bin width is smaller than the molecular diameter, and both liquid and wall 
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molecules are in thermal motion. Thus definition of the wall boundary may be indistinct. 
For this purpose, walls were defined at the 0th and 11th bins, and measured the Kapitza 
length using linear extrapolation of the temperature profile till the desired wall 
temperature (Twall) is achieved. In definition of the temperature jump, extrapolated 
temperatures were utilized at the 0th and 11th bins. Using the similar triangles rule, it is 
possible to show that the Kapitza length (LK) defined by the convention can have a 
maximum deviation of σ/2, if the walls were defined at the interfaces of the 0th and 1st, 
and 10th and 11th bins, respectively. Such a change in convention brings about 0.17 nm 
variation in the predictions of LK.  
Temperature distribution of liquid argon between 90K and 110K walls is shown 
in Fig. 10. Linear temperature variation in the channel enables us to test the validity of 
Fourier’s law, given as 
 j Tλ= − ⋅∇G ,                                                          (12) 
where j
G
 is the steady state heat flux produced by the temperature gradient T∇ . The heat 
flux was calculated using equation (9). Having the temperature gradient from MD 
simulations, one can estimate the thermal conductivity (λ) using Fourier’s law. 
Comparison of thermal conductivity obtained from the Green-Kubo method with that 
extracted from the Fourier’s law of heat conduction enables assessment of reliability of 
Fourier’s law in nano confined dimensions.  
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Figure 10. Temperature variation of liquid argon in 10 slab bins along the channel 
height. Top and bottom walls are kept at 90K and 110K, respectively. 
 
In order to minimize the influence of interface thermal resistance due to the 
acoustic mismatch, the crystal bonding stiffness is chose as K=Kw, where ( )2464wK ε σ=  
corresponds to the effective intermolecular stiffness of liquid argon, calculated from the 
compliant part of the curvature of the potential well based on the 12-6 Lennard-Jones 
potential. The interaction strength between liquid/solid and iquid/liquid is chosen to be 
the same (εwf =ε). K=Kw produces thermal oscillations of wall molecules similar to that 
of the fluid molecules. However, K=Kw is stiff enough to prevent melting of the solid 
crystal walls. Simulations started from the Maxwell-Boltzmann velocity distribution 
both for liquid and walls, and ran 2×105 time-steps (0.8ns) to reach a steady state, after 
which another 4×105 timesteps (1.6ns) were performed for time averaging. Longer time 
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) 
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averaging has also been performed to confirm convergence of heat flux and temperature 
profiles to the steady state. Time averaged temperature profile between the top wall and 
bottom walls shown in Fig. 10 exhibits a linear variation, typical of continuum 
predictions. Thermal conductivity of liquid argon was obtained using the Fourier’s law 
using equation (4) with heat flux and a time averaged temperature gradient predicted 
from MD. Thermal conductivity calculated from Fourier’s law is 0.101 W/mK as shown 
in Table 1. This value matches well with the previously published thermal conductivity 
of liquid argon around 100K, which was shown to be 0.09 ~ 0.12 W/mK with a 7~10% 
error range [38-40]. Considering the amount of heat flux (4.63×108 W/m2) and the size 
of the simulation domain (Ω =30.23×10-27 m3), MD simulations successfully reproduce 
the thermal conductivity of liquid argon using Fourier’s law.  
 
Temperature Jump on the Interface and Kapitza Length  
The classical theories such as AMM and DMM mainly assume that the thermal 
resistance on the interface is induced by the acoustic mismatch between two dissimilar 
materials [25, 29]. However, recent MD studies have shown that the surface wettability 
(i.e. interaction strength) also plays an important role in the interface thermal resistance. 
In order to quantify the thermal resistance of the interface, the Kapitza resistance RK [26] 
was utilized as defined in equation (3). When Fourier’s law is valid, equation (4) relates 
the Kapitza length with RK, since  i
K
T
L
Δ
 = 
liquidn
T
∂
∂ and K KL R λ=  as shown in Fig. 9. In 
order to develop a comprehensive model for predicting the temperature jump at the 
interface (ΔTi), hypothesizing that the temperature jump is a function of the relative 
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thermal oscillation frequency of wall and liquid (ωw/ωf), liquid/solid interaction strength 
(εωf/ε, i.e., surface wettability), wall Temperature (Tw) and the local thermal gradient 
).( nT ∂∂  Note that utilization of the thermal gradient requires definition of a length 
scale. Therefore, systematic simulations were performed by varying nano-channel 
dimensions. Overall, ( , , , )wfwi w
f
TT f T
n
εω
ω ε
∂Δ = ∂  was assumed that the parameters are 
consistent with the key findings in the literature. 
 
Effect of Thermal Oscillation Frequency  
In order to investigate the influence of different thermal oscillations on the 
interface thermal resistance, crystal bonding stiffness K of lattice crystal walls were 
changed where the thermal oscillation frequency is approximately predicted 
as mK≈ω . The crystal bonding stiffness K for each simulation is assigned differently.  
K=Kw was chosen for the point of reference, where ( )2464wK ε σ= , and varied K from Kw 
to 9Kw. The interaction strength between liquid/solid and liquid/liquid is set equal (εwf 
=ε).  Temperature difference between the bottom and top walls is increased to 70K to 
obtain larger temperature jumps, and to reduce thermal noise. The bottom wall was set to 
160K and the top wall was set to 90K. Fig. 11 shows the temperature profiles and 
temperature gradient changes in liquid argon for different crystal bonding stiffness 
values. Essentially linear temperature variations are reported in the fluid, with 
temperature jumps increasing with increased crystal bonding stiffness. The temperature 
profiles shown in Fig. 11 (top) do not cross each other exactly at the same point between 
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the 5th and 6th bins, since the temperature jump is also a function of the wall temperature. 
Bottom figure shows the temperature gradient, which decreases with increased Kw.  
 
 
  
Figure 11. Temperature variation of liquid argon between 90K and 160K walls with 
various crystal bonding stiffness values (n×Kw, where ( )2464wK ε σ=  ) (top). 
Temperature gradient in the channel decreases with increased crystal bonding stiffness 
K=n×Kw (bottom). 
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Heat flux calculated using equation (9) is shown in Fig. 12 (top), which 
decreases with increased crystal bonding stiffness. Fig. 12 (bottom) shows the thermal 
conductivity predicted using Fourier’s law, which exhibits constant values, consistent 
with the values given in Table 1. Temperature profiles, thermal gradients, heat flux, and 
conductivity are all consistent with the linear constitutive model of Fourier’s law. 
Therefore, the results show that the thermal resistance on the interface solely depends on 
the interface characteristics, and the thermal conductivity of the liquid is independent of 
the thermal resistance on the interface. This is an expected result since thermal 
conductivity is a material property, while the temperature jump and thermal resistance 
are properties of the interface. Fig. 13 shows temperature jump variation as a function of 
the crystal bonding stiffness K. High temperature wall (160 K) consistently exhibits 
higher temperature jumps compared with the wall kept at 90 K. Using thermal gradient 
and temperature jumps, variation of the Kapitza length as a function of the crystal 
bonding stiffness is presented in Fig. 14. Thermal resistance and the slip length are 
slightly larger on the high temperature surface.  
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Figure 12. Heat flux and thermal conductivity of liquid argon calculated from Fourier’s 
law. High crystal bonding stiffness Kw decreases the heat flux, while thermal 
conductivity is maintained a constant.  
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Figure 13. Variation of temperature jump on the interface as a function of the crystal 
bonding stiffness, obtained for walls kept at 90K and 160K. 
 
 
Figure 14. Variation of the thermal resistance length (Kapitza length) as a function of the 
crystal bonding stiffness, obtained for walls kept at 90K and 160K.  
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Within the parametric range of the MD simulations, LK varies from sub-
nanometer scales to 13 nm in a channel that is 3.24 nm in height. Slip lengths larger than 
the channel height are substantial effects that can not be neglected. Overall, increased 
thermal resistance was observed with increased crystal bonding stiffness K, which is 
related to the thermal oscillation frequency. These results agree with the assumptions in 
AMM that the dissimilarity of thermal oscillation frequency of material causes thermal 
resistance on the interface. Stevens et al. performed a similar MD study changing the 
molecular mass to vary the thermal oscillation frequency and compared their results with 
DMM [35] and they have shown deviations of MD from the DMM predictions. In my 
results, the thermal resistance length LK is proportional to 2)( liquidwall KK , which scales 
as 4)( liquidwall ωω when the liquid and solid molecules have equal mass. A simplified 
analysis of AMM using equation (5) shows that the interface thermal resistance is 
proportional to 22 )()( liquidliquidwallwallliquidwall ZZ ωρωρ≈ , which scales as )( liquidwall KK . 
Therefore, the MD results explain why AMM under-predicts the interface thermal 
resistance. As a precautionary statement, note that MD simulations leading to extremely 
low thermal oscillation frequencies should be avoided to prevent values lower than the 
melting conditions. In addition, extremely high thermal oscillation frequencies may 
cause time integration errors, even for small time-steps utilized by the MD method.  
 
Effect of Surface Wettability  
Another important microscopic property on the liquid/solid interface is the effect 
of interaction strength on the interface (i.e. wettability). In MD simulations with a 
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liquid/solid interface, the effects of interaction strength on the interface and disorder on 
the lattice crystal’s surface are frequently investigated topics. The effect of interaction 
strength on the interface was studied by changing εwf/ε for the liquid/solid interaction. In 
order to neglect thermal resistance variations due to crystal bonding stiffness, fixed 
K=3Kw, where the thermal resistance length is about 1.5 ~ 1.8 nm, while εwf was varied 
from 0.4ε to 4ε to observe variation of LK as a function of surface wettability. This 
modification mainly affects the attractive portion of the molecular potentials. As shown 
in Fig. 15, strong attractive wall (εwf > 3ε) enhances heat transfer on the interface and the 
thermal resistance length is reduced to almost zero. Moreover, weakened attractive 
interactions increase the Kapitza length exponentially as shown in Fig. 15 (bottom). 
Therefore, the Kapitza length varies exponentially with the interaction strength. At fixed 
K (K=3Kw), LK is approximated exp( 1.85 / )K wf wL ε ε∝ −  within the range of 0.4 ≤ εwf/ε 
≤3, which corresponds to extremely weak and strong interactions, respectively. note that 
there is a finite limit of interface thermal resistance even if the attractive interaction is 
reduced to zero. Heat transfer, and hence thermal resistance, should persist under strong 
repulsive forces that prevent overlap of molecules [31]. Moreover, strong liquid/solid 
interaction results in layering of fluid molecules which may change thermal conductance 
[27]. Therefore, the exponential dependence given above should not be utilized at 
extreme limits.  
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Figure 15. Variation of thermal resistance length as a function of surface wettability (εwf 
/ε) in linear (top) and log (bottom) scales. 
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Navier Temperature Jump Boundary Condition 
In the previous sections, validity of Fourier’s law in the nano-channel system was 
observed. Microscopic properties of interface thermal resistance were analyzed, and 
have shown that the crystal bonding stiffness and liquid/solid interaction strength have 
major influences on the interface thermal resistance. In the range of Kw ≤ K ≤ 9Kw and 
εwf/ε =1, LK ∝ (ωwall/ωfluid)4, while for 0.4 ≤ εwf/ε  ≤ 3 and K=3Kw, 
exp( 1.85 / )K wfL ε ε∝ − . In addition, the Kapitza length is shown to depend on wall 
temperature (Figs. 13-15). Now hypothesize that the temperature jump 
( , , , )wfwi w
f
TT f T
n
εω
ω ε
∂Δ = ∂  should be related to the Kapitza length via equation (4). Since 
the local thermal gradient is a part of this Navier boundary condition, 
, ,wfwK w
f
L f T
εω
ω ε
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
. If locally linear behavior assumed, the Kapitza length is expected 
to vary as 
4
( ) exp( 1.85 / )wallK w wf
fluid
L T ωα ε εω
⎛ ⎞= −⎜ ⎟⎜ ⎟⎝ ⎠
,                                   (13) 
where ( )wTα  is a coefficient with the unit of length scale, and dependent on the wall 
temperature. Therefore, it is necessary to postulate that within the ranges presented in 
this work, the Navier temperature jump boundary condition should be given as 
4
( ) exp( 1.85 / )walli w wf
liquidfluid
TT T
n
ωα ε εω
⎛ ⎞ ∂Δ = −⎜ ⎟⎜ ⎟ ∂⎝ ⎠
.                           (14) 
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In order to validate this thermal boundary condition, steady state heat transfer 
MD simulations were performed at various channel heights (H=3.24nm, 2H, 4H), while 
keeping L and W unchanged. In simulations, fixed K=3Kw, εwf =ε , while the top and 
bottom walls were kept at 160K and 90K, respectively. By keeping the top and bottom 
walls at a prescribed temperature, ( )wTα  was fixed as well. Varying H, the channel 
height was changed from 3.24 nm to 12.96 nm to obtain different thermal gradients 
while keeping other variables fixed. Fig. 16 shows that the temperature jump at the 
interface varies linearly with the temperature gradient, and hence, heat flux. The slope of 
the figure corresponds to the Kapitza length LK as described by equation (4). Therefore, 
interface thermal resistance length LK is independent of the thermal gradient, while the 
temperature jump on the interface is linearly proportional to the thermal gradient. 
Results in Fig 16 validate the analytical form of the boundary condition given in 
equation (4).  
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Figure 16. Temperature jump versus the temperature gradient 
liquidn
T
∂
∂ on the interface. 
Lines show the least square fit obtained using different channel lengths, with wall 
temperatures fixed at 90K and 160K.  
 
In order to model ( )wTα , the effect of wall temperature on Kapitza length was 
investigated. For liquid argon, ( )wTα  is expected to have linear dependence on the wall 
temperature, as previously shown in [35].  In order to verify this, ( )wTα was calculated at 
wall temperatures of 90K, 107.5K, 125K,142.5K and 160K, while keeping the channel 
height fixed at H=3.24 nm. In Fig. 17 variation of ( )wTα  is plotted as a function of the 
wall temperature (obtained at fixed K=3Kw, εwf = ε). The results indicate linear variation 
of α with wall temperature, where a linear fit predicts α = 0.0038Tw + 0.672 (fit uses α 
in nm while Tw in Kelvin). This variation properly explains the higher Kapitza length on 
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high temperature surfaces in Figs. 13-16. The temperature jump model in equation (14) 
includes the influence of major microscopic properties of molecular structure and its 
interaction with fluid molecules. The interface thermal resistance length LK is 
proportional to the 4th power of the thermal oscillation frequency ratio, and it is 
exponentially proportional to the liquid/solid interaction strength. The model also 
includes macroscopic thermal conditions such as the thermal gradient and wall 
temperature. This boundary condition can be utilized in continuum formulations, along 
with the Fourier’s law. 
 
  
Figure 17. Variation of ( )wTα  as a function of the wall temperature. Line shows the least 
square fit, R2=1 corresponds to an exact fit.  
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For further verification, the temperature distribution is obtained based on the 
analytical solution of the continuum heat conduction equation subjected to equation (14), 
which results in 
( ) ( )Low High K High High
K High K Low
T T
T y y L T
L L H −− −
⎛ ⎞−= + +⎜ ⎟⎜ ⎟+ +⎝ ⎠
,    (15) 
where LK-High and LK-Low  correspond to the LK values on the high and low temperature 
surfaces, respectively. Temperature distributions from equation (15) have shown 
excellent agreements with all previous MD results, indicated by dots in the Kw and εratio 
(≡ εωf/εw) plane in Fig. 18 (a). Good match was expected, as the model was developed 
using this particular data. For further verification, MD simulation results were presented 
with the continuum-based analytical solution for temperature distribution at three more 
Kw and εratio pairs, shown by squares in Fig. 18 (a). The wall temperature was also varied 
in each case as shown in Fig. 18 (b-d), so that the coupled effects of oscillation 
frequency, surface wettability and wall temperature on LK can be verified. Excellent 
agreements between the MD and analytical solution are demonstrated in Fig. 18 (b-d). 
Overall, the Navier thermal boundary condition given by equation (14) faithfully 
predicts the temperature jump on the liquid/solid interface, while the analytical solution 
given by equation (15) agrees well with the MD predictions.  
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Figure 18. Case-map for verification of the Navier thermal boundary condition for 
steady state heat transfer problems (dots) along with the three independent verification 
cases (squares) (a). Results of verification cases (b-d). Theory corresponds to predictions 
from equation (14). 
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CHAPTER IV 
VISCOUS HEATING IN THE SHEAR FLOW 
 
Over the past decade, significant theoretical and experimental advances are made 
to describe and measure thermal transport in nano-scale structures, materials and devices 
[2, 30]. Unless packaged in vacuum, any nano-structure or device will interact with the 
surrounding fluid. Thus, further advancements in nanotechnology and nano-fluidics as 
its sub-field require advanced understanding of mass, momentum and energy transport in 
nano-scale confined fluids. Within the scope of this general problem, momentum 
transport is studied extensively using the Molecular Dynamics (MD) method [2-5]. 
Investigations of momentum transport at the liquid-solid interface have shown velocity-
slip and -stick conditions depending on the wall-fluid interaction strength, fluid/wall 
density and shear rate [1, 6, 19, 41].  
Surface effects become dominant in nano-scale conduits due to their miniscule 
dimensions. As a result, nano-scale heat transfer is greatly influenced by the interface 
thermal resistance (Kapitza resistance) [24]. In addition, thermal equilibrium of the 
system, macroscopic definition of temperature, and the constitutive laws (i.e., Fourier’s 
law) need to be verified in nano-scale as shown in the previous chapter and references 
[23, 42, 43]. Given these challenges, it is important to investigate the limitations of the 
continuum hypothesis in nano-scale heat transfer problems. In the case of flow, driven 
either by a pressure gradient, boundary motion or body forces, the momentum and heat 
transport happen simultaneously. Therefore, the coupled molecular modeling of 
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momentum and heat transport is essential. In addition to the interface thermal resistance 
effects, work done by the viscous forces heat the fluid, which must be dissipated through 
the boundary. Current MD models have either physical or computational limitations in 
coupled momentum and heat transfer simulations. For example, previous MD studies 
mostly utilized thermostats on the fluid to maintain isothermal conditions. As a result, 
heat transfer due to viscous heating is completely ignored. Alternatively, direct 
simulation of thermal transport often requires utilization of large number of wall 
molecules, connected to external thermal reservoirs to properly dissipate the heat due to 
viscous heating. In such an approach, the computational load due to the wall molecules 
remains the same, even though the channel height, and hence, the number of liquid 
molecules are reduced to model nano-scales.    
In this chapter, the coupled momentum and heat transfer is investigated for shear 
driven nanochannels by utilizing the interactive thermal wall model. The objectives for 
this chapter are to systematically investigate the viscous heating and the resulting 
temperature profiles as a function of the wall/surface thermal oscillation frequency ratio, 
surface wettability and the shear rate, and at the same time compare and contrast MD 
results with the continuum predictions. In order to establish this, it is essential to focus 
on the local variations of the shear rate, fluid density and viscosity across the nano-
channel, which play key roles in continuum modeling of viscous dissipation.       
 
Nanoscale Channel Confined Shear Flow 
In order to perform MD simulations of shear driven flow with viscous heating, a 
total of 578 liquid molecules were simulated in a 3D channel of height (H) 3.24 nm, and 
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width (W) 2.16 nm and length (L) of 4.32 nm. Fig. 19 shows the schematics and 
dimensions of the simulation domain that has the interactive thermal walls with perfect 
FCC crystal (001) surfaces. Periodic boundary conditions are imposed in x and z 
directions. Temperature and velocity distribution in the fluid is obtained using 10 slab 
bins (numbered as 1~10) parallel to the walls. The 0th and 11th bins represent the bottom 
and top walls, respectively. Both wall temperatures are set to 100K as isothermal wall. 
For the shear driven flow, the characteristic wall velocity (U*) was set to U*= 
0.5 / mε .  
 
 
 
Figure 19.  Schematics and dimensions of the simulation domain. 
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Simulations started from the Maxwell-Boltzmann velocity distribution for both 
liquid and walls, and ran 2×105 time-steps (0.8ns) to reach a steady state, after which 
another 4×105 time steps (1.6ns) were performed for time averaging. Longer time 
averaging has also been performed to confirm convergence of the velocity profiles and 
temperature profiles to the steady state. Fig. 20 shows the velocity and temperature 
profiles from the shear driven flow with wall velocity Uw = U*. For thermal oscillations, 
intermolecular stiffness for the wall molecules was set as K=2Kw and the surface 
wettability (εωf/ε) was varied from 0.4 to 4. As shown in Fig. 20(a), different surface 
wettability on the wall/liquid interface results in velocity-slip or -stick on the boundary, 
which induces different shear-rates in the middle of the fluid even with the same wall 
velocity configuration. Fig. 20(b) shows the temperature distribution as a result of shear 
driven flow. Weak and normal wetting wall cases result in almost parabolic temperature 
distribution, which would be expected from shear driven flow of a Newtonian fluid. 
Moreover, temperature jump as a result of the Kapitza resistance is also visible with the 
exception of the strong wetting surface case.  
The surface wettability (wall/fluid interaction strength) varies the shear rate due 
to the velocity-slip and -stick phenomena, as shown in Fig. 20(a); and such differences 
in the shear rate cause different temperature profiles even for the same wall velocity 
conditions. In addition, for the strong wetting case, both the temperature profile and 
velocity profile shows non-linear distribution near the boundary, but the weak wetting 
case shows almost linear velocity profile and smooth parabolic temperature profile with 
temperature jump on the boundary. Therefore, proper boundary conditions for the 
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temperature jump on the interface with the continuum energy equation may enable the 
prediction for the temperature profile in nano channels for certain cases. 
 
 
Figure 20. Velocity (a) and temperature profiles (b) with strong (εwf / ε = 4), normal (εwf 
/ ε = 1), and weak (εwf / ε = 0.4) surface wettability and K=2Kw.  
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Shear Rate, Density and Viscosity Distribution 
Before applying the continuum approach to the nanoscale channel flow with 
weak wetting walls (εωf/ε =0.4), it is essential to investigate the distribution of local 
density (ρ), local dynamic viscosity (µ) and local shear rate (γ ) predicted as a result of 
MD simulations. For the viscosity measurement, there are two common methods. One 
utilizes a body force applied to all fluid molecules, which generates a Poiseuille flow 
profile. Measurement of the maximum velocity for a no-slip simulation enables 
calculation of the viscosity using the continuum solution, as described in References [18, 
21]. Another method is to utilize the stress tensor (σxy) including the molecular level 
descriptions. The dynamic viscosity of liquid in molecular system is defined as the ratio 
of the shear component of the stress tensor (σxy) and the applied shear rate in fluid 
mechanics,[44]  
xyσμ γ= −  ,                                                         (16) 
where  
 
1
1 N xi yi
xy xy
i i
P P
W
m
σ
=
⎛ ⎞= +⎜ ⎟Ω ⎝ ⎠∑ ,                                              (17) 
where Pni = vnmi, v is the velocity of ith molecule, N is the number of molecules, Ω is the 
volume of bin, Wxy is the virile of the material defined as 
,
1
2
N
xy xij yij
i j
W r F= ∑ . The 
developed MD code successfully calculated the viscosity of liquid argon utilizing both 
methods as shown in Table 2, which includes comparisons with published values in the 
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literature.[11] The error ranges shown for the Poiseuille flow case is due to the 
ambiguity in the definition of the boundary line that results in no-slip on the 
boundaries.[45]  
 
Table 2. Dynamic viscosity (µ) of liquid argon around 100K and ρ*= 0.8. (1 cP = 1 Pa·s×10-3).  
Viscosity from MD, 
Poiseuille flow 
normal wetting (εwf = )ε  
Viscosity from MD, 
shear flow 
normal wetting (εwf = )ε  
Viscosity from MD, 
Koplick et al. 
 [11, 45] 
Viscosity from 
Experiments in 
[11] 
0.185 ± 0.008 cP 0.194 cP 0.18 ± 0.027 cP 0.2 cP 
 
In order to apply the continuum analysis to solve for the temperature distribution, 
the energy equation for 1-D shear driven Newtonian fluid flow is used 
22
2
d T du
dy dy
μ
λ
⎛ ⎞= − ⎜ ⎟⎝ ⎠ ,                                                          (18) 
where each of the terms on the RHS, such as the density ρ, dynamic viscosity μ, and the 
shear rate ( du
dy
γ=  ) are constants. Alternatively, the dissipation rate given by the RHS of 
equation (18) should be approximately a constant. The thermal conductivity (λ) was 
already investigated and shown to be a constant along the channel in a previous chapter. 
In the following, the investigation for the local behavior of ρ, μ and γ  will be presented. 
In order to investigate the density distribution in the channel, it is very important 
to elucidate the ambiguous definition of wall boundary. For convenience, the boundary 
line is defined at the center of aligned wall molecules at the 1st layer adjacent to the fluid 
molecules, and kept this definition for the whole analysis. In this definition of the wall 
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boundary, some of the 1st bin volume is occupied by the wall molecules. Moreover, the 
maximum penetration depth of the fluid molecules due to the wall force field is 
unknown, making it difficult to determine the effective bin volume. Ambiguity in the 
actual bin volume near the boundary induces errors in definition of fluid properties such 
as density or the dynamic viscosity predicted using equation (16). As shown in Fig. 21, a 
more detailed molecular distribution can be obtained along the channel if the bins are 
about 10 times smaller than the molecular diameter.  
 
 
 
Figure 21. Number of molecule (N) distribution in 3.4 nm channel with weak (εwf / ε = 
0.4) surface wettability and K=2Kw, using 100 bins across the channel.  
 
Under such conditions, the first four bins are occupied by wall molecules (Fig. 22 a), and 
hence, the number density of liquid molecules is zero in these finer bins (Fig. 22 b). The 
Bin #
N 
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void fine-bins indicate that the liquid molecules can only occupy (approximately) 60% 
of the first bin. For this fact, density distribution in the nano-channel can be corrected in 
the first bin neighboring the walls. 
 
 
          
Figure 22. (a) Schematics of the molecules within the first two bins near the wall. (b) 
Molecular distribution within 1st bin.  Empty sub-bins near the wall are noteworthy. 
 
The result of this correction is shown in Fig 23, where spatial variations in density are 
reduced significantly. In defense of this approach it is necessary to indicate two 
important points. First, density as mass per unit volume is a continuum concept, which is 
destined to break-down in scales (bin sizes) smaller than a molecular diameter (σ). Due 
to the finite size of the molecules one would register density fluctuations, regardless of 
1st Bin 2nd Bin 
Empty 
1st Bin 
Wall Fluid N 
Bin #
(b) (a) 
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the time used for averaging the results. This is indeed shown in Fig. 21. Such layering 
effects are important to investigate the radial distribution function and the structure of 
molecular distributions. However, these should not be used to describe “density” in the 
continuum sense. Second, the molecular diameter (σ) is the intrinsic length scale in MD 
simulations, and therefore, seeking “continuum” definitions for scales smaller than σ is 
an inconsistency.   
 
  
Figure 23. Density (ρ) distribution in the channel with and without the corrected volume 
of the 1st bin.  
           
In order to investigate the viscosity distribution, the kinematic viscosity (ν) is 
utilized rather than the dynamic viscosity (µ). This is because the kinematic viscosity 
can be calculated based on the average number of molecules of the bin, instead of the bin 
volume used in the definition of µ as shown in equations (16) and (17). Since the 
Bin # 
Kg/m3  
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kinematic viscosity is μν ρ= , and the density is ,
aNmρ = Ω  the kinematic viscosity 
becomes 
1 ,
1
2 1
N N
xi yi
xij yij
i i ji
P P
r F
m
Nm
ν γ
=
+
= −
∑ ∑
 .                                        (19) 
In this equation, the volume (Ω) used in equation (17) cancels with volume in the 
definition of the density, making the kinematic viscosity definition independent of the 
bin volume. This directly avoids the problem in the definition of density due to the 40% 
void volume of the first bins neighboring the walls. Using the definition in equation (19), 
the precise number of molecules (N) can be obtained through time averaging. Therefore, 
it is possible to compute the kinematic viscosity distribution precisely including the bins 
on the boundary. 
Fig. 24 shows the local shear rate and local kinematic viscosity distributions in 
the channel. The local shear rate was obtained using 1st order finite difference 
approximation between the bin velocities. As shown in Fig. 24(a) the local shear rate in 
the weak wetting wall cases decreases near the boundary, even though the velocity 
profile is (almost) linear (see Fig. 20 a). Moreover, the kinematic viscosity increases 
near the boundaries as shown in Fig. 24 b. This is expected even for weaker wall 
attractions, since the attractive forces from the well defined FCC structure walls still 
affect the nearby fluid molecules.  
Variation of the shear rate and kinematic viscosity as a function of the surface 
wettability are shown in Fig. 25. The results consistently show that the discrepancies 
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between the near wall and channel center values of the shear rate and kinematic viscosity 
increases with increased surface wettability. Variations in the kinematic viscosity are 
noteworthy. For the εωf/ε = 0.6 case, kinematic viscosity near the moving surfaces are 
almost twice the values observed in the channel center, while the shear rate at the 
channel center increases 1.67 folds, when compared to the value near the boundaries. 
This is a direct result of more liquid molecules being dragged by the moving walls due 
to the increased surface wettability. 
 
 
 
Figure 24. Distribution of the shear rate ( u
y
γ ∂= ∂ ) (a), and kinematic viscosity (b) in the 
nano-channels as a function of the surface wettability. 
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Results in Fig. 24 have shown almost constant kinematic viscosity across the channel 
with the exception of the bins closest to the walls, while a similar behavior is valid for 
the shear rates. On the other hand, Fig. 25 has shown that the differences between the 
wall and channel center values of the shear rate and kinematic viscosity increase with 
εwf/ε. 
 
Figure 25. Shear rate ( u
y
γ ∂= ∂ ) (a), and kinematic viscosity (b) at the boundary and 
middle of the channel as a function of the surface wettability. 
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These are definite deviations from the behavior of classical Newtonian fluid in a liner 
shear driven (Couette flow). Given these discrepancies, it is necessary to investigate 
spatial variations in the dissipation rate, given by the right hand side of equation (18). In 
order not to include the local density variations, the Fig. 26 shows the spatial variation of 
2νγ normalized by its channel average value [ ]avg2γν   where u yγ = ∂ ∂ .  
 
 
 
 
Figure 26. Variation of the normalized 2ν γ⋅   value across the nano-channels for different 
surface wettability values. 
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Surprisingly, 2νγ is almost a constant along the channel with less than 10% variations for 
the weak interaction cases (εωf/ε ≤ 0.5). However, 20% variation is observed near the 
walls for εωf/ε = 0.6. For the quantification purposes, Fig. 27 presents [ ]avg2γν  as a 
function of the surface wettability, where a linear increase in [ ]avg2γν   is observed with 
increased εωf/ε. More specifically 15% increase in [ ]avg2γν   is observed by increasing the 
surface wettability from 0.4 to 0.6, which is a substantial effect for such small variations 
in the εωf/ε  values.  Therefore, more viscous heating is expected in higher surface 
wettability channels, even though the nano-channel surfaces are sheared with a constant 
velocity. 
 
 
Figure 27. Variation of the average 2ν γ⋅   value as a function of the surface wettability.  
 
Using Figs. 24 to 26, unique deviations from the Newtonian fluids behavior is 
observed at the kinematic viscosity and shear rate in nano-channels. If one can 
2
avg
ν γ⎡ ⎤⋅⎣ ⎦
εwf/ε  
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systematically formulate these variations, it could be ultimately possible to describe the 
momentum transport in nano-channels in the form of a continuum formulation based on 
proper constitutive laws and boundary conditions. In addition, it may be possible to 
couple this with a proper thermal transport model. 
 
Theoretical Prediction of Temperature Profile 
In the rest of this chapter, the coupling between the momentum and heat 
transport will be show by investigating the temperature profile in the nano-channel as a 
result of the viscous heating effects. For this purpose, [ ]avg2γν   will be utilized for each 
εωf/ε  case, which shows less than 10% spatial variations for εωf/ε = 0.4 and 0.5 cases, and 
20% variation for the εωf/ε = 0.6 case. Encouraged by these relatively small spatial 
variations, equation (18) can be rewritten as 
[ ]avg
avg
dy
du
dy
Td 2
2
2
2
γνλ
ρνλ
ρ −=⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−= ,      (20) 
where [ ]avg2γν   is a constant. This equation is subjected to the temperature jump and 
symmetry boundary conditions on the channel walls and the channel center, respectively. 
The rate of work done by the shear stresses induces viscous heating on the fluid, while 
the system reaches to a steady state by dissipation of heat through the channel walls. The 
result is a parabolic temperature distribution with a jump due to the interface thermal 
resistance, given as 
2( )
2 2 2W K
A AH AHT y y y T L= − + + + ,                                     (21) 
  
65
where ( ) [ ]avgA 2γνλρ =  and LK is the Kapitza length given by equation (13). In Fig. 28, 
the temperature distributions in nano-channels obtained by the continuum-based 
analytical solutions and MD simulations are presented. The verification cases are chosen 
by varying 2Kw ≤ K ≤ 3Kw, and by moving the top and bottom walls of the channel with 
velocities of U* ≤ Uw ≤ 0.5 U* in opposite directions. Hence, this figure shows 
temperature profiles obtained by varying the shear rate, surface wettability ratio and the 
stiffness of the wall molecules.  
 
 
 
 
 
Figure 28. Temperature profiles in shear driven flow calculated by MD (symbols) and 
predicted by the theory (lines) obtained for various εwf/ε values, shear rates and K 
values. (1) K=2Kw, Uw=U*,(2) K=2.5Kw, Uw=0.75U* and (3) K=3Kw, Uw= 0.5U* where 
U*= 0.5 m
ε . 
 
Bin # Bin # Bin # 
T(K) T(K) T(K) 
εwf/ε = 0.4 εwf/ε = 0.5 εwf/ε = 0.6 
(1) 
(2) 
(3) 
(1) 
(1) 
(2) 
(2) 
(3) (3) 
(a) (b) (c) 
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Excellent agreements between the MD and analytical solutions are demonstrated in Figs. 
28 (a) and (b). The temperature jumps are reduced by increasing K values, as expected 
from equation (14). Temperature profiles for the εωf/ε = 0.6 case, in Fig. 28 (c), shows 
differences from the continuum predictions due to the larger spatial variations in 
( )2yu ∂∂ν . However, the agreement between the MD and continuum predictions can still 
be acceptable. Overall, the Navier-type thermal boundary condition given by equation 
(14) faithfully predicts the temperature jump on the liquid/solid interface, while the 
analytical solution given by equation (21) shows excellent agreements with the MD 
simulations.  
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CHAPTER V 
CONCLUSIONS 
 
In this study, a molecular dynamics algorithm based on the 6-12 Lennard Jones 
potential interactions are developed along with a new interactive thermal wall model, 
which allows coupled momentum and energy transport simulations in nano-scale 
channels. Unlike the model used in previous studies, which often concentrated on the 
velocity slip as a function of the interaction potential, shear rate and the density of wall 
molecules, the new interactive thermal wall model can impose isothermal boundary 
conditions on the channels walls by applying a thermostat on each wall layer. The new 
model does not affect the momentum transport, and hence, it allows coupled momentum 
and energy transport simulations in nano-channels.  
Using MD simulations employing the new interactive thermal wall model, 
systematic studies of heat conduction in nano-channels were performed. The current 
study was limited to liquid argon at fixed density, which was modeled using the 12-6 
Lennard-Jones interaction potential. Channel walls were modeled as perfect FCC crystal 
(001) surfaces with no electrical charges or any other long-distance force fields. Within 
this simplified system, Fourier’s law of heat conduction was validated, which resulted in 
linear temperature distribution with constant thermal conductivity, as verified by the 
Green-Kubo method. Validity of continuum hypothesis and linear constitutive law in 
nano-channels as small as 3.24 nm, which resulted in extremely large heat flux, are 
indeed surprising. Such behavior can be due to the utilization of the 12-6 Lennard-Jones 
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interaction potential. More complex molecules, requiring other interaction potentials or 
inclusion of long-range forces or polarity may induce deviations from current results.  
In heat transfer studies, temperature profiles consistently exhibited jumps at the 
liquid/solid interface, which corresponded to Kapitza resistance. Based on this 
observation, systematic studies of Kapitza length were performed as a function of the 
surface wettability (εωf/ε) and thermal oscillation frequency (Kw). Simulations were 
performed within the range of Kw ≤ K ≤ 9Kw and 0.4 ≤ εωf/ε  ≤ 3, and it was consistently 
observed that the Kapitza length increases with the increased thermal oscillation 
frequency and decreased surface wettability. These results are qualitatively similar to the 
predictions of AMM and MD. However, quantitative differences exist. For example, 
AMM predicts thermal resistance proportional to )( liquidwall KK , while MD predicts 
scaling with 2)( liquidwall KK , which may be useful in explaining deviations of AMM 
results from experiments at high temperatures. Similar deviations between DMM and 
MD were also reported [35]. Verification of MD predictions at high temperatures is out 
of scope of the current work. Our MD simulations have shown exponential variation of 
LK with εf/εw, similar to the other MD results in [31], where exponential variation of 
Kapitza resistance as a function of surface wettability was shown for εωf/ε ≤1. It must be 
reemphasized that exponential variation of LK with εωf/ε can not be sustained for εωf/ε 
<0.4, since there will be thermal resistance even when the attractive portion of 
liquid/wall interaction forces is reduced to zero. 
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Using MD results within the range of Kw ≤ K ≤ 9Kw and 0.4 ≤ εωf/ε  ≤ 3, and by 
varying the channel dimensions and wall temperatures, an empirical model was 
developed for LK as a function of surface wettability, thermal oscillation frequency and 
surface temperature. This model is combined with a thermal boundary condition, which 
enabled us to predict the temperature distribution in nano-channels using continuum 
based models. The resulting temperature jumps are shown to agree with MD predictions 
at arbitrarily chosen K, εf/εw and Tw values. The boundary condition includes not only the 
macroscopic thermal conditions of the system, but also the influences of the molecular 
structure and its interactions. Such boundary conditions can be further developed to 
understand the complex interface thermal resistance phenomena. Investigation of the 
effects of other microscopic properties related to the molecular structure such as the 
liquid/solid density, direction of the lattice crystal, crystallographic defects, layering of 
liquid molecules on the solid surface, electrical charges, complex and/or polar fluids will 
be the topic of future research. 
Detailed MD simulations of heat and momentum transfer in shear driven nano-
scale flows were performed, where heat transfer is due to the work done by viscous 
stresses.  Based on these simulations, the following were observed: 
 
1. In the definition of density one must consider bin sizes that are comparable to, or 
larger than the molecular diameter σ.  
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2. Density in the bins immediately neighboring the walls should be corrected for the 
volume occupied by the wall molecules, which substainally reduces the spatial 
variations in density. 
3.  Both the shear rate and kinematic viscosity show spatial variations across the nano-
channel. Kinematic viscosity near the walls is increased and the shear rate is 
decreased due to the influence from the wall, compared to their values observed in 
the channel center. These are deviations from the Newtonian fluid. 
4. For surface wettabilities smaller than 0.6, spatial variations in the viscous dissipation 
are lower than 10%. This allows integration of the heat equation with an 
approximately constant source term, resulting in parabolic temperature profiles with 
temperature jumps at the solid/liquid interface. 
5. The temperature profiles predicted by the continuum model subjected to our 
phenomenological temperature jump model agree with the MD simulation results. 
 
Further understanding of the coupling between the momentum and energy 
transport for εωf/ε  >0.6 requires detailed studies of the shear rate, density and kinematic 
viscosity variations in nano-channels along with the characterization of the velocity-slip 
and -stick effects on the surface. Our Kapitza length model is a function of the surface 
wettability (εωf/ε ), wall crystal stiffness (K), and wall temperature. Among these 
variables only the surface wettability plays an important role in the momentum transport. 
Therefore, our thermal model could be easily incorporated for nano-scale flow cases, 
once a continuum-based model is developed for the momentum transport.   
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Overall, deviations from the continuum behavior for simple fluids are mainly due 
to the effect of the force field and the molecular structure of the walls, which affect 
length-scales on the order of a few molecular diameters. These effects could be 
incorporated to the velocity slip/stick boundary conditions with some corrections of fluid 
density near the surfaces. Away from the walls, rest of the liquid experiences the 
continuum behavior for simple Lennard-Jones fluids.   
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