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Abstract 
Image classification and object recognition are some of the most prominent problems in 
computer vision. The difficult nature of finding objects regardless of pose and occlusions 
requires a large number of compute resources.  Recent advancements in technology have 
made great strides towards solving this problem, and in particular, deep learning has 
revolutionized this field in the last few years.  
 
The classification of large datasets, such as the popular ImageNet dataset, requires a 
network with millions of weights. Learning each of these weights using back propagation 
requires a compute intensive training phase with many training samples. Recent compute 
technology has proven adept at classifying 1000 classes, but it is not clear if computers will 
be able to differentiate and classify the more than 40,000 classes humans are capable of 
doing. The goal of this thesis is to train computers to attain human-like performance on 
large-class datasets. Specifically, we introduce two types of hierarchical architectures: Late 
Fusion and Early Fusion.  These architectures will be used to classify datasets with up to 
1000 objects, while simultaneously reducing both the number of computations and training 
time. These hierarchical architectures maintain discriminative relationships amongst 
networks within each layer as well as an abstract relationship from one layer to the next. 
The resulting framework reduces the individual network sizes, and thus the total number 
of parameters that need to be learned.  The smaller number of parameters results in 
decreased training time. 
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Chapter 1 Introduction 
Recently, artificial neural networks, especially Convolutional Neural Networks (CNNs), 
have shown great improvement in recognizing and classifying objects and images. Deep 
architectures [1] with hierarchical frameworks enable the representation of complex concepts with 
fewer nodes than shallow architectures. With regard to object classification, these networks have 
recently been shown to equal the performance of neurons in the primate inferior temporal cortex 
[2], even under difficult conditions such as pose, scale, and occlusions. It has been shown that 
network depth generally is more important than the number of nodes in each layer [3], with modern 
architectures containing more than 150 layers [4], requiring the solution of over 100M parameters. 
As the classification task becomes more difficult, the number of parameters increases 
exponentially.  
This thesis introduces a hierarchical framework to reduce the overall number of solvable 
parameters by subdividing the classification task into smaller intrinsic problems. In Early Fusion, 
abstract higher level networks initially determine which sub-network a sample should be directed 
to, and lower level networks take on the task of finding discriminating features amongst similar 
classes. Outputs from these sub networks feed a probabilistic classifier to predict a test sample’s 
final class. In Late Fusion all the sub-networks are trained independently and combined in a later 
stage. 
Confusion matrices infer class-wise linkage statistics by converting from similarity to 
dissimilarity matrices. Similarly, k-means and spectral clustering on low dimensional 
representations of the data offer clues to natural cluster boundaries at a coarser level. These 
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statistics, form clusters and sub-clusters where each grouping contains classes with similar 
features. By viewing the resulting graph tree, such as a dendrogram graph, logical cluster 
boundaries can often be determined by manual inspection. This thesis introduces data driven 
heuristics along with an iterative search algorithm to automatically detect these cluster boundaries.  
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Chapter 2  
2.1. Motivation from previous work 
The pioneering work of Hubel and Wiesel [4] laid the foundation for the modern 
hierarchical understanding of the ventral stream of the primate visual cortex. Simple receptive 
fields in the eye form complex cells in V1, then more abstract representations in V2 through V4, 
and finally into the inferior temporal (IT) cortex. The object representation in the IT cortex is 
amazingly robust to position, scale, occlusions, and background- the exact understanding of which 
still remains a mystery and marvel of the human brain [5].  
Traditional computer vision techniques pair hand crafted low level features such as SIFT 
[6], SURF [7], or HOG [8] along with complementary classifiers such as support vector machines 
(SVM) or neural networks. LeCun et al. [9] introduced convolutional neural networks (CNNs), 
computer vision oriented deep feed forward networks based upon a hierarchy of abstract layers. 
CNNs are end-to-end, learning the low level features and classifier simultaneously in a supervised 
fashion, giving substantial advantage over methods using independently solved vision features and 
classifiers.  
Datasets such as MNIST [9], CalTech [10], and Pascal [11] have become more challenging 
over the years. The ImageNet dataset has over 20,000 classes and 14M samples. In 2012, 
Krizhevsky and Hinton [12] beat the nearest competitor by nearly 10% in the ImageNet Large-
Scale Visual Recognition Challenge (ILSVRC) [13] competition with a seven layer CNN, taking 
advantage of Graphic Processing Units (GPUs) for training, and demonstrating the power of 
Rectified Linear Unit (ReLU) activation function’s and a powerful regularization scheme called 
dropout [14].  
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Zeiler & Fergus [15] improved classification results by introducing random crops on 
training samples and improved parameter tuning methodologies. Simonyan and Zisserman [16] 
investigated the usage of network depth and C. Szegedy, et al. used banks of smaller convolutional 
filters [17] to simultaneously improve accuracy and lesson the number of parameters.  
There are numerous works describing hierarchical decomposition of classification 
problems [18]. One of the earliest attempts of a CNN hierarchical approach [19] used transfer 
learning from sub-groups with many samples to sub-groups with few. Deng et al. [20] used a 
hierarchy of label relations, and further improvements were made by [21] and  [22] using two and 
many categories respectively.  In [22] the synsets of ImageNet are used for coarse category, in this 
thesis these coarse categories or the taxonomy is automatically built using spectral clustering or 
linkage statistics. Also, HD-CNN’s perform end to end training while pre-training the individual 
networks and fine tune them but in this thesis all the individual networks are trained separately 
while choosing the individual networks adaptively to maintain parallelism in the architecture. 
Also, using this thesis while testing, only one single individual network is triggered . 
Confusion matrices can be used to determine hierarchical clusters [23], [24]. Podalak [25] 
increased robustness by allowing classes to fork in more than one hierarchal branch. Slakhutdinov 
et al. [26] combined structured hierarchical Bayesian models with deep learning to generate a 
framework that can learn new concepts with a minimal number of training samples. CNN 
hierarchical improvements were demonstrated by [17] & [27], and a categorical-based hierarchy 
CNN classifier was demonstrated in [22] that builds a two stage classifier to separate easy and 
difficult classes, but the memory footprint and time constraints were a major challenge.  
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Chapter 3 Background 
3.1. Image Classification 
Image classification is one of the core problems in computer vision, in short it is defined 
as assigning a class or a label for a given image from a fixed set of classes. Image classification 
has a wide range of applications like image retrieval, robot vision, etc.  Image classification is 
mapping numbers (pixels) to symbols.  This mapping is found using computer vision and machine 
learning algorithms. Fig 3.1 shows a high level view of image classification using traditional 
computer vision algorithms. 
 
Fig  3.1 Image Classification using traditional computer vision algorithms.  
3.1.1 Feature Extraction 
Feature extraction is one of the most important steps for image classification.  Extracting 
features means retaining the most important information, or converting image space into a space 
where the image is robust to scale, rotation, and also shift in an image, which is required for 
classification. Feature extraction depends upon the application and these are generally called hand 
crafted features.  One of the more powerful features, Histogram of Oriented Gradients (HOG)[8], 
was initially designed for human detection, but has been applied to varying pattern recognition 
tasks. 
Input	Image Feature	Extraction Machine	Learning Output	Class
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3.2. Histogram of Oriented Gradients (HOG) 
 The gradient image technique is one of the most widely used features in Image 
classification.  HOG [8] is based upon calculating normalized local histograms of image gradient 
orientations in a dense grid. 
Fig  3.2 Overview of HOG feature extraction. 
The process of forming HOG descriptors is shown in Fig  3.2 Overview of HOG feature .  
The normalize gamma & color step introduced robustness due to illumination, cameras and other 
factors. HOG descriptors are obtained by dividing the image into equal sized smaller regions called 
cells, and then collecting histograms of gradient directions for each cell, and concatenating all 
these histograms. An example of HOG descriptors are visualized in Fig  3.3 using the Lena image 
of size 255×255×3 with cell size of 8×8.  
 
 
Fig  3.3 HOG descriptors imposed on Lena image. 
 
Input	Image
Normalize	
gamma	&	
color
Compute	
Gradients
Compute	
histograms	
on	Cells
Normalize	
over	
overlapping	
blocks	of	
cells
Concatenate	
histograms
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3.3. Support Vector Machines  
Support Vector Machine (SVM) classification is a supervised binary classifier method.  
Given a training set, the algorithm constructs a hyperplane which maximizes the margin between 
two input classes. For example, consider linearly separable data with two classes as shown in Fig  
3.4.  Plus indicates positive class samples and minus indicates negative class samples. There can 
be many hyper planes which separates two classes. SVM’s find the best hyper plane with 
maximum margin of all the possible hyper planes as shown in Fig  3.5, where margin is the distance 
between hyperplane and support vectors.  
 
Fig  3.4 Hyperplanes for 2D separable data. 
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Fig  3.5 Best Hyper Plane with max margin. 
3.3.1 Mathematical Representation of SVM 
Let’s consider a binary classification problem with labels  𝑦	 ∈ −1,1	  and features x. 
Also, parameterizing the linear classifier with weights w and bias b. Hence, the linear classifier 
can be written as (3.1).  
𝒚 = +𝟏;	 𝒘𝑻𝒙𝒊 + 𝒃 	≥ 𝟎−𝟏;	 𝒘𝑻𝒙𝒊 + 𝒃 	< 𝟎     ( 3.1 )  
 
Equation (3.1), can be generalized for all training samples as (3.2). Also, we can define a 
function g, a linear discriminant function as in (3.3) 𝒚𝒊 𝒘𝑻𝒙𝒊 + 𝒃 	≥ 𝟏      ( 3.2 ) 𝒈 𝒙 = 	 𝒘𝑻𝒙𝒊 + 𝒃 = 	𝟎      ( 3.3 ) 
Our goal is to find a hyper plane which maximizes the margin or the distance from the 
nearest data point to the hyper plane. Hence we need to find w, b while maximizing M = 1 / ||w||. 
A modified optimization problem with quadratic objective and linear constraints is given by (3.4). 
Support	Vectors 
Margin 
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In order to find a solution while minimizing ||w|| subject to constraints in (3.2), we have a 
quadratic optimization problem which can be solved using a Lagrange duality. 𝒎𝒊𝒏𝒘,𝒃						 ||	𝒘𝟐||𝟐𝟏 			      ( 3.4 ) 
  𝒔. 𝒕. 										𝒚𝒊 𝒘𝑻𝒙𝒊 + 𝒃 	≥ 𝟏, 𝒊 = 𝟏, 𝟐, 𝟑, . . . 𝒏	 
To form the Lagrange, constraints are written as (3.5)  𝒗 𝒘 =	−𝒚𝒊 𝒘𝑻𝒙𝒊 + 𝒃 + 𝟏	 ≤ 𝟎	    ( 3.5 ) 
The Lagrangian for our optimization is written as (3.6) where	𝛼, is the Lagrange multiplier 
and	𝛼@ ≥ 0. 𝑳 𝒘, 𝒃, 𝜶 = 	 ||	𝒘𝟐||𝟐𝟏 − 𝜶𝒊[𝒚𝒊 𝒘𝑻𝒙𝒊 + 𝒃 − 𝟏]𝒏𝒊F𝟏   ( 3.6 ) 
To find the dual form, we firstly minimize  𝐿 𝑤, 𝑏, 𝛼 	with respect to w, b (fixing	𝛼)  which 
can be found by setting derivative of L w.r.t w to zero which is given in (3.7) and w.r.t b is given 
in (3.9) 𝛁𝒘𝑳 𝒘, 𝒃, 𝜶 = 	𝒘 − 𝜶𝒊𝒚𝒊 𝒙𝒊 = 𝟎𝒏𝒊F𝟏     ( 3.7 ) 𝒘 = 𝜶𝒊𝒚𝒊 𝒙𝒊𝒏𝒊F𝟏        ( 3.8 ) 𝛁𝒃𝑳 𝒘, 𝒃, 𝜶 = 	 𝜶𝒊𝒚𝒊 = 𝟎𝒏𝒊F𝟏     ( 3.9 ) 
Only the support vectors we have𝛼@ ≠ 0, hence the solution becomes:  			𝒘 = 𝜶𝒊𝒚𝒊 𝒙𝒊𝒏𝒊F𝟏 = 𝜶𝒊𝒚𝒊 𝒙𝒊𝒊∈𝑺𝑽    ( 3.10 ) 
Also, b can be found by substituting w in 𝒚𝒊 𝑤𝑇𝑥𝑖 + 𝑏 −𝟏 = 𝟎 where i∈SV. 
3.3.2 Kernel Trick 
 In the above discussion, we assumed the data to be linearly separable. However, often data 
is nonlinear. Using kernels, nonlinear data is mapped into higher dimensional space to make it 
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linearly separable. Consider some nonlinear data in 2D space as shown in Fig  3.6 which is 
converted into linearly separable in 3D space using some kernel 𝜑. 
 
Fig  3.6 Converting nonlinear data into linearly separable using higher dimensions. 
 
  Some of the popular kernels used are: 
• Polynomial 𝐾 𝑥, 𝑦 = ( 𝑥, 𝑦 + 𝑐)V where, c, d are constants. 
• Gaussian Radial Basis Function 𝐾 𝑥, 𝑦 = 𝑒𝑥𝑝 − | YZ[ |\]\  
• Exponential Radial Basis Function 𝐾 𝑥, 𝑦 = 𝑒𝑥𝑝 − | YZ[ |]\  
 
3.4. Artificial Neural Networks  
The building blocks of Artificial Neural Networks (ANNs) are artificial neurons, also 
commonly referred to as nodes.  An ANN is a computational graph with a collection of nodes 
connected in an acyclic graph. An artificial neuron is a computational model inspired by neurons 
in the human brain. Natural neurons receive signals or impulses through other neurons by 
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dendrites. These impulses are processed in a cell body and if the neuron is activated, it emits a 
signal through its axon and further processed by other neurons if they are activated.  Similarly, an 
artificial neuron has inputs (dendrites), activation function (cell body) and finally outputs (axon) 
to other neurons. A simple artificial neuron with some activation function f is shown in   Fig  3.7 
   
 
Fig  3.7 Artificial Neuron. 
 
The basic architecture of an artificial neural network consists of three layers: an input layer, 
hidden layer, and output layer. An example of a simple ANN with 3 input nodes, 4 hidden nodes, 
and 2 output nodes is illustrated in Fig  3.8. Process flow of the neural networks can be best 
explained using three steps which are called forward propagation, backward propagation, and 
update weights.  These steps will be explained briefly after explaining activation and loss 
functions. 
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Fig  3.8 An example of an ANN. 
 
3.4.1 Activation Functions 
This section describes and contrasts activation functions which are most commonly used 
in neural networks. An activation function is a non-linearity, takes in a single number and performs 
a fixed mathematical operation on it.  Also, this section talks about the gradients of the activation 
functions. 
3.4.1.1 Sigmoid  
A sigmoid activation function is a non-linear function of the form (3.11) which squashes a 
real number in to a number between [0, 1]. Fig  3.9 illustrates, the sigmoid activation and its 
gradient is of the form (3.12). 
		𝝈 𝒙 = 𝟏𝟏+𝒆−𝒙       ( 3.11 ) 		𝛁𝒙𝝈 𝒙 = 𝝈 𝒙 𝟏 − 𝝈 𝒙      ( 3.12 ) 
Input	Layer Hidden	Layer Output	Layer 
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Fig  3.9 Output of Sigmoid Activation Function. 
 
  The sigmoid activation function is very popular in artificial neural networks. Some of the 
common problems are: exponential is expensive to calculate, output values are not zero centered, 
and saturated neurons kill the gradients.  
3.4.1.2 Hyperbolic Tangent 
A hyperbolic tangent or tanh [28] is defined as (3.13) and its gradient has the form (3.14). 
Tanh squashes a real number in range of [-1,1] as illustrated in Fig  3.10. One major improvement 
of the tanh over the sigmoid is it is zero centered.  Unfortunately, it still has the problem where 
saturated neurons kill the gradients and its calculation is expensive. 𝝈 𝒙 = 𝒆𝟐𝒙Z𝟏𝒆𝟐𝒙`𝟏       ( 3.13 ) 		𝛁𝒙𝝈 𝒙 = 𝟏 − 𝝈 𝒙 𝟐      ( 3.14 ) 
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Fig  3.10 Output of hyperbolic tangent. 
 
3.4.1.3 Rectified Linear Units 
A rectified linear units or ReLU [29] is defined as (3.15) and its gradient has the form of 
(3.16). ReLU is computationally very cheap and it squashes out the negative real numbers and 
keeps the positive real numbers as it is. Also, it does not saturate in positive region and empirical 
studies have shown training converges much faster than sigmoid or tanh. One problem with ReLU 
is if the input is negative, the gradient is always zero.  This problem is often referred to as a dead 
ReLU which, never gets updated. Also note it is non differentiable at zero. 𝝈 𝒙 = 𝒎𝒂𝒙(𝟎, 𝒙)      ( 3.15 ) 
		𝛁𝒙𝝈 𝒙 = 𝟎	𝒊𝒇	𝒙 < 𝟎𝟏	𝒊𝒇	𝒙 > 𝟎     ( 3.16 ) 
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Fig  3.11 Output of Rectified Linear Units. 
 
3.4.1.4 Leaky Rectified Linear Units 
A Leaky ReLU [30] solves the problem of the dead ReLU. In a leaky ReLU, the neurons 
do not die because, the output is not zero if input is less than zero. Leaky ReLU is defined as (3.17) 
and its gradient as (3.18)  𝝈 𝒙 = 𝒎𝒂𝒙(𝜶𝒙, 𝒙)      ( 3.17 ) 
		𝛁𝒙𝝈 𝒙 = 𝜶	𝒊𝒇	𝒙 < 𝟎𝟏	𝒊𝒇	𝒙 > 𝟎     ( 3.18 ) 
Where 𝛼 is a constant, and varies in range [0,1]. If 𝛼 is 0, the activation function reverts to 
a ReLU, and if it is 1 the activation function would become linear. It has all the pros of ReLU and 
also solves the problem of dead neurons. 
3.4.1.5 Exponential Linear Units 
Exponential Linear Units [31] or ELUs are defined as (3.19) with corresponding gradient 
defined in (3.20). Elu’s have all the pros of ReLU’s and the added advantage that neurons do not 
die. The only disadvantage using ELUs is the computationally expensive equations. 
 𝝈 𝒙 = 𝜶(𝒆𝒙𝒑 𝒙 − 𝟏)	𝒊𝒇	𝒙 ≤ 𝟎𝒙																											𝒊𝒇	𝒙 > 𝟎    ( 3.19 ) 
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𝛁𝒙𝝈 𝒙 = 𝜶 + 𝝈 𝒙 	𝒊𝒇	𝒙 ≤ 𝟎𝟏	𝒊𝒇	𝒙 > 𝟎     ( 3.20 ) 
3.4.2 Loss Functions 
Loss functions measure the unhappiness or error of our predictions on the training set by 
comparing the prediction labels with ground truth labels. There are various ways to compute the 
loss.  This section briefly describes about some of the widely used loss functions. 
3.4.2.1 Least Squares 
Least squares loss function is also referred as L2 loss which is sum of squared differences 
between predicted output and target output. By squaring, both the false positive and false negative 
losses are added up. The least squares loss function is defined as (3.21): 𝒍	 = 	 𝟏𝒏 (𝒚𝒊 − 𝒕𝒊)𝟐𝒏𝒊F𝟎 	    ( 3.21 ) 
Where, l is the loss, n is number of samples, 𝑦@	and 𝑡@ are predicted output and target output 
of ith sample respectively. 
3.4.2.2 L1 loss 
L1 loss also referred as mean absolute loss, it is defined as sum of absolute difference 
between target and predicted value, given in (3.22) 𝒍	 = 	 𝟏𝒏 |	𝒚𝒊 − 𝒕𝒊|𝒏𝒊F𝟎 	     ( 3.22 ) 
Where, l is the loss, n is number of samples, 𝑦@	and 𝑡@ are predicted output and target output 
of ith sample respectively. 
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3.4.2.3 Hinge Loss  
Hinge loss is widely used in classification problems. For a given sample 𝑥@	 with label 𝑦@, 
let 𝑓	be the hypothesis with weights 𝑾. Hence, the scores s (vector) is defined as (3.23). The hinge 
loss for this sample is defined as (3.24). The total loss for a batch of samples is calculated by taking 
an average given as (3.25). 
 𝒔 = 	𝒇(𝒙𝒊,𝑾)	      ( 3.23 ) 𝑳𝒊 	= 	 𝒎𝒂𝒙(𝟎, 𝒔𝒋 − 𝒔𝒚𝒊 + 𝟏)𝒋j𝒚𝒊    ( 3.24 ) 𝒍	 = 	 𝟏𝒏 𝑳𝒊𝒏𝒊F𝟎 	      ( 3.25 ) 
Where, 𝑳𝒊 is the loss for ith sample, 𝑠l is the score of jth label, 𝑠[mis the score of correct label, 
l is the total loss and n is the total number of samples in the batch. 
3.4.2.4 Cross Entropy Loss  
The cross entropy loss or softmax loss is also one of the widely used in classification 
problems and in neural networks. Firstly, the scores (3.23) of the hypothesis function is assumed 
as un-normalized log probabilities which are converted into probabilities by the softmax function 
given in (3.26) and the cross entropy loss for a sample and the total for a batch of samples in (3.27) 
and (3.28) respectively. 𝑷 𝒀 = 𝒌	 	𝑿 = 𝒙𝒊) = 		 𝒆𝒔𝒚𝒊𝒆𝒔𝒋𝒋    ( 3.26 ) 𝑳𝒊 	= 	−𝒍𝒐𝒈 𝑷 = −𝒍𝒐𝒈 𝒆𝒔𝒚𝒊𝒆𝒔𝒋𝒋    ( 3.27 ) 𝒍	 = 	 𝟏𝒏 𝑳𝒊𝒏𝒊F𝟎 	      ( 3.28 ) 
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Where, 𝑳𝒊 is the loss for ith sample, 𝑠l is the score of jth label, 𝑠[mis the score of correct label, 
l is the total loss and n is the total number of samples in the batch. 
3.5.  Neural Networks Algorithm 
There are many kinds of neural networks like multi-layer perceptron’s, CNNs, Recurrent 
neural networks, etc.  The core part is same for every one of these. The algorithm is shown in  Fig  
3.12. Here, the algorithm written, shows online learning where the weights are updated after the 
forward propagation of each training sample, and Fig  3.13 shows the algorithm of batch learning, 
where the weights are updated after the forward propagation of a batch of training samples. In this 
section some of the basic concepts of neural networks like forward propagation, backward 
propagation, weight updates, and initialization of weights are described briefly. 
 
Algorithm 1: Neural Networks online learning: 
Ø Initialize weights  
for epoch=1: epochs  
       for a=1: n (n is number of training examples) 
Ø Do forward propagation and get the outputs  
Ø Calculate the cost C 
Ø Do Back Propagation to find gradients         
Ø Parameter Update  
       end 
end 
Fig  3.12 Algorithm 1 explains the core part of neural networks using online Learning. 
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Algorithm 2: Neural Networks batch learning: 
Ø Initialize weights  
for epoch=1: epochs  
       for a=1: b: n (n is number of training examples, b is the batch size)   
Ø Do forward propagation of the batch and get the outputs  
Ø Calculate the cost C by averaging the cost of each sample  
Ø Do Back Propagation to find gradients         
Ø Parameter Update  
       end 
end 
Fig  3.13 Algorithm 2 explains the core part of neural networks using batch learning. 
 
3.5.1 Notation 
This section describes how to name all the parameters in neural networks. Firstly, 𝑤lst  is 
the weight which connects the 𝑘vw neuron in (l-1) layer to the  𝑗vw neuron in the 𝑙vw layer.  All the 
weights of the 𝑙vw layer are stored in a matrix	𝑤t.  The bias of the 𝑙vw layer connected to 𝑗vw neuron 
is  𝑏lt and a vector of all the biases of 𝑙vw layer is 𝑏t . Similarly, activation (output of a neuron) is 
represented by function f, is defined as (3.29) of 𝑗vw neuron in 𝑙vw layer is 𝑎lt and a vector of all the 
activations of 𝑙vw layer is 𝑎t.  A vector representation of activations can be formed as (3.30). An 
intermediate variable z is defined as (3.31). Fig  3.14 shows all of the above mentioned parameters 
in a sample network with 4 hidden layers. 𝒂𝒋𝒍 	= 	𝒇 𝒘𝒋𝒌𝒍 𝒂𝒌𝒍Z𝟏𝒌 + 𝒃𝒋𝒍	 	     ( 3.29 ) 𝒂𝒍 	= 	𝒇 𝒘𝒍𝒂𝒍Z𝟏 +	𝒃𝒍 	     ( 3.30 ) 𝒛𝒍 	= 	𝒘𝒍𝒂𝒍Z𝟏 +	𝒃𝒍	      ( 3.30 ) 
   20 
 
Fig  3.14 Notation of parameters of FNN. 
 
3.5.2  Forward Propagation 
Forward propagation is one of the major steps performed in all the neural networks.  By 
doing forward propagation, we get the output scores from our neural network. Neural networks 
can be seen as acyclic computational graphs made up of nodes being neurons while edges being 
weights.  In forward propagation, we perform the function defined as (3.32) at each and every node 
as we move in the direction from inputs to outputs. One important thing to note is the outputs of 
the previous hidden layer becomes inputs of the current layer. 𝒂𝒋𝒍 	= 	𝒇 𝒘𝒋𝒌𝒍 𝒂𝒌𝒍Z𝟏𝒌 + 𝒃𝒋𝒍	 	     ( 3.31 ) 
3.5.3 Backward Propagation 
Back propagation is a procedure used to distribute the error or loss generated by the ANN 
over all the nodes in the network. With the help of back propagation, we can visualize how the 
output cost will change if we make minute changes in the weights or biases. Back propagation as 
first introduced in [32], is the process of finding gradients for each and every weight and bias. The 
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chain rule is used to propagate gradients. One last intermediate parameter, error on each neuron 𝛿𝒋t 
(𝑙vw layer and 𝑗vw neuron) is defined as (3.33): 
   𝜹𝒋𝒍 	= 	 𝝏𝑪𝝏𝒛𝒋𝒍	      ( 3.32 ) 
Where, C is the cost function. 
Backward propagation is finding gradients of the cost function with respect to each weight.  
These gradients can be found using the below equations. Firstly, the error of each neuron in last 
layer is found by (3.34) and its matrix form is given by (3.35). Here, ∇𝐶 is defined as a vector 
form of 
 . 
𝜹𝒋𝑳 	= 	 𝝏𝑪𝝏𝒂𝒋𝑳 𝒇′ 𝒛𝒋𝑳 	      ( 3.33 ) 
Where L is total number of layers and 𝒇 is the differential of activation function. 
	𝜹𝑳 = 	𝛁𝒂𝑪	⨀𝒇′(𝒛𝑳)      ( 3.34 ) 
Next, error on other hidden neurons is given by (3.36). After finding these error, it’s easy 
to find change of cost with respect to bias is given by (3.37) and finally, the change of cost with 
respect to weights is given by (3.38). With these equations we can find gradient of cost with respect 
to any neuron in the network.  𝜹𝒍 = 	 𝒘𝒍`𝟏 𝑻𝜹𝒍`𝟏 	⨀𝒇′(𝒛𝒍)    ( 3.35 ) 
𝝏𝑪𝝏𝒃𝒍 = 𝜹𝒍	       ( 3.36 ) 𝝏𝑪𝝏𝒘𝒋𝒌𝒍 = 𝒂𝒌𝒍−𝟏𝜹𝒋𝒍      ( 3.37 ) 
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3.5.4 Parameter Update  
Parameters are updated in order to reduce the overall cost of the network across all training 
samples.  Analytic gradients are used to update the parameters. There are many ways to update 
parameters and some of the most commonly used methods are discussed briefly in this section. 
3.5.4.1  Stochastic Gradient Decent (SGD) 
The most basic form of weight update is called Stochastic Gradient Descent (SGD) as 
defined in (3.39).  Although very simple to implement, one of the major problems with this update 
is its slow convergence rate. 𝒘𝒋𝒌𝒍 = 𝒘𝒋𝒌𝒍 − 𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈	𝒓𝒂𝒕𝒆 ∗ 𝝏𝑪𝝏𝒘𝒋𝒌𝒍    ( 3.38 ) 
Where, the learning rate is a hyper-parameter. 
3.5.4.2 Momentum  
  Momentum update converges faster than SGD.  It is inspired from the concept of friction 
in physics hence, the name. With momentum update the parameter will build up velocity in any 
direction that has a consistent gradient. Here, a new variable v velocity is defined as (3.40) and 
initialized with zero. Also, a constant hyper-parameter mu is introduced. The actual weight update 
is defined in (3.41). 𝒗𝒍 = 𝒎𝒖 ∗ 𝒗𝒍 − 𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈	𝒓𝒂𝒕𝒆 ∗ 𝝏𝑪𝝏𝒘𝒍   ( 3.40 ) 𝒘𝒍 = 𝒘𝒍 + 𝒗𝒍      ( 3.41 ) 
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3.5.4.3 Adagrad 
Hyper-parameter learning rate was constant in SGD and momentum updates. Adagrad [33] 
adaptively changes the learning rate. Adagrad maintains a parameter cache which is the sum of 
squared gradients defined as (3.42).  The parameter update is defined as (3.43). 
𝒄𝒂𝒄𝒉𝒆 = 𝒄𝒂𝒄𝒉𝒆 + 𝝏𝑪𝝏𝒘𝒍 𝟐     ( 3.39 ) 
𝒘𝒍 = 𝒘𝒍 + 𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈	𝒓𝒂𝒕𝒆 ∗ 𝝏𝑪𝝏𝒘𝒍𝒄𝒂𝒄𝒉𝒆`𝒆𝒑𝒔 	    ( 3.40 ) 
Where eps is a smoothing term usually in the range of 1e-7 to 1e-9. 
3.5.5 Weight Initialization 
It is very important to initialize weights properly to ensure faster convergence and better 
accuracies. Firstly, initializing all weights to zero is a bad idea because if all neurons have the same 
weight, they will have the same gradient and then perform identical parameter updates.  Instead 
usually all the weights are initialized with small random numbers which are typically the samples 
of zero mean and unit variance of the Gaussian function. With this initialization, one of the 
problems is the variance of the output neuron grows with the number of inputs n. To avoid this, 
during initialization all the weights are scaled with   [34] which means initially output of all 
neurons in the network have the same distribution and ensures faster convergence.  
Finally, the process of transfer learning can be used. Transfer learning is a procedure where 
weights are initialized with previously designed weights for a similar kind of application. This 
thesis will use transfer learning- in particular it will use models trained on the ImageNet dataset. 
After training these CNNs rigorously on large image datasets, it has been shown that the first few 
   24 
layers’ filters, which share similarities to response function of the human visual cortex (Gabor 
filters), do not change much from one dataset to the next. So, keeping these layers fixed and fine 
tuning the last layers will reduce training time. 
3.5.6 Regularization 
Regularization is a concept of controlling the capacity of neural networks to avoid overfitting. 
Sometimes neural networks perform very well on training dataset while performing worse on the 
validation dataset- this unusual behavior is called overfitting. Fig  3.15 illustrates such an error on 
a sample training set and validation set.  Up to iteration a , the cost of the validation set reduces 
along with cost of the training set; while after the ath iteration, the cost continues to decrease on 
the training set while increases on the validation set. 
 
Fig  3.15 Overfitting [35]. 
There are many ways to avoid overfitting, this section describes various different 
approaches that are majorly used. 
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3.5.6.1 L2 Regularization 
L2 Regularization is adding a penalty term or regularization term in the cost function 
defined as (3.44). L2 regularization poses penalty to the peaky weights by diffusing them.  𝑪 is 
the un-regularized, 𝑪 is the regularized cost, hyper parameter 𝜆 is a regularization constant 
𝑪 = 𝑪𝟎 +	𝝀𝟐 𝑾𝟐      ( 3.41 ) 
3.5.6.2 L1 Regularization 
Another common way of regularization defined as (3.45). L1 regularization shrinks some 
of the weights to exactly zero, i.e., neurons in L1 regularization are a sparse subset of un-
regularized network.   𝑪 = 𝑪𝟎 + 	𝝀 𝑾      ( 3.42 ) 
3.5.6.3 Dropout 
Dropout [14] is one of the most commonly used regularization method in neural networks. 
Dropout is a procedure of simultaneously training many sub-networks or an ensemble of networks. 
Unlike adjusting weights in L1 and L2 regularizations, dropout randomly drops some of the 
neurons with probability p which is typically set equal to 0.5.  At each iteration, only some of the 
neurons get updated, but all weight values are shared across the entire ensemble of networks. Thus 
an ensemble of networks is trained using only a one single network. While testing a scaling factor 
of p is used because all of the neurons are used. This process is illustrated in Fig 3.16- the left 
figure shows a network with all the connections and the right figure shows a network at a particular 
iteration whereby only connected neurons get updated. 
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Fig  3.16 Dropout applied to standard net (a) resulting (b). [14] 
 
3.6. Convolutional Neural Networks 
Convolutional Neural Networks (CNN’s) have recently grown in popularity in the field of 
pattern classification. CNN’s have outperformed traditional computer vision methods in image 
classification. Fig  3.17 illustrates the progress in ImageNet [36] classification challenge. 
Introduced in the year 2010, ImageNet is a largescale image dataset consisting of over 1000 
categories with 1.2 million images. Before CNN’s, traditional computer vision algorithms were 
used to classify ImageNet. The best performing traditional computer vision design was created by 
Lin et al. [37] with top 5 accuracy 28.2% and SVM’s were used for classification. Later, in year 
2011Sanchez et al. [38] with 25.8% top 5 accuracy used high dimensional signature compression 
techniques. In the year 2012 a CNN (AlexNet) was introduced by Krizhevsky et al. [12] with 
16.4% top 5 accuracy.  The use of CNN’s resulted in a 9.4% decrease in error. Later in 2013, Zeiler 
et al. [39] used an ensemble of CNN’s and achieved a 14.7% top 5 error.  In the year 2014, Google 
Net [17] resulted in a 6.7% top5 error which further reduced the error by 8%. In the year 2015, the 
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Inception-v4 [40] was introduced, which further reduced the error by another 4.1%.  With this 
trend, CNN’s are performing state of the art in classification tasks.   
 
 
Fig  3.17 Illustrates improvements in ImageNet [36] Classification Task. 
 
CNN’s are feedforward neural networks, which have neurons connected in an acyclic 
graph. In traditional classification tasks, features are first extracted manually and then tuned with 
a machine learning algorithm. In contrast, CNN features are tuned jointly with the classifier by the 
network itself. Fig  3.18 shows the difference in arrangement of neurons in CNN’s and regular 
neural networks. In regular networks, the input has a vectored form while CNN maintains a 3d 
block and similarly the hidden neurons also take the 3d form of arrangement.  
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Fig  3.18 Left illustrates a regular 3 layer Multi-layer perceptron, Right illustrates a CNN arrangement of 
neurons. [41] 
 
Typically, a CNN is sequence of layers. These layers are convolutional layers, pooling 
layers, activation layers and fully connected layers.  Fig  3.19 shows an example of a CNN with 2 
convolution layers, 2 pooling layers and a fully connected layer. This section briefly explains the 
building blocks of convolutional neural networks and later describes some of the famous CNN 
architectures. 
 
 
Fig  3.19 Illustrates a simple CNN model. 
3.6.1 Convolution Layer 
 The convolution layer is the basic building block of a CNN. The parameters of a 
convolutional layer are learnable filters, whereby each filter is very small in size in terms of  
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width × height when compared to input image. In the forward pass, these filters perform 
convolution on the input and output a three dimensional stream. Intuitively, a CNN will learn the 
filters which activate when they see some kind of visual feature like, a blob or an edge. The 
convolution output O (𝑂 ∈ 	ℝ	×		×		) with an input x (𝑥 ∈ ℝm×	m	×	m) and N 
dimensional filters W (𝑊 ∈	ℝ	×		×		×	 	) with biases b is given by (3.46).  𝑶𝒉𝒐𝒖𝒕,𝒘𝒐𝒖𝒕,𝒅𝒐𝒖𝒕 = 𝒃𝑵 +	 𝑾𝒉𝒇,𝒘𝒇,𝒅𝒇	×		𝒙𝒉𝒐𝒖𝒕`𝒉𝒇Z𝟏,𝒘𝒐𝒖𝒕`𝒘𝒇¤𝟏,𝒅𝒇,𝒅𝒐𝒖𝒕	𝑫𝒇𝒅𝒇F𝟏𝑾𝒇𝒘𝒇F𝟏𝑯𝒇𝒉𝒇F𝟏  ( 3.43 ) 
A convolution layer takes in 5 hyper parameters: 
• Filter size (𝐻 	×	𝑊 ) 
• Number of filters (𝑁) 
• Stride (𝑆) 
• Amount of zero padding (𝑃) 
Having these parameters, the output size height, width and depth can be calculated as 
(3.47), (3.48) & (3.49) respectively. Fig  3.20 illustrates the process of convolution using a zero 
padded image with pad size of 1 and input image of size (5×5×3) , and a filter with size (3×3×3) 
and a bias of 1. 𝑯𝒐𝒖𝒕 = 	𝑯𝒊𝒏Z	𝑯𝒇`𝟐×𝑷𝑺 + 𝟏				     ( 3.44 ) 𝑾𝒐𝒖𝒕 = 	𝑾𝒊𝒏Z	𝑾𝒇`𝟐×𝑷𝑺 + 𝟏				     ( 3.45 ) 𝑫𝒐𝒖𝒕 = 	𝑵				       ( 3.46 ) 
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Fig  3.20 Illustrates process of convolution. [41] 
 
3.6.2  Pooling Layer 
The pooling layer is a function which is used to increase the size of each filter’s receptive 
field. Commonly, a pooling layer is used in between two convolution layers. It spatially down 
samples the input using a max operation. The pooling layer requires three hyper parameters: spatial 
extent (𝐻¬	×	𝑊¬) and the stride	𝑆.  For an input of size x (𝑥 ∈ ℝm×	m	×	m), the output of size 
O (𝑂 ∈ 	ℝ	×		×		) can be calculated using (3.50), (3.51) and (3.52). Fig  3.21, shows an 
example of the commonly used max pooling operation on an input image size of 4×4 with spatial 
extent of size 2×2 and stride 2.    
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𝑯𝒐𝒖𝒕 = 	𝑯𝒊𝒏Z	𝑯𝒇𝑺 		     ( 3.50 ) 𝑾𝒐𝒖𝒕 = 	𝑾𝒊𝒏Z	𝑾𝒇𝑺 				     ( 3.51 ) 𝑫𝒐𝒖𝒕 = 	𝑫𝒊𝒏				      ( 3.52 ) 
 
Fig  3.21 Illustrates max pool operation on 4×4 input. [41] 
 
3.6.3 Fully Connected Layer 
The fully connected layer is a regular neural network with inputs in vector form. An 
example with 2 inputs, one hidden layer with 4 units and 3 output neurons is shown in Fig  3.22. 
 
 
Fig  3.22 An Example of fully connected layer with 3 inputs, 4 hidden units, and 3 outputs. 
Input	
Layer
Hidden	
Layer
Output	
Layer
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3.7. Famous CNN Architectures 
In this section two famous architectures AlexNet [12]and VGGNet [16] which are used to 
classify ImageNet dataset are discussed briefly. 
3.7.1 AlexNet 
AlexNet, introduced by Krizhevsky et al. [12],  was the first CNN to win the ImageNet 
challenge in 2012 with a top5 error of 16.4%The use of rectified linear units (ReLU’s) were also 
introduced in AlexNet. It is built by combing 5 convolutional layers, 3 max pool layers and 3 fully 
connected layers connected as shown in Table 1.  This architecture uses a [227 x 227 x 3] image 
as an input. The first convolution layer has 96 kernels, each with size of [11 x 11 x 3] each, with 
stride of 4 and pad of 0.  This is followed by max a pool layer with filter size of [3 x 3], stride of 
2 and a normalization layer. A second convolutional layer has 256 filters with size of [5 x 5 x 96], 
stride of 1, pad of 2, followed by a max pool layer with filter size of [3 x 3], stride of 2 and a 
normalization layer.  There are then three convolutional layers in sequence with 384|3 x 3 x 256 - 
Stride 1 - Pad 1, 384|3 x 3 x 384 - Stride 1 - Pad 1, and Conv5, 256|3 x 3 x 384 - Stride 1 - Pad 1 
respectively. After these three convolutions there is a max pool layer followed by three fully 
connected layers of size [4096 x 4096 x 1000] with ReLU activations and dropout probability of 
0.5. Finally, the output layer cost function used is softmax. Some of the other hyper-parameters 
are listed in Table 2. The learning rate is manually decayed by factor of 10 when validation 
accuracy is plateaued. An ensemble of seven CNN’s was used in the 2012 ImageNet competition. 
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Table 1 AlexNet Architecture with output size at each layer. 
Output Size Alex Net Architecture 
[227×227×3] Input 
    
[55×55×96] Conv1, 96|11×11×3, Stride 4, Pad 0 
    
[27×27×96] Max pool1, 3×3, Stride 2 
    
[27×27×96] Norm1 
    
[27×27×256] Conv2, 256|5×5×96, Stride 1, Pad 2 
    
[13×13×256] Max pool2, 3×3, Stride 2 
    
[13×13×256] Norm 2 
    
[13×13×384] Conv3, 384|3×3×256, Stride 1, Pad 1 
    
[13×13×384] Conv4, 384|3×3×384, Stride 1, Pad 1 
    
[13×13×256] Conv5, 256|3×3×384, Stride 1, Pad 1 
    
[6×6×256] Max pool3, 3×3, Stride 2 
    
4096 
FC 6, 4096,  
ReLU, Dropout(0.5) 
    
4096 
FC 7, 4096 
ReLU, Dropout(0.5) 
    
1000 FC 8, 1000 , softmax 
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Table 2 Hyper parameters used in AlexNet. 
Hyper	Parameter	 Value	
Batch	Size	 128	
Momentum	 0.9	
Learning	Rate		 0.01	
L2	Weight	Decay	 0.0005	
Dropout	 0.5	
 
3.7.2 VGG Net 
VGG Net is another very popular CNN architecture introduced in the year 2014 [16].  On 
ImageNet, VGG-16 has the best cost vs. benefit tradeoff with a top5 error of 7.3%. Previously, in 
AlexNet we have different kernel sizes for each convolution layer, but in VGG Net, all the 
convolution and pooling layers’ filter sizes are fixed. The convolution layer has filter size of 
 [3 x 3] – stride of 1 – pad of 1, and the max pooling layer has a filter size of [2 x 2] – stride of 2. 
The number of convolution filters increased from 64 to 512. Simonyan et al., had published 6 
different networks differing in depth of the network (11, 13, 16, 19) as listed in Table 3. Finally, 
it has the same structure of fully connected layers as AlexNet. 
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Table 3 VGGNet Architectures. [16] 
A A-LRN B C D E 
11 weight layers 11 weight layers 13 weight layers 16 weight layers 16 weight layers 19 weight layers 
Input (224 x 224 RGB Image) 
Conv 3|64 Conv 3|64 
LRN 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Conv 3|64 
Max pool 
Conv 3|128 Conv 3|128 Conv 3|128 
Conv 3|128 
Conv 3|128 
Conv 3|128 
Conv 3|128 
Conv 3|128 
Conv 3|128 
Conv 3|128 
Max pool 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 1|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Conv 3|256 
Max pool 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 1|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Max pool 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 1|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Conv 3|512 
Max pool 
FC-4096 
FC-4096 
FC-1000 
Softmax 
 
Table 4 illustrates the memory and parameters required by the VGG- D (VGG-16) model 
for one image.  The total number of parameters required to compute this network are about 138 
million and requires about 93 Megabytes of memory for single forward pass and about 
2*93Megabytes for the backward pass.  From Table 4, we can say most of the memory is required 
in the early convolutional layers while, most number of parameters are in the fully connected 
layers. 
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Table 4 Illustrating memory required and parameters in VGG 16. 
Layer, Input Size Memory Parameters 
Input:[224×224×3] 224*224*3=150K 0 
Conv-3|64:[224×224×64] 224*224*64=3.2M 3*3*3*64=1,728 
Conv-3|64:[224×224×64] 224*224*64=3.2M 3*3*64*64=36,864 
Pool-2:[112×112×64] 112*112*64=800K 0 
Conv-3|128:[112×112×128] 112*112*128=1.6M 3*3*64*128=73,728 
Conv-3|128:[112×112×128] 112*112*128=1.6M 3*3*128*128=147,456 
Pool-2:[56×56×128] 56*56*128=400K 0 
Conv-3|256:[56×56×256] 56*56*256=800K 3*3*128*256=294,912 
Conv-3|256:[56×56×256] 56*56*256=800K 3*3*256*256=598,284 
Conv-3|256:[56×56×256] 56*56*256=800K 3*3*256*256=598,284 
Pool-2:[28×28×256] 28*28*256=200K 0 
Conv-3|256:[28×28×512] 28*28*512=400K 3*3*256*512=1,179,648 
Conv-3|256:[28×28×512] 28*28*512=400K 3*3*512*512=2,359,296 
Conv-3|256:[28×28×512] 28*28*512=400K 3*3*512*512=2,359,296 
Pool-2:[14×14×512] 14*14*512=100K 0 
Conv-3|256:[14×14×512] 14*14*512=100K 3*3*512*512=2,359,296 
Conv-3|256:[14×14×512] 14*14*512=100K 3*3*512*512=2,359,296 
Conv-3|256:[14×14×512] 14*14*512=100K 3*3*512*512=2,359,296 
Pool-2:[7×7×512] 7*7*512=25K 0 
FC-1:[1×1×4096] 4096 7*7*512*4096=102,760,448 
FC-2:[1×1×4096] 4096 4096*4096=16,777,216 
FC-3:[1×1×1000] 1000 4096*1000=4,096,000 
TOTAL 93Mbytes  138M 
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3.7.3 ResNet 
A 152-layer residual network (ResNet) CNN architecture was introduced by He et al. in the year 
2015 [42]. ResNet won the ILSVRC-15 image classification challenge with 3.57% top 5 accuracy. 
A residual learning framework has ‘shortcut connections’.  Shortcut connections are those skipping 
one or more layers as illustrated in the Fig  3.23.  In ResNet, these connections map the delta or 
what must be added to the input.  ResNet uses a batch normalization layer after each convolutional 
layer.  Weights are initialized using Xavier/2 and they are updated using stochastic gradient 
descent with momentum of 0.9. Learning rate is 0.1 and it is divided by 10 when validation error 
plateaus. Mini batch size used is 256 and no dropout layers were used.  Fig  3.24, shows the 
difference between  a 34 layer ResNet, 34 layer plain CNN and VGG-19 Network. The architecture 
is same for both plain and ResNet except for skip connections, this architecture is illustrated in 
Table 5. First convolution kernel size is of 7×7 and rest of the convolutions’ kernel size is 3×3. 
 
Fig  3.23 Residual Learning: a building block [42]. a) Identity Projection if input size don’t 
change, b) Linear Projection if input size changes in the block. 
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Fig  3.24 Illustrates the difference between VGG-19, plain 34 layer CNN and 34 layer ResNet  
[42]. 
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Table 5  34 Layer CNN Architecture 
Layer Name Output Size 34 Layer 
conv1  112×112×64 7×7, 64, stride 2 
max pool 56×56×64 3×3 max pool, stride 2 
conv2_x 56×56×64 	3×	3, 643×	3, 64	 ×3 
conv3_x 28×28×128 	3×	3, 1283×	3, 128	 ×4 
conv4_x 14×14×256 	3×	3, 2563×	3, 256	 ×6 
conv5_x 7×7×512 	3×	3, 5123×	3, 512	 ×3 
average pooling 1×512 average pool 
fully connected 1×1000 1000-d fc, softmax 
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Chapter 4 Datasets 
In this thesis, different datasets have been used to evaluate the performance of the proposed 
methods.  Experiments have been performed on CIFAR-100 [43], CalTech-101 [10], CalTech-256 
[44] and ImageNet [13]. This section briefly describes these datasets. 
4.1. CIFAR -100 
The CIFAR -100 dataset was introduced by Krizhevsky in 2009.  It has 100 class categories 
with 500 training images and 100 testing images per class.  Each image is of size [32×32×3] with 
two labels “course” and “fine”. There are 20 super classes with 5 sub classes each as shown in 
Table 6. 
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Table 6 Illustrates Super class and sub classes in CIFAR-100. [43] 
Superclass Classes 
aquatic mammals beaver, dolphin, otter, seal, whale 
Fish aquarium fish, flatfish, ray, shark, trout 
Flowers orchids, poppies, roses, sunflowers, tulips 
food containers bottles, bowls, cans, cups, plates 
fruit and vegetables apples, mushrooms, oranges, pears, sweet peppers 
household electrical devices clock, computer keyboard, lamp, telephone, television 
household furniture bed, chair, couch, table, wardrobe 
Insects bee, beetle, butterfly, caterpillar, cockroach 
large carnivores bear, leopard, lion, tiger, wolf 
large man-made outdoor things bridge, castle, house, road, skyscraper 
large natural outdoor scenes cloud, forest, mountain, plain, sea 
large omnivores and herbivores camel, cattle, chimpanzee, elephant, kangaroo 
medium-sized mammals fox, porcupine, possum, raccoon, skunk 
non-insect invertebrates crab, lobster, snail, spider, worm 
People baby, boy, girl, man, woman 
Reptiles crocodile, dinosaur, lizard, snake, turtle 
small mammals hamster, mouse, rabbit, shrew, squirrel 
Trees maple, oak, palm, pine, willow 
vehicles 1 bicycle, bus, motorcycle, pickup truck, train 
vehicles 2 lawn-mower, rocket, streetcar, tank, tractor 
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Fig  4.4.1 100 Random images from CIFAR-100. 
Link to dataset: https://www.cs.toronto.edu/~kriz/cifar.html  
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4.2. Caltech101 & Caltech256 
The Caltech101 [10] dataset was introduced by Fei-Fei Li et al. in 2004. Caltech101 has 102 class 
categories with 40 to 800 in images per class and with an image size of 300×200×3. Fig  4.4.2 
demonstrates an average image in 100 class categories. Caltech256 [44] has 257 class categories 
80 to 827 images per class and with an image size of 300×200×3. 
 
 
Fig  4.4.2 Caltech 101, average images of 100 classes. 
Links to datasets: 
http://www.vision.caltech.edu/Image_Datasets/Caltech101/ 
http://www.vision.caltech.edu/Image_Datasets/Caltech256/ 
4.3. ImageNet 
The ImageNet dataset was introduced as part of the Large scale visual recognition 
challenge in 2010 by Deng et al. [36]. ImageNet is organized according to the WordNet hierarchy 
[45]. In WordNet, each concept is described by multiple words called “synsets”. ImageNet has 
21,841 synsets. ImageNet contains 14,197,122 annotated images organized by the semantic 
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hierarchy of WordNet [13]. In this thesis we use ILSVRC-2012 challenge image classification 
dataset. This dataset has 1.3 Million training images, 50,000 validation images and 100,000 test 
images.  
 
 
Fig  4.4.3 Random images from ILSVRC-2012 dataset. [36] 
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Chapter 5 Methodology 
5.1. Network Architecture: 
Machine learning algorithms have empirically been shown to perform very well for up to 
1000 classes, but it is not clear what may happen as the number of classes grows to the 50-100K 
though to be undestandable by the visual cortex. The idea proposed by this thesis is to divide the 
big problem into smaller problems by breaking the input set of classes into smaller chunks or 
groups and train them individually. There are two ways of accomplishing this: 
• Late Fusion 
• Early Fusion 
Before describing what these fusion methods are, the concept of hierarchical clustering is 
discussed. 
5.1.1 Hierarchical Clustering 
To tackle problems with a large number of classes, a hierarchical approach for clustering 
similar classes into sub-groups is proposed. This requires the training of a handful of much simpler 
neural networks where the number of overall parameters has been reduced. The intuition behind 
using a hierarchical clustering is the presence of coarse category or super classes which contain a 
higher number of finer classes. To categorize the given set of classes into super classes we have 
used spectral clustering on the confusion matrix to generate a given number of clusters. The main 
challenge with a hierarchical clustering scheme is the selection of optimum merge or split 
breakpoints, which if done improperly, can lead to can lead to low quality clusters. To address this 
challenge, a multi-phase technique is used that is based on the analysis of the confusion matrix of 
the classifier in the parent stage.  
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Linkage statistics are used for getting the correlation indicators among classes in a 
hierarchical configuration. The distance matrix D, which is estimated from the confusion matrix 
C, measures the dissimilarity among different classes. If a stage p has 𝐾¬ clusters of classes, D has 
dimensions	𝐾¬×𝐾¬, where an element Dp (𝐶@, 𝐶l) represents the dissimilarity between cluster 𝐶@ 
and cluster	𝐶l. An unweighted pair group method based on the arithmetic mean is used for 
determining the linkages between individual clusters. Dp (Ci, Ci) = 0 ∀ i ∈ K, represents the 
dissimilarity of a cluster with itself. A top-down divisive strategy is used to find non-overlapping 
classes that start by including all classes in a single cluster. The parent cluster is subdivided into 
smaller class clusters until a termination criterion is met. The dissimilarity between clusters helps 
in dynamically determining the split points with an upper limit on the number of sub-clusters. As 
a result, this technique automatically adapts to the internal characteristics of the data. 
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Algorithm 3: Hierarchy class clustering: 
Hierarchy relationships between classes are derived using the confusion matrix Cp that 
measures linkage distances d between classes. To form clusters with overlapping classes, 
threshold class posterior probabilities DCN for classes originally not in cluster. 
Input: Confusion matrix Cp at classification stage p 
Output: Overlapping class labels Q 
Initialize: Upper limit on non-overlapping cluster size θ and overlapping factor γ 
1) Compute distance matrix D from Cp 
2) Compute linkage statistics: 										𝑑 𝑟, 𝑠 = 	 µ¶ 𝑑𝑖𝑠𝑡(𝑥·@, 𝑥¸l)¶lFµ@F ,  
Where xri and xsj are dissimilar groups with nr and ns elements, respectively 
3) Compute cumulative linkage values Cum(d)  
4) for descending values k in Cum(d) 
  α = no. of classes with d < k 
 if α > θ then 
  group classes α as new cluster Q 
 repeat until all classes are assigned clusters 
   end 
5) Compute column normalized confusion matrix (DCN) 
6) for each cluster Qi 
 if 𝐷𝐶𝑁¬ 𝐶@, 	𝐶l ≥ 𝛾. 𝐾¬Z Z	∀	𝐶@ ∉ 𝑄@, 	𝐶l ∈ 𝑄@	then 
   append class j to cluster Qi 
   end 
Fig  5.1 Algorithm 3, Hierarchy class clustering algorithm. 
 
Small non-overlapping class groups are obtained by grouping similar classes together. 
However, in a non-overlapping setting, a sample that is misclassified at a parent level, has no 
chance of getting predicted correctly at the lower levels. Therefore, the small clusters are 
overlapped using the posterior probabilities in an attempt to achieve higher generalization 
accuracy. The confusion matrix of the parent cluster is column normalized (DCNp) to obtain the 
class posterior probabilities. An element DCNp (Ci, Cj) represents the likelihood that a sample is 
of true class Ci given that it was predicted as class Cj. Let Qi be the collection of classes in cluster 
i, then the condition that certain classes are similar to this cluster can be given as,  
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 𝑫𝑪𝑵𝒑 𝑪𝒊, 𝑪𝒋 ≥ 𝜸.𝑲𝒑Z𝟏 Z𝟏	∀	𝑪𝒊 ∉ 𝑸𝒊, 𝑪𝒋 ∈ 𝑸𝒊    ( 5.1 ) 
A parametric threshold of (γ.Kp-1)-1 is used, where γ is an overlapping hyper-parameter that 
determines the probability for including a class in cluster Qi. The value of γ depends on the number 
of classes in the original problem and the number of clusters in the parent stage.  
 
(a) 
 
(b) 
 Fig  5.2 Illustration of Hierarchy clustering on Toy data having 11 classes. (a) Shows a dendrogram with 
dissimilarity among the classes. (b) Shows the 3 non-overlapping clusters formed with similar classes grouped 
together (left) and the overlapping cluster (right). 
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5.1.2 Late Fusion: 
Let 𝑆 be the training set with 𝑁	classes, where 𝐶	clusters are formed after Hierarchical 
clustering such that 𝐶	clusters have 𝑛, 𝑛Â …𝑛Ä number of classes ∀		𝑛 + 𝑛Â + ⋯+ 𝑛Ä = 𝑁. All 
of the 𝐶clusters are trained independently and then fused together.  With the data split into 𝐶	groups, 𝐶	independent sets of classifiers are trained, and these 𝐶	individual classifiers can be 
combined in various ways. Fig  5.3 shows the training of the late fusion architecture. N classes 
divided into N/3 groups, and each of these chunks are trained, individually.   
 
 
Fig  5.3 Training of late fusion Architecture. 
 
After training 𝐶	independent sets of classifiers, each training image is sent into all of the 
classifiers and the outputs of all of these classifiers i.e. a 1×N vector is considered as a feature 
vector for that particular image. These features are sent into a SVM or a neural network to get the 
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output class. Fig  5.4 shows classifying an unknown image using the late fusion architecture. A 
test sample is sent to all the mini-networks. Late fusion takes the output from each of these mini-
networks and makes a single class prediction. 
 
Fig  5.4 Testing of Late Fusion Models. 
 
In these late fusion models, even though these networks perform well, the number of 
computations has been drastically increased, since each image needs to pass through all the 
subgroups. To reduce the number of parameters, early fusion or hierarchical models are 
introduced, which is discussed in the following section. 
5.1.3 Early Fusion or Hierarchical Model: 
Early fusion is inspired by the human brain. For example, if an image of a bridge is shown 
to a human, the first thing a human may deduce is that it looks like some kind of a bridge.  Upon 
further inspection, the human may deduce, what is the name of the bridge.  Early fusion builds a 
deep neural network (hierarchy classifier) to classify all of these superclasses. After differentiating 
these superclasses, individual classifiers or class assignment classifiers are built to classify each 
group to get a fine class. Fig  5.5 illustrates the flow of classification using early fusion. 
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Fig  5.5 Flow of classification using early fusion. 
 
5.1.3.1 Hierarchy Classifier 
Let 𝑆 be the training set with 𝑁	classes, where 𝐶	clusters are formed after Hierarchical 
clustering such that 𝐶	clusters have 𝑛, 𝑛Â …𝑛Ä number of classes ∀		𝑛 + 𝑛Â + ⋯+ 𝑛Ä = 𝑁. The 
classes associated with 𝑛 are labelled with class 1 and 𝑛Â as class 2 and similarly 𝑛Æ …𝑛Ä as class 
3 … class c. In this way, the training set 𝑆 is classified into 𝐶 outputs instead of 𝑁 classes. An 
unforeseen test sample when passed through the network shown in Fig  5.6 enters the hierarchy 
classifier. The hierarchy classifier directs the test sample in to one of the C networks. Once the test 
sample passes through both the hierarchy and network classifiers, the final class prediction is 
obtained. 
 
Hierarchy 
Clustering
• Identifies the similarity between different samples to group
them together and train with independent neural networks
Hierarchy 
Classifier
• Train a classifier that identifies the neural network in which a
sample is trained and direct an unforeseen test sample to the
correct neural network
Class 
Assignment
•Independent neural networks training the groups formed in Hierarchical
clustering, finds the final class of the unforeseen test sample
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Fig  5.6 Illustration of Hierarchical deep network framework. 
 
5.1.3.2 Class Assignment Classifier 
The class assignment classifier consists of several simple neural networks (C neural 
networks in Fig  5.6) predicting smaller number of classes at each neural network. The class 
assignment classifier outputs N classes, i.e., all classes of the dataset are classified at this stage of 
the hierarchical deep network. In order to address irrecoverable misclassification at the initial 
hierarchy classifier, overlapping clusters allow a test sample to be passed to more than one 
assignment classifiers. Let 𝑝, 𝑝Â, … , 𝑝Ä be the predictions of the hierarchy classifier for the 
corresponding C outputs and 𝑞, 𝑞Â, … , 𝑞È	be the predictions of Network 1 for the corresponding 	𝑛 outputs. When overlapped clusters are used, the top k predictions are used, each of which is a 
product of predictions from the hierarchy classifier and class assignment classifier. This product, 
referred to as confidence (ℂ), is the predicted final classification output: 
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𝑪𝒐𝒏𝒇𝒊𝒅𝒆𝒏𝒄𝒆 ℂ𝒊 = 𝒑𝒋 ∗ 𝒒𝒌	∀		𝒊 ∈ 𝟏… 	𝑵, 𝒋 ∈ 𝟏…𝐂, 𝒌	 ∈ 𝟏…		𝒏𝒋  ( 5.2 ) 
5.2. Adaptive network selection 
The network depth and number of nodes per layer are both important in optimizing 
classification problems. Since hierarchical clusters exhibit unique statistical properties, selecting 
an appropriate network would typically improve the overall classification accuracy. Attributes 
such as the number of classes, confusion matrix linkage and class-to-class correlation statistics 
allow an adaptive network framework to make a classifier decision.  The adaptive network 
selection manager predicts a model among a selection of pre-configured neural network 
architectures.  The neural network architectures vary by architecture type (multi-layer perceptron 
vs. CNN), number of layers, and nodes per layer as shown in Fig  5.7. A regressive model is trained 
on cluster properties and their corresponding best networks to make decisions on network 
architecture, layers, and nodes per layer for each given cluster.  
 
Fig  5.7 Illustration of network selection manager that selects the best network configuration. 
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To train this regressive model, multiple network configurations were trained on different 
clusters, each cluster with its unique statistical properties. The model learns to correlate cluster 
attributes with the corresponding best network architecture.  
Fig  5.8 shows the proposed adaptive hierarchical model.  It includes the addition of the 
network selection manager to select the best network configuration for the class assignment 
classifier.  During training, the hierarchy classifier predicts which sub-network a sample belongs. 
This sample is passed into one of the C smaller class assignment classifiers that are chosen by the 
network selection manager. These class assignment classifiers are dedicated to a subset of classes 
to make a final classification estimate. 
5.3. Adaptive Transfer Learning 
CNNs simultaneously learn to extract features along with a feature classifier for 
unsurpassed image classification performance. It has been shown that using previously learned 
classifier weights enable both higher classification accuracies and faster learning convergence 
when applied to new classification problems. For example, the popular architectures of AlexNet, 
VGG, and GoogLeNet that are pre-trained on ImageNet offer an excellent weight initialization for 
new visual classification problems. The first few layers of CNNs describe high level abstract 
features which apply equally to most visualization problems, negating the need for further fine-
tuning. Initializing all weights from a previously learned network, then keeping the first few layers 
of transferred parameters constant while fine-tuning the rest of the weights typically offers 
increased performance. Further, because of the advantaged initialization, only a few training 
epochs are generally needed to converge to a solution for most hierarchy models. In these models 
the network selection manager outputs how many layers are to be fixed.  
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Fig  5.8 Illustration of Hierarchical model with network selection manager. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Hierarchical Model with Network 
selection manager.  
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Chapter 6 Experiments & Results 
In this thesis, several experiments are performed on CalTech101, CalTech256, CIFAR100 
and ImageNet datasets. Datasets were processed through multi-layer perceptron (MLP) as well as 
convolutional neural networks (CNNs). MLP processing used HOG input features with 
preprocessing of mean subtraction, and images are resized to 64×64×3 for CalTech101 and 
CalTech256. The training and test splits are obtained using a 6-fold cross validation for the 
CalTech datasets. CIFAR-100 is shipped with both training and test splits and images are kept at 
same size (32×32×3) while training. ImageNet is also shipped with train, validation and test sets. 
These images are preprocessed with mean subtraction and random cropping to a size of 
224×224×3. 
6.1. Late Fusion 
Late Fusion experiments were performed on the CIFAR-100 dataset. This dataset comes 
with a pre-defined class hierarchy [43]. The use of the predefined hierarchy is called a sorted 
dataset and randomly 5 classes per group are selected which is called an unsorted dataset. For 
simplicity, equal classes per group are considered. 
Several experiments were conducted by varying number of clusters C on both sorted and 
unsorted datasets. The images are pre-processed using HOG, which converted [32×32×3] images 
to [1×576] vector. Table 7 illustrates the results- line 1 in the table shows one single network with 
two hidden layers of size [250, 100] classifying all 100 classes. All the mini-networks have the 
same architecture of two hidden layers with size [25, 10]. Finally, the fusion technique used is 
SVM. From Table 7, we can infer that increasing number of clusters improves the accuracy.  
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Table 7 The performance (Accuracy) of late fusion model using MLP and SVM on the CIFAR-
100 dataset. 
C Unsorted dataset Sorted dataset 
1 22.83% NA 
5 23.24% NA 
10 24.63% NA 
20 26.27% 27.34% 
 
Table 8 Estimation of memory and number of computations in a single MLP for CIFAR-100. 
 
 
 
 
 
 
 
Table 9 Estimation of memory and computations in late fusion architecture (5 Clusters).  
Layer Memory Computations 
Input:[1×576] 576 0 
FC-1:[576×25] 25 576*25=14,400 
FC-2:[25×10] 10 25*10=250 
FC-3:[10×20] 20 10*20=200 
TOTAL for 1 mini-
network 
631 14,950 
TOTAL 576+5*(55) = 851 74750 
 
While testing an unknown image, the number of computations and memory required in a 
single network vs. late fusion architecture is illustrated in Table 8 and Table 9 respectively. The 
number of computations involved in SVM are 624 (since number support vectors are 624) for 5 
Layer Memory Computations 
Input:[1×576] 576 0 
FC-1:[576×250] 250 576*250=144,000 
FC-2:[250×100] 100 250*100=25,000 
FC-3:[100×100] 100 100*100=10,000 
TOTAL 1026 179,000 
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clusters. From these tables it is observed that the total number of computations required in the late 
fusion model is 57% less than a single MLP model, along with a 17% reduction in memory. 
 Table 10 shows the performance of late fusion model using CNN architectures. A 3.79% 
increase in accuracy is observed. 
Table 10 Late fusion Accuracies using CNN on CIFAR-100 dataset. 
C Unsorted dataset Sorted dataset 
1 39.91% NA 
5 40.55% NA 
10 41.86% NA 
20 43.7% 45.87% 
 
6.2.  Early fusion 
Early fusion or hierarchical model experiments were described in two sections: 1) 
hierarchical model experiments without network selection manager where all the mini–networks 
have same architecture; and 2) adaptive hierarchical model experiments. These experiments were 
performed on the Caltech101, Caltech256, CIFAR-100 and ImageNet datasets. 
6.2.1 Hierarchical Model Experiments 
In this section results of early fusion models without adaptive network selection are 
discussed briefly. 
6.2.1.1 CIFAR-100 Dataset 
Input Images are pre-processed using HOG converting [32×32×3] images to [1×576] 
vectors. In Table 11, the first line shows the performance of a single large MLP neural network 
with two hidden layers of size [200, 150]. All the class assignment classifiers and hierarchy 
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classifiers have the same MLP architecture with two hidden layers of size [25, 10]. Gamma (𝜸) is 
the overlapping factor which is used to control the overlap in the hierarchical clustering. HC 
indicates Hierarchy Classifier accuracy and FC indicates Final Classification accuracy.  C 
represents number of Clusters formed using hierarchical clustering.  
Table 11 Hierarchical model performance (Accuracy) using an MLP on CIFAR-100 dataset. 
C Method Gamma (𝜸) HC (%) FC (%) 
1 NA NA NA 22.83 
30 Non-overlap NA 28.37 24.96 
30 Overlap 3 27.89 24.82 
30 Overlap 5 26.34 23.25 
 
MLP networks performed well on CIFAR-100 dataset, it is observed that the accuracy had 
increased by 2.13%. Also, when we increase the overlapping factor the accuracy tends to drop. 
Table 12 Hierarchical model performance (Accuracy) using a CNN on CIFAR-100 dataset. 
C Method Gamma(𝜸) HC (%) FC (%) 
1 NA NA NA 42.29 
30 Non-overlap NA 46.91 37.56 
30 Overlap 3 46.48 40.74 
 
Table 12 shows the performance of the hierarchical model using CNN. When CNNs’ are 
used, the final accuracy decreased by 0.47% using a non-overlapping hierarchical architecture. 
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The dendrogram in Fig  6.1, represent the class grouping formed using the linkage statistics for the 
CIFAR-100 dataset. The colors in the graph depict groups of classes as determined by the 
hierarchical clustering algorithm. While analyzing the groups, we observed that similar classes 
were grouped together which proves the efficacy of the hierarchical clustering.  
 
 
Fig  6.1 Illustrates a dendrogram of CIFAR-100 dataset with 100 classes, which is generated using confusion 
matrix obtained from a single CNN. 
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Table 13 Estimation of memory and number of computations in single MLP for CIFAR-100 
dataset. 
Layer Memory Computations 
Input:[1×576] 576 0 
FC-1:[576×250] 250 576*250=144,000 
FC-2:[250×100] 100 250*100=25,000 
FC-3:[100×100] 100 100*100=10,000 
TOTAL 1026 179,000 
 
Table 14 Estimation of memory and number of computations in hierarchy classifier on CIFAR-
100 dataset. 
Layer Memory Computations 
Input:[1×576] 576 0 
FC-1:[576×25] 25 576*25=14,400 
FC-2:[25×10] 10 25*10=250 
FC-3:[10×36] 36 10*36=360 
TOTAL 647 15,010 
 
Table 15 Estimation of worst case memory and number of computations in class assignment 
classifier for CIFAR-100 dataset. 
Layer Memory Computations 
Input:[1×576] 0 0 
FC-1:[576×25] 25 576*25=14,400 
FC-2:[25×10] 10 25*10=250 
FC-3:[10×18] 18 10*18=180 
TOTAL 53 14,830 
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Table 16 Comparison of memory and number of computations using single MLP, late fusion, 
and hierarchical model on CIFAR-100 dataset. 
Model Memory Computations 
Single MLP 1026 179,000 
Late fusion 851 74750 
Hierarchical Model 700 29,840 
 
Memory requirements and the number of computations involved in testing of forward 
propagation of one image using single MLP, Hierarchy classifier (HC) at worst case scenario in 
class assignment classifier (i.e., maximum classes cluster) is illustrated in Table 13, Table 14, 
Table 15 respectively. Table 16 shows the comparison between a single MLP, late fusion model 
and hierarchical model.  The advantages of using the hierarchical model can be inferred from this 
table: 
1. There is 31% reduction in memory compared to single MLP 
2. There is 17% reduction in memory compared to Late Fusion models 
3. Approximately 83% of computations are reduced compared to single MLP 
4. Approximately 60% of computations are reduced compared to late fusion models. 
As the CIFAR-100 dataset is shipped with taxonomy as illustrated in Table 6, experiments 
had been performed to evaluate the hierarchical clustering algorithm using this taxonomy.  Two 
experiments had been performed with the only difference in taxonomy selection. The taxonomy 
generated by hierarchical clustering with 30 clusters is better than CIFAR provided taxonomy with 
20 clusters as illustrated in Table 17.  
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Table 17 Comparison of hierarchy model using CIFAR taxonomy and hierarchical model using 
hierarchical clustering taxonomy. 
Model Clusters Accuracy (%) 
CNN1 NA 42.29 
CIFAR Hierarchical Model 20 41.82 
CIFAR Adaptive Network selection 20 42.83 
Hierarchical Model 30 37.56 
Adaptive Network Selection 30 44.67 
 
6.2.1.2 Caltech101 Results 
Table 18 shows the performance of hierarchical model using MLP on Caltech 101 dataset. 
All the images are resized into [64×64×3] and HOG features of size [1×1764] were extracted. One 
single network with two hidden layers of size [200, 150] is used and all the networks in the 
hierarchical model also have two hidden layers with size [25, 10].  MLP processing on the 
CalTech101 dataset increases the final accuracy by approximately 16% using a non-overlapping 
hierarchical architecture. Similar observations were found with overlapping hierarchical 
architecture, but performance decreases with increasing overlap factor. This was attributed to the 
increase in confusion in the hierarchical stage. It should also be noted that the memory 
requirements increase as the overlap factor increases due to larger mini-networks.  
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Table 18 Performance (Accuracy) of Hierarchical model using MLP on Caltech-101 dataset. 
C Method Gamma(𝛄) HC (%) FC (%) 
1 NA NA NA 45.6 
44 Non-overlap NA 69.43 61.39 
44 Overlap 3 69.05 61.56 
44 Overlap 5 62.73 60.13 
44 Overlap 8 52.05 58.61 
 
 Memory requirements and number of computations involved in testing of forward 
propagation of one image using a single MLP  hierarchy classifier (HC) with worst case scenario 
in class assignment classifier (i.e., maximum classes cluster) is illustrated in Table 19, Table 20, 
Table 21 respectively. Table 22 shows the comparison between a single MLP, late fusion model 
and hierarchical model.  As illustrated by these tables, the advantages of using a hierarchical model 
can be summarized as: 
1. Approximately 14% reduction of memory. 
2. 81% of reduction in number of computations. 
Table 19 Illustrates memory and number of computations involved using single MLP on 
Caltech101 dataset. 
Layer Memory Computations 
Input:[1×1764] 1764 0 
FC-1:[1764×250] 250 1764*250=441,000 
FC-2:[250×100] 100 250*100=25,000 
FC-3:[100×102] 102 100*102=10,200 
TOTAL 2216 476,200 
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Table 20 Illustrates memory and number of computations involved in Hierarchy classifier on 
Caltech101dataset. 
Layer Memory Computations 
Input:[1×1764] 1764 0 
FC-1:[176×x25] 25 1764*25=44,100 
FC-2:[25×10] 10 25*10=250 
FC-3:[10×44] 44 10*44=440 
TOTAL 1843 44,790 
 
Table 21 Illustrates memory and number of computations involved in worst case class 
assignment classifier on Caltech101dataset. 
Layer Memory Computations 
Input:[1×1764] 0 0 
FC-1:[1764×25] 25 1764*25=44,100 
FC-2:[25×10] 10 25*10=250 
FC-3:[10×12] 12 10*12=120 
TOTAL 47 44,470 
 
Table 22 Comparison of memory and number of computations using single MLP, and 
Hierarchical model on Caltech 101 dataset. 
Model Memory Computations 
Single MLP 2216 476,200 
Hierarchical Model 1890 89,260 
 
An example of a 102 class dendrogram from the CalTech101 dataset generated using 
confusion matrix obtained from a single CNN is illustrated in Fig  6.2. In Table 23 , when 
convolutional neural networks are used to evaluate the CalTech101 dataset, the final accuracy 
decreased by 4% using a non-overlapping hierarchical architecture. It is hypothesized the reason 
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for this decline is due to 1) the identical architecture of all the mini-networks, and 2) when a cluster 
has fewer classes, the number of training samples for that network are also less, making them 
insufficient for CNNs. Both the CalTech datasets have significant variation in number of samples 
per class, but the results presented in this study were obtained on the entire dataset. The accuracies 
would be improved if the number of samples were identical across all classes.  
 
 
Fig  6.2 Example of a Dendrogram with 102 Classes of CalTech101 dataset generated using confusion matrix 
obtained from a single CNN (Better viewed in color). 
 
Table 23 The performance (Accuracy) of Hierarchical model using CNN on Caltech 101 dataset. 
C Method Gamma(𝛄) HC (%) FC (%) 
1 NA NA NA 55.84 
44 Non-overlap NA 62.42 51.57 
44 Overlap 3 50.33 50.72 
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6.2.1.3 CalTech256 dataset 
Similar to the CalTech101 dataset preprocessing for MLP, all the images are resized into 
[64×64×3] and HOG features of size [1×1764] were extracted. One single network with two hidden 
layers of size [200, 150], and all the networks in hierarchical model also have two hidden layers 
with size [25, 10]. 
 
Fig  6.3 Example of a Dendrogram with 257 Classes of CalTech 256 dataset generated using confusion matrix 
obtained from a single MLP. 
 
Table 24 Performance (Accuracy) of Hierarchical model using MLP on CalTech256 dataset. 
C Method Gamma(𝛄) HC (%) FC (%) 
1 NA NA NA 18.61 
104 Non-overlap NA 23.07 21.56 
104 Overlap 3 24.49 21.96 
104 Overlap 5 22.55 20.61 
 
An example of a 257 class dendrogram from the CalTech 256 dataset generated using 
confusion matrix obtained from a single MLP is illustrated in Fig  6.3. In Table 24, it was observed 
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that the performance is increased by 3% in case of both CalTech256 dataset when MLP neural 
network was used to evaluate the performance of the non-overlapping and overlapping hierarchical 
architectures.  
 
Table 25 The performance (Accuracy) of Hierarchical model using CNN on CalTech256 dataset. 
C Method Gamma(𝛄) HC (%) FC (%) 
1 NA NA NA 36.21 
104 Non-overlap NA 29.87 28.34 
104 Overlap 3 30.65 25.62 
104 Overlap 5 27.38 21.47 
 
 
Table 25 illustrates the performance of hierarchical model using CNN on CalTech256 
dataset, resulting with an approximate 8% accuracy decrease.  This is hypothesized since the 
number of samples in CalTech256 vary in range of 80-827. Accuracies would have been improved 
if all the classes have the same number of samples. Also, the usage of the same architecture for 
each class assignment classifier reduces the overall accuracy. It is anticipated the usage of adaptive 
hierarchical models will mitigate this particular issue. 
6.2.2 Adaptive Hierarchical Model Results 
Several experiments were performed to demonstrate the application of the adaptive 
network selection manager. Multiple architectures were carefully pre-defined to feed the network 
selection manager which selects the best possible network for different class assignment 
classifiers.  The CalTech 101, CalTech 256, CIFAR 100, ImageNet100, ImageNet200 and 
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ImageNet datasets were used. ImageNet100 and ImageNet200 are subsets of ImageNet with 100 
and 200 classes randomly selected from the 1000 classes. 
With regards to Table 26,  the baseline network configurations which each use a single large CNN 
is referred to as CNN1 from pre-defined configurations (left) and CNNTL1 from adaptive transfer 
learning configurations (right). The pre-defined CNNs, CNN1 through CNN5, each contain six 
layers, the first four are convolution layers followed by pooling and the final two are fully 
connected layers with a dropout ratio of 0.5. These networks are trained for 40 epochs with a 
learning rate 0.01 and momentum 0.9. The adaptive transfer learning configurations, CNNTL1 
through CNNTL5, each contain eight weight layers of which the first five are convolutional layers 
and rest are fully connected layers with the same dropout ratio of 0.5. CNNTL1 is identical to 
VGG-f Model [16].   
The hierarchical model represents hierarchical classifier and class assignment classifiers consists 
of CNN1 and CNNTL1 for models without and with transfer learning. The adaptive network 
selection model uses the adaptive network section manager that chooses between CNN1 through 
CNN5 and adaptive transfer learning models let the network section manager choose between 
CNNTL1 through CNNTL5. In this thesis, we use the optimized parameters obtained from VGG 
[16] trained on ImageNet for 20 epochs for the transfer learning experiments. Convolutional neural 
network configurations for CalTech 101 and CalTech 256 are shown in Table I (Left). CIFAR 100 
has the same configurations except the top layer is excluded. Configurations for ImageNet are 
shown in  
Table 26 (right) where layers in blue are the ones learnt during transfer learning. Conv 5×5|32 
Stride:4 indicates convolutional operation with 32 filters of size of 5×5 with a stride factor 4. 
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ReLU, Maxpool|2 allows convolutional output to non-linear activation function followed by max 
pooling with stride 2. FC is the number of nodes in the fully connected layer. 
Table 26 (left) pre-defined convolutional neural network configurations for CalTech101, 
CalTech256 & (right) pre-trained configurations for ImageNet datasets. 
 
Pre-defined CNN Configurations Adaptive Transfer learning  Configurations 
CNN1 CNN2 CNN3 CNN4 CNN5 CNNTL1 CNNTL2 CNNTL3 CNNTL4 CNNTL5 
Depth 6 6 6 8 10 8 8 8 8 8 
Input: 64×64 RGB image Input: 224×224 RGB image 
Conv 5×5|32 3×3|32 7×7|32 5×5|32 5×5|32 11×11|64 Stride:4 
11×11|64 
Stride:4 
11×11|64 
Stride:4 
11×11|64 
Stride:4 
11×11|64 
Stride:4 
ReLU,Maxpool|2 ReLU,Maxpool|2 
Conv 5×5|32 3×3|32 5×5|32 3×3|32 3×3|32 3×3|32 5×5|256 5×5|256 5×5|256 5×5|256 5×5|256 
ReLU,Maxpool|2 ReLU 
Conv 5×5|64 3×3|64 3×3|64 3×3|32 3×3|64 
3×3|32 
3×3|64 3×3|256 3×3|256 3×3|256 3×3|256 3×3|256 
ReLU,Maxpool|2 ReLU 
Conv 5×5|64 3×3|64 3×3|64 3×3|64 3×3|64 
3×3|64 
3×3|128 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
3×3|256 
ReLU,Maxpool|2 ReLU,Maxpool|2 
FC 512 512 256 512 512 4096 4096 4096 4096 4096 
ReLU,Dropout ReLU,Dropout 
FC 128 128 128 128 256 128 4096 4096  4096 4096 4096 
ReLU,Dropout ReLU,Dropout 
FC Num Classes 
Num 
Classes 
Num 
Classes 
Num 
Classes 
Num 
Classes 
Num 
Classes 
Num  
Classes 
Num 
Classes 
Num  
Classes 
Num  
Classes 
 
6.2.2.1 CalTech101 & CalTech256 Results 
A comparison of results on Caltech101 and 256 datasets are shown in  
Table 27 and Table 28 respectively. It is observed that adaptive hierarchical models improve 
performance over the normal hierarchical models, but not much improvement comparing with 
single CNN. We assume these variations in performance are due to the data-driven nature of 
CNN’s. Both the CalTech datasets have significant variation in number of samples per class, but 
the results presented in this study were obtained on the entire dataset. 
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Table 27 Performance (Accuracy) of a single CNN vs. hierarchical model, adaptive network 
selection, and adaptive transfer learning on Caltech101dataset. 
Model Groups Accuracy (%) 
CNN1 NA 55.84 
Hierarchical Model 44 51.57 
Adaptive Network Selection 44 53.25 
Adaptive Transfer Learning 44 54.85 
 
Table 28 Performance (Accuracy) of a single CNN vs. hierarchical model, adaptive network 
selection, and adaptive transfer learning on Caltech256 dataset. 
Model Groups Accuracy (%) 
CNN1 NA 36.21 
Hierarchical Model 104 28.34 
Adaptive Network Selection 104 29.54 
Adaptive Transfer Learning 104 36.65 
 
6.2.2.2 CIFAR-100 Results 
Table 29 shows the comparison of results on the CIFAR-100 dataset.  It is observed that using 
adaptive network selection model is preferred to a single CNN or hierarchical model. Performance 
of adaptive transfer learning models over CIFAR-100 is not evaluated due to the smaller size of 
the images in the dataset. 
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Table 29 Performance (Accuracy) of a single CNN vs. hierarchical model and adaptive network 
selection on CIFAR-100 dataset. 
Model Groups Accuracy (%) 
CNN1 NA 42.29 
Hierarchical Model 30 37.56 
Adaptive Network Selection 30 44.67 
 
6.2.2.3 ImageNet Results 
ImageNet100 and ImageNet200 are subsets of ImageNet with 100 and 200 classes 
randomly selected from the 1000 classes. These datasets were created to validate the assumption 
that if the number of images per class is constant, it would improve both the performance of the 
non-adaptive and adaptive hierarchical models. Fig  3.1 show the dendrogram formed for 
ImageNet100 and 200 datasets respectively. Table 30 shows the performance of adaptive 
hierarchical models on the ImageNet100 and ImageNet200 datasets.  Although hierarchical 
models do not improve performance over a single CNN, our adaptive hierarchical models increase 
performance by 5.07% and 4.69% relatively for ImageNet100 and ImageNet200 datasets 
respectively.   
Table 30 Performance (Accuracy) of a single CNN vs hierarchical model and adaptive transfer 
learning model on ImageNet100 & ImageNet200. 
Model ImageNet100 ImageNet200 
Groups Accuracy(%) Groups Accuracy(%) 
CNNTL1 NA 63.24 NA 58.47 
Hierarchical Model 22 62.81 63 58.14 
Adaptive Transfer learning 22 66.45 63 61.21 
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Fig  6.4 Dendrogram with 100 classes of ImageNet100 dataset generated using confusion matrix obtained 
from a single CNN. 
 
Fig  6.5 Dendrogram with 200 classes of ImageNet200 dataset generated using confusion matrix obtained 
from a single CNN. 
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 Table 31, demonstrates similar results on the full ImageNet dataset with 1.3% 
increase in accuracy relatively compared to a single CNN. Fig  6.6 shows the dendrogram formed 
for 1000 classes of ImageNet dataset.  It is observed that some classes in ImageNet possess extreme 
similarities. This led to formation of clusters with many classes or fine categories. This hinders the 
performance of the hierarchical classifier hurting the overall accuracy. We hypothesize that the 
hierarchy classifier’s performance would be improve if the resulted clusters had a more even 
distribution of classes across them.  
Table 31 Performance (Accuracy) of a single CNN vs. hierarchical model and adaptive transfer 
learning model on the ImageNet Dataset. 
Model Groups Accuracy (%) 
CNN1 NA 55.32 
Hierarchical Model 89 50.27 
Adaptive Network Selection 89 56.06 
 
 
Fig  6.6 Dendrogram with 1000 classes of ImageNet dataset generated using confusion matrix obtained from a 
single CNN. 
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Chapter 7 Conclusion 
An automatic hierarchical clustering method is introduced which reduces parameters while 
simultaneously increasing classification accuracy. This new approach borrows concepts from 
traditional divisive clustering techniques as well as confusion matrix dissimilarity linkage tree 
decomposition, to create an iterative method which methodically identifies cluster boundaries in a 
natural fashion. Hierarchical cluster boundary formation was tested on both multi-layer perceptron 
and CNN classifier frameworks, and shows significant benefit to the former, but not the latter. It 
is hypothesized that other classification frameworks such as SVM and Bayes classifiers can also 
benefit from the hierarchical framework.  
The proposed adaptive network selection framework, consisting of hierarchical models 
based on adaptive transfer learning, outperform single CNN models. The class assignment 
classifier network configuration is based on class confusion and composition statistics. As the 
complexity of the classification problems increase, the hierarchical models will offer significant 
benefits for large scale classification problems. 
The hierarchical models in this thesis are only of two stages.  Future work will demonstrate 
adaptive hierarchical clustering over multiple stages on the full ImageNet-22K dataset. 
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