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THE META-NET TECHNOLOGY VISION
5.1 THE NEXT IT REVOLUTION
People communicate using the languages they have
known since early childhood, yet computers remained ig-
norant of their users’ languages for a long time. It took
many years until they could reliably handle scripts of lan-
guages other than English. It took even longer until com-
puters could check the spelling of texts and read them
aloud for the visually impaired.
On thewebwe can now get rough translations and search
for texts containing a word, even if the word occurs in a
diﬀerent form from the one we search for. But when it
comes to interpreting certain input and responding cor-
rectly, computers only “understand” simple artiﬁcial lan-
guages such as Java, C++ and HTML.
In the next IT revolution computers will master our lan-
guages. Just as they already understand measurements
and formats for dates and times, the operating systems
of tomorrow will know human languages. ey may not
reach the linguistic performance of educated people and
they will not yet know enough about the world to under-
stand everything, but they will bemuchmore useful than
they are today andwill further enhance our work and life.
5.2 COMMUNICATION
AMONG PEOPLE
Language is our most natural medium for interpersonal
communication, but computers cannot yet help much
with regular conversation. With thousands of languages
spoken on our planet, however, we will ﬁnd ourselves
in situations where language breaks down. In such sit-
uations we must rely on technology to help bridge the
gap. While current translation technologies have been
successfully demonstrated for limited numbers of lan-
guages and themes, computers have not yet fulﬁlled the
dream of automatic translation. By the year 2020, how-
ever, with suﬃcient research eﬀort on high-quality auto-
matic translation and robust accurate speech recognition,
reliable dialogue translation for face-to-face conversation
and telecommunication will be possible for at least hun-
dreds of languages, across multiple subject ﬁelds and text
types, both spoken and written.
Today we use computers for producing and reading texts
(emails, instant messages, novels, technical documents
etc.), checking spelling and grammar, and ﬁnding alter-
natives for words. Enterprises already use LT products
for checking conformance to corporate terminology and
style guidelines. In 2020 authoring soware will also
check for appropriate style according to genre and pur-
pose and help evaluate comprehensibility. It will ﬂag
potential errors, suggest corrections, and use authoring
memories to proactively suggest completions of started
sentences or even whole paragraphs.
Google Translate and other translation services provide
access to information andknowledge for hundreds ofmil-
lions of users across language boundaries. is technol-
ogy is important for personal use and for numerous pro-
fessional applications, e. g., intelligence jobs in which an-
alysts search large bodies of text for relevant information.
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e European Commission uses similar translation tech-
nology provided by European research projects, but the
translations produced by these technologies can only be
used internally due to poor quality. Despite tremendous
progress, it cannot yet help with the skyrocketing costs
of outbound translation. Many translation services have
started using machine translation, but further economic
breakthroughs through increased translation quality are
still ahead of us and will come in stages over the next
ten years as the existing barriers for quality are overcome
by new technologies that get closer to the structure and
meaning behind human language.
For example, by 2020 tele-meetings utilising large dis-
plays and comfortable technology will be the norm for
professional meetings. LT will be able to record, tran-
scribe, and summarise meetings. Brainstorming will be
facilitated by semantic lookup and structured display of
relevant data, proposals, charts, pictures, and maps. is
technology will simultaneously translate (interpret) the
contributions of participants into as many languages as
needed, and incrementally draed summarieswill be used
for displaying the state of the discussion, including in-
termediate results and open issues. e soware will be
guided by partial understanding of the contents, i. e., by
its semantic association with concepts in semantic mod-
els of domains and processes.
Language technology will have a major role in helping
with the ever-growing volume of correspondence. Auto-
matic authoring techniques will actively help users dra
messages. Many organisations already employ e-mail re-
sponse management soware to ﬁlter, sort, and route in-
coming email and to suggest replies for recognised types
of requests. By 2020, business email will be embedded in
semantically structured process models to automate stan-
dardised communication. Even before 2020, email com-
munication will be semantically analysed, checked for
sentiment indicators, and summarised in reports. LT will
also help to integrate content across all communication
channels: telecommunication, meetings, email and chat,
etc. Semantic integration into work processes, threading,
and response management will be applied across chan-
nels, as will machine translation and analytics.
e rise of Web 2.0 (social networks and user-generated
content) has confronted LT with a new set of challenges.
Every user can become a content producer and large
numbers of people can participate in communications.
Some of these multi-directional mass communications
have turned into eﬀective instruments to solicit support,
put pressure on leaders and decisionsmakers, create ideas,
and ﬁnd solutions. Communities can emerge in a mat-
ter of hours or days around admired works of art, shared
preferences, or social issues. Citizen action movements,
international NGOs, self-help groups, expert circles, and
communities of concerned consumers can all organise us-
ing these technologies.
e social web cannot reach its potential because the
large volumes of user-generated content quickly become
unmanageable and diﬃcult to understand. Participants,
outside stakeholders, and concerned decisionmakers ﬁnd
it diﬃcult to stay on top of new developments. Much of
the oen-cited wisdom of the crowds and their motiva-
tion and eﬀorts are wasted because of information over-
load. With focused research eﬀorts leading up to 2020,
LTwill be able to harness this deluge to monitor, analyse,
summarise, structure, document, and visualise social me-
dia dynamics. Democracy and markets will be enriched
by powerful new mechanisms for developing improved
collective solutions and decisions.
Language technology can also help by converting lan-
guage between diﬀerent modes. Early examples are dic-
tation systems and text-to-speech tools that convert be-
tween spoken and written language. ese technologies
are already successful in limited areas but within the next
few years they will reach full maturity, opening up much
larger markets. ey will be complemented by reliable
conversion from spokenorwritten language into sign lan-
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guage and vice versa. LTwill also be utilised for improved
methods of supported communication and for conver-
sion of everyday language into greatly simpliﬁed language
for special types of disabilities.
5.3 COMMUNICATION WITH
TECHNOLOGY
rough language technology, human language will be-
come the primary medium for communication between
people and technology. Today’s voice-control interfaces
to smartphones and search engines are just the modest
start of overcoming the communication barrier between
humankind and the non-human part of the world.
is world consists of plants, animals, and other natural
and man-made objects. e realm of man-made things
ranges from small, simple objects tomachines, appliances,
and vehicles and more complex units such as robots, air-
planes, buildings, traﬃc systems, and even entire cities.
e artiﬁcially created world also consists of information
andknowledge contained in books, ﬁlms, recordings, and
digital storage. Virtually all information and knowledge
will soon be available in digital form and as a result the
volumes of information about the world are growing ex-
ponentially. e result is a gigantic distributed digital
model of our world that is continuously growing in com-
plexity and ﬁdelity. rough massive networking of this
information and the linking of open data, this “second
world” is getting more useful as a resource for informa-
tion, planning, and knowledge creation.
We have a clear distinction between intelligent beings
(humans, artiﬁcial agents with some autonomous be-
haviour) and all other kinds of objects. We can easily
communicate with people and we would like to commu-
nicate with computers and robots, but we usually do not
feel a pressing need to speak with a cup or with a power
drill. However, as more and more products are equipped
with sensors, processors, and information services such as
descriptions, speciﬁcations, or manuals, this expectation
is changing rapidly: only a fewyears ago the idea of talking
to a car to access key functionswouldhave seemed absurd,
yet it is now commonplace. Many everyday objects are al-
ready connected to the internet (Internet ofings) or at
least represented on the web (Web of ings) – eventu-
ally we can and will communicate with such objects.
Depending on the function, complexity, relevance, and
autonomy of man-made objects, the nature of desired
communication can vary widely. Some objects will come
with interesting information, oen represented in the
second world, that we would like to query and explore
(such as manuals and consumer information). Other ob-
jects will provide information on their state and will have
their own individual memory that can be queried. Ob-
jects than can perform actions, such as vehicles and appli-
ances, will accept and carry out voice commands.
Recently the concept of a personal digital assistant has
increased in popularity due to Siri on the iPhone and a
similar product by Google. We will soon see much more
sophisticated virtual personalities with expressive voices,
faces, and gestures. ey will become an interface to any
information provided online. An assistant could speak
about or even to machines, locations, the weather, the
Empire State Building, or the London Stock Exchange.
e metaphor of a personal assistant is powerful and ex-
tremely useful, since such an assistant can be made sen-
sitive to the user’s preferences, habits, moods, and goals.
It can even be made aware of socio-emotional signals and
learn appropriate reactions from experience.
Realising this ambitious vision will require a dedicated
and thoughtfully planned massive eﬀort in research and
innovation. By the year 2020 we could have a highly per-
sonalised, socially aware and interactive virtual assistant.
Having been trained on the user’s behaviour, digital infor-
mation, and communication space, it will proactively of-
fer valuable unrequested advice. Voice, gender, language,
and mentality of the virtual character could be adjusted
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to the user’s preferences. e agent will be able to speak
in the language and dialect of the user but also digest in-
formation in other natural and artiﬁcial languages and
formats. e assistant will translate or interpret with-
out the user even needing to request it. In the future,
many providers of information about products, services,
or touristic sites will try to present their informationwith
a speciﬁc look and feel. e personality and functionality
of the interface may also depend on the user type: there
may be special interfaces for children, foreigners, and per-
sons with disabilities.
By the year 2020 there will be a competitive landscape
of intelligent interfaces to all kinds of objects and ser-
vices employing human language and other modes, such
as manual and facial gestures, for eﬀective communica-
tion. Depending on the needed functions and available
information, language coverage will range from simple
commands to sophisticated dialogues. Many interface
services will be oﬀered as customisable cloud-based mid-
dleware, while othersmay be completely customised. e
technologies needed for such interfaces to machines, ob-
jects, and locations are all part of the socially aware virtual
assistant, so our priority theme also proposes creating en-
abling technologies for other interface products.
Two large application domains stand out in their de-
mands and need for additional technologies: robotics
and knowledge services.
Although robots have already taken over large parts of in-
dustrial production, the real era of robots is still ahead
of us. Within this decade, specialised mobile robots will
be deployed for personal services, rescuemissions, house-
hold chores, and tasks of guarding and surveillance. Nat-
ural language is by far the best communication medium
for natural human-robot interaction. By 2020 we will
have robots around us that can communicate with us in
human language, but their user friendliness and accep-
tance will largely depend on progress in LT research in
the coming years. Since human language is very elaborate
when speaking about perception, motion, and action in
space and time, interaction with the physical world poses
enormous challenges to LT. Some of these challenges can
be addressedwithin the priority theme of the digital assis-
tant, but without additional LT research in robotics, the
communication skills of robotswill lag behind their phys-
ical capabilities for a long time.
Communication with knowledge services raises a diﬀer-
ent set of problems: the inherent complexity of the repre-
sented knowledge requires considerable advances in tech-
nology. is complexity arises from the intricate struc-
tures of the subject domains and the richness of linguis-
tic expressivity, in particular the great variety of options
to implicitly or explicitly express the same fact or ques-
tion. Moreover, much of the information that we can
learn from a text stands between the lines. For us it fol-
lows from the text, but for language technology it needs
to be derived by applying reasoning mechanisms and in-
ference rules along with large amounts of explicitly en-
coded knowledge about the world.
From watching Star Trek, we have come to expect that
one day we will be able to just say “Computer,” followed
by any question. As long as an answer can be found or
derived from the accumulated knowledge of mankind, it
will come back in a matter of milliseconds. In the Jeop-
ardy game show, IBM’s Watson was able to ﬁnd correct
answers that none of its human competitors could pro-
vide, which might lead one, erroneously, to think that
the problem of automatic question answering is solved.
UndoubtedlyWatson is a great achievement that demon-
strates the power of LT, but some of the questions that
were too hard for the human quiz champions were ac-
tually rather easy for a machine that has ready access
to handbooks, decades of news, lexicons, dictionaries,
bibles, databases, and the entire Wikipedia. With clever
lookup and selection mechanisms for the extraction of
answers, Watson could actually ﬁnd the right responses
without a full analysis of the questions.
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Outside the realm of quiz shows, however, most ques-
tions that people might ask cannot be answered by to-
day’s technology, even if it has access to the entire web,
because they require a certain degree of understanding of
both the question and the passages containing potential
answers. Research on automatic question answering and
textual inferencing progresses is progressing rapidly and
by2020wewill be able touse internet services that can an-
swer huge numbers of non-trivial questions. One prereq-
uisite for this envisaged knowledge access through natu-
ral communication are novel technologies for oﬄine pro-
cessing of large knowledge repositories and massive vol-




Most knowledge on the web, by far, is formulated in hu-
man language. However, machines cannot yet automat-
ically interpret the texts containing this knowledge. Ma-
chines can interpret knowledge represented in databases
but databases are too simple in structure to express com-
plex concepts and their relations. e logical formalisms
of semanticists that were designed to cope with the com-
plexity of human thought, on the other hand, proved
too unwieldy for practical computation. erefore com-
putational logicians developed simpler logic representa-
tion languages as a compromise between desired expres-
sivity and required computability. In these languages,
knowledge engineers can create formal models of knowl-
edge domains and ontologies, describing the concepts of
the domains by their properties and their relations to
other concepts. Ontologies enable knowledge engineers
to specify which things, people, and places in the world
belong to which concepts. Such a domain model can be
queried like a database. Its contents can be automatically
analysed and modiﬁed.
e encoding of knowledge seemed to be a promising al-
ternative to the current web, so that the vision of the Se-
mantic Web was born. Its main bottleneck, however, re-
mains the problem of knowledge acquisition. e intel-
lectual creation of domainmodels turned out to be an ex-
tremely demanding and time-consuming task, requiring
well-trained specialists that prepare new ontologies from
scratchorbase theirworkon existing taxonomies, ontolo-
gies, or categorisation systems. It is unrealistic to expect
typical authors of web content to encode knowledge in
SemanticWeb languages based on description logics, nor
will there be any aﬀordable services for the manual con-
version of large volumes of content.
Since LT did not have any means for automatically in-
terpreting texts, language technologists had developed
methods for extracting at least some relevant pieces of in-
formation. A rather simple task is the recognition of all
person and company names, time and date expressions,
locations andmonetary expressions (named entity extrac-
tion). Much harder is the recognition of relations such as
the one between company and customer, company and
employee, or inventor and invention. Even more diﬃ-
cult are many-place relations such as the four-place rela-
tion of a wedding between groom and bride at a certain
date and time. Events are typical cases of relations. How-
ever, events can havemanymore components, such as the
causes, victims and circumstances of accidents. Although
research in this area is advancing, a reliable recognition
of relations is not yet possible. Information extraction
can also be used for learning and populating ontologies.
Texts and pieces of texts can be annotated with extracted
data. ese metadata can serve as a bridge between the
semantic portions of the web and the traditional web of
unstructured data. LT is indispensable for the realisation
of a semantic web.
LT can perform many other tasks in the processing of
knowledge and information. It can sort, categorise, cat-
alogue, and ﬁlter content and it can deliver the data for
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data mining in texts. LT can automatically connect web
documents with meaningful hyperlinks and it can pro-
duce summaries of larger collections of texts. Opinion
mining and sentiment analysis can ﬁnd out what peo-
ple think about products, personalities, or problems and
analyse their feelings about such topics.
Another class of techniques is needed for connecting be-
tween diﬀerent media in the multimedia content of the
web. Some of the needed tasks are annotating pictures,
videos, and sound recordings withmetadata, interlinking
multimedia ﬁles with texts, semantic linking and search-
ing in ﬁlms and video content, and cross-media analytics,
including cross-media summarisation.
In the next few years wewill see considerable advances for
all these techniques. For large parts of research and ap-
plication development, language processing and knowl-
edge processing will merge. e most dramatic innova-
tions will draw from progress in multiple subﬁelds. e
predicted and planned use of language and knowledge
technologies for social intelligence applications, one of
our three priority areas, will involve text and speech an-
alytics, translation, summarisation, opinion mining, sen-
timent analysis, and several other technologies. If the
planned massive endeavour in this direction can be re-
alised, it will not only result in a new quality of collec-
tive decision-making in business and politics. In 2020,
LT will enable forms of knowledge evolution, knowledge
transmission, and knowledge exploitation that speed up
scientiﬁc, social, and cultural development. e eﬀects
for other knowledge-intensive application areas such as
business intelligence, scientiﬁc knowledge discovery, and
multimedia production will be immense.
5.5 LEARNING LANGUAGE
Soon almost every citizen on Earth will learn a second
language, many will learn a third. A few will go beyond
this by acquiring additional languages. Learning a lan-
guage aer the period of early childhood is hard. It is very
diﬀerent from acquiring scientiﬁc knowledge because it
requires repetitious practicing by actual language use. e
more natural the use, the more eﬀective the practice is.
ITproducts that help to ease and speedup language learn-
ing have a huge market. Already today, the soware mar-
ket for computer-assisted language learning (CALL) is
growing at a fast rate. While current products are helpful
complements to traditional language instruction, they are
still limited in functionality because the soware cannot
reliably analyse and critique the language produced by the
learner. is is true for written language and even more
so for spoken utterances. Soware producers are trying
to circumvent the problem by greatly restricting the ex-
pected responses of the user, something that helps for
many exercises, but it still rules out the ideal interactive
CALL application: an automatic dialogue partner ready
around the clock for error-free conversationonmany top-
ics. Such sowarewould analyse and critique the learner’s
errors and adapts its dialogue to the learner’s problems
and progress. LT cannot yet provide such functionality.
is lack of ﬂexibility is the reason why research on
CALL applications has not yet come into full bloom.
As research on language analysis, understanding and di-
alogue systems progresses, we predict a boom in this
promising and commercially attractive application area.
Research toward the missing technologies is covered by
ourpriority themes. Weexpect a strong increase inCALL
research between 2015 and 2020.
5.6 LEARNING THROUGH
LANGUAGE
Since most K-12, academic, and vocational instruction
happens through language, spoken in classroom and read
in textbooks, LT can and will play a central role in learn-
ing. Currently LT is already applied at a few places in the
preparation ofmultiple-choice tests and in the assessment
of learners’ essays. As soon as dialogue systems can ro-
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bustly conduct nearly error-free dialogues based on pro-
vided knowledge, research can design ideal tutoring sys-
tems. But long before LT research will reach this point,
we will be able to create systems that test for knowledge
by asking questions and that provide knowledge to the
learner by answering questions. us even adaptive loops
of analytic knowledge diagnosis and customised knowl-
edge transmission as they form the core of an eﬀective
learning systemwill become possible throughLT.Knowl-
edge structuring and question answering is covered by
our priority themes. e transfer to research and devel-
opment toward educational applications should happen
through close cooperation with the active research scene
in e-learning. We predict that e-learning technology will
have becomemuchmore eﬀective and learner-friendly by
that time through the integration of advanced LT.
5.7 CREATIVE CONTENTS AND
CREATIVE WORK
A major cost issue for European tv and ﬁlm production
is subtitling and dubbing [47]. Whereas some countries
with multiple oﬃcial languages or with strict legislation
mandating subtitling or sign-language display have a long
tradition in providing these services, producers in many
other countries still leave all subtitling anddubbing to im-
porting distributors ormedia partners. With a single dig-
ital market, the increase in productions for multiple lan-
guage communities, and with the strengthening of inclu-
sion policies [48], the demand for fast and cost-eﬀective
subtitling and dubbing will grow signiﬁcantly.
e automatic translation of subtitles is easier than the
translation of newspaper articles because of shorter and
simpler sentences in spoken language. Some commercial
services have already startedusingmachine translation for
subtitles and audio description. Ifmonolingual subtitling
becomes the norm demanded by law, automated subtitle
translation could be deployed at large scale.
Open challenges are the automatic production of sign-
language translations and dubbing. Especially automatic
dubbing will be a hard task since it requires the interpre-
tation of the intonation in the source language, the gen-
eration of the adequate intonation in the target language,
and ﬁnally lip synchronisation. An easier method would
be automatic voice-over. In 2020 we will see wide use of
automatic subtitling and ﬁrst successful examples of au-
tomatic voice over for a few languages.
Language can also be a medium for creative work. In ﬁne
arts, creationmainly happens by a direct production of vi-
sual objects or images in two or three-dimensional space
through drawing, constructing, painting, or photograph-
ing. In creative writing, the creation happens in language.
Inmanyother areas of creativework, the creationhappens
through languages, ranging frommusical notation to pro-
gramming languages. Here the created work is speciﬁed
in some suitable notation. Oennatural language is used,
for instance in the formulation of scripts for movies or in
the design of processes or services.
In computer science, the idea of writing programmes in
natural language is as old as programming itself. is
approach would require the translation of natural lan-
guage into a programming language. However, the in-
herent ambiguity, vagueness and richness of natural lan-
guage has remained a major problem. Computer scien-
tists have created a number of easily learnable scripting
languages, whose syntax resembles simple sentence struc-
tures of English. We expect that the concept of program-
ming in natural language will bear fruit through progress
in the semantic interpretation of natural language with
respect to formal ontologies. e ontology-based inter-
pretation of natural language statements will also permit
the speciﬁcation of processes, services, and objects which
will thenbe translated into formal descriptions andﬁnally
into actions, models, workﬂows or physical objects. By
2020 we can expect examples of natural language script-
ing and speciﬁcation in a few application areas.
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5.8 DIAGNOSIS AND THERAPY
Psychological and medical conditions aﬀecting language
are among the most severe impairments fromwhich peo-
ple can suﬀer. Deﬁciencies in language can also be strong
indicators for other conditions that are harder to detect
directly, such as damage to the brain, nerves, or articula-
tory system. LT has been utilised for diagnosing the type
and extent of brain damage aer strokes. Since diagno-
sis and therapy are time critical for successful recovery of
brain functions, soware can support the immediate de-
tection and treatment of stroke eﬀects. Language tech-
nology can also be applied to the diagnosis and therapy
of aphasia resulting from causes other than strokes, e. g.,
from infections or physical injuries.
Another application area is the diagnosis and therapy of
innate or acquired speech impairments, especially in chil-
dren. Dyslexia is a widespread condition aﬀecting skills
in reading and orthography. Some eﬀects of dyslexia can
be greatly reduced by appropriate training methods. Re-
cent advances in the development of soware for the ther-
apy of dyslexia give rise to thehope that specialisedCALL
systems for diﬀerent age groups and types of dyslexia will
help to treat this condition early and eﬀectively.
Technologies for augmentative alternative communica-
tion can perform an important function in therapy
since any improvement of communication for language-
impaired patients opens new ways for the treatment of
causal or collateral conditions. Expected progress in LT,
together with advances in miniaturisation and prosthet-
ics, will open new ways for helping people who cannot
naturally enjoy the beneﬁts of communication.
5.9 LT AS A KEY-ENABLING
TECHNOLOGY
e wide range of novel or improved applications in our
shared vision represent only a fragment of the count-
less opportunities for LT to change our work and ev-
eryday life. Language-proﬁcient technology will enable
or enhance applications wherever language is present.
It will change the production, management, and use of
patents, legal contracts, medical reports, recipes, techni-
cal descriptions, and scientiﬁc texts, and it will permit
many new voice applications such as automatic services
for the submission of complaints and suggestions, for ac-
cepting orders, and for counselling in customer-care, e-
government, education, community services, etc.
With somany applications and application areas, wemay
be tempted to doubt that there is a common technology
core. And indeed there has been a trendof excessive diver-
siﬁcation inLT soware development andmany tools can
only be used for only one purpose. is limitation is dif-
ferent from thewayhumans learn their language: oncewe
have learned ourmother tongue we can easily obtain new
skills, always employing the core knowledge acquireddur-
ing childhood. We learn to read, write, skim texts, sum-
marise, outline, proof-read, edit, and translate.
Currently we are witnessing a promising trend in LT giv-
ing rise to hope for faster progress. Instead of relying on
highly specialised components, powerful core technolo-
gies are reused for many applications. We can now com-
pose lists of components and tools that we need for every
language since these will be adapted for and integrated
into many applications. In addition, we have also iden-
tiﬁed lists of core data (such as text and speech corpora)
and language descriptions (such as lexicons, thesauri and
grammars) needed for a wide spectrum of purposes.
In IT we can diﬀerentiate between application technolo-
gies, such as credit-card readers, and enabling technolo-
gies, such as microprocessors, that are needed for multi-
ple types of applications. In hardware technology, certain
key-enabling technologies have been identiﬁed. ese
are indispensable for projected essential progress (e. g.,
nanotechnology, microelectronics and semiconductors,
biotechnology). Similar key-enabling technologies exist












8: By the year 2020, Language Technology will have become a key enabling technology
work technology. Considering the broad range of LT-
enabled applications and their potential impact on busi-
ness and society, LT is certainly becoming a key enabling
technology for future generations of IT (see Figure 8). In
contrast to some of the other key enabling technologies
listed above, Europe has not yet lost a leadership role in
the ﬁeld. ere is no reason to be discouraged or even
paralysed by the strong evidence of interest and expertise
on the side ofmajor commercial players in theUS. In so-
ware markets the situation can change fast.
If Europe does not take a decisive stand for a substantial
commitment to LT research and innovation in the years
to come, wemay aswell give up any ambition in the future
of IT altogether because there is no other soware sec-
tor in which European research can beneﬁt from a similar
combination of existing competitive competence, recog-
nised economic potential, acknowledged societal needs,
and determined political obligation toward our unique
wealth of languages.
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