Reliability is one of the most important characteristics of the electrical and mechanical systems with applications in the space communication industries, internet networks, telecommunication systems, power generation systems, and productive facilities. What adds to the importance of reliability in these systems are system complications, nature of competitive markets, and increasing production costs due to failures. This paper investigates availability optimization of a system using both repairable and non-repairable components, simultaneously. The availability-redundancy allocation problems involve the determination of component availability (i.e., life time and repair time of the components) and the redundancy levels that produce maximum system availability. These problems are often subject to some constraints on their components such as cost, weight, and volume. To maximize the availability and to minimize the total cost of the system, a new Mixed Integer Nonlinear Programming (MINLP) model is presented. To solve the proposed model, an improved version of the genetic algorithm is designed as an efficient meta-heuristic algorithm. Finally, in order to verify the efficiency of the proposed algorithm, a numerical example of a system is presented that consists of both repairable and non-repairable components.
Introduction
Reliability optimization is an important topic that has attracted the attention of many researchers. In reliability optimization, the aim is to design a system structure that achieves a higher level of reliability at minimum budget and recourses. In order to improve the reliability of a specific system, one of the following approaches may be adopted: a) increasing the reliability of each component in the system, b) using the redundant components in parallel, c) combining (a) and (b) above, and d) reassignment of interchangeable components (Kuo & Prasad, 2000) .
A system usually consists of a number of subsystems in which each subsystem uses several components in parallel. These components are placed in each subsystem according to the system application requirements; and each component has its own predefined availability (reliability), weight, volume, and cost, which should be considered in designing the system and in determining its optimization conditions. Optimization of such a system can be turned into a multi-objective problem due to the presence of several and, sometimes, conflicting objectives such as maximizing availability (or reliability), minimizing system cost, weight, and volume.
Since RAP and RRAP belong to the NP-hard class of optimization problems (Chern, 1992; Ha & Kuo, 2006) they are generally too difficult and time-consuming to solve using traditional optimization methods. More specifically when the problem size is large, most classical mathematical methods have failed to handle these optimization problems properly (Soltani, 2014) . Different methods have been developed for solving the RAPs. Exact optimization methods like dynamic programming (Fyffe et al., 1968; Ng & Sancho, 2001) , integer programming (Misra & Sharma, 1991) , Lagrangean multipliers (Misra, 1972) , and various types of the meta-heuristic algorithms such as genetic algorithm (Hamadani & Khorshidi, 2013; Ardakan et al., 2015) , ant-colony optimization (Chia & Smith, 2004) , Immune algorithm (Chen & You, 2004) , the surrogate constraint method (Onishi et al., 2007) , variable neighborhood search (VNS) algorithms (Liang & Chen, 2007) , Tabu search (TS) algorithm (Ouzineb et al., 2008) , and particle swarm optimization (Beji et al., 2010; Wu et al., 2011; Garg, 2013) have been used for maximizing system reliability.
For solving the RRAPs, numerous meta-heuristic algorithms such as genetic algorithm (Zoulfaghari et al., 2014; , artificial bee colony algorithm (Yeh & Hsieh, 2011 ), Particle Swarm Optimization (Coelho, 2009 , harmony search Wang & Li, 2012; Zou et al., 2012) , cuckoo search algorithm (Valian, 2012; , and imperialist competitive algorithm (Afonso et al., 2013) have been widely employed over the past decade.
As already mentioned, this paper deals with the RRAPs whose main difference from similar problems lies in the assumption that the system involves both repairable and non-repairable components; hence it must be considered as ARAP. To solve this problem, a new mixed integer non-linear programming model is introduced and solved by an improved version of Genetic Algorithm (GA). To solve the proposed mathematical model and to show the capability of the proposed GA in handling the problem, a modified problem from the literature is considered and the GA results are compared with those of the Improved Particle Swarm Optimization (IPSO) algorithm as one of the best algorithms reported in the literature.
In contrast to the studies conducted on reliability optimization, fewer studies have been devoted to the availability allocation and optimization to investigate the optimal failure and repair rates of each component in a system aimed at maximizing (or minimizing) the objectives. In most cases, the problem of availability allocation and optimization can be defined as a multi-objective optimization problem, which aims to maximize system availability and minimize tits cost (Elegbede & Adjallah, 2003) . Levitin and Lisnianski (2001) introduced a model in which the cost of designing the system is fixed and its purpose is to optimize system availability. Also, Zio and Bazzo (2011) presented an analysis on level diagrams of Pareto front for the redundancy allocation problem. Their aims were to maximize system availability and minimize the cost and weight of the whole system. Chiang and Chen (2007) proposed a new multi-objective genetic algorithm, namely the simulated annealing based on a multiobjective genetic algorithm (MOGA), to resolve the availability allocation and optimization problems of a repairable system. In the existing literature, a number of researchers have investigated the theoretical problems of availability modeling (Srivasvata & Fahim, 1988; Zhao, 1994; Lee, 2000; Cao et al., 2002; Sericola, 1999; Ma et al., 2001; Dewinter, 2002) . The present article aims at both availability and reliability allocation and availability optimization.
The rest of the paper is organized as follows. In Section 2, the structure of the problem is presented and the proposed model is established. A description of the proposed genetic algorithm is provided in Section 3 and a numerical example for the problem is given Section 4. Finally, the paper concludes with results, conclusions, and some suggestions for future study.
Problem definition and the proposed model
Series-parallel systems are used here as a well-known system structure for describing the proposed model. The common structure of a series-parallel system is illustrated in Fig. 1 . Without loss of generality, it is supposed that all the components in each subsystem are identical (the components have the same reliability and availability). In general, one has two objectives for these types of systems: maximizing system availability and minimizing system cost (Elegbede & Adjallah, 2003) .
As already mentioned in the previous sections, most studies on redundancy allocation problems have considered optimization of system reliability and it has been supposed that all the components are nonrepairable, at the cost of neglecting the availability and maintainability of components. Furthermore, in cases where system availability is considered, it has been assumed that the system consists of only repairable components. This is while in real world conditions, there are a few systems that are designed to use either repairable or non-repairable components. In fact, most complicated systems consist of both repairable and non-repairable subsystems. Examples include systems composed of electronic and mechanical sections such as automobile motor systems, and airplane systems, production systems, where the electronic sections consist of non-repairable components while the mechanical sections have repairable ones.
Recently, Zoulfaghari et al. (2014) presented a mathematical model for such a system consisting of both repairable and non-repairable components. They developed the model for the case in which the reliability or availability of the components are pre-determined. As an extension to that study, a new model is developed in this paper to consider the problem for the case in which the reliability and availability of the components are not given in advance but they are considered as decision variables. This problem can be called the availability-redundancy allocation problem. It is, therefore, assumed that some subsystems use non-repairable components while others have repairable ones. In this case, it will not be possible to use the reliability formulation for the objective function since some of the components are repairable. It follows then that the modeling should be accomplished in such a way that the objective function is considered for maximizing system availability.
In the next subsections, notations and relations used in the proposed mixed integer non-linear programming model and the mathematical representation of the model are presented. 
Notation

L U
Lower and upper bounds of availability in subsystem i .
The mathematical model
In this section, a bi-objective mathematical model is developed and presented for the problem. The proposed model is as follows:
In this model, Eq. (1) denotes the first objective function for maximizing system availability. The function is a multiplication of two parts: the first maximizes the reliability of non-repairable subsystems while the second maximizes the availability of the subsystems with repairable components. Eq. (2) is the second objective function which is related to the total cost of the system. This function also consists of two parts: the first one calculates the cost of repairable components. In this part, 1 i n s e accounts for the interconnecting hardware, i α and i β are the constants representing the physical characteristic of each component in subsystem i R ∈ , and T is the operating time during which the component must not fail (Dhingra, 1992 (Chiang & Chen ,2007) . Eq. (3) shows the constraint on maximum weight, while Eq. (4) indicates the constraint of maximum volume for the system. Constraint (5) is related to the maximum and minimum numbers of permitted components in each subsystem and constraint (6) shows the conditions of the decision variables. Constraint (7) denotes the domain of reliability for non-repairable components and constraint (8) denotes the domain of availability for repairable components. For the purposes of system availability analysis and calculation, we assume that the life time and repair time are exponential distributions. Therefore:
Chern (1992) proved that the redundancy allocation problem in its simplest form of series system was an NP-hard problem. Therefore, the proposed model which is more complicated than the model given by Chern would also be NP-hard. In order to maximize the objective function of this model, it is reasonable to use a meta-heuristic method such as GA as used in this paper.
The proposed genetic algorithm
Genetic algorithm (GA) was first proposed by Holland (1975) and has been one of the most applicable meta-heuristic methods for solving combinatorial optimization problems over the past three decades. Generally, GA is employed for solving models with one objective function. In this paper, this algorithm is used to solve the proposed bi-objective model. In the first step, theε -constrained method is used to determine the optimized value for the second objective function (cost). This value is then used in the problem constraints, and the single-objective problem is solved by the genetic algorithm. Since the value obtained for the second objective function is the minimum value of the system cost, by the optimal value for the first objective function can also be obtained by the gradual increase of this value in the constraint. It is clear that whenever the cost increases, due to releases in the added constraint, availability of the problem should be better than before. This trend produces different solutions for the problem for different levels of costs and availability, which makes the decision makers able to select appropriate solutions by considering different criteria. Below is presented a complete description of the proposed genetic algorithm.
Chromosome definition
For the proposed GA, each chromosome includes 3 s × genes where the first row presents the number of components used in subsystems, the second row presents the life times of the components in each subsystem and the third row shows the repair times of the components in the repairable subsystems. These genes are randomly produced at given intervals. In other words, the value for each gene should be verified in constraints (13), (15), and (16). Fig. 2 represents the chromosome structure considered for this problem. 
Fitness function
As mentioned above, to solve the proposed bi-objective model by GA, the second objective is considered as a constraint so that the model becomes a single-objective one. Fitness function (ff) is the value of the first objective function (system availability) plus the penalty for constraint violation. In other words, the problem constraints are added to the objective function in such a way that if one solution goes beyond the constraints, a relatively large amount of penalty is added to the objective function. This penalty keeps the feasibility of the final solution while it also provides the search in the infeasible space of the problem. The search in the infeasible space leads to an appropriate diversity for the genetic algorithm.
Initial population
In order to produce an initial population, Pop chromosomes are randomly generated. In this paper, population size (Pop) is equal to 100. This number of population has been used in previous studies such as Safari (2012) and Debb et al. (2002) . Safari (2012) states that in problems with a big solution space, the number of primary population should be more than 100.
Selection
In order to select the required chromosomes in the crossover operation, the following steps need to be taken. The fitness function (ff) is calculated for all the existing chromosomes (Pop) in the present population. Then, from Pop present chromosomes, k chromosomes are randomly selected and sorted based on ff. The chromosome with the largest fitness functions (availability-penalties) is selected as the parent for generating a new population. This process will be repeated Pop times until Pop parents are finally selected for the crossover and mutation operators.
Crossover
Crossover takes place at a certain rate. Using the crossover operation, six offspring are generated from each two parents. The two parents and the six offspring create eight chromosomes and the two premier chromosomes based on ff are selected to transfer to the next generation. As a result, there will be Pop population at the end of the crossover operations. In order to produce these six offspring from the two selected parents, the following steps are taken:
Step 1: Two random numbers ( ) Step 2: The genes in the interval (1 to 1 m ) for each parent are exchanged to produce two offspring.
Step 2: The genes in the interval ( 1 1 s + to 2 m ) for each parent are exchanged to produce two other offspring.
Step 3: The genes in the interval (1 to 1 m ) and those in the interval ( 1 1 s + to 2 m ) for each parent are exchanged at the same time to produce the last two offspring.
This kind of crossover leads to in the enhanced capability of the algorithm for finding better solutions. Here, an illustrative example is used to explain the crossover operation. Suppose that for the case in Fig. 3 , there is a system with 6 subsystems, 3 of which include non-repairable components and 3 include repairable ones while: Now, there are eight chromosomes and we should select two superior ones. For this selection, ff is calculated for all the eight chromosomes and they are compared with each other. Finally, two chromosomes with the highest value of ff are selected.
Mutation
The mutation operator is also used at a certain rate which is less than that of the crossover operator.
The main purpose of applying the mutation operator is to increase diversity and to avoid trapping in the local optimization. In this operator, one offspring is randomly selected from among two chromosomes produced by the crossover operator. m is selected from ( 1 1 s + to s ) and the values of these two genes are exchanged. Then, ff is calculated for the muted offspring and compared with the value for ff of the pre-mutation chromosome. If the value for ff of the new offspring is greater than that of the previous one, it will then be replaced by the newly generated offspring. Otherwise, the previous offspring remains as the superior ones. For example, suppose that in Fig. 4 , the offspring has been selected for mutation, 
Stopping criteria
The GA process will continue until a predefined number of iterations (Gen). In this paper, the number of iterations is set equal to 500 generations.
A numerical example
This part of the paper includes an example whose data is a combination of those applied in Zou et al. (2011) and Chiang and Chen (2007) . In this example, the system includes 10 subsystems where subsystems 1 to 5 have non-repairable components while subsystems 6 to 10 have repairable components. Maximum allowable weight and volume for the system are 300 (units of weight) and 380 (units of volume), respectively. Maximum and minimum numbers of allowable components in each subsystem have been considered as 5 and 1, respectively. Other details are presented in Table 1 .
To solve this problem, the improved genetic algorithm proposed in this paper has been used. The improved GA designed here has been coded by MATLAB software and run on a computer with 2G of RAM. In this paper, some preliminary experiments were used and the crossover and mutation rates were set to 0.9 and 0.3, respectively. Also, the population size and maximum generations were taken to be 100 and 500, respectively. In order to show the capability of the genetic algorithm, the problem has also been solved by the Improved Particle Swarm Optimization (IPSO) algorithm proposed in Wu et al. (2011) , which is considered as one of the best algorithms in RAP so far. They demonstrated that IPSO is an algorithm with a great capability for solving these problems. Therefore, this algorithm was selected as suitable for making comparisons. Also, for the IPSO, the population size was selected to be 100 PS = , maximal number of iterations was set at K=500 , and the mutation probability to 0.05
The two algorithms were run 20 times for each value of cost moving from 1000 to 4500 and the results were presented in Table 2 . In this Table, Table  2 , the improved GA proposed here outperformed IPSO for all groups of cost values. The outperformance of the improved GA is due to the use made of the crossover and mutation operations designed here. These results also show that the availability of the system increases with increasing cost. The solutions thus obtained are shown in Table 2 and the detailed solution for the cost value of 1000 is presented in Table 3 . The Pareto front results are illustrated in Fig. 6 by using the median of availability. This Figure shows that for each value of cost, the availability obtained by GA is better than that obtained by IPSO. These results also demonstrated that the convergence and stability of the proposed GA are better than those of the IPSO algorithm. Fig. 7 shows that in 7 out of 8 cases, the value of SD for GA was smaller than that for IPSO. The precision of the genetic algorithm is also observed to be higher than that of the IPSO algorithm. These indicate that the proposed GA is a robust optimization algorithm. 
Summary and Conclusions
In redundancy allocation problems (RAPs), it is commonly assumed that the system consists of either only repairable or non-repairable components. As an extension to this assumption, a system consisting of both repairable and non-repairable components was considered in this paper and a new mathematical model was developed for the system. The problem has been formulated as a nonlinear integer programming model subject to a number of given constraints. Since the RAPs belong to the NP-hard class of optimization problems, it is not easy to solve the proposed model in real cases, especially for large systems. Therefore, meta-heuristic methods are suggested for solving such a hard and complex problem. In this paper, an improved genetic algorithm (GA) was developed as an effective metaheuristic algorithm for solving the RAP. The results obtained by the genetic algorithm showed the satisfactory and appropriate availability of the system. In addition, the precision of the genetic algorithm was shown to be high when compared with one of the best algorithms reported in the literature. For future work, the authors are investigating the extension of the proposed model by introducing fuzzy numbers.
