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Abstract-In this paper, we propose the component-consistent pressure correction projection 
method for the numerical solution of the incompressible Navier-Stokes equations. This projection 
preserves a discrete form of the component-consistent condition between components of the solu- 
tion at every time step. We also propose, in particular, the CNMTP + CCPC method and the 
RKMT + CCPC method, both involving one pressure Poisson solution per time step. We show that 
they are both of Cl(@) for the velocity and O(At) for the pressure on fixed meshes and finite 
time intervals. Numerical tests on flow simulation support our claim that the component-consistent 
pressure correction projection method solves the deviation problem encountered sometimes by the 
original pressure correction projection method. 
Keywords-Incompressible Navier-Stokes equations, Pressure correction projection, Deviation, 
Differential-algebraic equations, Component-consistency. 
1. INTRODUCTION 
The difficulty in the numerical solution of the unsteady Navier-Stokes equations (INSE) in prim- 
itive variable form sterns from its being a set of time-dependent partial differential equations 
with constraint-the divergente-free condition. The projection method proposed by [1,2] is very 
efficient for this type of problem, uncoupling the solution of velocity and the solution of pressure, 
and is widely used. Its variation, the pressure correction (PC) projection method, see [3], has 
many advantages: the equation for the intermediate velocity (or auxiliary velocity) is consistent 
with the original partial differential equation, and hence, the given boundary conditions can be 
used. Also, it retains the time accuracy of the underlying evolutionary scheme up to 0(At2); 
see [4]. 
However, in our recent numerical simulation of the unsteady flow, we found that the PC pro- 
jection method sometimes produced erroneous results, with Runge-Kutta (RK) time stepping on 
the staggered mesh in [5], and with Crank-Nicolson (CN) time stepping on the staggered or half- 
staggered mesh in [6,7]. In the literature the CN + PC method bas also not been very successful 
in complex flow simulation. The unsteady INSE, upon spatial discretization on a fixed mesh, be- 
comes ordinary differential equations with constraint, or differential-algebraic equations (DAE). 
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The development of numerical solution for DAE bas made rapid progress in the eighties; e.g., 
see (81. The so-called consistency condition-between components of the solution-in DAE is 
used at the initial time to select the branch of the exact solution the numerical solution is to ap- 
proximate, and this component-consistent condition is usually preserved at later time steps by the 
numerical methods. But for INSE, the PC projection method does not preserve this consistency 
condition (between the velocity and the pressure), and the accumulation of deviation from this 
condition can of course lead to erroneous results. In [5-71, we used a second solution of pressure 
per time step from the component-consistent condition itself which solved the deviation problem, 
while permitting suitably large time steps in our computation. In this paper, we propose the 
component-consistent pressure correction (CCPC) projection method which at every time step 
preserves a certain discrete form of the component-consistent condition without a second Poisson 
solution for pressure. We claim that this method wil1 not lead to deviation problems, and this 
claim wil1 be born out by numerical experiments. 
The numerical solution of the unsteady INSE has made great advances in the past thirty years 
or so, with many superior methods simulating a variety of complex flow fields, to mention just 
a few in the authors’ immediate field: [9-111. Nonetheless, there remain in this area many open 
problems and controversiai issues which need careful investigation and rigorous analysis; and 
recent progress along this line is also notable. For example, [12,13] have cleared up “the mystery 
. . . of why.. . the accuracy of velocity is not affected by the numerical boundary layers of pressure 
and intermediate velocity” and have estimated the global accuracy of several projection methods. 
But the methods discussed are explicit in convection and involve simple time stepping; these are 
the ones often used in practice, though of conditional stability. The implicit CN scheme and the 
RK scheme with CCPC projection in this paper wil1 be analyzed mostly in terms of DAE, i.e., on 
fixed meshes, using simple mathematica1 concepts. We hope to contribute to the understanding 
of the numerical solution of INSE as time-dependent partial differential equations with constraint 
without adding to the existing confusion. 
In Section 2, we state our notation and assumptions. In Section 3, the CN + CCPC method 
wil1 be presented, its stability proved, and its local and global errors shown for fixed meshes. 
These results wil1 be confirmed by numerical tests with the underlying CNMT2 scheme of [7]. 
This method is unconditionally nonlinearly stable, and hence, our following discussion wil1 not 
be suspect of stability problems. That this scheme is derived for the half-staggered mesh is of no 
consequente to the subject of this paper. Then, in Section 4, the RK + CCPC method wil1 be 
presented, its local and global errors shown for fixed meshes, and these confirmed by numerical 
tests with the underlying RKMT scheme of [5]. Finally, we test in Section 5, the proposed methods 
in flow simulation-the plane Poiseuille flow and the driven square cavity flow. The numerical 
results support our claim that the CCPC projection method keeps the numerical solution from 
deviation, and that the CN + CCPC method, in particular, permits suitably large time steps in 
practica1 computation. 
2. NOTATION AND ASSUMPTIONS 
Consider the incompressible Navier-Stokes equations (INSE) 
g+ug+v%+gradp= 
@/ 
$div grad w, (2.1) 
divw = 0, (2.2) 
on region R, where w = (u, v)’ is the velocity vector and p is the pressure, with initial condition 
w(z, YYO) = wO(z, Y), on 0, 
satisfying (2.2) and boundary conditions satisfying 
f 
w, ds = 0, on ÓQ. (2.3) 
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The boundary conditions for INSE and the numerical boundary conditions for its numerical 
methods have been under debate for over twenty years; the authors’ approach via linear algebra 
is given in [14]. The subject wil1 not be discussed here; it wil1 be assumed that velocity w is 
given as wb on dfl. 
For the present discussion of the projection methods, we assume that 0 is rectangular and either 
the staggered mesh or the half-staggered mesh is used. We denote the discrete computational 
region by fi = fii + dk-subscript i meaning the interior points, and we denote w on & by wi 
and those on 86 by wb. Equations (2.1) and (2.2) upon spatial discretization can be represented 
by 
%+f(w)+Gp=0, 
Dw=O. 
where f is a nonlinear operator corresponding to the convection and “diffusion”; G and D are 
linear operators corresponding, respectively, to grad and div. For points on &l, write 
dwb - - 
dt 
w; = 0, 
or for both interior and boundary points, simply 
g+F(w,t)+Gp=o, (2.4) 
Dw=o. (2.5) 
Explicit dependence of F on t can also account for nonhomogeneous terms in (2.1). 
On a fixed mesh, F is just a smooth nonlinear function, while G and D are linear functions, 
and (2.4) and (2.5) are DAE of index 2-with the stated special form. It would be clearer if we 
used another set of symbols, e.g., W and P to indicate the totality of w and p in 6, but we wil1 
just use w and p in order not to repeat the following relations for another set of symbols. 
Now D(2.4) gives 
DF(w, t) + DGp = 0. (2.6) 
We assume that DG is invertible (corresponding to the solution of the discrete Poisson equa- 
tion (2.6) with additional conditions for uniqueness, e.g., [15]); in any case Gp is unique and 
Gp = -G(DG)-lDF(w, t) = -QF(w, t), (2.7) 
and substituting into (2.4), we have 
g + PF(w, t) = 0, (24 
in the above 
Q = G(DG)-‘D, P=I-Q. 
We note that P and Q are projections, in the sense that 
(2.9) 
Q2 = G(DG)-‘OC(‘D = Q, 
P2=(I-Q)(I-Q)=I-Q-Q$Q2=I-Q=P, 
and 
Qw=O, QGP = GP, (2.10) 
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i.e., Q is a projection onto the discrete gradient space; while 
PW = (1- Q)w = w, PGp = (1- Q)Gp = 0, (2.11) 
i.e., P is a projection onto the discrete divergente-free space. 
The projection methods are based on the so called decomposition theorem. The familiar 
continuous version [16] is that any vector function W defined on R can be uniquely decomposed 
into 
Ur = w +gradp, 
where div w = 0 on fi and w, specified on Ó’R with $ w, ds = 0. Existente is by construction 
and uniqueness by the “orthogonality” condition 
(w,gradp) = -(divw,p) = 0, 
for any scalar function p and any vector function w with div w = 0 on 52 and 20, = 0 on 80. The 
discrete version is that any vector function W defined on fi can be uniquely decomposed into 
yir=w+Gp, (2.12) 
where Dw = 0 on fi and w, specified on &l with c w,6s = 0. Existente is by construction and 
uniqueness by the “orthogonality” condition 
(w, CP) = -(Dw, P> = 0, (2.13) 
for any scalar function p and any vector function w with Dw = 0 on fi, and 20~ = 0 on 86. We 
assume that (2.13) holds for w = 0 on 86, though it is by no means trivial, depending on the 
mesh type, the transformation (for mesh distribution), the forms of D and G, etc. [7]. 
Finally in this section, we note that the convection terms in the momentum equation (2.1) can 
be written as (see [l]) 
In this paper, we use centered differencing via smooth transformation, i.e., 
6 sA‘$ S 6 An 
s,= 
-- --- 
Acsx’ &-Ar&’ 
where x = x(c), y = y(q), f or second order accuracy in space. 
3. COMPONENT-CONSISTENT 
PRESSURE CORRECTION PROJECTION 
WITH CRANK-NICOLSON TIME STEPPING 
The Crank Nicolson scheme for (2.4) and (2.5) is 
Wn+l - w” 
At 
+ H (w”, w”+l, tn+‘j2) + ; (Gp” + Gpnfl) = 0, Dwn+’ = 0, (3.1) 
where H(wi, wz, t) is a consistent and smooth approximation of F(w, t), and is symmetrie with 
respect to w; in particular, 
H(w, w, t) = Ww, t), 
dH aH dH 
T&y=G=&J’ 
H 111 aH laF (3.2) --E ‘F 
W &=2aw 2 W7 
Ht = Ft at w and t, 
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and are bounded on a fixed mesh. For example, the convection terms of the momentum equations 
of the CNMT2 scheme (MT stands for modified Temam) of [7] are 
G, E ; &+;‘z ; un+1/2 
( 
&p+1/2 1 
6y +z > ( 
&p+l/2Un+l/2 + &p+1/2un+1/2 
6X > 651 ) 
G, !.= ; u”+l12~v;+&/2 ; ,p+1/2 
( 
&n+1/2 1 
sy +z > ( 
jqUn+l/2yn+l/2 + &n+1/2Vn+1/2 
6X > SY ’ 
where unf112 = 1/2(un + un+l), vn+1/2 = l/2(vn + vn+’ ) and b denote centered differenc- 
ing over two mesh intervals; the diffusion terms are (l/Re)(5 2~n+1/2/bx2 + S2~nf1/2/6y2) and 
(I/Re)@ 2vn+1/2/Sx2 + ~!?~v”+~/~/Sy~), respectively. The original PC projection method for (3.1) 
is wel1 known (see [3]) 
++l _ wn 
At 
+ H 
( 
wn,i+n+1,tn+1/2 
) 
+ Gpn = 0, 
wn+l _ tin+1 
At 
+;Gd=O, Dwn+’ =o, 
(3.3) 
(3.4) 
where 4 = pn+’ - pn. Equation (3.4) implies 
2 
DG4 = ED” n+l . (3.5) 
The solution procedure per time step is: solve for W n+l from (3.3) (for n = 0, (2.6) with w = wo 
is solved for po), solve for 4 from (3.5), and update wn+’ with (3.4). 
However, in our computation of the driven square cavity problem, we found that this method 
sometimes produced erroneous results, especially for high Re flow. This is so even with CNMT2 + 
PC which was proved to be unconditionally nonlinearly stable on the nonuniform half-staggered 
meshes used [7], and bas O(At”) convergente for w on fixed meshes and finite time intervals (61. 
A second solution of pressure per time step from (2.6) with wn+i for pn+’ was necessary for the 
method to work with reasonable time step size. Equation (2.6) is also the derivative with respect 
to time of the constraint condition (2.5) and is called the consistency condition for components w 
and p of the solution [8]; it is used in the solution of DAE to select the correct solution branch 
at the initial time and is generally preserved at al1 later times by the numerical methods. Errors 
caused by deviation from this condition in the initial values alone can accumulate with time 
and can lead to rra solution which is nonsense” [17]. But the PC projection method for the 
numerical solution of INSE does not preserve the component-consistency condition (2.6), or 
equivalently (2.7). Adding (3.3) and (3.4), we get 
wn+l - wn 
At 
+ H (wn,\Vn+‘, tn+l12) + @pn + ;,+l = 0. 
Applying Q, we get 
QH (w”, Wn+‘, t”+li2) + ;Gpn + ;@I~+~ = 0. 
Obviously, (2.7) at n does not imply (2.7) at n + 1. Accumulation of the deviation from the 
component-consistency condition at every time step can of course lead to erroneous results. 
Solving for pressure from the consistency condition ensures that the numerical solution stays on 
the right path and the consequent larger time steps compensate for the additional work of the 
second Poisson solution per time step many times over; see Section 5. However, we now relax the 
requirement of (2.6) itself, or equivalently (2.7), and propose a discrete form of this component- 
consistency condition. We claim that if the same discrete form is satisfied at every time step, 
then a second Poisson solution per time step is not needed. 
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CN + CCPC 
Let US change the Gp term in (3.1) to Gpn+‘i2 , and instead of CN + PC (3.3)-(3.5), we propose 
the CN + CCPC projection method 
p+l _ &z 
At 
+ H wn, Wn+l, tn+li2 
> 
+ Gp”-1/2 = 0, (3.6) 
Wn+l _ *n+l 
At +G4=0, 
Dwn+l - 0 - > (3.7) 
where 4 = pn+lj2 - P”-I/~. Equation (3.7) implies 
DG4 = &DV+? (3.8) 
The three steps of the solution procedure per time step is the same as the original PC. Adding (3.6) 
and (3.7) results in 
wn+l - wn 
At 
+ H (wn, W”+1,tn+‘/2) + Gpn+1/2 = 0, (3.9) 
and applying Q, yields 
QH (wn, Wn+l, tn+‘i2) + Gpn+‘i2 = 0, (3.10) 
which is a discrete form of (2.7) and which is satisfied by the numerical solution at every time 
step. In al1 our numerical solution of the INSE with the CCPC projection, a second Poisson 
solution per time step has not been found to be necessary, including those instances where it was 
needed with the PC projection; see Section 5. We note that the present form of the pressure 
correction projection (3.6) and (3.7) is the one used by [9], as interpreted by [13], with explicit 
convection term at n + 1/2. 
Stability 
Now, we analyze the stability and convergente of the CN + CCPC method. First, we prove 
the stability of our method under the assumption of stability of the underlying evolutionary 
scheme, i.e., with zero driving force (zero boundary conditions and zero nonhomogeneous terms) 
the solution of 
++l - Wn 
At 
+H(wn,wn+‘) =0 (3.11) 
satisfies ll~“+~ll 5 IIw”II. Taking the inner product of (3.11) with wn+l + wn, we obtain 
Ilw”+‘jl’ = (Iw~~/~ - At (H (w“, wn+‘) , wn + wn+‘) , 
and we see that stability means 
(J3(w1,w2),w1 +w2) L 0, for al1 w1 and ~2. (3.12) 
For example, for the CNMTB scheme (3.12) is implied in the proof of its stability [7]. 
The proof of stability of the CN + CCPC method essentially follows that of the CN + PC 
method [3]. We take the inner product of (3.6) with Gn+l + wn and obtain 
IIWn+1112 = llwn112 - At (H (w”,#‘+~) > wn + Sn+‘) - At (Gpn-‘i2, wn + %“+l) 
5 IIwnl12 - At (G~+l/~,w~ + 9+‘) 
= llwn112 + At (pn-li2, DW+‘) 
= llwnjj2 + At2 (P~-~I~, DG$) 
= llwn)12 - At2 (GP+‘/~, G4) , 
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in which we used in succession (3.12), (2.13), (3.8), (2.13). Then we take the inner product 
of (3.7) with wnfl + Wnfl and obtain 
Ilwnf1112 = (ltin+1/12 - At (G$,wn+’ + Wn+‘) 
= I(V+’ 112 + At (4, DG“+‘) 
= Ilti?“+1112 + At2 (4, DG4) 
= llW1L+1112 - At2 (G4, G4), 
in which we have used in succession (2.13), (3.8), (2.13). Substituting the above estimate for 
Il*n+lll> we arrive at 
Ilwn+1112 2 ll~“11~ - At2 (GP+‘/~, G@) - At2 (G$, G$) 
2 llWq2 - At2 (GP~-'/~, G4) - $ (CV, ~4) 
= llwnl12 _ $ I~Gpn+‘12~/2 + $t I(Gpn-1~2j12, 
or 
Ilwn+‘/12 + $ IIGp”+1/2112 < llwnl12 + $ llGpn-1/2112, (3.13) 
i.e., the CN + CCPC projection method is stable in the norm (llwl12 + (At2/2)llGpl)2)1/2, as 
compared to the CN + PC projection method in the norm (llwl12 + (At2/4)~~Gp~~2)1/2. For the 
initial Gpnw1i2, one can start computation with two steps using At/2, and proceed with Gp of 
the first step at t = At/2 and w of the second step at t = At. But we shall see below that 
actually this is not necessary. 
Local Error 
We consider a fixed mesh and derive the local error in At of the CN + CCPC method, 
demonstrating the process related to the special form of the DAE (2.4) and (2.5). We con- 
sider the exact solution w(P) and Gp(P) at tn and the numerical solution wn = w(P) and 
Gpn-‘j2 = Gp(P) - (At/2)Gp’(tn) + 0(At2). F’rom (2.7) and (2.8) 
w’ (t”) = -PF (w (t") , t") , w”(P) =-PF,(w(tn),tn)w’(t”)-PFt(w(t”),t”), 
Gp (t”) = -QF (w (t”) > t”) > Gp’ (f‘) = -QF,., (w (t”) > t”) w’ (t”) -QFt (w (t”) , t”) 
(3.14) 
We expand w(t) and Gp(t) by Taylor’s series at t = tn 
w (t” + 7) = w(P) + rw’ (P) + gwtl (P) + 0 (T”) ) 
Gp (t” + ;) = Gp (t”) + ;Gp’ (t”) + 0 (Ti) . 
(3.15) 
The w”+l and Gp n+1/2 after one step with (3.6)-(3.8) are functions of At; we expand them by 
Taylor’s series at At = 0, 
2 
wn+‘(At) = wn+‘(0) + Attin+’ + c%(O) + 0 (At3), 
(3.16) 
GP~+~‘~ (At) = GP”+“~(O) + AtGfP+1’2(0) + 0 (At’) > 
where dots represent differentiation with respect to At. Comparing (3.16) with (3.15) for 7 = At, 
we see that if 
wn+l(O) = w(P) , kV+‘(o) = w’ (P) > iP+yo) = w”(P) > 
GP~+“~(O) = Gp (t”) , G@n+1’2(0) = ;Gp’ (t") , 
(3.17) 
then the error in wnfl is of O(At3) and in Gp”f112 is of 0(At2). 
8 L. C. HUANG AND Y. D. Wu 
Now we proceed to derive (3.17) from (3.6) 
V+‘(At) = wn - AtH wn,Wn+’ (At), tn + 9) - At (Gp (t”) - $Gp’ (t”) + 0 (At’)) > 
&“+‘(At) = -H wn, iV‘+l (At) > tn + $) - At (H_$+’ (At) + f Ht) 
- Gp (t”) + AtGp’ (t”) + 0 (Atz) > 
&“+‘(At) = _2JJ,&n+1 (At) - Ht + Gp’ (t”) + 0 (At) > 
and hence, 
e+l(o) = wn = w (t”) )  
Gn+‘(0) = -J-J (Wn, Wn+l (0), t”) - Gp (t”) = -H (w (t”) > w (t”) > t”) + QF (w (t”) > t”) 
= -PF (w (t”) > t”) = w’ (t”) > 
&“+l(O) = -2H, (w (t”) > w (t”) > t”) ik”+‘(O) - Ht (w (t”) > w (t”) , t”) + Gp’ (t”) 
= -F, (w (t”) , t”) w’ (t”) - Ft (w (t”) , t”) + Gp’ (t”) > 
using (3.2) and (3.14). Applying P to (3.7), we have wn+l(At) = PV+l(At), and so 
wn+l(O) = Pur”+l(o) = w (t”) ) 
w”+l(o) = P&“+l(o) = w’ (t”) > 
*“+l(()) = pg+l (0) = -P [F, (w (t”) > t”) w’ (t”) + Ft (w (t”) > t”)] = w” (t”) > 
i.e., the first line of (3.17) holds. From (3.10) 
Gpn+lj2(At) = -QH 
( 
wn,V+‘(At), tn + $ 
> 
> 
Gpn+‘12(At) = -Q 
( 
H,&“+‘(At) + f Ht > 
> 
so 
GP~+~‘~(O) = -QH (w” (t”) > wn (t”) , t”) = -QF (wn (t”) > t”) = Gp (t”) > 
Gp”+1/2 0 ()=-Q[Hw(W) , w (t”) , t”) w’ (t”) + f Ht (w (t”) > w (t”) > t”)] 
= -f Q [F, (w (t”) , t”) w’ (t”) + Ft (w (t”) , t”)] = f Gp’ (t”) , 
i.e., the second line of (3.17) holds. We have derived the local error of w to be 0(At3) and of p 
to be 0(At2). 
We note that if %“+‘(At) is found with Gpn instead of GP’+~/~, then i%“+l(O), and hence, 
V+‘(O) are not afFected, and gn+l(0) is just -(F,w’ + Ft) at tn and W”+l(O) is unchanged. 
Hence, one can simply use Gpo to start the computation. 
Global Error 
For a given ODE problem, convergente for a finite interval 0 I t 5 T is trivial, al1 amplification 
factors being 1 + O(At), and (1 + CAt)n 5 (1 + C(T/n))” I eCT. However, to give some 
understanding of the different errors in w and Gp in our DAE, we wil1 sketch a proof along this 
line. Define G(P+l) as the solution of 
ur (tn+l) - w (P) 
At + H 
w (t”) > W (P+l) , tn+1’2) + Gp (tn-1/2) = 0 (3.18) 
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(compare with (3.6)); then 
w (tn+l) - yir (tn+l) 
At 
+ Gp (t”+‘/‘) - Gp (,,-‘12) = S” = 0 (At2) . 
For, adding (3.18) and (3.19) yields 
w (tn+l) - w (t”) 
At 
+ H 
( 
w (t”) , % (tnfl) , tn+1’2 ) + Gp (tn+‘12) = 6”. 
Applying P, we obtain 
(3.19) 
w (tn+‘) = w (t”) - AtPH (w (t”) ,\N (P+‘) > P+‘iz) + AtPSn. 
From local error, we know that AtPS” = O(At3). Applying Q we have 
Gp tn+@ = 
( ) 
-QH (w (t”) ,3y (tnfl) > tn+‘i2) + QS”, 
and from local error, Q6” = O(At2). Hence, 6” = 0(At2). 
Denote the global errors of +++l, wn+‘, Gpnf1j2, respectively, by 
-n+l = *n+l 
E -yir (tn+l) , 
p+l = Wn+l _w (tn+‘) , +n+‘/2 = (3,n+l/2 - Gp (t”+‘i2) , 
which satisfy 
“$1 _ En 
At 
+ HWEn + HgE”+l + GVn-1/2 = 0, (3.20) 
en+1 _ p+l 
At 
+ GVn+l12 _ Gqn-1/2 = s”, Den+1 = 0. > (3.21) 
here we have used the mean value theorem and Hz and Hg2 are H, evaluated at different w’s. 
Adding (3.20) and (3.21) results in 
en+’ + AtGqn+l12 = (1 + AtHT;2) -’ (1 - AtH;‘) en + (1 + AtHz?) -’ AtHz (AtG$-1/2) + At&“. 
Applying P, we get 
en+’ = P [(I + AtH;q-1 (I- AtHEl) ?+(I + AtH;q-’ AtH$ (AtG$+‘12)] +Ats;, (3.22) 
where 15: E PS” = O(At”). Writing 
(1 + AtHz2) -l (1 - AtHz) = 1 - (1 + AtHW) -’ (AtHEl + AtH;‘) , 
and applying Q, we obtain 
AtGrlnf112 = -Q [ (1 + AtHz) -’ (AtHEl + AtHE2) en 
+ (1 + AtHW) -’ AtHW (AtGgn-‘/2)] + AU;, 
(3.23) 
where 6: E QS” = 0(At2). Since H w are bounded (fixed mesh), then AtH, = O(At). Writ- 
ing (3.22) and (3.33) as 
( At$:l,z) = (0 _;) (‘;;,;‘“) ;;;;;) ( AtG&) + (2;) ’ 
We see that 
and by the standard recursion procedure of global error estimate, we arrive at 
11 (AtC;-'/') (1 5 TI. (1 + 0 (At))” 0 (At3) 5 eCTO (Atz) = 0 (Atz> ) (3.24) 
for some constant C, and At t 0 with nAt 5 T. Hence, the global error of w is 0(At2) and of 
Gp is O(At). 
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Remarks 
If H is linear in w (e.g., Stokes equations), (3.6) becomes 
*n+l _ Wn 
At 
+ Lw” + Li?+’ + Gpn-1/2 = 0, (3.25) 
where L is linear, and if P and Q commute with L (e.g., periodic boundary conditions) then the 
proofs of stability and convergente can be simpler and more instructive to the numerical solution 
of partial differential equations with constraint. 
REMARK 1. First, (3.9) with (3.7) becomes 
wn+l - wn 
At 
+ Lwn + L wn+’ + AtGpn+‘i2 - AtGpn-‘i2) + AtGpn+‘i2 = 0, 
Dwn+’ = 0. (3.26) 
Applying P and using commutativity, we have 
wnfl - Wn 
At 
+ Lw" + Lwn+l = 0, 
or 
wn+l = (I+ L)_l(I - L) wn, Dwn+l 
Applying Q, similarly we obtain 
= 
Dg+1 = 0 
1 
0, with L = AtL. 
Gp”f1i2 = (I + L)-’ LGp”-1/2. 
Assuming the stability of the underlying evolutionary scheme 
(Lw,w) L 0, for al1 w, 
we have 
(I(I+L)-~(I-L)I~ I 1, ad (I(I+L)-‘LI1 5 1, 
using the definition of norm. Hence, 
I[w~+~(~ 5 IWII and ljG~~+‘/~/l I I(GP~-“~)~, 
i.e., the stability of CN + CCPC. 
REMARK 2. As (3.25) and (3.7) are linear, we have corresponding to (3.22) and (3.23) 
en+’ = (1+ L)-1 (I- L) en + 0 (At3), 
AtG$+1/2 = I ( + L)-‘L (AtG$-1/2) + 0 (At3) > 
each satisfying Ile”+‘ll L Ilenll + 0(At3), and hence, each of global 0(At2); i.e., E is of O(At2) 
and Gq is of O(At). The main point here is that L = AtL is not assumed to be O(At), which 
allows consideration of partial differential equations for which At/A or AtlA may be large, 
A representing Ax or Ag. But the discussion of such problems is beyond the scope of this paper, 
and so we move on to the computation of INSE with the CCPC projection method. 
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Table 1. Exact solution example-error at t = 1, CN time stepping. 
(a) CNMT2 + CCPC. 
At 
mqk lAu\ maxjk IAvl IIA~II IIWI 
Cm= WPI)’ (IIAGPII)’ 
O.l21E-2 0.4283-2 0.1963-2 0.2673-2 
0.05 
(0.2863-0 0.2853-0) (0.104Efl O.l03E+l) 
0.2973-3 O.l07E-2 0.5173-3 0.6943-3 
0.025 
(O.l56E-0 0.154E-0) (0.611E-0 0.6523-0) 
0.9493-4 0.2663-3 0.1563-3 0.200E-3 
0.0125 
(0.630E-1 0.619E-1) (0.2823-0 0.2783-0) 
(b) CNMT2 + PC. 
At maxjk IAuI maxjk IAw( IIW IIWI 
Cm= lAGpI)* (llAG~ll)* 
0.05 
0.1283-2 0.4253-2 0.1833-2 0.2333-2 
(0.2273-0 0.2233-0) (0.904E-0 0.8833-0) 
0.025 
0.3143-3 O.l07E-2 0.4513-3 0.5843-3 
(O.l07E-0 O.l04E-0) (0.4733-0 0.4593-0) 
0.7423-4 0.2653-3 
0.0125 
0.115E-3 0.1553-3 
(0.3693-1 0.3493-1) (0.163E-0 0.157E--0) 
*Gppiid and Cplm,,, with kmid at y = 4 and jmid at I = $ 
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Consider INSE with exact solution 
u = et sinxcosy, 
v = -et cos x sin y, 
p = et sinxsiny, 
on a square 0 5 x 5 r, 0 5 y 5 X. The initial and boundary values of u and v, as wel1 
as the corresponding nonhomogeneous terms in the momenturn equations, are taken from the 
exact solution; here Re = 1. (Note that the boundary values are time-dependent and 2 # 0.) 
To make the error in At show up, we use a fine 128 x 128 uniform (half-staggered) mesh, and 
we use CNMT2 + CCPC method to compute the numerical solution for 0 5 t 5 1 with At = 
0.05,0.025,0.0125. The maximum error of u and v in the computational region and of Gp 
(represented by Gp(“) at y = 2 and Gp (g) at z = 4) at t = 1 and the corresponding errors in 
the 12 norm are given in Table la. The same errors with the CNMT2 + PC method are given 
in Table lb for comparison. As we are working with partial differential equations, max IulAt/A 
and (l/Re)(At/A2) wil1 influence the accuracy of the results; for At = 0.05, the former is 
about 5.5 and the latter 83. Taking this into consideration, we can say that on the whole u and v 
have 0(At2) global error and Gp has O(At) global error. We know that because of projection, 
p obtained via auxiliary velocity yir bas numerical boundary layers, hence, the large errors in Gp, 
but this does not affect the accuracy of w; see [12,13]. Whenever a better p distribution is needed, 
it can be found from the component-consistency condition with the known velocity. We remark 
that for this example with Re = 1, PC with such a second solution of p at every time step leads 
to instability. Finally we point out that starting with two At/2 steps for Gp1i2 and starting just 
with Gpo have very little differente in the numerical results. 
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4. COMPONENT-CONSISTENT PRESSURE CORRECTION 
PROJECTION WITH RUNGEKUTTA TIME STEPPING 
We consider here the Jameson version of the Runge-Kutta scheme [18] for DAE [8] (2.4) 
and (2.5) 
w*l = wn, 
Wn2 = wn - At (F (wn, t”) + GP’) , DWn2 = 0, 
Wn3 = wn - $ (F (wn, t”) + GPnl) - $ (F (Wn2, tn+‘) + GPn2) > DWn3 = 0, 
W n+l = Wn -g? ( F wn,tn) + GP”l) - $ (F (Wn3,tn+‘) + Gp,+l) > Dwn+’ = 0, 
(4.1) 
which involves three Poisson solutions, for the second and third stages and for the fìna.l step. 
In [5], it was shown that certain Poisson solutions can be omitted without decreasing accuracy. 
Each of the following algorithms are of 0(At2) for w: 
(Algorithm A) 
(Algorithm B) 
(Algorithm C) 
(Algorithm D) 
P TI1 Pn2 pn+’ solved for, 
P n+l solved for, 
Pn2 P n+l solved for, 
P TI1 P n+l solved for. 
However, in the driven square cavity flow problem, even for Re = 400, Algorithms B and C did 
not lead to convergente on a 72 x 72 (staggered) mesh, but did converge to the correct steady- 
state solution on a 70 x 70 or on a 74 x 74 mesh! On al1 mesh tested, Algorithms A and D worked 
well. Here the solution for Pnl is equivalent to the solution p from the component-consistency 
condition for the previous time step. We see that at least two Poisson solutions are needed. 
RK + CCPC 
Now, we propose the following algorithm which involves only one Poisson solution and which 
satisfies a discrete form of the component-consistency condition-the same form for every time 
step, and thus, should not trigger off the deviation problem described above. Our RK + CCPC 
method is 
wn2 = wn - AtF (wn, t”) - AtGpn-1/2, 
wn3 = wn - T (F (wn, t”) + F (Wn2, ,,+l)) _ A,Gp”-‘12, 
Wn+l = Wn 
- $ (F (w”, t”) + F (Wn3, ,,+l)) - AtGpn+@, DWn+l = 0. 
(4.2) 
and the discrete component-consistency condition is obtained by applying Q to the last equation. 
Since the scheme is explicit and the final step for w can be written as 
w*=wn - 7 [F (wn, t”) + F (Wn3, tnfl)] - &Gpn-li2, 
wn+l = w+ _ At Gpn++ _ Gpn-‘/2) > Dwn+l = 0 > 
we can consider it to be a pressure correction type of projection. 
‘ (zw) 0 + [CuP ‘ Cu?) M) $6 + Cu?) ,M Cu? ‘ Cu?) Ml "dl 05 - cu1 L (UY) M) km- = (z,r+ul) 43 
(9.P) urol3 U!QtqO aM &"lI"!S .($v)O = &+J)M- l+,M $Wj$ 3% aM (E’P) q$iM Bu~mduxo3 
’ ($V) 0 + [(J’ (u?)“) ‘d + (ti?) ,M(& (,?)M) Md]d-& - 
(J‘(J)M)AdSV - (,jl)M= 
($V)O + [(UP' (tJ)M) '.GV + (J),M(& (IJ)M)~~C?V+ 
[(YD + J‘(~Tv)O + (,?),Mw + (Jb’) A+ (u~'(tJ)M)~] - (u?)~ = l+uM 
(yp) urog anpap aM 
. (ZPV) 0 + (J) NV + (CL?) M = 
($V) 0 + (J'(J)M)itd?V - (J)M= 
(zw) + (u~‘(u~)~)LmV + (IJL (J)M)icW - (J)M= 
. ((JO)0 + (J)+Il)W - ((?V + J‘(W)0 + (tJ)M)iI+ (J‘(,?)M)d) & -- (,?)M= EuM 
Yw) + CuT) M = 
((PV)O +(tJ)@Yl)?V - (J'(J)M)SV -- (tJ)M = zuM 
‘MON 
(9'P) 
puv (z.p) 30 uoyenba ~s-el aq$ 09 d Qddr! aM ‘UOgnlOS [w!.Iaurnu ay? Jod ‘(PI’E) pasn aM y3yM u! 
< ($V) 0 + [Cu7 ‘Cu?) Ml ‘d + Cu?) ,M LJ ‘ Cu?) Ml “dl o& - 
(PT) CuT ‘Cu?) Ml ia- = 
($V) 0 + (211) ,@lg + (J>49 = (z,r+u?) (59 
(FT) 
‘ ($V) 0 + [(IJ ‘ (~9) M, ‘9 + (u?) ,M (u? ‘(J) M) Mdl d-$ - 
(up ‘ (UY) M) BdSV - (J) M = &+J) M 
(O’I’P) 
(67) 
*u990 +(Z,r_uwv) (Q$ - 1) (MK3V) 0: + 
'%V + (,,,_&?V) ++ - 1) ("KW) d; f 
,3 
[ 
,(“iW) ; + ,(%?V) ; - “KW 1 d - ,3 = T+u3 
‘(?V)O + (Z/,_&?V) (-KG -1) - t2 (,(W -& + MKw - 1) = cu3 
Yw) + (z,r_umv) - t2(“KW - I) = p2 
uaKL 
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If P, Q and F, commute, then 
E TX+’ = 
( 
1 - AtF, + ; (AtF,)’ - ; (AtF,)3 
> 
cn + At6;l. 
AtGnn’i12 = FFw (I- $Fw) (AtGr+2) + At??;. 
So, if 
ll I - AtF, + f (AtF,)2 - ; (AtF,)“ii < 1, 
then for both e = E and AtGn, Ilen+‘ll 5 Ijen + O(At3), and hence, w has O(At’) global error 
and Gp has O(At) global error. Note for F, = X, X a positive scalar, let 1 = Atx; then t,he above 
reduces to 
13 l-l+$“-gl 51, 
the first of which is just the stability condition for the Jameson RK scheme for the ordinary 
differential equation g + Xy = 0. In general, regarding AtF, to be O(At), wc have hom ;-1.9) 
and (4.10) 
and proceeding as Section 3, we see again that t is of 0(At2) and Gn is of O(At). 
We confirm these results with the exact solution example of Section 3. Because of the stability 
condition of (4.2), we consider Re = 100 and use a 96 x 96 uniform (staggered) mesh and compute 
the numerical solution for 0 2 t 5 1 with At = 0.0125) 0.00625,0.003125. (For At = 0.0125. 
IUlmax(At/Ax) z 1.04, (1/Re)(At/Ax2) = 0.12.) R esu lt s with RKMT + CCPC are given in 
Table 2a; those with the original RK for DAE, here RKMT Algorithm A, are given in Table 2b; 
and those with its variation, RKMT Algorithm B, are given in Table 2c. 
The first thing we notice from Table 2 is that the errors of w are about O(At2). Whenever thr 
error is smal& the improvement with the decrease of At is less obvious as other factors influence 
the accuracy of the numerical results. Comparing Gp errors of Table 2 with those of Table 1 for 
At = 0.0125, we see that those of Table 2 are much smaller. The reason is that RK, being explicit 
and using smal1 At, leads to p distribution without apparent numerical boundary layers. As At 
decreases, the errors of Gp are essentially determined by the spatial mesh size A, and hence: 
show no improvement in Table 2. Finally, we point out that the original versions of the methods 
yield results with smaller errors, both for RK and CN; such is the trade-off for robustness and 
efficiency. 
5. NUMERICAL TESTS ON FLOW SIMULATION 
In this section, we wil1 test the CN + CCPC and the RK + CCPC methods in flow simulation. 
The first example is the plane Poiseuille flow with a smal1 perturbation on the equilibrium state. 
This flow is extremely sensitive to the accuracy of numerical methods, and hence, is often used 
in the literature to test very high order methods. The second example is the driven square cavity 
flow with many smal1 vortices which is likely to expose various problems in numerical methods, 
as it did the deviation problem in the PC projection method. Therefore, it is frequently used to 
prove the competente of numerical methods in complex flow simulation. 
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Table 2. Exact solution example-error at t = 1, RK time stepping. 
(a) RKMT + CCPC. 
At 
maxjk ( AuI maxjk 1 Avl lIAuIl lIAvIl 
(max lAGpI)* WWJII)’ I 0.3803-3 0.3803-3 0.0125 1 0.5543-3 0.5543-3 
(0.2153-2 0.2163-2) (O.l17E-2 O.l17E-2) 
0.9333-4 0.9363-4 0.1373-3 0.1373-3 
(O.l99E-2 0.2023-2) (0.2443-2 0.2443-2) 
0.003125 
0.3343-4 0.3363-4 0.3403-4 0.3403-4 
(0.2313-2 0.2313-2) (0.2803-2 0.2793-2) 
(b) RKMT-Algorithm A 
At Il4 lIAvIl 
WQ4l)’ 
0.329E-4 0.3343-4 0.4043-4 0.4043-4 
(0.2333-2 0.2363-2) (0.2833-2 0.2823-2) 
0.2243-4 0.2253-4 O.l14E-4 O.l14E-4 
(0.2383-2 0.2403-2) (0.2913-2 0.2903-2) 
0.210E-4 0.211E-4 
0.003125 
0.8353-5 0.8393-5 
(0.2403-2 0.2483-2) (0.2933-2 0.2943-2) 
(c) RKMT-Algorithm B. 
At 
maxjk IAuI rnaxjk IAvl 
Cm= IAW’ 
lIAuIl IIWI 
(llAG~ll)* 
0.2023-3 0.2033-3 0.2983-3 0.2983-3 
0.0125 
(0.1723-2 0.1633-2) (0.1923-2 0.1923-2) 
0.510E-4 0.5133-4 
0.00625 
0.7303-4 0.7303-4 
(0.2283-2 0.2243-2) (0.2693-2 0.2643-2) 
0.2683-4 0.2723-4 0.1893-4 0.1893-4 
(0.2543-2 0.2523-2) (0.2873-2 0.2833-2) 
*Gppdid and Gpydid, with kmid at y = $- and jmid at z = 5. 
Plane Poiseuille Flow 
Consider an infinite plane Channel with height 2, -1 5 y 5 1, with equilibrium state 
UO(Z,Y) = 1 - Y2, Uo(G Y) = 0, ( POhY) = -j&x > > 
and a smal1 perturbation of the form 
U’(2, y, t) = ,(y)ei(““+t), V’(5, y, t) = G(y)ei(a”+, p’(z, y, t) = $(y)ei(ar-wt), 
which leads to the Orr-Sommerfeld equations for U(y), V(y), and p(y) [lg]. It is known that 
for Re = 7500, a = 1, there is one increasing (unstable) mode corresponding to the eigenvalue 
w = w,. + iwi = (0.24989154) + i(O.00223497); and for (2! = -1 the conjugate increasing mode 
corresponding to the eigenvalue w = -wT + iwi. So for initial condition, we take 
u(z, y, 0) = 210 + e (fi(y)e’z)T = 1 - y2 + e (UT cos2 - ûi sinz) , 
w(z,y,O) = E (G(y)e”“), = E(O,cosz -ûisinx), 
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where E = 0.0001. We wil1 solve the INSE for U, w, and p’ with nonhomogeneous term 2/Re on 
the right-hand side of the x momentum equation, so that the solution is periodic with period 27r. 
The perturbation kinetic energy should satisfy 
E(t) = f (u - ~0)~ + uz] dx dy = E(0)e2"tt. 
In the numerical tests, the Orr-Sommerfeld equations were discretized on a nonuniform mesh in 
the same manner as the INSE in the y direction, but with a finer K = 512. Then the eigenvector, 
(u(Yk),c(Yk), and 6bk))r corresponding to the given eigenvalue was found by the inverse power 
method. For the numerical solution of the INSE, a 129 x 128 mesh, uniform in the IL’ direction 
and nonuniform in the y direction, was used. The reason for using an odd J(= 129) is that 
for our Poisson equation on the half-staggered mesh with periodic boundary conditions, both 
the number of constraints for existente of solution and the degree of freedom for the solution 
reduce from two to one. A slightly modified form of the fast Poisson solver developed for the 
half-staggered mesh in [20] was used for solution of (3.8) for the CNMT2 + CCPC method. The 
generalized cyclic reduction method and FISHPACK of [21] was used for the Poisson equations 
on a 128 x 128 staggered mesh for the RKMT + CCPC method. 
As known, al1 calculations must be done in double precision and on a fine mesh; otherwise 
the nurnerical results would be way off the correct solution. Also the numerical result is very 
sensitive to the nonuniform mesh distribution in the y direction; an unsuitable mesh distribution 
can touch off sudden large increase of E(t) instead of capturing the correct E(t) of the unstable 
mode Figure 1 (dashed lines) gives the ln(E(t)/E(O)) of the CNMT2 + CCPC method for 
0 2‘ t < 50 (e 2 x 27r/w,) with At = 0.04 and 0.08, and with Ay = 0.0078 - 0.0208. (For 
At = 0.04, u,,, (At/Ax) E 0.82.) These are below the exact straight line 2w’,t. The result 
obtained with Ay = 0.0052 - 0.0312 is also given in the figure (uneven dashed line); it is more 
wavy at the start and is above the exact straight line. It is possible to tune the mesh distribution 
t,o get a better looking curve, but it suffices to note that for the numerical simulation of such 
smal1 scales with second order methods, the present results are quite goed-comparable to the 
K = 256 results of [lg]. The main point we wish to make is that this flow did not trigger off 
any deviation problems for the original PC projection method, and for such flow the results of 
CNMT2 + PC and CNMT2 + CCPC differ very little with suitably smal1 At; see Table 3. The 
situat,ion is the same for the RKMT + CCPC method and the RKMT Algorithm A; the relevant 
results are also given in Figure 1 and Table 3. 
Driven Square Cavity Flow 
Consider the driven cavity flow in a Channel with unit square cross section. It is described by the 
INSE (2.1) and (2.2) on a unit square with boundary conditions: u = 1, v = 0 on top, and u = 0, 
u =: 0 on other sides. We know that for Re = 5000, starting from rest the solution converges to 
steady state. But with CNMTl+PC, CNMT2+PC, RKMT Algorithms B and C, we encountered 
deviation problems [5-71. For example, with CNMTl + PC, for which al1 terms UV in C, and 
C, are approximated by 1/2(UnVnf1 + Unfl Vn), on a 97 x 97 mesh (A = 0.0035 - 0.0208) and 
At = 0.02, overflcw occurred at t 2 3; with a much smaller At = 0.001 the solution remained 
on the right path for a much longer time, but overflow occurred at t 2 21. However, with a 
second solution of pressure from the component-consistent condition (2.6), At = 0.02 led to the 
correct steady-stat,e solution in about five thousand steps with results matching standard results 
in the literature. With CNMT2 + PC and At = 0.02, the numerical solution remained bounded, 
confirming stability, but did not converge. Again, with a second solution of pressure, At = 0.02 
produced the correct steady-state solution. The behavior is similar with RKMT Algorithms B 
and C on staggered meshes, and with regularized top boundary condition ~(5, 1) = 16x2(1 - z)~. 
We tested the proposed CCPC methods on this problem. For CNMT2 + CCPC on the same 
half-staggered mesh, we used as before top boundary condition u = (0,0.5,1,. . , 1,0.5,0) instead 
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0.25, .j’ 
/ 
0.2. 
0.15, 
0.1’ 
10 20 30 40 50 
Figure 1. In(E(t)/E(O)) of plane Poiseuille flow CNMTP+CCPC: dashed line (At = 
0.04); short dashed line (At = 0.08); uneven dashed line (At = 0.04). RKMT + 
CCPC: dotted line (At = 0.04). 
Table 3. Comparison of logarithm of perturbation kinetic energy of the plane Poi- 
seuille flow (At = 0.04). 
t CNMTB + CCPC CNMTB + PC RKMT + CCPC RKMT Algorithm A 
0 - 17.4742 -17.4742 -17.4743 - 17.4743 
10 - 17.4384 - 17.4379 -17.4420 -17.4375 
20 -17.3963 -17.3955 -17.4013 -17.3954 
30 -17.3551 -17.3540 -17.3607 -17.3545 
40 -17.3150 -17.3136 -17.3213 -17.3145 
50 -17.2748 -17.2731 -17.2819 -17.2745 
vmid 
0 0.2 0.4 0.6 0.e 
(a) umid. (b) smid. (c) Streamlines. 
Figure 2. CNMT2 + CCPC driven square cavity flow, Re = 5000. 
umid vmid 
-0. 
-0. 
-0. 
-0.81 
0 0.2 0.4 C.6 0.8 1 
(a) smid. (b) smid. (c) Streamlines. 
Figure 3. RKMT + CCPC driven square cavity flow, Re = 5000. 
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of u = 1 in order to compare the numerical results with those on the staggered mesh; and we 
used odd J and K in order to satisfy the second constraint of the Poisson equation (3.8), which 
was solved with the fast solver of [20] especially developed for its solution. Time step At = 0.02 
produced steady-state solution in about five thousand steps (IT.L~+’ - ~~1 z 9.7 x 10e5); $, = 
-0.1138, U,in = -0.4350, and v max/Wmin = 0.4320/(-0.5669) agree wel1 with standard results 
in the literature, e.g., [22]. The u distribution on the midhorizontal plane and the u distribution 
on the midvertical plane are given in Figures 2a and 2b, while the streamlines are given in 
Figure 2c. For RKMT + CCPC on a 96 x 96 nonuniform staggered mesh generated with the same 
transformation ss above, At = 0.005 led to steady-state solution in about 24 thousand steps, 
with Q, = -0.1132, U,in = -0.4302, and v max/umin = 0.4287/(-0.5603). The corresponding 
U,id, ‘&id and the streamlines are shown, respectively, in Figures 3a-c. Indeed, with the CCPC 
methods only one pressure Poisson solution per time step is necessary to keep the numerical 
solution from deviation. 
0.09328 
0 
0.09326 
810 820 830 840 
Figure 4. Kinetic energy of driven square cavity flow, Re = 10000 CNMT2 + CCPC. 
1 1 1 
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 
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Figure 5. Streamline evolution for one period of driven square cavity flow, Re = 10000 
CNMT2 + CCPC. 
So we proceeded to compute the unsteady flow for Re = 10000 which is beyond the Hopf 
bifurcation point with the CNMT2 + CCPC method. On a 113 x 113 mesh (A = 0.0034 - 0.0147) 
with At = 0.02, the asymptotic periodic solution was reached in about 78 thousand steps. The 
development of kinetic energy is demonstrated in Figure 4 and the evolution of streamlines per 
period is shown in Figure 5. Note that 1~1 max(At/Ami,) 2 5.9, (l/Re)(At/A&,) > 0.17, and 
that the time period is about 114 x 0.02 = 2.28. The period of [23] with the regularized top 
boundary condition is around 12 and that of [24j on the uniform staggered mesh with A 2 
0.0039 is around 1.5. It is the authors’ belief that the period decreases with the decrease of the 
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interval of transition from 0 to 1 of the top u boundary value, whether specific or tacit. We 
recomputed the above, changing the top boundary condition to u = 1. After 40 thousand steps 
iiLn+l - 2~~1 2 1.7 x 10-7; th e numerical solution showed no trend toward periodic oscillation. 
6. CONCLUDING REMARKS 
We have carried from DAE to INSE the concept of consistent condition between the components 
of the solution. The original PC projection method for INSE does not preserve this condition and 
the numerical solution may deviate from the correct branch of the solution under consideration. 
We have proposed the component-consistent pressure correction method, in which a discrete form 
of the component-consistent condition holds at every time step. In particular, we have proposed 
the CNMT2 + CCPC method-this projection with CN time stepping, and the RKMT + CCPC 
method-this projection with RK time stepping, both of which involve only one pressure Poisson 
solution per time step. We have shown that the errors of both methods are O(At2) for the velocity 
and O(At) for the pressure, for fixed meshes and finite time intervals. We have also shown the 
CNMT2 + CCPC method to be unconditionally stable. Numerical tests on INSE with an exact 
solution confirm these results. Numerical tests on flow simulation-the plane Poiseuille flow and 
the driven square cavity flow-support our claim that the CCPC projection method solves the 
deviation problem encountered sometimes by the original PC projection method and that the 
CN + CCPC method, in particular, permits suitably large time steps in practica1 computation. 
Hence, the pressure correction projection method is made robust and efficient. 
We are aware that the problem of partial differential equations with constraint are much more 
difficult than that of ordinary differential equations with constraint, and we hope to investigate 
in the near future some of the issues which have already come up in this paper. 
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