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Introduction 
The concept of a Term Rewriting System (TRS) is paradigmatic for the study of computational 
procedures. Already half a century ago, the A-calculus, probably the most well-known Term 
Rewriting System, played a crucial role in mathematical logic with respect to formalizing the notion 
of computability; much later the same TRS figured in the fundamental work of Scott, Plotkin and 
others leading to a break-through in the denotational semantics of programming languages. More 
recently, the related system of Combinatory Logic was shown to be a very fruitful tool for the 
implementation of functional languages. Even more recently another related family of 1RSs, that of 
Categorical Combinatory Logic, has emerged, yielding a remarkable connection between concepts 
from category theory and elementary steps in machine computations. 
Term rewriting systems are attractive because of their simple syntax and semantics-at least 
those 1RSs that do not involve bound variables such as A-calculus, but involve the rewriting of 
terms from a first order language. This simplicity facilitates a satisfactory mathematical analysis. On 
the other hand they provide a natural medium for implementing computations, and in principle even 
for parallel computations. This feature makes TRSs interesting for the design of parallel reduction 
machines. 
Report CS-R9073 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 
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Another field where TRSs play a fundamental role concerns the analysis and implementation 
of abstract data type specifications (consistency properties, computability theory, decidability of 
word problems, theorem proving). 
The aim of the present paper is to give an introduction to several key concepts in the theory 
of term rewriting, providing where possible some of the details. At various places some 'exercises' 
are included. These contain additional information for which proofs are relatively easy; they are not 
primarily meant to have an educational purpose, if only because the distribution of the exercises is 
not very uniform. 
The present introduction starts at a level of 'rewriting' which is as abstract as possible and 
proceeds by considering term rewriting systems which have ever more 'structure'. Thus we start 
with Abstract Reduction Systems, which are no more than sets equipped with some binary 
('rewrite') relations. A number of basic properties and facts can already be stated on this level. 
Next, in Chapter 2, the abstract reductions are specialized to reductions (rewritings) of terms. 
For such general Term Rewriting Systems a key issue is to prove the termination property; we 
present in Chapter 4 one of the major and most powerful termination proof methods, recursive path 
orderings, in a new formulation designed to facilitate human understanding (rather than practical 
implementation). Proving termination is of great importance in the area of Knuth-Bendix 
completions. Here one is concerned, given an equational specification, to construct a TRS which is 
both confluent and terminating and which proves the same equations as the original specification. If 
the construction is successful, it yields a positive solution to the validity problem of the original 
equational specification. (Nowadays there are also several other applications of Knuth-Bendix-like 
completion methods, such as 'inductionless induction' and 'computing with equations'. For a 
survey of such applications we refer to Dershowitz & Jouannaud [90].) 
In Chapter 5, we explain the basic ideas of Knuth-Bendix completion together with (in 
Chapter 6) an interesting recent 'abstract' approach of Bachmair, Dershowitz & Hsiang [86] to 
prove the correctness of Knuth-Bendix completion algorithms. We also present (Chapter 7) an 
elegant unification algorithm, and likewise for 'E-unification' . 
In the next chapter (8) we impose more 'structure' on TRSs, in the form of an 
'orthogonality' requirement (non-ambiguity and left-linearity). For such orthogonal TRSs a 
sizeable amount of theory has been developed, both syntactically and semantically. Here we will 
almost exclusively be concerned with the syntactical aspects; for semantical aspects we refer to 
Boudol [85], Berry & Levy [79], Guessarian [81]. Basic theorems (confluence, the Parallel Moves 
Lemma, Church's theorem, O'Donnell's theorem) are presented, where possible with some proof 
sketch. In Chapter 9 we survey the most important facts concerning reduction strategies for 
orthogonal TRSs, strategies aiming at finding normal forms whenever possible. This part of the 
paper concludes in Chapter 10 with an explanation of the beautiful theory of Huct & Levy [79] of 
(strongly) sequential TRSs. Such TRSs possess a 'good' reduction strategy. 
In the final chapters (11, 12) still more 'structure' is imposed. We consider orthogonal 
TRSs with the additional feature of bound variables (as in A-calculus), and TRSs with conditional 
rewrite rules. 
Some important topics have not found their way into this introduction. Most notable are: 
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rewriting modulo a set of equations, proof-by-consistency procedures, and graph rewriting. For 
information about the first two we refer to Bachmair [88] and Dershowitz & Jouannaud [90], for 
graph rewriting one may consult Barendregt e.a. [87] and Van Eekelen [88]. 
This paper is an extension of the short survey/tutorial Klop [87]; also most of the material in 
Klop [85] is included here. 
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Strong and weak dependencies of the chapters 
Chapter 1 
Abstract Reduction Systems 
Many of the basic definitions for and properties of TRSs (Tenn Rewriting Systems) can be stated 
more abstractly, viz. for sets equipped with one or more binary relations. As it is instructive to see 
which definitions and properties depend on the tenn structure and which are more basic, we start 
with a section about Abstract Reduction Systems. Moreover, the concepts and properties of 
Abstract Reduction Systems also apply to other rewrite systems than TRSs, such as string rewrite 
systems (Thue systems), tree rewrite systems, graph grammars. First we present a sequence of 
simple definitions. 
1. 1. DEFINITION. 
(i) An Abstract Reduction System (ARS) is a structure A = (A, ( ➔ 0)aEI) consisting of a set A 
and a sequence of binary relations ➔0 on A, also called reduction or rewrite relations. Sometimes 
we will refer to ➔ a as a. In the case of just one reduction relation, we also use ➔ without more. 
(An ARS with just one reduction relation is called 'replacement system' in Staples [75], and a 
'reduction system' in Jantzen [88].) If for a,b E A we have (a,b) E ➔0, we write a ➔0 band call 
b a one-step (a-)reduct of a. 
(ii) The transitive reflexive closure of ➔ a is written as ➔> a· (More customary is the notation 
➔a*, but we prefer the double arrow notation as we find it more convenient in diagrams.) 
So a ➔> ab if there is a possibly empty, finite sequence of 'reduction steps' a= a0 ➔a a1 ➔a ... 
➔ a an = b. Here = denotes identity of elements of A. The element b is called an ( a- )reduct of a. 
The equivalence relation generated by ➔ a is = a• also called the convertibility relation generated by 
➔0. The reflexive closure of ➔0 is ➔0 = . The transitive closure of ➔a is ➔a+ . The converse 
relation of ➔a is ~a or ➔0- I . The union ➔au ➔13 is denoted by ➔013 . The composition ➔a o 
➔13 is defined by: a ➔0 o ➔13 b if a ➔a c ➔13 b for some c E A. 
(iii) If a,p are reduction relations on A, we say that a commutes weakly with p if the following 
diagram (see Figure 1.1 a) holds, i.e. if \ia,b,cE A 3dE A (c ~ 13 a ➔ ab ⇒ c ➔>ad <~13 b), or 
in a shorter notation: ~ 13 o ➔a ~ ➔> a o <~13-
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Further, a commutes with ~ if--+> a and--+>~ commute weakly. (This terminology differs 
from that of Bachmair & Dershowitz [86], where a commutes with~ if a-1 o ~ ~ p-1 o a.) 
(iv) The reduction relation ➔ is called weakly confluent or weakly Church-Rosser (WCR) if it is 
weaklyself-commuting(seeFigure 1.lb),i.e.if'<ia,b,cEA 3dEA (ct-a ➔ b ⇒ C ➔> d<+-b) . 
(The property WCR is also often called 'local confluence', e.g. in Jantzen [86] .) 
(v) ➔ is subcommutative (notation WCR:5;1) if the diagram in Figure I.le holds, i.e. if 
'<ia,b,CE A 3dE A (ct- a ➔ b ⇒ c ➔= d t-= b). 
(vi) ➔ is confluent or is Church-Rosser, has the Church-Rosser property (CR) if it is 
self-commuting (see Figure 1. ld), i .e. '<ia,b,cE A 3dE A (c <+-a ➔> b ⇒ c ➔> d <+- b). 
In the sequel we will use the terms 'confluent' and 'Church-Rosser' or 'CR' without 
preference. Likewise for weakly confluent and WCR, etc. The following proposition follows 
immediately from the definitions. Note especially the equivalence of (i) and (vi); sometimes (vi) is 
called 'Church-Rosser' and the situation as in Definition 1. l(vi) 'confluent'. 
1.2. PROPOSITION. The following are equivalent: 
(i) ➔ is confluent 
(ii) ➔> is weakly confluent 
(iii) --+> is self-commuting 
(iv) ➔> is subcommutative 
(v) the diagram in Figure 1.1 e holds, i.e. 
'<ia,b,CE A 3dE A (ct- a ➔> b ⇒ c ➔> d <+- b) 
(vi) '<ia,bE A 3cE A (a= b ⇒ a--+> c <+- b) 
(Here '=' is the convertibility relation generated by ➔. See diagram in Figure l .lf) □ 
1.3. DEFINITION. Let A= (A, ➔) be an ARS. 
(i) We say that a E A is a normal form if there is nob E A such that a ➔ b. Further, b E A has 
a normalform ifb --+> a for some normal form a E A. 
(ii) The reduction relation ➔ is weakly normalizing (WN) if every a E A has a normal form . In 
this case we also say that A is WN. 
(iii) A (or ➔) is strongly normalizing (SN) if every reduction sequence a0 ➔ a1 ➔ .. . eventually 
must terminate. (Other terminology: ➔ is terminating, or noetherian.) If the converse 
reduction relation f- is SN, we say that A (or ➔) is sN-1. 
(iv) A (or ➔) has the unique normal form property (UN) if 
'<ia,b EA (a= b & a,b are normal forms ⇒ a = b) . 
(v) A (or ➔) has the normal form property (NF) if 
'<ia,bE A (a is a normal form & a= b ⇒ b --+> a). 
(vi) A (or ➔) is inductive (Ind) if for every reduction sequence (possibly infinite) a0 ➔ a1 ➔ ... 
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there is an a E A such that ¾ ➔> a for all n. 
(vii) A. (or ➔) is increasing (Inc) if there is a map 11: A ➔ N such that 
\/ a,bE A (a ➔ b ⇒ lal < lbl). Here N is the set of natural numbers with the usual ordering <. 
(viii) A (or ➔) is.finitely branching (FB) if for all a E A the set of one step reducts of a, 
{b E A I a ➔ b}, is finite . If the converse reduction relation f- is FB, we say that A (or ➔) 
is FW1. (In Huet [78], FB is called 'locally finite' .) 
An ARS which is confluent and terminating (CR & SN) is also called complete (other 
terminology: 'canonical' or 'uniquely terminating'). 
Before exhibiting several facts about all these notions, let us first introduce some more 
concepts. 
(a) (b) (c) (d) 
(e) 
Figure 1.1 
1.4. DEFINITION. Let A.= (A, ➔a) and '.B = (B, ➔[3) be two ARSs. Then A. is a sub-ARS of 
'.B , notation A. ~ '.B , if: 
(i) A~ B 
(ii) a is the restriction of~ to A, i.e. \/a,a' E A (a ➔13 a' <=> a ➔a a') 
(iii) A is closed under~. i.e. \/a E A (a ➔13 b ⇒ b E A). 
The ARS '.B is also called an extension of A.. 
Note that all properties introduced so far (CR, WCR, WCR:5;1, WN, SN, UN, NF, Ind, Inc, 
FB) are preserved downwards: e.g. if A.~ '.B and '.Bis CR, then also A. is so. 
Of particular interest is the sub-ARS determined by an element a in an ARS: 
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1.5. DEFINITION. Let A= (A, ➔)bean ARS, and a E A. Then Ci(a), the reduction graph of a, is 
the smallest sub-ARS of A containing a. So Ci(a) has as elements all reducts of a (including a 
itself) and is structured by the relation ➔ restricted to this set of reducts. 
We will now collect in one theorem several implications between the various properties of 
ARSs. The first part (i) is actually the main motivation for the concept of confluence: it guarantees 
unique normal forms, which is of course a desirable state of affairs in (implementations of) 
algebraic data type specifications. Apart from the fundamental implication CR ⇒ UN, the most 
important fact is (ii), also known as Newman's Lemma. The property CP ('cofinality property') is 
defined in Exercise 1.7.13 below. 
1.6. THEOREM. 
(i) CR ⇒ NF ⇒ UN 






UN&WN ⇒ CR 
UN & WN ⇒ Ind 
Ind & Inc ⇒ SN 
WCR & WN & Inc ⇒ SN 
CR ¢:> CP for countable ARSs. □ 
relations between properties of Abstract Reduction Systems 
Figure 1.2 
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Most of the proofs of (i)-(vii) are easy. For Newman's Lemma a short proof is given in Huet [78] 
and in Barendregt [84]; an alternative proof, illustrating the notion of 'proof ordering', is given in 
Chapter 6 (Exercise 6.10.1). Proposition (v) is from Nederpelt [73]; (vi) is proved in Klop [80] ; 
for (vii) see Exercise 1.7.13 below. The propositions in the statement of the theorem (and some 
more- for these see the exercises at the end of this chapter) are displayed also in Figure 1.2; here it 
is important whether an implication arrow points to the conjunction sign &, or to one of the 
conjuncts. Likewise for the tail of an implication arrow. (E.g. UN & WN ⇒ Ind, SN & WCR ⇒ 
UN & WN, Inc ⇒ sN-1, FB-1 & sN-1 ⇒ Inc, CR ⇒ UN but not CR ⇒ UN & WN.) 
It does not seem possible to reverse any of the arrows in this diagram of implications. An 
instructive counterexample to WCR ⇒ CR is the 1RS in Figure 1.3 (given by R. Hindley, see also 
Huet [78]) . 
Figure 1.3 
There are several other facts about ARSs which often are very helpful e.g. in proving 
properties of algebraic data type specifications. We present them in the form of the following series 
of Exercises. For an understanding of the sequel these additional facts are not necessary. Some 
proofs require the notion of 'multiset', explained in Exercise 4.12.5. 
1.7. Exercises: Criteria for confluence. 
1.7.1. EXERCISE (Rosen [73)). If (A,➔ 1 ,➔2) is an ARS such that ➔> 1 = ➔> 2 and ➔l is subcommutative, then 
➔2 is confluent. 
1.7 .2. EXERCISE (Hindley [64)). Let (A, (➔a)ael> be an ARS such that for all a,13 E I, ➔a commutes with 
➔8 . (In particular, ➔a commutes with itself.) Then the union ➔ = UaeI ➔a is confluent. 
(This proposition is sometimes referred to as the Lemma of Hindley-Rosen; see e.g. Barendregt [84]. 
Proposition 3.3.5. For an application, see Exercise 2.2.10 and 2.2.11.) 
1.7 .3. EXERCISE (Hindley [64)). Let (A,➔ 1 ,➔2) be an ARS._Suppose: 
Va,b,ce A :lde A (a ➔lb & a ➔2 c ⇒ b ➔> 2 d & c ➔l = d) . (See Figure l.4a.) Then ➔1 ,➔2 commute. 
1.7.4. EXERCISE (Staples [75)). Let (A,➔ 1 ,➔2) be an ARS. Suppose: 
Va,b,ceA :ldeA (a ➔lb & a ➔> 2 c ⇒ b ➔> 2 d & c ➔>l d). (See Figure l.4b.) Then ➔1 ,➔2 commute. 
1.7 .5. EXERCISE (Rosen [73)) . Let (A,➔ 1 ,➔2) be an ARS. 
DEFINITION: ➔l requests ➔2 if Va,b,ceA :ld,eeA (a ➔>l b & a ➔> 2 c ⇒ b ➔> 2 d &c ➔>l e ➔> 2 d)). 
(See Figure 1 .4c.) To prove: if ➔l ,➔2 are confluent and if ➔l requests ➔2, then ➔12 is confluent. 
1.7 .6. EXERCISE (Rosen [73)). Let (A,➔ 1 ,➔2) be an ARS such that ➔2 is confluent and: 
Va,b,ceA :ld,eeA (a ➔> 1 b & a ➔2 c ⇒ b ➔> 2 d &c ➔> 1 e ➔> 2 d). (See Figure l.4d.) Then ➔1 requests 
➔2-
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1.7.7. EXERCISE (Staples [75]) .Let (A,➔ 1 ,➔2) be an ARS such that ➔2 is confluent and ➔ 1 requests ➔2. 
Let ➔3 be the composition of - 1 and - 2, i.e. a ➔3 b iff :le a ➔> 1 c - 2 b. Suppose moreover that 
Va,b,cEA :ldEA (a- 1 b & a- 1 c ⇒ b ➔3 d & c ➔3 d). Then ➔12 is confluent. 
1.7 .8. EXERCISE (Staples [75]) . DEFINITION: In the ARS (A,➔ 1 ,➔2) the reduction relation ➔2 is called a 
refinemenJ of ➔l if ➔l ~ - 2. If moreover Va,bEA :lcEA (a ➔> 2 b ⇒ a ➔> 1 c & b ➔> 1 c), then ➔2 is a 
compatible refinement of ➔1 . 
Let in the ARS (A,➔ 1 ,➔2) the reduction relation ➔2 be a refinement of ➔1 . Prove that ➔2 is a 
compatible refinement of ➔l iff Va,b,cE A :ldE A (a ➔2 b & b - 1 c ⇒ c - 1 d & a- 1 d). 
1.7.9. EXERCISE (Staples [75]). Let (A,➔ 1 ,➔2) be an ARS where ➔2 is a compatible refinement of ➔ 1 . 
Then: ➔1 is confluent iff ➔2 is confluent. 
1.7 .10. EXERCISE (Huet [80]). DEFINITION: Let (A, ➔) be an ARS. Then ➔ is called strongly confluent (see 
Figure l.4e) if: 
Va,b,cE A :ldE A (a ➔ b & a ➔ c ⇒ b - d & c ➔= d). Prove that strong confluence implies confluence. 
1.7.11. EXERCISE. Let (A, (➔a)aEI) be an ARS such that for all a,[3 EI, ➔a commutes weakly with ➔13-
DEFINITION: (a) ➔a is relatively terminating ifno reduction a0 ➔ a1 ➔ 32 ➔ ... (where ➔ = 
uaEI ➔a) contains infinitely many a-steps. 
(b) ➔a has splitting effect if there are a,b,c, E A such that for every d E A and every [3 E I with a ➔ab, 
a ➔13 c, c - a d, b - [3 d, the reduction b - P. d consists of more than one step. 
To prove: if every ➔ a (a E I) which has splitting effect is relatively terminating, then ➔ is 
confluent. (Note that this strengthens Newman's Lemma.) 
a 
(e) (f) (g) 
Figure 1.4 
1.7.12. EXERCISE (Winkler & Buchberger [83]). Let (A, ➔,>) be an ARS where the 'reduction' relation> is a 
partial order and SN. (So > is well-founded.) Suppose a ➔ b implies a > b. Then the following are 
equivalent: 
(a) ➔ is confluent, (b) whenever a ➔ band a ➔ c, there is a ➔-conversion b = d1 H d2 H ... H dn = c 
(for some n ~ 1) between b,c such that a> di (i = l, ... ,n). Here each His ➔ or+-. (See Figure l.4f.) 
(Note that this is equivalent with Newman's Lemma. More precisely, WCR & SN, the premiss of 
Newman's Lemma, is equivalent with the existence of a p.o. > with properties as in the hypotheses of this 
exercise together with (b).)) 
1.7.13. EXERCISE (Klop [80]). Let A= (A, ➔) be an ARS. Let B ~A.Then Bis cofinal in A if 'ia E A :lb E 
B a - b. Furthermore, A is said to have the cojinality property (CP) if in every reduction graph Ci(a), a E 
A, there is a (possibly infinite) reduction sequence a= a0 ➔ a1 ➔ ... such that (3n In~ 0) is cofinal in 
Ci(a). 
Then, for counJable ARSs: A is CR <=> A has CP. 
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1.7 .14. EXERCISE. Let (A, ➔) be an ARS. For well-founded partial orderings> on A we define the following 
properties. 
(i) A (>): whenever bf- a ➔ c there is a -+conversion b = do H d1 H ... H ~ = c (for some n ~ 0) 
such that a> di for i = l, ... ,n-1. (So, in case n = 0 or 1 there is no partial order requirement.) Here each H 
is ➔ or f-. (See Figure 1.4(f).) 
(ii) ♦(>): whenever bf- a ➔ c there is a ➔-conversion b = d0 ➔ d1 ➔ ... ➔ ~ f- dn+l f- ... f-
~+m = c (for some n, m ~ 0) such that a> di for i = l, ... ,n+m-1. (See Figure 1.4(g).) 
(iii) The weakened properties • -(>) and ♦-(>) are obtained as follows (in addition to the clauses of the 
definition of A (>) and ♦(>), respectively): if for the diverging steps bf- a ➔ c we can find an element d 
such that b ➔ d f- c, we do not require a > d but only a ~ d. 
(iv) We now define that the ARS (A, ➔) has property A if for some well-founded partial ordering> on 
A, we have A (>). Likewise for property ♦ , and for • - and ♦ -. 
(v) Let#: A ➔ ORD be an ordinal assignment to elements of A. Analogous to (i-iii) above we define 






-(#), by replacing a> b by #(a)> #(b) and a~ b by #(a)~ #(b). (The latter>,~ 






- , ♦ 
0
- . All eight properties 
are criteria for confluence; somewhat surprisingly they are not all equivalent. 
CR&SN 
~ 
•o <=> • <=> ♦ <=> ♦ 0 
~ 
.- <=> ♦ 
~ 
• ; <=> ·~ ~ 
CR 
Figure 1.5 
(vi) Prove that implications and equivalences hold as in Figure 1.5. Note that this entails 
SN ⇒ (A <=> CR), which is in fact Exercise 1.7.12. For an application of the confluence criterion ♦ 
0
-, see 
the next exercise. 
Prove that the implications are strict, by considering the examples in Figure 1.6. Show that the ARS in (a) 
has properties-,♦ , ♦ - , ♦0- . The ARSs in (e) and (f) satisfy-,♦ ,-,♦ -, ♦0-. The other ARSs satisfy ♦ . 
1.7.15 . EXERCISE (Geser [89]). This exercise reformulates and slightly generalizes Exercise 1.7.11. Let (A, ➔a• 
➔p) be an ARS. 
DEFINITION: a/P ("a modulo W') is the reduction relation P*aP*. So a ➔a/Pb iff there are c, d such that 
a-» p c ➔ad-» p b. 
Note that a is relatively terminating (in the sense of Exercisel.7.11) iff a/Pis SN. 
DEFINITION. P is called nonsplitting (with respect to au P) if 
Va,b,c E A :ld E A (a ➔p b & a ➔aup c ⇒ c-aup d & b (➔aup)= d ). 
Prove: If a/Pis SN, a is WCR, and Pis non-splitting, then au pis confluent. 
(Hint: Note that the transitive closure (a/p)+ is a well-founded partial ordering. This gives rise to an ordinal 
assignment to elements of A, such that a ➔ab ⇒ #(a)> #(b) and a ➔p b ⇒ #(a)~ #(b). Now show that 
♦ 
0
- as in the previous exercise (vi) holds.) 




1.7 .16. EXERCISE (Curien & Ghelli [90]). Let A.= (A, ➔a) and B = (B, ➔13) be ARSs. Suppose: (i) B is confluent, 
(ii) A. is WN (weakly normalizing). 
Moreover, let cp: A ➔ B be a map such that: 
(iii) a ➔a a' => cp(a) =!3 cp(a'), for all a, a' e A, 
(iv) cp translates a-normal forms into 13-normal forms, 
(v) cp is injective on a-normal forms. 
Then A. is confluent. 
11 
1.7.17. EXERCISE (De Bruijn [78]). This exercise presents a vast generalization of Huet's lemma in Exercise 
1.7 .10. The proof is difficult. 
Let A. = (A, ( ➔n)ne I ) be an ARS with I a partial order. Then, for a, b e A, a ➔> <n b means that there is a 
sequence of redu~tion steps from a to b, each reduction step having index< n. Analogously, a ➔>:5n bis defined. 
Furthermore, ➔n = is the reflexive closure of ➔n· Prove: 
Figure 1.7 
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LEMMA. Let A.= (A, ( ➔n\e 1 ) be an ARS with I a well-founded linear ord!!_r. Suppose that 
(i) Va, b, c, n 3d, e, f (a ➔n b & a ➔n c ⇒ b-~n f & C-4><n d ➔n = e-4><n f),3nd 
(ii) Va, b, c, n, k 3d, e, f (k < n & a ➔n b & a ➔kc ⇒ b -4> <n f & c ➔> <k d ➔n = e ➔> <n f). 
(See Figure 1.7.) Then A. is confluent. 




EXERCISE (Newman [42]). Let WCR l be the following property of ARSs (A, ➔): 
Va,b,ce A 3de A (cf- a ➔ b & b ~ c ⇒ c ➔ d f- b). (See Figure l.8a.) Prove that WCR l & WN ⇒ 
SN, and give a counterexample to the implication WCR~1 & WN ⇒ SN. 
EXERCISE (Bachmair & Dershowitz [86]). Let (A, ➔a, ➔B) be an ARS such that Va,b,c e A 3d e A 
(a ➔ a b ➔ 13 c ⇒ a ➔ B d -al3 c). (In the terminology of Bachmair & Dershowitz [86]: 13 
quasi-commutes over a.) (See Figure l.8b.) Prove that l3/a. is SN iff 13 is SN. (For the definition of 13/a., 
see Exercise 1.7 .15.) 
EXERCISE (Klop [80]) . Let A= (A, ➔a.) and :B = (B. ➔13) be ARSs. Lett: A ➔ B and JC: B ➔ A be 
maps such that 
(i) JC(t(a)) = a for all a e A, 
(ii) Va.a' e A Vb e B 3b' e B (b ➔JC a ➔a. a' ⇒ b ➔13 b' ➔JC a') (Reductions in A can be 'lifted' 
to :B.) See Figure 1.8c. 
Prove that :B is SN implies that A is SN. 
(a) (b) (c) 
Figure 1.8 
1.8.4. EXERCISE. (Geser [89]) Let (A, ➔a.• ➔13) be an ARS with two reduction relations a, 13 such that a. u 13 is transitive. Then: 
a. u 13 is SN {::::) a. is SN and 13 is SN. 
(Hint: use the following infinite version of Ramsey's Theorem, in which for a set S the notation [S]2 is 
used to denote the set ( ( a,b} I a, b e S & a -:I: b} of two-element subsets of S. Furthermore, N is the set of 
natural numbers. 
THEOREM. Let [N]2 be partitioned into subsets X and Y. Then there is an infinite A,;;; N such that either 
[A]2 ,;;; X or [A]2 ,;;; Y.) 
1.9. Exercises: Other properties of ARSs. 
1.9.1. EXERCISE. Define: A (or ➔) has the unique normal form property with respect to reduction (UN➔) if 
Va,b,ce A (a -4> b & a -4> c & b,c are normal forms ⇒ b = c). Show that UN ⇒ UN➔, but not conversely. 
1. 9 .2. EXERCISE. Find a counterexample to the implication WCR & WN ⇒ Ind. (A solution can be found at the 
end of this paper, before the References.) 
1.9.3 .. EXERCISE. Let A= (A, ➔) be an ARS. Define: A is consistent if not every pair of elements in A is 
convertible. Note that if A is confluent and has two different normal forms, A is consistent. Further, let A = 
(A, ➔a.), :B = (B , ➔13) be ARSs such that A,;;; :B . Then we define: :Bis a conservative extension of A if 
Va,a' e A (a =13 a' {::::) a =a. a'). Note that a conservative extension of a consistent ARS is again consistent. 
Further, note that a confluent extension :B of A is conservative. 
1.9.4. EXERCISE. (i) Let A = (A, ➔) be a countable ARS with decidable syntactic equality(=). Moreover, let ➔ 
be a recursively enumerable relation and let the set of normal forms of A be decidable. Show that if A is CR 
and WN, convertibility(=) in A is decidable. 
(ii) Give an example of an ARS A = (N, ➔) (where N is the set of natural numbers) such that ➔ 
is decidable, but NF(A), the set of normal forms of A , is undecidable. 
Chapter 2 
Term Rewriting Systems: basic notions 
2.1. Syntax of Term Rewriting Systems. 
A Term Rewriting System (TRS) is a pair o:,R) of an alphabet or signature L and a set of 
reduction rules (rewrite rules) R. The alphabet L consists of: 
(i) a countably infinite set of variables x1 ,x2,x3, ... also denoted as x,y,z,x',y', ... 
(ii) a non-empty set of function symbols or operator symbols F,G, ... , each equipped with an 
'arity' (a natural number), i.e. the number of 'arguments' it is supposed to have. We not only 
(may) have unary, binary, ternary, etc., function symbols, but also 0-ary: these are also called 
constant symbols. 
The set of terms (or expressions) 'over' Lis Ter(L) and is defined inductively: 
(i) x,y,z, .. . E Ter(L), 
(ii) if Fis an n-ary function symbol and t1 , . .. ,tn E Ter(L) (n ;;:: 0), then F(t1 , ... ,1n) E Ter(L). 
The ti (i = 1, ... ,n) are the arguments of the last term. 
Terms not containing a variable are called ground terms (also: closed terms), and Ter0(L) is 
the set of ground terms. Terms in which no variable occurs twice or more, are called linear. 
Contexts are 'terms' containing one occurrence of a special symbol □, denoting an empty 
place. A context is generally denoted by C[ ]. If t E Ter(L) and tis substituted in D, the result is 
C[t] E Ter(L); tis said to be a subterm of C[t], notation t ~ C[t]. Since D is itself a context, the 
trivial context, we also have t ~ t. Often this notion of subterm is not precise enough, and we have 
to distinguish occurrences of subterms (or symbols) in a term; it is easy to define the notion of 
occurrence formally, using sequence numbers denoting a 'position' in the term, but here we will be 
satisfied with a more informal treatment. 
2.1.1. EXAMPLE. Let L = {A,M,S,0} where the arities are 2,2,1,0 respectively. Then 
A(M(x,y),y) is a (non-linear) term, A(M(x,y),z) is a linear term, A(M(S(0),0),S(0)) is a ground 
term, A(M(D,0),S(0)) is a context, S(0) is a subterm of A(M(S(0),0),S(0)) having two 
occurrences: A(M(S(0),0),S(0)). 
A substitution a is a map from Ter(1:) to Ter(1:) satisfying cr(F(t1, ... ,1n)) = F(cr(t1), ... ,cr(1n)) 
for every n-ary function symbol F (here n;;:: 0). So, cr is determined by its restriction to the set of 
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variables. We also write t0 instead of cr(t). 
A reduction rule (or rewrite rule) is a pair (t, s) of terms E Ter(I:). It will be written as t ➔ s. 
Often a reduction rule will get a name, e.g. r, and we write r: t ➔ s. Two conditions will be 
imposed: 
(i) the LHS (left-hand side) tis not a variable, 
(ii) the variables in the right-hand sides are already contained int. *) 
A reduction rule r: t ➔ s determines a set of rewrites t0 ➔r s0 for all substitutions cr. The LHS t0 is 
called a redex (from 'reducible expression'), more precisely an r-redex. A redex t0 may be replaced 
by its 'contractum' s0 inside a context C[ ]; this gives rise to reduction steps (or one-step 
rewritings) 
C[to] ➔r C[so]. 
We call ➔r the one-step reduction relation generated by r. Concatenating reduction steps we have 
(possibly infinite) reduction sequences t0 ➔ t1 ➔ t2 ➔ ... or reductions for short. Ift0 ➔ ... ➔ 1n 
we also write t0 ➔> 1n, and 1n is a reduct of t0, in accordance with the notations and concepts 
introduced in Chapter 1. 
It is understood that R does not contain two reduction rules that originate from each other by 
a 1-1 renaming of variables. 
2.1.2. EXAMPLE. Consider 1: as in Example 2.1.1. Let (1:, R) be the TRS (specifying the natural 
numbers with addition, multiplication, successor and zero) with the following set R of reduction 
rules: 
r1 A(x,O) ➔ x 
r2 A(x,S(y)) ➔ S(A(x,y)) 
r3 M(x,O) ➔ 0 
r4 M(x,S(y)) ➔ A(M(x,y),x) 
Table 2.1 
Now M(S(S(0)), S(S(0))) ➔> S(S(S(S(0)))), since we have the following reduction: 
M(S(S(0)),S(S(0))) ➔ 
A(M(S(S(0)),S(0)),S(S(0))) ➔ 
S( A(M(S(S(0)),S(0)),S(0))) ➔ 
S( S( A(M(S(S(0)),S(0)),0) ) ) ➔ 






*) It should be noted that some authors prefer not to impose these two restrictions at this stage, since it precludes 
orienting some equational specifications into a TRS; cf. also the footnote on p.39. Moreover, in the setting of 
conditional TRSs (Chapter 11) and typed TRSs the restrictions loose the naturality they have in the present case. 
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Here in each step the bold-face redex is rewritten. Note that this is not the only reduction from 
M(S(S(0)), S(S(0))) to S(S(S(S(0)))). 
Obviously, for each TRS (I:,R) there is a corresponding ARS, namely (Ter(I:), (➔r\ER). 
Here we have to be careful: it may make a big difference whether one discusses the TRS (I:, R) 
consisting of all terms, or the TRS restricted to the ground terms (see the next example). We will 
adopt the convention that (I:, R) has as corresponding ARS the one mentioned already, and we 
write (I:, R)0 if the ARS (Ter0(I:), ( ➔r)rE R) is meant. Via the associated ARS, all notions 
considered in Chapter 1 (CR, UN, SN, ... ) carry over to TRSs. 
2.1.3. EXAMPLE. Let (L, R) be the TRS of Example 2.1.2 and consider (I:, R') where R' = 
Ru {A(x, y) ➔ A(y, x)}; so the extra rule expresses commutativity of addition. Now (I:, R') is 
not WN: the term A(x, y) has no normal form. However, (E, R')o (the restriction to ground terms) 
is WN. 
Whereas (I:, R)0 is SN, (L, R')o is no longer so, as witnessed by the infinite reductions 
possible in the reduction graph in Figure 2.1 . The 'bottom' term in that reduction graph is a normal 
form. 
Figure 2.1 
2.2. Many-sorted Term Rewriting Systems. 
Term rewriting systems (I:, R) as we have defined in 2.1 are sometimes called homogeneous 
(Ganzinger & Giegerich [87]), as they correspond to algebraic data type specifications (by 
replacing ' ➔' by '=' in R) where the signature I: has just one sort (which therefore was not 
mentioned). 
It is straightforward to extend our previous definitions to the heterogeneous or many-sorted 
case. The definition of term formation is as usual in many-sorted abstract data type specifications, 
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and is left to the reader. We will stick to the homogeneous case, but note that 'everything' extends 
at once to the heterogeneous case, at least with respect to the theory in this paper; of course, the 
extension to the heterogeneous case presents a whole area of new features and problems (see e.g. 
Ehrig & Mahr [85], Drosten [89] for a treatment of many-sorted specifications and rewriting). 
2.3. Semi-Thue systems. 
Semi-Thue Systems (STSs), as defined e.g. in Jantzen [88], can be 'viewed' in two ways as 
TRSs. We demonstrate this by the following example of a STS: 
(1) Let T = { (aba, bab)} be a one-rule STS. Then T corresponds to the TRS R with unary 
function symbols a, b and a constant o, and the reduction rule a(b(a(x))) ➔ b(a(b(x))). Now a 
reduction step in T, e.g.: bbabaaa ➔ bbbabaa, translates in R to the reduction step 
b(b(a(b(a(a(a(o))))))) ➔ b(b(b(a(b(a(a(o))))))). It is easy to see that this translation gives an 
'isomorphism' between T and R (or more precisely (R)0, the restriction to ground terms). 
(2) The second way to let a STS correspond to a TRS is by introducing an associative 
concatenation operator ·, and letting the symbols of the STS correspond to constant symbols in the 
TRS. In fact, a 'natural' correspondence in this way requires that we introduce equational TRSs, 
which we will not do here. (See e.g. Bachmair & Plaisted [85] or Plaisted [85].) 
2.4. Applicative Term Rewriting Systems. 
In some important TRSs there is a very special binary operator, called application (Ap). E.g. 
Combinatory Logic (CL), based on S, K, I, has the rewrite rules 
Ap(Ap(Ap(S,x),y),z) ➔ Ap(Ap(x,z), Ap(y,z)) 
Ap(Ap(K,x),y) ➔ x 
Ap(I,x) ➔ x 
Table 2.2 
Here S, K, I are constants. Often one uses the infix notation (t·s) instead of Ap(t, s), in which case 







As in ordinary algebra, the dot is mostly suppressed; and a further notational simplification is that 
many pairs of brackets are dropped in the convention of association to the left. That is, one restores 
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the missing brackets choosing in each step of the restoration the leftmost possibility. Thus the three 
rules become: 
Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
Table 2.4 
Note that xz(yz) restores to (xz)(yz), not to x(z(yz)). Likewise Kxy restores to (Kx)y, not K(xy). 
Of course not all bracket pairs can be dropped: xzyz is when restored ((xz)y)z, which is quite 
different from xz(yz). Note that e.g. Six does not contain a redex Ix. 
It is a convenient fiction to view the S, K, I in the last three equations as "operators with 
variable arity" or varyadic operators, since they may be followed by an arbitrary number of 
arguments t1 •··· •1n (n ~ 0). But it needs, in the case of S, at least three arguments to use the rewrite 
rule for S; e.g.: St1 tit3t4t5t6 ➔ t1 titit3)t4t5t6. 
2.4.1. EXAMPLE. SII(S11) ➔ I(Sil)(l(SII)) ➔ Sil(l(SII)) ➔ SII(S11). The term Sil(S11) has many 
more reductions, which constitute an interesting reduction graph (see Figure 2.2). 
Figure 2.2 
The TRS CL has 'universal computational power' : every (partial) recursive function on the 
natural numbers can be expressed in CL. This feature is used in Turner [79], where CL is used to 
implement functional programming languages. Actually, an extension of CL is used there, called 
SKIM (for S,K,1-Machine); it is also an applicative TRS (see Table 2.5). 
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SKIM 
Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
Cxyz ➔ xzy 
Bxyz ➔ x(yz) 
Yx ➔ x(Yx) 
Uz(Pxy) ➔ zxy 
cond true xy ➔ x 
~ false xy ➔ y 
llli!S.Ilm ➔ n+m 
~nm ➔ n.m 
eQ!!Il ➔ .tn!..e. 
eQ nm ➔ false ifn-¢m 
Table 2.5 
Note that this TRS has infinitely many constants: apart from the constants S, K, .... , eQ there is a 
constant n for each n E N . There are also infinitely many reduction rules, because the last four 
rules are actually rule schemes; e.g. llli!S. nm ➔ n+m stands for all reduction rules like llli!S. Q Q ➔ 
Q, plus Q 1 ➔ l, ... . , llli!S. .3.2 fil ➔ l.QQ, .... In fact, the extra constants in SKIM are there for 
reasons of efficient implementation; they can all be defined using only S and K. E.g. defining B as 
S(KS)K we have: 





as we should have. Likewise, defining C as S(BBS)(KK), we have Cxyz ➔> xzy as the reader may 
check. For the other definitions one may consult Barendregt [84] or Hindley & Seldin [86]. 
It is harmless to mix the applicative notation with the usual one, as in the following TRS, CL 
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However, some care should be taken: consider the following TRS 
Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
Dxx ➔ E 
Table 2.7 
where D is now a constant (instead of a binary operator) subject to the rewrite rule, in full notation, 
Ap(Ap(D, x), x) ➔ E. These two TRSs have very different properties, as we shall see later (the 
first TRS is confluent, the second is not). 
Another interesting example of a TRS in such a mixed notation is Weak Categorical 
Combinatory Logic, which plays an important role in implementations of functional languages (see 
Curien [86] and Hardin [89]): 
Id X ➔ x 
(xoy)z ➔ x(yz) 
Fst(x,y) ➔ x 
Snd(x,y) ➔ y 
(x,y)z ➔ (xz,yz) 
App(x,y) ➔ xy 
A(x)yz ➔ x(y,z) 
Table 2.8 
Here Id, Fst, Snd, App are constants, o , ( , ) and ( , ) are binary function symbols and A is an 
unary function symbol. Note that Fst, Snd are not binary symbols and that App is not the 
'underlying' application operator which was called in CL above Ap. 
2.5. Semantics of Term Rewriting Systems. 
Although we do not enter the subject of semantics of TRSs (see e.g. Boudol [85], Guessarian 
[81 ]), there is one simple remark that should be made. It concerns a semantifal consideration that 
can be of great help in a proof of UN or CR: 
2.5.1. THEOREM. Let A. be an algebra 'for' the TRS R such that for all normal forms t, t' ofR: 
A. I= t = t' ⇒ t = t' . 
Then R has the property UN (uniqueness of normal forms) . 
Here the phrase 'A. is an algebra for the TRS R' means that A. has the same signature as R, and 
that reduction in R is sound with respect to A., i.e. t ➔> R s implies A. 1= t = s. The terms t, s need 
not be ground terms. 
More 'semantic confluence tests' can be found in Plaisted [85], in the setting of equational 
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TRSs (not treated here). 
2.6. Decidability of properties in Term Rewriting Systems. 
We adopt the restriction in this subsection to TRSs R with finite alphabet and finitely many 
reduction rules. It is undecidable whether for such TRSs the property confluence (CR) holds. (This 
is so both for R, the TRS of all terms, and (R)0, the TRS restricted to ground terms.) 
For ground TRSs, i.e.TRSs where in every rule t ➔ s the terms t, s are ground terms (not to 
be confused with (R)0 above), confluence is decidable (Dauchet & Tison [84], Dauchet et al. [87], 
Oyamaguchi [87]). 
For the termination property (SN) the situation is the same. It is undecidable for general 
TRSs, even for TRSs with only one rule (see for a proof Dauchet [89]). For ground TRSs 
termination is decidable (Huet & Lankford [78]). 
For particular TRSs it may also be undecidable whether two terms are convertible, whether a 
term has a normal form, whether a term has an infinite reduction. A TRS where all these properties 
are undecidable is Combinatory Logic (CL), in Table 2.4. 
For Recursive Program Schemes (RPSs), defined in Chapter 8 as a subclass of the 
orthogonal TRSs, the properties SN and WN are decidable. Also for a particular RPS R it is 
decidable whether a term t E Ter(R) has the property SN or WN (Khasidashvili [90]). 
2. 7. Exercises. 
2.7 .1. EXERCISE. (Puzzle.) Find a one rule TRS which is weakly normalizing (WN), but not strongly normalizing 
(SN). An answer can be found just before the References. 
2.7.2. EXERCISE. If t E Ter(R), we say "tis SN" if t admits no infinite reduction t ➔ t' ➔ t" ➔ .... 
Prove: If R is not SN, then there is a redex of R which is not SN. In fact, then there is a redex whose contractum is 
not SN. 
2.7.3. EXERCISE (Huet & Lankford [78]). 
(i) Let R be a ground TRS with finitely many rules, R ={ti ➔ si Ii= 1, ... ,n}. Prove: 
If R is not SN, then for some i e { 1, ... ,n} and some context C[] we have ti ➔+ C[1il-
(Hint: Use the previous exercise and use induction on n.) 
(ii) Conclude: SN is decidable for finite ground TRSs. 
2.7.4. EXERCISE. Undecidability of SN. 
In this exercise we will outline a proof that SN is an undecidable property for (finite) TRSs, via a translation of the 
problem to the (uniform) halting problem for Turing machines. The proof is a slight simplification of the one in 
Huet & Lankford [78). (However, that proof employs only constants and unary function symbols; below we use also 
binary function symbols.) We will not be concerned with the number of reduction rules employed in the translation 
of a Turing machine to a TRS; for an undecidability proof using a TRS of only two reduction rules, thus 
establishing that SN is undecidable even for TRSs with only two rules, see Dershowitz [87]. For a (complicated) 
proof that even for one rule TRSs the property SN is undecidable, see Dauchet [89]. (Even more, for orthogonal one 
rule TRSs SN is undecidable, as shown in Dauchet [89]. The property 'orthogonal' is defined in Chapter 8.) 
A (deterministic) Turing machine M consists of a triple (Q, S, 8) where Q = { q0, .. .,qn) is the set of states, S 
= { □, s1, ... ,sm} is the set of tape symbols(□ being the empty symbol or 'blank'), and 8 is a partial function (the 
transition function) from Q x S to Q x S x (L, R) . Here L represents a move to the left, R to the right. 
An instantaneous description or configuration is an element of S * QS * (in the well-known notation of regular 
expressions). E.g. in Figure 2.4(a) the configuration Oaqba□ a is pictured; the understanding is that in the 
configuration w1 qw2 the head is in state q and scans the first symbol to the right of it, i.e. of w2. Furthermore, the 
infinite portions of tape which are to the left of w1 and to the right of w2, are supposed to be blank. Equivalent 
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Figure 2.4 
configurations arise by appending to the left or to the right of the configuration finite portions of empty tape, i.e. 
* elements of { □} . 
and 
The transition function o determines transition rules, of the form 
qst .. s'q't (for all t e S) whenever o(q, s) = (q', s', R) 
tqs .. q'ts' (for all t e S) whenever o(q, s) = (q', s', L). 
A transition rule of the first type ('R-type') is a move to the right (see Figure 2.4(b)), and of the second type 
('L-type') a move to the left. A rule of the first type can also be rendered as 
qs .. s'q' whenever o(q, s) = (q', s', R). 
Transition rules may be applied in a 'context', giving rise to transitions between configurations, by appending words 
w1, w2 e s* to the left and the right. Thus the transition rule qst .. s'q't generates transitions w1 qstw2 ,. w1 s'q't 
w2 for all w1, w2 E s*. Note that transitions operate in fact on equivalence classes of configurations. 
We will now translate all this in the terminology of TRSs. That is, we associate to the Turing machine M = 
(Q, S, o) a TRS RM as follows. For each q e Q there is a binary function symbol which we will denote with the 
same letter. Each s E S corresponds to a unary function symbol, also denoted with the same letter. Furthermore, the 
alphabet of Rm contains a constant symbol ■ . A word we s* is translated into the term qi(w) as follows: 
q>(E) = ■ (E is the empty word) * 
qi(sw) = s(q>(w)) for s e S, we S 
E.g. the translation of ba□ a is b(a(□ (a(■ )))) . In the sequel of this exercise we will suppress parentheses by association 
to the right, thus rendering b(a(D(a(■ )))) as ba□ a■ . 
A configuration w1 qw2 will be translated to q(qi(w1 -
1), qi(w2)). Here w1 -l is w1 reversed. The reason for this 
reversal will be clear later. E.g. the configuration □ aqba□ a is translated to q(a□■ , ba□ a■ ). 
We will now define the translation of the transition rules of Minto reduction rules of RM. To transition rules 
of R-type, qs .. s'q', we let correspond the reduction rule 
q(x, sy) ➔ q'(s'x, y). 
In the case thats is □, so that the rule reads q□ ,. s'q', we add moreover the reduction rule 
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q(x, ■ ) ➔ q'(s'x, ■ ). 
In some sense, the second rule is a degenerate case of the first one; conceiving ■ as a potentially infinite portion of 
tape, satisfying the equation ■ = □■ , it is clear how this rule arises from the first one. 
To a rule of L-type, tqs -+ q'ts', we let correspond the reduction rule 
q(tx, sy) ➔ q'(x, ts'y). 
Again we have some extra rules for the 'degenerate' cases. If tqs -+ q'ts' is in fact □ qs -+ q'ts' we add moreover 
q( ■ , sy) ➔ q'( ■ , Ds'y). 
If tqs -+ q'ts' is in fact tq□ -+ q'ts' we add moreover 
q(tx, ■ ) ➔ q'(x, ts'■ ). 
If tqs -+ q'ts' is □ q□ -+ q'D s' we add moreover 
q( ■ , ■ ) ➔ q'( ■ , Os'■) . 
(So the transition rule □ q□ -+ q'D s' corresponds to four reduction rules.) 
(i) Now it is not hard to prove that for configurations a, ~ we have: 
(ii) Prove that, given a TRS R and a term t in R, the problem to determine whether t has an infinite reduction in 
R, is undecidable. This means: there is no algorithm that accepts as inputs pairs (R, t) of a TRS R (given by a finite 
set of rewrite rules) and a term t E Ter(R), and that yields as output the answer 'yes' if t has an infinite reduction in 
R, and 'no' otherwise. (Using (i), reduce this problem to the well-known undecidable halting problem for Turing 
machines with empty tape as initial configuration.) 
(iii) To each ground term in RM of the form q(t1, tz) where t1, tz are terms in which no q' E Q occurs (call such 
a term 'restricted'), there corresponds a configuration of M; but this is not so without that restriction. Prove that if 
some term tin RM has an infinite reduction in RM, then there is also a restricted ground term t' in RM having an 
infinite reduction, and thus yielding a corresponding infinite run of the Turing machine M. 
(iv) Prove, using (iii) and referring to the well-known undecidable uniform halting problem for Turing machines, 
that the problem to determine whether a given TRS is SN (strongly normalizing) is undecidable. The uniform halting 
problem for Turing machines is the problem to decide whether a given Turing machine halts on every input as initial 
configuration. 
(v) (For fun: give a Turing machine-like intuition also for 
non-restricted terms; see the hydra-like Turing machine 
configuration corresponding to 
q(□ a□ ■ , baq'(cd□ cq"(ab□ ■ , b□b□□■ ), cOaOq*(gO■ , ehfD■))) 
in Figure 2.5 .). 
Note that in a term of the form q(x, q'(y, z)) the first 
head, containing q, is 'destroyed'. Give an alternative 
definition of RM, corresponding to Turing machine M, by 
adopting some more reduction rules, arising by the equation 
q(x, y) = Dq(x, y), applying the two non-degenerate reduction 
rules above. (E.g. q(tx, sy) ➔ q'(x, ts 'y) gives rise to 
q(q"(x,z), s(y)) ➔ q'(q"(x,z), Os'y), and several more rules.) 
Call the resulting TRS RM'· Show that reductions of ground 
terms q(t, t') in RM' correspond to interleaved runs of several 
Turing machines, which operate entirely independently, in 
contrast with the situation for RM. 
C d C C a 
q' 
hydra-Jiu Turing machine 
Figure 2.5 
Chapter 3 
Combinations of Term Rewriting Systems 
In view of the need for modularisation of abstract data type specifications, it would be very helpful 
if some properties of a TRS could be inferred from their validity for 'parts' of that TRS. The 
simplest possible definition of 'parts' is that obtained by the concept of 'disjoint sum' ofTRSs: 
3.1. DEFINITION. Let R1, R2 be TRSs. Then the disjoint sum R 1 EB R2 of R1, R2 is the TRS 
obtained by taking the disjoint union of R1 and R2. That is, if the alphabets of R1, R2 are disjoint 
(R1, R2 have no function or constant symbols in common), then the disjoint sum is the ordinary 
union; otherwise we take renamed copies R1', R2' of R1, R2 such that these copies have disjoint 
alphabets and define R1 EB R2 to be the union of these copies. 
We have the following useful fact from Toyama [87] : 
3.2. THEOREM. R1 EB R2 is confluent ijfR1 and R2 are confluent. 
So, confluence is a 'modular' property. One might think that the same is true for termination (SN), 
but Toyama [87] gives a simple counterexample: take 
R 1 = {f(0,1,x) ➔ f(x,x,x)} 
R2 = {QI(x,y) ➔ x, QI(x,y) ➔ y} 
then R1, R2 are both SN, but R1 EB R2 is not, since there is the infinite reduction: 
f(QI(0,1), QI(0,1), or(0,l)) ➔ f(0, QI(0,l), or(0,l)) ➔ 
f(0 , 1, or(0,1)) ➔ f( QI(0,1), QI(0,1), QI(0,l)) ➔ .... 
In this counterexample R2 is not confluent and thus one may conjecture that 'confluent and 
terminating' (or CR & SN, or complete) is a modular property (i.e. R1 EB R2 is complete iff R1, R2 
are so). Again this is not the case, as a counterexample given by Barendregt and Klop (adapted by 
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Toyama, see Toyama [86]) shows: R1 has the eleven rules 
F(4,5,6,x) ➔ F(x,x,x,x) 
F(x,y,z,w) ➔ 7 
7 
and R2 has the three rules 
G(x,x,y) ➔ x 
G(x,y,x) ➔ x 
G(y ,x,x) ➔ x. 
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(Similar counterexamples with the additional property of being 'reduced' or 'irreducible'-
meaning that both sides of every rule are normal forms with respect to the other rules (see 
Definition 5.3.7 below for a more accurate definition)-are given in Toyama [86] and Ganzinger 
& Giegerich [87].) 
Now R 1 and R2 are both complete, but R1 EB R2 is not: 
F(G(l,2,3), G(l,2,3), G(l,2,3), G(l,2,3)) ➔> 
F(G(4,4,3), G(5,2,5), G(l,6,6), G(l,2,3)) ➔> 
F( 4, 5, 6, G(l,2,3)) ➔ 
F(G(l,2,3), G(l,2,3), G(l,2,3), G(l,2,3)). 
For a simpler counterexample, see Exercise 3.9.1. 
The last counterexample (and also that in Exercise 3.9.1) involves a non-leftlinear TRS. This 
is essential, as the following theorem indicates. First we define this concept: 
3.3. DEFINITION. (i) A term is linear if it contains no multiple occurrences of the same variable, 
non-linear otherwise. (E.g. G(x, x, y) is non-linear.) (ii) A reduction rule t ➔ s is left-linear if tis a 
linear term. (iii) A TRS is left-linear if all its reduction rules are left-linear. 
3.4. THEOREM (Toyama, Klop & Barendregt [89a,b]). 
Let R1, R2 be left-linear TRSs . Then : R1 EB R2 is complete iffR1 and R2 are complete. □ 
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Some useful infonnation concerning the inference of SN for R1 EB R2 from the SN property 
for R1 and R2 separately is given in Rusinowitch [87] and Middeldorp [89b], in tenns of 
'collapsing' and 'duplicating' rewrite rules: 
3.5. DEFINITION. (i) A rewrite rule t ➔ sis a collapsing rule (c-rule) ifs is a variable. 
(ii) A rewrite rule t ➔ sis a duplicating rule (ct-rule) if some variable has more occurrences ins 
than it has in t. 
Example: F(x,x) ➔ G(x,x) is not a ct-rule, but F(x,x) ➔ H(x,x,x) is. Also P(x) ➔ G(x,x) is a 
ct-rule. 
3.6. THEOREM. Let R1 and R2 be TRSs both with the property SN. 
(i) IfneitherR1 norR2 containc-rules,R1 EBR2 isSN. 
(ii) If neither R1 nor R2 contain d-rules, R1 EB R2 is SN. 
(iii) If one of the TRSs R1, R2 contains neither c- nor d-rules, R1 EB R2 is SN. 
Statements (i) and (ii) are proved in Rusinowitch [87]; statement (iii) is proved in Middeldorp 
[89b]. 
Another useful fact, proved in Middeldorp [89a], is that UN is a modular property: 
3.7. THEOREM. R1 EB R2 is UN ijfR1 and R2 are so. 
The proof of this theorem employs a lemma of independent interest; see the proof sketch in 
Exercises 3.10.3-4. 
3.8. EXAMPLES. 
(i) Consider CL EB {D(x,x) ➔ E}, Combinatory Logic with binary test for syntactic equality as 
in Table 2.6. Note that this is indeed a disjoint sum. As we shall see in Chapter 8, CL is confluent. 
Trivially, the one rule TRS {D(x,x) ➔ E} is confluent. Hence, by Toyama's theorem (3.2) the 
disjoint sum is confluent. 
(ii) By contrast, the union CL u {Dxx ➔ E}, Combinatory Logic with 'varyadic' test for 
syntactic equality as in Table 2.7, is not confluent. (See Klop [80].) Note that this combined TRS 
is merely a union and not a disjoint sum, since CL and {Dxx ➔ E} have the function symbol Ap in 
common, even though hidden by the applicative notation. 
We note in advance that CL u {Dxx ➔ E} does have the property UN, as can be seen by an 
appeal to a theorem of Chew [81], which is explained below, in Chapter 11. 
(iii) Another application of Toyama 's theorem (3.2): let R consist of the rules 
if true then x else y ➔ x 
if false then x else y ➔ y 
ifz then x else x ➔ x. 
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(Here true.false are constants and if - then - else is a ternary function symbol.) Then CL EB R is 
confluent. Analogous to the situation in (ii), it is essential here that the if-then-else- construct 
is a ternary operator. For the corresponding varyadic operator, the resulting TRS would not be 
confluent. 
3.9. Combinations of overlapping Term Rewriting Systems. 
We will only briefly consider termination and confluence properties of combined TRSs R 1 u R2 
which are not disjoint sums. For results in that area see Dershowitz [81, 85], Bachmair & 
Dershowitz [86], Toyama [86] and, for heterogeneous TRSs, Giegerich & Ganzinger [87]. As to 
confluence properties of combined TRSs R1 u R2 which are not disjoint sums, we include two 
facts in the following exercises, which require some concepts from the sequel (namely, the notion 
of overlapping reduction rules, critical pairs, and A-calculus). We conclude this chapter mentioning 
a recently obtained and potentially very useful result of Middeldorp & Toyama [90]. This requires a 
definition first. 
3.9.1. DEFINITION. A constructor TRS (or a TRS with the constructor discipline) is a TRS in 
which the set of function symbols can be partitioned into a set D of defined function symbols and a 
set C of constructors, such that for every rewrite rule t ➔ s, the left-hand side t has the form 
F(t1 , ... ,tn) with FE D and t1 , ... ,tn E Ter(C, V ), the set of terms built from variables and 
constructors. 
3.9.2. EXAMPLE. (i) The TRS in Example 2.1.2 with function symbols A, M, S, 0 is a constructor 
TRS. (ii) The TRS RM constructed in Exercise 2.7.4 (undecidability of SN) is a constructor TRS. 
3.9.3. THEOREM (Middeldorp & Toyama [90]). Let R 1 and R2 be constructor TRSs, possibly 
sharing constructor symbols but not defined symbols. Then: 
R1 u R2 is complete <=> R1, R2 are complete. 
3.10. Exercises. 
3.10.1. EXERCISE. A simpler counterexample to the modularity of completeness is given in Drosten [89]. Slightly 
adapted it reads: 
and 
R1 F(0, 1, x) ➔ F(x, x, x) 
F(x, y, z) ➔ 2 
0 ➔ 2 
1 ➔ 2 
R2 D(x,y,y) ➔ x 
D(x, X, y) ➔ y. 
Now R1, R2 are complete; however, their disjoint sum is not. To see this, consider the term F(M, M, M) where 
M = D(0, 1, 1) and show that F(M, M, M) has a cyclic reduction. 
3.10.2. EXERCISE. Prove that WN is a modular property. 
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3.10.3. EXERCISE (Middeldorp [90]). 
Let R be a TRS. For t E Ter(R), [t] denotes the equivalence class oft with respect to convertibility in R: 
[t] = {t' It =Rt'}. Further, V(t) is the set of variables occurring int. EV(t) is the set of essential variables oft, 
defined as: nt'E [t] V(t'). 
(i) Now let t(x, y) be a term with essential variables x = x1, ... ,~ and non-essential variables y = y1, .. ·,Ym· 
Prove that for arbitrary terms s = s1 , ... ,sm we have t(x, s) =R t(x, y). 
(ii) Let R have the property UN (unique normal forms). Show that a normal form has only essential variables. 
(iii) Let R contain a ground term (i.e., R contains a constant symbol). Show that every convertibility class [t] 
contains a term s having only essential variables. 
(iv) Let R have the property UN and contain a ground term. Show that there is a choice function <p from 
{ [t] I t E Ter(R)) to Ter(R), selecting from each equivalence class [t] a term such that 
(1) <p([t]) E [t]; 
(2) if [t] contains a normal form t', then cp([t]) = t'; 
(3) <p([t]) contains only essential variables. 
(v) LEMMA. Let R be a TRS with property UN and containing a ground term. Then R can be extended to a 
confluent TRS R' with the same alphabet, the same convertibility and the same normal forms. 
Prove the lemma by considering R', originating from R by adding the set of reduction rules {t ➔ <p([t]) It E 
Ter(R) & t ~ <p([t])}. (Note that the t ➔ <p([t]) are added as reduction rules, not merely as reduction steps.) 
(vi) LEMMA. Let R be a TRS with property UN. Then R can be extended to a confluent TRS R' with the same 
convertibility and the same normal forms. 
Prove the lemma as follows: in case R contains a constant, (v) applies; if not, we add a constant C and a rule 
C ➔ C to yield R". Now apply (v) on R". 
3.10.4. EXERCISE (Middeldorp [90]). Let R1, R2 be disjoint TRSs, both having the property UN. Show that 
R1 Et> R2 has property UN. 
(Proof sketch: Use the previous exercise to extend Ri to Ri' such that Ri' is confluent and has the same 
convertibility and the same normal forms as Ri (i = 1, 2). Moreover, R 1' and R2' can be taken disjoint from each 
other. By Toyama's theorem (3.2) R1' Et> R2' is confluent, and hence also UN. Now consider t, t' E 
Ter(R1 Et> R2) such that t, t' are normal forms and convertible in R1 Et> R2. Obviously t, t' are also convertible in 
R 1' E!:l R2'. The proof is concluded by showing that t, t' are also normal forms in R 1' Et> R2'. Hence t = t', and R1 Et) 
R2 is UN.) 
3.10.5. EXERCISE (Middeldorp [89a]). Give examples showing that NF and UN➔ (Definition 1.3, Exercise 1.9.1 
are not modular properties. 
3.10.6. EXERCISE. A different approach to modularity is taken by Kurihara & Kaji [88]. If R1 and R2 are disjoint 
TRSs, it is not allowed in that approach to perform arbitrary interleaving of R1 -steps and R2-steps; there is the 
obligation to use as long as possible the rules of the same TRS. Thus, if a rule of say R1 is applied to term t, we 
must first normalize t with respect to R1, before applying rules of R2, and vice versa. Formally: define relations .. i 
(i = 1,2) for terms s,t E Ter(R1 Et> R2) by 
s .. i t ifs ➔/ t and tis a normal form of Ri. 
Furthermore, .. is the union of .. 1 and .. 2. Now Kurihara & Kaji [88] obtain the following interesting result. 
THEOREM. (i) Let R1, R2 be disjoint TRSs. Then the relation .. is terminating (SN). 
(ii) Let R1, R2 be disjoint complete TRSs. Then the relation .. is complete. 
Note that in (i) R1, R2 need not be SN. 
We will sketch a proof of (ii). Assuming (i), part (ii) of the theorem follows in some easy steps: 
First observe that for •► we have UN {::} CR, using UN & SN ⇒ CR, a general fact for ARSs. So to prove UN for 
•► . Consider reductions s .. ... •► t1 and s .. ..... tz, where t1, t2 are ••-normal forms. Because the original 
reductions ➔i (i = 1,2) in Ri are SN, the terms t1, tz are normal forms with respect to ➔, the union of ➔i (i = 1,2). 
Hence by Toyama's theorem 3.2: t1 = tz· 
3.10.7. EXERCISE (Middeldorp). 
(i) Show that the modularity of WN (Exercise 3.9.2) is a corollary of the theorem in Exercise 3.10.6. 
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(ii) Give an example of disjoint confluent TRSs such that .. is not confluent. 
(Solution by A. Middeldorp of this question in Kurihara & Kaji [88]: 
R1 = {F(x,x) ➔ F(x,x), A ➔ B}; R2 = {e(x) ➔ x}. 
Now F(e(A),A) .. l F(e(B),B) .. 2 F(B,B) and F(e(A),A) .. 2 F(A,A). 
The terms F(A,A) and F(B,B) are different •►-normal forms.) 
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3.10.8. EXERCISE (Raoult & Vuillemin [80]. Toyama [88]). Let R1, R2 be TRSs. Define: R1 .l R2 (R1 and R2 
are orthogonal to each other) if there is no overlap between a rule of R1 and one of R2. (There may be critical pairs 
due to overlap between R1 -rules, or between Ri-rules.) Prove: 
THEOREM. Let R1, R2 be left-linear and confluenl TRSs such that R1 .l R2. Then R1 u R2 is confluent. 
(Proof sketch. Prove that in R1 u R2 we have: (1) R1 -reductions commute; (2) Rrreductions commute; (3) 
R1 -reductions commute with Rrreductions. In order to prove (3), it is sufficient to prove (4) as in Figure 3.1. To 
prove (4), we need the left-linearity and the orthogonality requirements. The result now follows by an application of 
the Hindley-Rosen lemma in Exercise 1.17(3). 
The orthogonality is obviously necessary. Note that also the left-linearity cannot be dropped-see Example 
3.8(ii) .) 
Figure 3.1 
3.10.9. EXERCISE. Let R be a TRS having only the application operator in common with CL, Combinatory 
Logic. Suppose R is left-linear and confluent. Show that CL u R is confluent. 
(Hint: use the previous exercise.) 
3.10.10. EXERCISE. Prove: 
(i) THEOREM. Let R be a left-linear, conjluenl TRS. Let the signature ofR be disjoin/from that of A-calculus, i.e. 
R does not conlain the application operator. Then A EB R, the disjoint sum of A-calculus and R, is confluent. 
Proof sketch: by the same strategy as used for Exercise 3.10.8. In fact, the same proof shows that the restriction that 
R does not contain application is superfluous, and we even have: 
(ii) THEOREM. Let R be a left-linear, confluenl IRS. Then the union Au R of A-calculus and R is confluenl. 
Example. According to (i), A EB {m:(~. x) ➔ ~. Qr(x, .trilli) ➔ tnill} is confluent. According to (ii), 
A u {or~ x ➔ lnill, Q[ x 1nill ➔ true} is confluent. 
3.10.11. EXERCISE (Klop, Toyama). Rewriting with recursion. 
If R is a TRS, let Rµ be the rewrite system obtained from R by adding the reduction rule 
µx . Z(x) ➔ Z(µx. Z(x)). 
(So Rµ is a 'Combinatory Reduction System' in the sense of Chapter 12.) E.g. if R contains a binary function 
symbol F, then µx. F(F(x, y), x) ➔ F(F( µx. F(F(x, y), x), y), µx. F(F(x, y), x)). 
(i) Prove: if R is a left-linear confluent TRS, then Rµ is confluent. 
(ii) Show that the condition 'left-linear' in (i) is necessary to conclude confluence of Rµ· 
[Hint: consider the confluent TRS R = ( F(x, x) ➔ A, F(x, G(x)) ➔ B}. Now prove that in Rµ we have A = 
B, using µx . G(x) = G(µx. G(x)).] 
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Recursive path orderings 
As Newman's Lemma (WCR & SN ⇒ CR) shows, termination (SN) is a useful property. In 
general, as noted in 2.1 .10, it is undecidable whether a TRS is SN; but in many instances SN can 
be proved and various techniques have been developed to do so. (See Huet & Oppen [80], 
Dershowitz [85].) We will present in this section one of the most powerful of such termination 
proof techniques: the method of recursive path orderings, as developed by Dershowitz on the basis 
of a beautiful theorem of Kruskal. (See also the similar concept of 'path of subterm ordering' in 
Plaisted [78], discussed in Rusinowitch [87].) In fact we will use the presentation of Bergstra & 
Klop (85], where the rather complicated inductive definitions of the usual presentation are replaced 
by a reduction procedure which is to our taste easier to grasp. 
4.1. DEFINITION. (i) Let 1' be the set of commutative finite trees with nodes labeled by natural 
numbers. Example: see Figure 4. l(a). This tree will also be denoted by: 3(5, 7(9), 8(0(1, 5))). 
Commutativity means that the 'arguments' may be permuted; thus 3(8(0(5, 1)), 5, 7(9)) denotes the 
same commutative tree. 
(ii) Let 1'* be the set of such trees where some of the nodes may be marked with (a single) *. So 
1' \;;;; 1'*. Example: see Figure 4.l(b); this tree will be denoted by 3*(5,7(9*),8*(0(1,5))). 
4.2. NOTATION. n(t1, ... ,tk) will be written as n(t). The ti (i = l, ... ,k) are elements of 1'*. Further, 
if t = n(t1 , ... ,tk) then t* stands for n*(t1 , ... ,tk) . 
4.3. DEFINITION. On 1'* we define a reduction relation<> as follows. 
(i) place marker at the top: 
n(t) <> n*(t) 
(ii) make copies below lesser top : 
if n > m, then n*(t) <> m(n*(t), ... ,n*(t)) 
(iii) push marker down : 
n*(s,t) <> n(s*, ... ,s*,t) 
(iv) select argument: 
(j ~ 0 copies of n*(t)) 
(j ~ 0 copies of s*) 
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It is understood that these reductions may take place in a context, i.e. 
if t ¢ s, then n(---, t,---) ¢ n(---, s,---). 
(a) (b) 
Figure 4 .1 
We write¢+ for the transitive (but not reflexive) closure of¢. 
4.4. EXAMPLE. (i) Figure 4.2 displays a reduction in 11'*. 





(ii) n(t) ¢+ m(t) if n > m. 
(iii) n(s , t) ¢+ n(t). 
(iv) O* is a normal form with respect to ¢. 
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(i E { l, ... ,k}, k ~ 1) 
Clearly, the reduction¢ is not SN in 11'*; for, consider the second step in Figure 4.2(i): there 
the right hand side contains a copy of the left-hand side. However: 
4.5. THEOREM. The relation ¢+, restricted to 1', is a well-founded partial ordering. Or, rephrased, 
the relation c:>+, restricted to 'Ir, is SN. 
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So there is no infinite sequence t0 ¢+ t1 ¢+ t2 ¢+ ... of tem1s ti (i ~ 0) without markers. The 
proof of Theorem 4.5 is based on Kruskal 's Tree Theorem; we will give the main argument. 
In order to introduce the next notion of 'embedding', we must make the definition of trees t 
E 1I' somewhat more precise. An element t E 1I' is a pair ((D, S, a 0), t) where Dis a finite set 
{ a 0 , p, y, ... } with distinguished element a 0, called the root or the top oft, and partially ordered 
bys. We require that 
(i) a0 ~ p for all p E D, 
(ii) p s y and p S 8 ⇒ y s 8 or 8 s y, for all p, y, 8 E D. 
The set Dis also called NODES(t), the set of nodes oft. Furthem1ore, t : D ➔ N is a map assigning 
labels (natural numbers) to the nodes oft. Finally, we use the notation a A p for the supremum 
(least upper bound) of a, p E D. (The actual names a, p, ... of the nodes are not important, which 
is why they were suppressed in the pictorial representation oft E 1I' above.) 
4.6. DEFINITION. Lett, t' E 1!'. We say that tis (homeomorphically) embedded int', notation 
t ~ t'' if there is a map cp: NODES(t) ➔ NODES(t') such that: 
(i) cp is injective, 
(ii) cp is monotonic (a Sp ⇒ cp(a) S cp(P) ), 
(iii) cp is sup preserving ( cp( a AP)= cp(a) A cp(P) ), 
(iv) cp is label increasing ( ((a) S t'(cp(a)), where t, t' are the labeling maps oft, t' respectively; 
Sis the ordering of natural numbers). 
Actually, (ii) is superfluous as it follows from (iii). 
4.7. EXAMPLE. (i) 2(9, 7(0, 4)) ~ 1(3(8(8(5, 1)), 9, 5(9)), 2) as the embedding in Figure 4.3 
shows. 










Clearly,~ is a partial order on 1!'. Moreover it satisfies the following remarkable property: 
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4.8. KRUSKAL'S TREE THEOREM. 
Let t0, t1, ½•···bean infinite sequence of trees in 1". Then for some i < j: ti :S... tj. 
The proof of this theorem, as given in Kruskal [60], is extremely complicated. Proofs can be found 
in Dershowitz [79] or Dershowitz & J ouannaud [90]. See also Exercise 4 .12. 2 for a detailed proof 
sketch of a restricted case which is sufficient for the present purpose. 
Now we have the following proposition (of which (i) is nontrivial to prove): 
4.9. PROPOSITION. (i) ¢+ is a strict partial order on 1", (ii) ifs :S... t, then t ¢* s. 
(Here ¢ * is the transitive-reflexive closure of¢ .) Note that the reverse of (ii) does not hold; for, 
if t ¢ * s, then s may have more nodes than t (see e.g. the example in Figure 4.2 above), hence: not 
s :S... t. Note also that clause (iii) in Definition 4.6 (sup preserving) is necessary: we do not have, 
e.g., 1(0(0, 0)) ¢* 1(0, 0) (without clause (iii) 1(0, 0) could be embedded in 1(0(0, 0)) ). For a 
proof of (ii), see also Exercise 4.12.1. 
Combining 4.8 and 4.9, we have Theorem 4.5. For, suppose there is an infinite sequence 
then for some i < j we have ti :S... tj' hence tj ¢ * ti, so ¼ ¢+ ~. which is impossible as ¢+ is a strict 
partial order. 
4.10. APPLICATION (Dershowitz [87]). Let a 1RS R as in Table 4.1 be given. To prove that R is 
SN. 
-,-,x ➔ X 
-,(XV y) ➔ (-,x /\ -,y) 
-,(x /\ y) ➔ (-,XV -,y) 
X /\ (y V z) ➔ (x /\ y) v (x /\ z) 
(y V Z) /\ X ➔ (y /\ x) v (z /\ x) 
Table 4.1 
Choose a 'weight' assignment v ➔ 1, /\ ➔ 2,-, ➔ 3. Now a reduction in R corresponds to a¢+ 
reduction in 11' (and hence it is also SN) as follows: 
3(3(t)) ¢+ t 
3(1(t,s)) ¢+ 2(3(t),3(s)) 
3(2(t,s)) ¢+ 1(3(t),3(s)) 
2(t,l(s,r)) ¢+ 1 (2(t,s),2(t,r)) 
2(l(s,r),t) ¢+ 1 (2(s,t),2(r,t)) 
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E.g. the second rule: 
3(l(t,s)) c::> 3*(l(t,s)) c::> 2(3*(l(t,s)), 3*(l(t,s))) ¢+ 
2(3(1 *(t,s)), 3(1 *(t,s))) c::>+ 2(3(t),3(s)). 
4.11 . REMARK. (i) The termination proof method above does not work when a rule is present of which the left-hand 
side is embedded (in the sense of Definition 3.6) in the right-hand side, as in f(s(x)) ➔ g(s(x), f(p(s(x)))). For an 
extension of Kruskal's Theorem, leading to a method which also can deal with this case, see Kamin & Levy [80] and 
Puel [86]. 
(ii) Another example where the method above does not work directly, is found in the TRSs corresponding to 
process algebra axiomatisations as in Bergstra & Klop [84, 85]. For instance in the axiom system PA there are the 
rewrite rules 
XII y 
(x + y) IL z 
(a•x) IL y 
➔ (x IL y) + (y IL x) 
➔ (x IL z) + (y IL z) 
➔ a-(x II y). 
Here one wants to order the operators as follows: II > IL > •,+, but then we get stuck at the third rule with the 
re-emergence of the 'heavy' operator II. In Bergstra & Klop [85] the solution was adopted to introduce infinitely many 
operators II n and ILn, where n refers to some complexity measure of the actual arguments of the operators in a 
reduction. In fact, the operator + does not contribute to the problem, and forgetting about it and writing x II y as 
g(x,y), x IL y as h(x,y), a-x as f(x), we have Example 16 in Dershowitz [85] where this problem takes the following 





The termination proof as in Bergstra & Klop [85] amounts to the following for the present example. Define a norm 
I I on terms by: ltl = the length of t in symbols; then introduce normed operators gn and ~ (n ~ 2); order the 
operators thus: ~ > hn > f, ~+ 1 > ~- Then replace in a term t every subterm h(s,r) by hlsl+lrl(s,r) and likewise for 
g(s,r). Now the recursive path ordering as before is applicable. 
Caution is required here: the norm must be chosen such that the norm of a term t is not increased by reduction 
of a subterm of t. (For this reason, taking ltl as the length of t in symbols would not work for the process algebra 
example above.) 
(iii) A third example were the proof method above does not work, is when an associativity rule (x·y)·z ➔ x-(y•z) is 







What we need here is the lexicographic path ordering of Kamin and Levy, see Dershowitz [85]. Essentially this says 
that a reduction in complexity in the first argument of A outweighs an increase (strictly bounded by the complexity 
of the original term) in the second argument. In fact, an ordering with the same effect can easily be described in the 
framework of reduction with markers * as explained above: all one has to do is give up the commutativity of the 
trees in 'II' and 'II'* and require that an embedding (Definition 4.6) respects also the left-right ordering; Kruskal's Tree 
Theorem works also for this case of noncommutative trees. 
Next, the rules in Definition 4 .3 are restricted such that the arities of the operators are respected; in Definition 
4.3 the operators were treated 'varyadic'. So rule (iii) becomes: n*(t1 , ... ,ti,. .. ,tk) ¢ n(t1 , ... ,ti* ,. .. ,tk) 
(1 ~ i ~ k). Further, we add to the rules in Definition 4.3 (with (iii) amended) the rule 
(v) simplify left argument 
n*(t) ¢ n(t1 *, n*(t), ... , n*(t)) 
Example: A(S(x),S(y)) ¢ 
A *(S(x),S(y)) ¢ 
A(S*(x),A*(S(x),S(y))) ¢ 
A(x,A *(S(x),S(y))) <> 
A(x,A(S(x),S*(y))) <> 
A(x,A(S(x),y)). 
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4.12. Exercises. 
4.12.l. EXERCISE. (i) In Definition 4.6 we defined for s, t E 1': s ~t. Show that an equivalent definition is as 
follows: on 1' (not on 1'*) we define the reduction :a-+: 
(1) n(t) ... m(t) if n > m, 
(2) n(s, t) ... s. 
(Here tis t1 , ... , tk, k 2: 0.) Let :a-+* be the transitive reflexive closure of .... Then: s ~t ~ t ... * s. 
(ii) Show that t ... s ⇒ t ¢* s. Conclude: s ~t ⇒ t ¢* s, as in Proposition 4.9. 
4.12.2. EXERCISE. In this exercise we outline a short proof of a restricted version of Kruskal's Tree Theorem 4.8, 
which is sufficient for tennination proofs of TRSs where the function symbols have arities uniformly bounded by 
some natural number N. (There may be infinitely many function symbols, as e.g. the gn, ¾ in the preceding 
Remark 4.11 .) A fortiori this is the case for TRSs with finite alphabet. 
The proof below is similar to that in Dershowitz [79]; the proof in Dershowitz & Jouannaud [89] is similar 
but for a short-cut there using an appeal to a special case of the Tree Theorem known as Higman's Lemma. These 
proofs are originally due to Nash-Williams [63]. 
DEFINITION. (i) The branching degree of a nodes in t E 1' is the number of immediate successor nodes of s. 
(ii)* 1' N is the subset of 1' consisting of trees where all nodes have branching degree ~ N. Likewise we define 
1'N. 
We will now outline a proof of Kruskal 's Tree Theorem 4.8 where 1' is restricted to 1' N· 
(i) CLAIM 1. Each infinite sequence of natural numbers n0, n1, n2, ... has a weakly ascending infinite 
subsequence. 
This means that ther~ is_ a subsequence nf(0)• nf(l)• nf(2), ... with f(0) < f(l) < f(2) < ... such that nf(Of 
nf(lf nf(2f ... . The proof 1s srmple. 
(ii) DEFINITION. (1) Lett E 1' N· Then ltl is the number of nodes oft. 
(2) Notation: an infinite sequence of trees lo• t1, ... will be written as t. The initial segment t0, ... •~-l is 
(t)n- The set of infinite sequences of trees from 1' N is 1' Nc.o· 
(3) Let D ~ 'J['Nc.o· Then the sequence t E Dis minimal in D if VseD (s)n = (t)n ⇒ lsnl 2: l~I. 
(iii) CLAIM 2. Let D ~ 1' N c.o be non-empty. Then D contains a minimal element (with respect to D ). 
The proof of Claim 2 is easy. 
(iv) NOTATION. (1) Lets, t E 'J['Nc.o· Thens~ t means thats is a subsequence oft. 
(2) Let t = t0, t1, ... and lets = sf(O)• sf(l)• ... be a subsequence oft, such that for all i, sf(i) is a proper 
subtree of lt(i) · Then we writes~~ t and call s a subsubsequence oft. (See Figure 4.4.) 
(v) DEFINITION. s = s0, s1, s2, .. . is a chain if s0 ~ s1 ~ s2 ~ ... , where~ is the embedding relation as in 
Kruskal 's Tree Theorem. 
We will now suppose, for a proof by contradiction, that there is a counterexample sequence to the restricted version 
of Kruskal 's Tree TI1eorem that we want to prove. That is, the set C ~ 1' Nc.o of sequences s such that for no i < j we 
have si ~ sj, is supposed to be non-empty. 
(vi) CLAIM 3. Lett be a minimal element from C. Supposes~~ t. 
(1) Then/or some i < j: si ~ sj. 
(2) Even stronger, s contains a subsequence which is a chain. 
PROOF of Claim 3 (1). (Note that a minimal element t exists by the assumption Ct:- 0 and by Claim 2.) Lets, t 
be as in Claim 3. Let s0 be a proper subtree of tf(O) = tk. Consider the sequence t0 , ... ,tk-l • s0, s1, s2, ... , that is, 
(t)k followed bys. By minimality oft, this sequence is not in C. Hence it contains an embedded pair of elements 
(the earlier one embedded in the later one). The embedded pair cannot occur in the prefix (t)k because t E C. It can 
also n~t be of the !onn ti~ sj' since then t would contain the embedded pair ti~ tf(j)· So, the embedded pair must 
occur m the postfix s. 
As to part (2) of the claim, suppose s does not contain an infinite chain as subsequence. Then s contains an 
infinite number of finite chains, each starting to the right of the end of the previous finite chain and each maximal in 
the sense that it cannot be prolonged by an element occurring to the right of it in s. Now consider the last elements 
of these finite chains. These last elements constitute an infinite subsubsequence oft, containing by (1) of the claim 
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(vii) CLAIM 4. Lett be minimal in C and supposes~~ r ~ t. Thens contains an infinite chain as subsequence. 
The proof is trivial. 
We will now apply a sieve procedure to the minimal counterexample sequence t E C. By Claim 1 we can take 
a subsequence t' oft such that the root labels are weakly ascending. Oft' we take a subsequence t* with the property 
that the branching degrees of the roots are a weakly ascending sequence. By Claim 4 every subsubsequence oft* still 
contains an infinite embedding chain. 
Let us 'freeze' the elements in t', that is, we impose an ordering of the successors of each node in some 
arbitrary way. So the frozen trees int' are no longer commutative trees, and we can speak of the first, second etc. 
'arguments' of a node. (An argument of a node a. is the subtree with as root a successor node 13 of a..) 
The next step in the sieve procedure is done by considering the sequence of first arguments of (the roots of) 
the elements in t*. As this is a subsubsequence, it contains an infinite chain. Accordingly, we thin t* out, to the 
subsequence t**. This sequence has the property that its first arguments form a chain. Next, t** is thinned out by 
considering the sequence of the second arguments oft**. Again, this sequence contains a chain, and thinning t** 
accordingly yields the subsequence t***. 
chain of first 
arguments 
chain of second 
arguments 
Figure4.5 
weakly ascending sequence of root labels 
embedding chain in minimal counterexample sequence 
After at most N steps of the last kind, we are through. The result is then a chain, since the roots already 
satisfied the embedding condition (they form a weakly ascending chain), and the arguments are also related as chains. 
(See Figure 4.5.) However, this contradicts the assumption that t contains no embedded pair. Hence C is empty, and 
the restricted version of Kruskal 's Tree Theorem is proved. □ 
4.12.3. EXERCISE (Kruskal [60)). In this exercise we introduce the terminology of well-quasi-orders which is often 
used to formulate Kruskal's Tree Theorem. 
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(1) DEFINITION. The binary relation 5 is a quasi-order (qo) if it is reflexive and transitive. (So the relation ➔> in a 
TRS is a qo.) If in addition 5 is anti-symmetric (i.e. ~y & y5x => x=y for all x,y) then 5 is a partial order (po). 
(2) DEFINITION. Let (X, 5) be a qo. A subset Y 1;;; X is called a cone if x E Y & x 5 y => y E Y for all x,y E X. 
The cone generated by Y ~ X, notation Yi, is the set (x E X I :lye Y y 5 x}. (It is the intersection of all cones 
containing Y.) A cone Z is finitely generated if Z = Yi for some finite Y. 
(3) DEFINITION. Let (X, 5) be a qo (po, respectively). Then (X, 5) is a well-quasi-order (wqo) or well-partial-order 
(wpo) respectively, if every cone of Xis finitely generated. 
(4) DEFINITION. Let (X, 5) be a qo. A subset Y ~ X is an anti-chain if the elements of Y are pairwise 
incomparable, i.e. for all x,y E Y such that x,t.y we have neither ~y nor y5x. 
Prove the following lemma: 
(5) LEMMA. Let (X, 5) be a qo. Then the following conditions are equivalent: 
(i) (X, 5) is a wqo; 
(ii) X contains no infinite descending chains x0 > x1 > x2 > ... and all anti-chains ofX are finite; 
(iii) for every infinite sequence of elements Xo• x1, x2, ... in X there are i, j such that i < j and xi 5 xj' 
So, Kruskal's Tree Theorem as stated in 4.8 can be reformulated as follows: (1', ~ is a well-quasi-order. 
Prove that (1', ~ is in fact a partial order; so Kruskal's theorem states that (1', ~ is even a well-partial-order. 
4.12.4. EXERCISE. (i) Show that the well-partial-order (1', ~ is not a linear order. 
(ii) Show that ¢ + is a linear order. As it is well-founded (Theorem 4.5), it corresponds to an ordinal. For 
connections with the ordinal r 0, the first impredicative ordinal, see Dershowitz [87]. For more about Kruskal's Tree 
Theorem and the connection with large ordinals, as well as a version of the Tree Theorem which is independent from 
Peano's Arithmetic, see Smorynski [82] and Gallier [87]. 
4.12.5. EXERCISE (Multiset orderings) 
Very useful for termination proofs (below used in Chapter 6 and above in some of the exercises in 1.7) are the 
multiset orderings; these are particular cases of the well-founded ordering (1', ¢+) discussed above, namely by 
restricting the domain 1'. 
(I) Multisets. Let (X, <) be a strict partial order. Then the p.o. of multisets over X, or the multiset extension of X, 
notation (Xµ, <µ), is obtained as follows. The elements of Xµ are finite "sets" of elements from X with the 
understanding that multiplicity of occurrences is taken into account, other than in ordinary sets. A multiset will be 
denoted by brackets { }. E.g. if a, b E X then {a, a, b} and {a, b} are different multisets; but {a, a, b} and {a, b, a} 
denote the same multiset. Stated differently, a multiset is a finite sequence of elements where the order of occurrences 
in the sequence is disregarded. Giving a more formal definition is left to the reader. A multiset is also known as a 
bag. We use in this exercise a, p, ... as variables for multisets. 
Now we define the following relation >1 between elements of Xµ by the two clauses: 
(1) {a} >1 {b1 , ... ,bn} for all a, b1 , ... ,bn E X (n ;c: 0) such that a> bi (i = 1, ... ,n); 
(2) a >1 p => a u y >1 p u y. 
Here u denotes multiset union, defined in the obvious way as a union where the multiplicities of the elements are 
respected. E.g. {a, a, b} u {a, b, c} = {a, a, a, b, b, c}. 
Thus, a multiset gets smaller by replacing an element in it by arbitrarily many (possibly 0) elements which are less 
in the original ordering. The converse of >1 is <1. 
Furthermore, we define: 
(3) <µ is the transitive closure of <1. 
Now prove the following statements: 
(i) If (X, <) is a strict partial order, then so is its multiset extension (Xµ, <µ)_ If (X, <) is moreover a linear 
order, then so is (Xµ, <µ)_ 
(ii) (Dershowitz & Manna [79]) 
(X, <) is a well-founded p .o. <=> (Xµ, <µ) is a well-founded p .o . 
(The p.o. (X, <) is well-founded if there are no infinite descending chains x0 > x1 > .... ) 
(iii) Let (X, <) be a well-founded linear order with order type a. Then (Xµ, <µ) has order type oP. 
(II) Nested multisets. 
Let (X, <) be a p.o. Then the p.o. of nested multisets over X, notation: (Xµ *, <µ * ), is defined as follows. The 
domain Xµ * is the least set Y such that X ~ Y and yµ = Y. Or, inductively: 
(1) Xo=X; 
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(2) ~+ I = (X0 u ... u Xn )µ; 
(3) xµ* = Un~O Xn. 
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Note that the elements of Xµ * can be represented as finite commutative trees, with terminal nodes labeled by 
elements from X, and non-terminal nodes with a label representing the multiset-operator. The depth of a E xµ* is 
the stage of the inductive definition in which it is generated, or in the tree representation, the maximum of the 
lengths of the branches of the tree corresponding to a. 
Furthermore, the ordering <µ * is the least relation R extending < and satisfying 
(0) x R a for all x E X and multisets a E Xµ * - X; 
(I) {a} R {131, ... ,13n} for all a, 13 1, ... ,13n Exµ* (n ~ 0) such that ai R 13i (i = l, ... ,n); 
(2) a R 13 => au y R 13 u y for all multisets a, 13, ye Xµ * - X. 
(i) Let (,,..X, <) be a p.o. Prove that (Xµ *, <µ * ) is a p.o. If moreover (X, <) is a linear order, then so is 
(Xµ • <µ* ). 
(ii) Let a, 13 e (Xµ *, <µ * ). Prove that if the depth of a is greater than the depth of 13, we have a ~ * 13. 
(ii) (Dershowitz & Manna [79]) 
(X, <) is well-founded <=> (Xµ *, <µ * ) is well-founded. 
(iii) Let (N, <) be the natural numbers with the usual ordering. Prove that (Nµ *, ~ *), the nested multisets over 
the natural numbers, is in fact a restriction of the recursive path ordering (T, ¢+) if the non-terminal nodes of the 
tree representation of a E Nµ * are taken to be 0. That is, for a, 13 E Nµ * ~ T we then have: 
(iv) Show that the order type of the well-founded linear ordering (Nµ *, <µ*>is e0 . Note that (Nµ *, <µ *> is 
isomorphic to ((O}µ*, <µ*).Here'<' in the la~t occurrence of<µ* is the restriction of< to LO} (which in fact is the 
empty relation). Figure 4.6 gives an example of two multisets a, 13 over (O}, such that a~ 13, or equivalently, 
a¢+ 13- All labels at the nodes can be taken 0, and are omitted in the figure. Note that the procedure using the 
markers may employ all clauses in Definition 4.3 except clause (ii). 
Figure4.6 
4.12.6. EXERCISE. Amoebae are defined as follows: 
(i) 0 is an amoeba (the ur-amoeba); 
(ii) if x1 •···•~ are amoebae, then 
® 
is an amoeba. The xi (i = l, ... ,n) are the 'sons' of the big amoeba. 
(iii) A colony of amoebae is a multiset of amoebae, as in Figure 4.7 (top). 
Amoebae may exhibit the following activity: amoeba a may replace each of its sons xi by an arbitrary number of 
copies xi• ···,xi (ki times, ki ~ 0) of that son; a itself dies in the process (that is, its outer shell is removed). It is 
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understood that a may multiply several of its sons simultaneously. If a is the ur-amoeba (i.e. has no sons) it may 
die spontaneously. An example of a sequence of such steps (a 'life') of an amoebae colony is given in Figure 4.7 
(bottom). 
Prove that a colony of amoebae has only a finite life. 
amoebae colony 
life of amoeba colony 
Figure4.7 
Next, we extend the capabilities of amoebae by allowing them to 'fuse together'. Two amoebae which can touch each 
other, may fuse together, thereby sharing their outer shell, and making arbitrary many copies of their sons (as 
suggested in Figure 4.8). In particular, an amoeba is allowed to multiply its sons and retain its outer shell, if it 'eats' 








Critical pair completion 
In this chapter we will give an introduction to critical pair completion (or Knuth-Bendix 
completion) of equational specifications. First we will introduce the last concept. 
5.1. Equational specifications: syntax and semantics. 
We can be short about introducing the syntax of equational specifications: an equational 
specification is just a TRS "without orientation". More precisely, an equational specification is a 
pair (E, E) where the signature (or alphabet) :Eis as in Section 2.1 for TRSs (:E, R), and where E 
is a set of equations s = t between terms s, t E Ter(:E). *) 
If an equation s = t is derivable from the equations in E, we write (:E, E) f- s = t or s =E t. 
Formally, derivability is defined by means of the inference system of Table 5.1. 
(E, E) f- s = t 
(:E, E) f- s = t 
(:E, E) f- s1 = t1 , ... , (:E, E) f- sn = 1n 
(:E, E) f- F(s l , .. . ,sn) = F(t1 , ... ,1n) 
(:E, E) f- t = t 
(:E, E) f- t1 = 12 , (:E, E) f- 12 = t3 
(:E, E) f- t1 = t3 
(:E, E) f- s = t 
(E, E) f- t = s 
Table 5.1 
ifs= t E E 
for every substitution o 
for every n-ary Fe :E 
*) Actually this is not strictly true, because of the two conditions on rewrite rules mentioned in Section 2.1. E.g. an 
equation F(x) = G(y) cannot be oriented into a rewrite rule. But it seems that such non-orientable equations do not 
occur in 'sensible' equational specifications--or do they? 
Chapter 5. Critical pair completion 40 
If Lis a signature, a L-algebra A is a set A together with functions pl: An ➔ A for every 
n-ary function symbol FE L. (If Fis 0-ary, i.e. Fis a constant, then pA E A.) An equations= t 
(s, t E Ter(L)) is assigned a meaning in A by interpreting the function symbols in s,t via the 
corresponding functions in A. Variables in s = t are (implicitly) universally quantified. If the 
universally quantified statement corresponding to s = t (s, t E Ter(L)) is true in A, we write 
At= s = t and say thats =tis valid in A. A is called a model of a set of equations E if every 
equation in E is valid in A. Abbreviation: A t= E. The variety of L-algebras defined by an 
equational specification er, E), notation Alg(r, E), is the class of all r-algebras A such that 
At= E. Instead of v'A E Alg(L, E) At= F, where Fis a set of equations between L-terms, we 
will write (L, E) t= F. There is the well-known completeness theorem for equational logic of 
Birkhoff (35]: 
5.1.1 . THEOREM. Let (L, E) be an equational specification. Then for alls, t E Ter(L): 
(L, E) f- s = t <=> (L, E) t= s = t. □ 
Now the validity problem or uniform word problem for (L, E) is: 
Given an equations= t between L-terms, decide whether or not (L, E) t= s = t. 
According to Birkhoff's completeness theorem for equational logic this amounts to deciding 
(L, E) f- s = t. Now we can state why complete TRSs (i.e. TRSs which are SN and CR) are 
important. Suppose for the equational specification (L, E) we can find a complete TRS (L, R) such 
that for all terms s, t E Ter(L): 
t =R s <=> E f- t = s 
Then (provided R has finitely many rewrite rules only *) ) we have a positive solution of the 
validity problem. The decision algorithm is simple: 
(1) Reduces and t to their respective normal forms s', t' 
(2) Compares' and t': s =Rt iff s' = t'. 
We are now faced with the question how to find a complete TRS R for a given set of equations E 
such that (3$) holds. In general this is not possible, since not every E (even if finite) has a solvable 
validity problem. The most famous example of such an E with unsolvable validity problem is the 
set of equations obtained from CL, Combinatory Logic, in Tables 2.3, 2.4 above after replacing 
'➔' by '=': see Table 5.2. (For a proof of the unsolvability see Barendregt (84] .) So the validity 
*) Actually this finiteness assumption can be relaxed; countably infinitely many rules are allowed, provided ➔ is 
recursively enumerable and the set of normal forms is decidable. Cf. Exercise 1.9.4. 
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problem of (E, E) can be solved by providing a complete TRS CE, R) for (E, E). Note however, 
that there are equational specifications (E, E) with decidable validity problem but without a 
complete TRS (E, R) satisfying (!$): see Exercise 5.4.3. 
Sxyz = xz(yz) 
Kxy =x 
Ix = x 
Table 5.2 
It is important to realize that we have considered up to now equations s = t between possibly 
open 1:-tenns (i.e. possibly containing variables). If we restrict attention to equations s = t between 
ground tenns s, t, we are considering the word problem for (1:, E), which is the following 
decidability problem: 
Given an equation s = t between ground terms s, t E Ter(l:) , decide whether or not 
(1:, E) t= s = t ( or equivalently, (1:, E) f- s = t ). 
Also for the word problem, complete TRSs provide a positive solution. In fact, we require less 
than completeness (SN and CR) for all tenns, but only for ground tenns. (See Example 2.1.3 for 
an example where this makes a difference.) It may be (as in Exercise 5.4.4) that a complete TRS 
for E cannot be found with respect to all tenns, while there does exist a TRS which is complete for 
the restriction to ground terms. 
5 .1.2. REMARK. Note that there are finite equational specifications (1:, E) which have a decidable 
word problem (so for ground terms) for which no complete TRS R (complete with respect to 
ground tenns) exists. This strengthens the observation in Exercise 5.4.3. The simplest such (1:, E) 
is the specification consisting of a single binary commutative operator + and a constant 0, and 
equations E = {x + y = y + x} . According to Exercise 5.4.3 (which also works for the present 
simpler specification) no complete TRS R can be found such that for all (open) s, t we haves =Rt 
¢:} s =et. According to Exercise 5.4.5, we also have the stronger result that no TRS R exists 
which is complete for ground tenns and such that for ground tenns s, t we have s =R t <==} s =e t. 
5.2. Term rewriting and initial algebra semantics. 
We will now make more explicit the connection between term rewriting and initial algebra 
semantics. We suppose familiarity with the concept of an initial algebra in the class of models of an 
equational specification (1:, E), i.e. the variety Alg(E, E), as defined by universal properties in 
tenns of homomorphisms. (See e.g. Meinke & Tucker [90], Goguen & Meseguer [85].) Although 
the initial algebra is only determined up to isomorphism, we will speak of 'the' initial algebra and 
use the notation 1(1:, E) for it. It is well-known that 1(1:, E) can be obtained from the set of ground 
tenns Ter0(1:) by dividing out the congruence relation =e· Thus we can equate the initial algebra 
1(1:, E) with the quotient algebra Ter0(1:)/=e· 
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Now suppose that (E, R) is a TRS 'for' (E, E), that is, =R coincides with =E· (So the initial 
algebra of o::, E) can also be written as Ter0(L)/=R.) If R is a complete TRS, then l(L, E) is in fact 
a computable algebra. This is merely a rephrasing of: the word problem (for ground terms) for (L, 
E) is solvable. As noted in Exercise 5.4.5, the reverse is not necessarily the case; for some (L, E) 
with computable initial algebra there does not exist a complete TRS-at least not in the same 
signature. However, a remarkable theorem of Bergstra and Tucker states that if we allow an 
extension of the signature, with some functions and constants (no new sorts), then a complete TRS 
can always be found. (This result also follows from the simulation of Turing Machines by a TRS 
--consisting of two rules-as in Dershowitz [87].) More precisely: 
5.2.1. DEFINITION. (i) The algebra A E Alg(L, E) is minimal, ifit is (isomorphic to) a quotient 
algebra Ter(L)/= for some congruence =. In particular, I(L, E) is a minimal algebra. In other 
words, an algebra is minimal if its elements are generated by functions and constants in the 
signature. 
(ii) A minimal algebra A is computable, if its equality is decidable, i.e. if the relation AF t = s 
for ground terms t, s E Ter(L) is decidable. 
5.2.2. THEOREM (Bergstra & Tucker [80]). 
Let A be a minimal L-algebra, La finite signature. Then the following are equivalent: 
(i) A is a computable algebra; 
(ii) there is an extension of L to a finite L', obtained by adding some function and constant 
symbols, and there is a complete TRS (L', R) such that A = I(L', R=)IL. 
Here R= is the equational specification obtained by viewing the reduction rules in Ras equations, 
and Ii:: is the restriction to the signature L. So A is a · reduct' (see Meinke & Tucker [90]) of an 
initial algebra given by a complete TRS. (The TRS R as in the theorem is not only ground 
complete, but complete with respect to all terms. Actually, it is an orthogonal TRS as defined in the 
next chapter; and for orthogonal TRSs possessing at least one ground term, ground completeness 
implies completeness.) The functions (including the constants as 0-ary functions) to be added to i:: 
are sometimes referred to as 'hidden/unctions'. Note that according to the statement in the theorem 
no new sorts are needed, thus the present theorem has also a bearing on the homogeneous (i.e. 
one-sorted) case that we are considering in this paper. 
For more information concerning the connection between term rewriting and computability 
aspects of initial algebra semantics (and 'final' algebra semantics), also for the heterogeneous 
(many-sorted) case, we refer to the very complete survey Goguen & Meseguer [85]. 
5.3. Critical pair completion. 
We resume the question how to find a complete TRS (for the case of open terms, henceforth) for an 
equational specification C:E, E). This is in fact what the Knuth-Bendix completion algorithm is 
trying to do. We will now explain the essential features of the completion algorithm first by an 
informal, "intuition-guided" completion of the equational specification of groups: 
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E 
e·x = x 
l(x)·x = e 
(x·y)·z = x·(y·z) 
Table 5.3 











(Note that the orientation in rules 1, 2 is forced, by the restrictions on rewrite rules in Section 2.1. 
As to the orientation of rule 3, the other direction is just as 'sensible' .) These rules are not 
confluent, as can be seen by superposition of e.g. 2 and 3. Redex l(x)·x can be unified (after 
variable renaming) with a non-variable subterm of redex .lli:)'.)_·z (the underlined subterm), with 
result (l(x)·x)·z. This term is subject to two possible reductions: (I(x)-x)·z ➔2 e·z and (l(x)·x)·z 
➔3 l(x)·(x·z). The pair of reducts (e·z, l(x)·(x·z)) is called a critical pair, since the confluence 
property depends on the reduction possibilities of the terms in this pair. Formally, we have the 
following definition which at a first reading is not easily digested. For the concept of a 'most 
general unifier' we refer to Chapter 7 below. 
5.3.1. DEFINITION. Let a ➔ p and y ➔ 8 be two rewrite rules such that a is unifiable (after 
renaming of variables) with a subterm of y which is not a variable (a non-variable subterm). This 
means that there is a context C[ ], a non-variable term t and a 'most general unifier' a such that"(= 
C[t] and t0 = a0 . The term 'f = C[t]0 can be reduced in two possible ways: C[t]0 ➔ C[p]0 and 'f 
➔ 50_ 
Now the pair of reducts (C[p]0 , 8°) is called a critical pair obtained by the superposition of 
a ➔ p on y ➔ 8. If a ➔ p and y ➔ 8 are the same rewrite rule, we furthermore require that a is 
unifiable with a proper (i.e. not= a) non-variable subterm of y = a. 
5.3.2. DEFINITION. A critical pair (s, t) is called convergent ifs and t have a common reduct. 
Our last critical pair (e·z, l(x)·(x·z)) is not convergent: l(x)•(x·z) is a normal form and e·z 
only reduces to the normal form z. So we have the problematic pair of terms z, l(x)·(x·z); 
problematic because their equality is derivable from E, but they have no common reduct with 
respect to the reduction available so far. Therefore we adopt a new rule 
4 . l(x)·(x·z) ➔ z 
Now we have a superposition of rule 2 and 4: l(I(y))-(l(y)-y) ➔ 4 y and l(l(y))·(l(y)·y) ➔2 
I(l(y))·e. This yields the critical pair (y, l(l(y))·e) which cannot further be reduced. Adopt new 
rule: 
5 . l(l(y))·e ➔ y CZllillCeliedl Rattell' 
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As it will turn out, in a later stage this last rule will become superfluous. We go on searching for 
critical pairs: 
Superposition of 4, 1: I(e) ·(e·z) ➔4 z and I(e)-(e·z) ➔1 I(e)·z. 
Adopt new rule: 
6. I(e)·z ➔ z ca1mcelledl llaltell' 
Superposition of 3, 5: (l(ly))-e)-x ➔3 l(l(y)) ·(e-x) and (l(Iy))·e)-x ➔5 y-x. 
Adopt new rule: 
7. l(ly))·x ➔ y-x 
Superposition of 5, 7: I(I(y))·e ➔7 y.e and I(I(y))·e ➔5 y. 
Adopt new rule: 
8. y-e ➔ y 
Superposition of 5, 8: l(l(y))·e ➔5 y and l(I(y))·e ➔g I(I(y)). 
Adopt new rule 
9. I(l(y)) ➔ y 
ca1mcelledl llaltell' 
ca1mcell 5 mdl 7 
(Rule 5 is now no longer necessary to ensure that the critical pair (y, l(I(y))·e) has a common 
reduct, because: l(l(y))·e ➔9 y-e ➔8 y. Likewise for rule 7.) 
Superposition of 6, 8: l(e)-e ➔6 e and l(e)-e ➔8 I(e). 
Adopt new rule 
10. l(e) ➔ e 
Superposition of 2, 9: l(l(y))·l(y) ➔2 e and l(l(y))· l(y) ➔9 y·l(y). 
Adopt new rule 
11 . y·l(y) ➔ e 
Superposition of 3, 11: (y·l(y)) ·x ➔3 y-(l(y) ·x) and (y·l(y))·x ➔11 e-x. 
Adopt new rule 
12. y·(l(y)-x) ➔ x 
ca1mcell 6 
Superposition (again) of 3, 11: (x-y)·l(x·y) ➔11 e and (x-y)-l(x-y) ➔3 x-(y·l(x·y)). 
Adopt new rule 
13. x-(y-(y·l(x·y)) ➔ e ca1mcelledl llalter 
Superposition of 13, 4: l(x)-(x·(y·I(x·y))) ➔4 y-l(x·y) and I(x)·(x·(y·l(x·y))) ➔13 l(x)-e. 
Adopt new rule 
14. y-l(x·y) ➔ l(x) cimcelledl naiter 
caimcen B 
Superposition of 4, 14: l(y)-(y·l(x-y)) ➔4 l(x·y) and l(y)·(y·l(x-y)) ➔14 I(y)·l(x). 
Adopt new rule 
15. I(x·y) ➔ l(y)·l(x) callllcen U 
At this moment the TRS has only convergent critical pairs, e.g.: 




l(e) ➔10 e 
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The significance of this fact is stated in the following lemma. 
5.3.3. CRITICAL PAIR LEMMA (Knuth & Bendix (70), Huet (80)). 
A TRS R is WCR ijJ all critical pairs are convergent. 
So the TRS Rc with rewrite rules as in Table 5.4 is WCR. 
1. e·x ➔ X 
2. I(x)·x ➔ e 
3. (x·y)·z ➔ X·(y·z) 
4 . I(x)-(x·z) ➔ z 
8. y·e ➔ y 
9. I(I(y)) ➔ y 
10. I(e) ➔ e 
11. y·I(y) ➔ e 
12. y·(I(y)·x) ➔ X 
15. I(x·y) ➔ I(y)· I(x) 
Table 5.4 
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Furthermore, one can prove SN for Rc by a 'Knuth-Bendix ordering' (not treated here) or by the 
recursive path ordering explained in Section 2.2. (In fact we need the extended lexicographic 
version of Remark 4.1 l(iii), due to the presence of the associativity rule.) According to Newman's 
Lemma (1.6(ii)) Rc is therefore CR and hence complete. We conclude that the validity problem for 
the equational specification of groups is solvable. 
The following theorem of Knuth and Bendix is an immediate corollary of the Critical Pair 
Lemma 5.3.3 and Newman's Lemma: 
5.3.4. COROLLARY (Knuth & Bendix (70)). Let R be a TRS which is SN. Then R is CR if! all 
critical pairs ofR are convergent. □ 
The completion procedure above by hand was naive, since we were not very systematic in 
searching for critical pairs, and especially since we were guided by an intuitive sense only of what 
direction to adopt when generating a new rule. In most cases there was no other possibility (e.g. at 
4: z ➔ I(x)·(x·z) is not a reduction rule due to the restriction that the LHS is not a single variable), 
but in case 15 the other direction was at least as plausible, as it is even length-decreasing. 
However, the other direction I(y)·I(x) ➔ I(x·y) would have led to disastrous complications 
(described in Knuth & Bendix (70)). 
The problem of what direction to choose is solved in the actual Knuth-Bendix algorithm and 
its variants by preordaining a 'reduction ordering' on the terms. 
Chapter 5. Critical pair completion 46 
5.3.5. DEFINITION. A reduction ordering> is a well-founded partial ordering among tenns, which 
is closed under substitutions and contexts, i.e. ifs > t then s0 > t0 for all substitutions cr, and ifs> 
t then C[s] > C[t] for all contexts C[ ]. 
We now have immediately the following fact (noting that if R is SN, then ➔R + satisfies the 
requirements of Definition 5.3.5): 
5 .3.6. PROPOSITION. A TRS R is SN iff there is a reduction ordering> such that a> Pfor every 
rewrite rule a ➔ P of R. □ 
Input: 
Output: 
Simple version of the Knuth-Bendix completion algorithm 
- an equational specification (L, E) 
- a reduction ordering > on Ter(L) (i.e. a program which computes >) 
- a complete TRS R such that for all s,t e Ter(L): s =R t <=> (L, E) I- s = t 
R:=0; 
while E -:t: 0 do 
choose an equation s = t e E; 
reduce s and t to respective normal forms s' and t' with respect to R; 






If s' > t' then 
ex := s'; P := t' 
else if t' > s' then 




CP := (P = Q I (P, Q) is a critical pair between the rules in R and ex ➔ P}; 
R:=Ru (ex ➔ P}; 
E:=EuCP-(s=t} 
Figure 5.1 
In Figure 5.1 a simple version of the Knuth-Bendix completion algorithm is presented. As to 
the reduction ordering> on Ter(L) which is an input to the algorithm: finding this is a matter of 
ingenuity , or experimentation. (Also without reduction ordering, computer systems for 
Knuth-Bendix completion equipped with an interactive question for orientation of equations into 
rewrite rules are of great help.) 
The program of Figure 5.1 has three possibilities: it may (1) tenninate successfully, (2) loop 
infinitely, or (3) fail because a pair of tenns s,t cannot be oriented (i.e. neither s > t nor t > s). The 
third case gives the most important restriction of the Knuth-Bendix algorithm: equational 
specifications with commutative operators cannot be completed. 
If one still wants to deal with equational specifications having commutative/associative 
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operators as in Exercise 5.4.3, one has to work modulo the equations of associativity and 
commutativity. For completion modulo such equations we refer to Peterson & Stickel [81] and 
Jouannaud & Kirchner [86]. 
In case (1) the resulting TRS is complete. To show this requires a non-trivial proof, see e.g. 
Huet [81]. In the next chapter we will give an abstract formulation of Knuth-Bendix completion, 
following Bachmair, Dershowitz & Hsiang [86], which streamlines considerably this kind of 
correctness proofs. 
The completion program of Figure 5.1 does not 'simplify' the rewrite rules themselves. Such 
an optimization can be performed after termination of the program, as follows. 
5.3.7. DEFINITION. A TRS R is called irreducible if for every rewrite rule a ➔ P of R the 
following hold: (i) p is a normal form with respect to R, (ii) a is a normal form with respect to 
R- {a ➔ P} . 
5.3.8. THEOREM (Metivier [83]). Let R be a complete TRS. Then we can find an irreducible 
complete TRS R' such that the convertibilities =R and =R' coincide. 
Instead of optimizing the TRS which is the output of the above simple completion algorithm 
after the completion, it is more efficient to do this during the completion. Figure 5 .2 contains a 
more efficient Knuth-Bendix completion algorithm, which upon successful termination yields 
irreducible TRSs as output. 
More efficient version of the Knuth-Bendix completion algorithm 
Input: 
Output: 
- an equational specification CE, E) 
- a reduction ordering > on Ter(l:) (i.e. a program which computes >) 
- a complete irreducible TRS R such that for all s,t E Ter(:E): s =R t <=> (l:, E) I- s = t 
R:=0; 
while E ~ 0 do 
choose an equation s = t e E; 
reduce s and t to respective normal forms s' and t' with respect to R; 






If s' > t' then 
a := s'; J3 := t' 
else if t' > s' th en 




R := (y ➔ o' I y ➔ o e Rando' is a normal form of o with respect to Ru (a ➔ 13} }; 
CP := (P =QI (P, Q) is a critical pair between the rules in Rand a➔ 13}; 
E := E u CP u ( y = o I y ➔ o E R and y is reducible by a ➔ l3} - ( s = t}; 
R :=Ru (a ➔ 13} - (y ➔ o I y is reducible by a ➔ 13} 
Figure 5.2 
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We conclude this section with a theorem (5.3.10) stating that the Knuth-Bendix completion 
algorithm, given an equational specification and a reduction ordering, cannot generate two different 
complete irreducible 1RSs. According to Dershowitz, Marcus & Tarlecki [88] the theorem is 
originally due to M. Ballantyne, but first proved in Metivier [83]. 
5.3.9. DEFINITION. Let> be a reduction ordering. We call a 1RS R compatible with> if for every 
rewrite rule a ➔ 13 of R we have a > 13. 
5.3.10. THEOREM. (Metivier [83]) Let R1 and R2 be two complete irreducible TRSs compatible 
with a given reduction ordering>. Suppose R1 and R2 define the same convertibility. Then R1 and 
R2 are equal (modulo a renaming of variables). □ 
5.4. Exercises. 
5.4.1. EXERCISE. Equational deduction systems. 
Often the inference system in Table 5.1 is presented slightly different, as follows. Prove the equivalence of the two 
versions below with the system above. 
Axioms (in addition to the equations in E): 
Rules: 
t = t 
tl = £i 
½ = t1 




substitution ( 1) 
substitution (2) 
Here [x:=t] denotes substitution of t for all occurrences of x. (The assignment notation is chosen to avoid the usual 
confusion between [x/t], [t/x], [x\1], [t\x].) An equivalent formulation is to combine the two substitution rules in 
one: 
substitution 
t1 [x:=t] = ti[x:=t'] 
5.4.2. EXERCISE. (Puzzle.) (Ternary Boolean Algebras, from: Wos, Overbeek, Lusk & Boyle [84]. p.263.) 
LetE= (A1,A2,A3},with 
A1: F(F(v, w, x), y, F(v, w, z)) = F(v, w, F(x, y, z)) 
A2: F(y, x, x) = x 
Af F(x, y, G(y)) = x. 
Prove: Er F(x, x, y) = x. (A solution can be found before the References.) 
5.4.3. EXERCISE. Let CE, E) be the specification given by the equations 
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x+0=x 
x + S(y) = S(x + y) 
x+y=y+x 
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Prove that there is no complete TRS R 'for' E, i.e. such that for all terms s, t E Ter(l:): s =R t ~ s =E t. 
(Consider in a supposed complete TRS R, the normal forms of the open terms x + y and y + x.) 
5.4.4. EXERCISE. Consider the specification as in the previous exercise and find a TRS (I:, R) such that (I:, R)0 
(i.e. the restriction of (I:, R) to ground terms) is complete. 
5.4.5. EXERCISE (Bergstra & Klop). Prove the following fact: 
THEOREM. Let (I:, E) be the specification with I: = ( 0, +} and E = ( x + y = y + x} . Then there is no finite TRS R 
such that the restriction to ground terms, (R)0, is complete and such that =R and =E coincide on ground terms. 
PROOF SKETCH. Define terms t0 = 0, ~+ 1 = ~ + ~ (n ~ 0). Suppose R is a TRS with finitely many rewrite 
rules such that =R and =E coincide on ground terms. Let N be the maximum of the depths of the LHSs of the rewrite 
rules in R. (Here 'depth' refers to the height of the corresponding term formation tree.) 
Figure 5.3 
Chapter 5. Critical pair completion 50 
Consider the terms t* = tN + liN and t** = liN + tN. Clearly, t* =E t** . In fact, {t*, t**) is an 
E-equivalence class, hence also an R-convertibility class. Therefore there must be a rewrite ruler such that t* is an 
r-redex or t** is an r-redex (since there are only two elements in the convertibility class) and such that t* ➔rt** . 
Say t* is an r-redex. Now one can easily show that t* ➔rt** ➔rt*. Hence R is not even SN on ground terms . □ 
5.4.6. EXERCISE. Prove the Critical Pair Lemma. 
(The proof is not hard, after distinguishing cases as in Figure 5.3. Some care has to be taken to deal with repeated 
variables in left-hand sides of reduction rules.) 
5.4.7. EXERCISE. Prove, using the Critical Pair Lemma: If the TRS R has finitely many rules and is SN, then 
WCR and CR are decidable. 
5.4.8. EXERCISE. Prove that every irreducible ground TRS is complete. 
(Hint: use Exercise 2.7.2 to show SN and Corollary 5.3.4 to show CR.) 
5.4.9. EXERCISE. A proof of Theorem 5.3.8 can be given along the following line. Let R1 be the TRS 
{a ➔ P' I a ➔ 13 E Rand P' is the normal form of 13 with respect to R). We may asswne that R1 does not contain 
rewrite rules that are a renaming of another rewrite rule. 
Further, define R' = {a ➔ 13 E R1 I a is a normal form with respect to R1 - {a ➔ 13) ) . Now the proof that 
s =Rt ~ s =R' t follows from the (easy) proofs of the sequence of statements: 
(1) ifs ➔Rl t thens ➔R + t; 
(2) Rand R1 define the same set of normal forms; 
(3) R1 is SN; 
(4) ifs ➔>Rt and tis a normal form thens -l'>Rl t; 
(5) s =R t ~ s =R l t; 
(6) R 1 is CR; 
(7) ifs ➔R' t thens ➔RI t; 
(8) R1 and R' define the same set of normal forms; 
(9) R' is SN; 
(10) ifs -l'>Rl t and tis a normal form thens -l'>R' t; 
(11) s =Rl t ~ s =R' t; 
(12) R' is CR; 
(13) R' is irreducible. 
5.4.10. EXERCISE (Huet [80]). Properties of critical pairs as criteria for confluence. 
In this exercise we collect some criteria for confluence in terms of properties of critical pairs, as well as some 
counterexamples, from Huet [80] . Also some questions are listed which are, as far as we know, open. See Table 5.5. 
( t, s ) t ,j, s WCR -,CR 
2 
( t, s ) t ,j, s & SN WCR CR 
3 
( t, s ) LL&RL& strongly CR 
strongly closed confluent 
4 ll& ( t, s ) WCR -,CR 
strongly closed 
5 <I 
( t, s ) ll&t 71 s 71 is WCR- CR 
6 
( t, s ) LL&s-,1t WCR 
7 
( t, s ) LL& s ➔• t WCR 
8 LL&t ➔=s 
( t, s ) or S ➔ .. t WCR 
Table 5.5 
(1) In row 1 of the table the Critical Pair Lemma 5.3.3 is stated: if every critical pair (t, s) is convergent 
(notation: t ,J., s), then WCR holds. However, CR need not to hold ; a counterexample is given by the TRS with four 
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constants a, b, c, d and rules as in Figure 1.3. 
(2) Row 2 of the table is Theorem 5.3.4 of Knuth and Bendix. 
(3) In row 3, LL means that the TRS is left-linear, RL right-linear (i.e. no right-hand side of a reduction rule 
contains repetitions of a variable). Strongly confluent is defined in Exercise 1.7.10. We furthermore define: 
DEFINITION. A TRS is strongly closed if for every every critical pair (t, s) there are t', t" such that t--» t' ~ = s and 
s -4) t" ~= t. 
Figure 5.4 
Prove that 'strongly closed' is not sufficient to guarantee CR, by considering the non-left-linear TRS 
(F(x, x) ➔ A, F(x, G(x)) ➔ B, C ➔ G(C)). However, if the TRS is left-linear, right-linear and strongly closed, then 
CR holds (for a proof see Huet [80]); in fact, we then have strong confluence. 
(4) In 3, RL cannot be dropped. A nice counterexample is in Huet (80]. given by J.-J. Levy: it contains the 
following eight left-linear rules. See also Figure 5.4. 
F(A, A) ➔ G(B, B) 
A ➔ A' 
F(A', x) ➔ F(x, x) 
F(x, A') ➔ F(x, x) 
G(B, B) ➔ F(A, A) 
B ➔B' 
G(B', x) ➔ G(x, x) 
G(x, B') ➔ G(x, x) 
Check that CR does not hold, and that the TRS is strongly closed. 
(5) This is a remarkable fact: if the TRS is left-linear, and for every critical pair (t, s) we have t ➔ II s, then 
WCR~1 holds, and hence CR. Here ➔II (parallel reduction) denotes a sequence of redex contractions at disjoint 
occurrences. 
(6, 7.c.. 8) If in 5 we replace t ➔11 s _!Jy s ➔II t,_then the CR question is open. Likewise (7) if t ➔II s is replaced by 
s ➔= t, or (8) replaced by: " t ➔= s ors ➔= t ". 
5 .4.11. EXERCISE. Knuth & Bendix (70] contains completions of two specifications which closely resemble the 
specification of groups (see Table 5.6), called 'L-R theory' and 'R-L theory'. 
Prove, using the completions, that x•e =xis not derivable in L-R theory and that in R-L theory the equations 
e•x = x and x-I(x) = e are not derivable. Furthermore, in L-R theory the equation x•e =xis not derivable. Hence the 
three theories are different, i.e. determine different varieties of algebras. 
In fact, note that the variety of groups is the intersection of both the variety of L-R algebras and that of R-L 
algebras, and that the latter two varieties are incomparable with respect to set inclusion. 
Figure 5.5 
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group theory L-R theory: R-L theory: 
e-x = x e-x = x X·e= X 
I(x)·x = e x-I(x) = e I(x)•x = e 
(x·y)·z = x•(y·z) (x•y)•z = x•(y•z) (x·y)·z = x-(y•z) 
completion: completion: completion: 
e•x ➔ x e-x ➔ x 
X•e ➔ X x•e ➔ x 
I(x)·x ➔ e l(x)·x ➔ e 
x-I(x) ➔ e x•l(x) ➔ e 
(x•y) •z ➔ x•(y•z) (x·y)·z ➔ x-(y·z) (x·y)·Z ➔ X·(Y·Z) 
I(e) ➔ e I(e) ➔ e I(e) ➔ e 
I(x•y) ➔ I(y)·I(x) I(x•y) ➔ I(y) ·I(x) l(x·y) ➔ I(y)-I(x) 
X·(I(X)·y) ➔ y X·(I(X)•y) ➔ y 
e•x ➔ I(I(x)) 
I(x)•(x•y) ➔ y I(x)·(x·y) ➔ y 
x-I(I(y) ➔ X·Y 
l(l(x)) ➔ x 
x-e ➔ l(I(x)) 
l(I(I(x))) ➔ l(x) I(l(l(x))) ➔ l(x) 
X·(y·l(y)) ➔ X 
l(I(x))·y ➔ x•y 
X·(I(I(y))-z) ➔ X·(y•z) 
X·(y·(l(y)·z)) ➔ X·Z 
l(x)·(x·y) ➔ I(l(y)) 
Table 5.6 
Chapter 6 
An abstract treatment of completion *) 
There are many completion algorithms such as the two above (in Figures 5.1 and 5.2), differing in 
order of execution or ways of optimization. The question is, how to prove that these algorithms are 
correct, i.e. deliver upon successful termination indeed a TRS R with the same equality as the one 
generated by the original set of equations E. As there is a whole family of completion algorithms, 
one needs to extract the 'abstract principles' of such algorithms; and this is done indeed by 
Bachmair, Dershowitz & Hsiang [86). Their method for proving correctness of completion 
algorithms starts with the introduction of a derivation system where the objects are pairs (E, R); 
each derivation step from (E, R) to (E', R') preserves equality: =EuR coincides with =E'uR'• and 
moreover, along a sequence of derivations the actual proofs of equations s = twill be getting 'better 
and better', with as optimal proof format that of a "rewrite proof'. See Figure 6.1, where it is 
shown how E (that is the pair (E, 0)) is gradually transformed via pairs (E', R') to a TRS R (that is 
the pair (0, R)); along the way the two example proofs in Figure 6.1 get more and more oriented 
until they are in rewrite form. (Here direction is downward; horizontal steps are without direction.) 
There are two crucial ideas in this recent approach. One is the concept of a derivation system 
on pairs (E, R) as discussed above. The other is the concept of ordering the proofs of equations 
s = t according to their degree of orientation. We will now proceed to a more formal explanation. 
6.1. DEFINITION. Let CE, E) be an equational specification. Ifs =Et by application of exactly one 
equation in Ewe writes HE t. Sos HE tiff there exists a context C[ ], a substitution cr and an 
equation u = v (or v = u) in E such thats= C[u0 J and t = C[v0 J. 
6.2. DEFINITION. Let (E, E) be an equational specification and Ra TRS with signature :E. 
(i) A proof in Eu R of an equations= t between terms s,t E Ter(:E) is a sequence of terms 
(s0 , .. . ,sn) such that s0 = s, s11 = t, and for all O < i::; n we have si-l HE si, si-l ➔R si or 
Si-1 f-R Si. 
(ii) A subproof of P = (s0, ... ,s11) is a proof P' = (si•···•s} with O::; i ::; j ::; n. 
*) This chapter is taken from Klop & Middeldorp [88]. 
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The notation P[P'] means that P' is a subproof of P. (Actually, an occurrence of a subproof 
of P.) 
(iii) A proof of the form s0 ➔>R sk <~R sn is called a rewrite proof 








0 O O 0 0 0----0----0---0 
~ 
rewrite proofs 
By definition, P = (s) is a proof of s = s. Figure 6.2 contains another example of a proof. 
Figure 6.2 
Knuth-Bendix completion aims at transforming every proof (s0, ... ,sn) into a rewrite proof 
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s0 ➔> t <+- sn. We now present an inference system for Knuth-Bendix completion. The objects of 
this system are pairs (E, R). The inference system :BC (basic completion) has the following rules 
(see Table 6.1); > is a reduction ordering. 
The notation s =' t means s = t or t = s; the symbol u' denotes disjoint union. A 
:BC-derivation is a finite or infinite sequence (E0, R0) -+ (E1, R1) -+ (E2, R2) -+ ... We write -+ + 
for the transitive closure of-+. 
It is easily seen that, given a derivation step (E, R) .. (E', R'), if R is SN then so is R' and 
furthermore =EuR coincides with =E'uR'· However, proofs in E' u R' are in general 'simpler' than 
in E u R. For example, by adding equations to E by inference rule C2 some subproofs 
s f-R u ➔R t can be replaced by s HE, t. To formalize this reduction in complexity we introduce 
orderings on proofs. 
(C1) orienting an equation 
(E u' {s =' t}, R) .. (E,Ru{s ➔ t}) ifs> t 
(C2) adding an equation 
(E, R) -+ (Eu {s=t},R) ifs f-R u ➔Rt 
(C3) simplifying an equation 
(E u' {s =' t}, R) .. (Eu {u=t},R) ifs ➔Ru 
(C4) deleting a trivial equation 
(Eu' {s = s}, R) .. (E, R) 
Table 6.1 
6.3. DEFINITION. A binary relation c) on proofs is monotonic if Q c) Q' implies P[Q] c) P[Q'] for 
all proofs P, Q and Q'. The relation c) is stable if 
implies that 
for all proofs P and Q, contexts C[ ] and substitutions a. A proof ordering is a stable, monotonic, 
well-founded partial ordering on proofs. 
The proof ordering which we use for completion is based on the given reduction ordering 
and on the elementary steps ( ➔R, f-R or He) in a proof. 
6.4. DEFINITION. (i) The complexity IPI of a proof P = (s0 , ... ,sn) is the multiset 
{c(s0,s1), ... ,c(sn-l •sn)} where c(si-I, si), the complexity of an elementary proof step, is defined 
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by 
(ii) To compare the complexities of the elementary proof steps we use the multiset extension >µ of 
the reduction ordering >. (See Exercise 4.12.5.) To compare proof complexities we use the 
multiset extension of>µ, notation:>µµ _ Now we define: 
6.5. DEFINITION. A proof ordering c:> is compatible with '.BC if (E, R) -++ (E', R') implies that for 
every proof P in E u R of an equation s = t there exists a proof P' of s = tin E' u R' such that 
P c:> P' or P = P'. 
The following proposition has a straightforward proof, which follows from considering 
Figure 6.3 and applying stability and monotonicity of c:>:Bc· Figure 6.3 suggests how proofs are 
reduced in complexity by application of a transformation step according to C1 , ... ,C4. For instance, 
in the case of C2 (see Figure 6.3) the complexity of the subproof t ~R s ➔R u is {{s}, {sH 
which decreases to the complexity of the subproof t HR u, namely {{t, uH. This is indeed a 
Figure 6.3 
decrease since {s} >µ {t, u}. 
6.6. PROPOSITION. The ordering c:>:sc is a proof ordering, which moreover is compatible with '.BC. 
□ 
So in a '.BC-derivation (E0, R0) -+ (E1, R1)-+ (E2, R2) -+ ... the proofs in Ej u Rj are no 
more difficult than corresponding proofs in Ei u Ri, for all j > i. The following fairness property of 
'.BC-derivations implies that moreover every proof in Ei u Ri of an equation s = t which is not yet a 
rewrite proof, can be simplified to a rewrite proof of s = tin Ej u Rj for some j > i. 
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6.7. DEFINITION. A '.BC-derivation (E0, R0) .. (E1, R1) .. (E2, R2) .. ... is called/air if 
(i) l'lj>i Ej = 0 for all i ;:: 0, and 
(ii) if <c, d> E l'lj~i CPj for some i ;:: 0 then c = d E ~ for some k ;:: 0. (CPj is the set of all 
critical pairs between the rewrite rules of Rj .) 
So, according to (ii) every critical pair which arises will be (or was) an equation at some 
time, and by (i) every equation will be 'considered' eventually, that is, oriented in a rewrite rule, 
simplified, or deleted. The following fact can now routinely be proved. 
6.8. PROPOSITION. Let (E0, R 0) .. (E1, R1) .. (E2, R2) ..... be a fair '.BC-derivation and let P be 
a proof ofs =tin Ei u Ri. If Pis not yet a rewrite proof then for some j;:: i there exists a proof P' 
in Ej u Rj of s = t such that P ¢:Be P'. D 
B y a completion procedure we mean a strategy for applying the inference rules of:BC to 
inputs (E, E) and reduction ordering>, in order to generate a:BC-derivation(E0, Ro) .. (E1, R 1) .. ... 
with (E0, R0) = (E, 0). Because for some inputs a fair derivation may not be possible, we allow 
for a completion procedure to fail. We say that a completion procedure is fair if it generates only 
fair de rivations unless it fails. We now have: 
6.9. THEOREM (Bachmair, Dershowitz & Hsiang [86]). 
Let C be a fair completion procedure that does not fail on input (l:, E) and>. 
(i) Ifs =Et then C will generate a pair (Ei, Ri) such thats and t have a common reduct in Ri. 
(ii) R 00 (= Un Rn) is a complete TRS. 
6.10. Exercises. 
6.10.1. EXERCISE. To illustrate the concept of proof orderings we will give an alternative proof of Newman's 
Lemma 1.6(ii) using this notion. (' Alternative' with respect to the proofs that we have seen in the literature. The 
present proof is nevertheless well-known.) See also Exercise 4.12.5 for our multiset notations. 
Let R be a TRS which is SN and WCR. Let P = (s0, ... ,sn) be a proof of the conversion s0 = sn. We define 
the complexity IPI of the proof P as the multiset {s0, ... ,sn}. The ordering c) which we will use is induced by the 
multiset extension of ➔R +, notation: (➔R +)µ. So 
(This means that P c) P'if the multiset IP'I arises from the multiset IPI by repeatedly replacing an element of the 
multiset by arbitrarily many elements which are less in the sense of the well-founded ordering ➔R +_ I.e. by 
repeatedly replacing a term t in the multiset of terms by a number (~ 0) of proper reducts oft.) 
(i) Prove that c) is a proof ordering. 
(ii) If P = (s0 , ... ,sn) is not a rewrite proof, then there is a proof P' of the equation s0 = sn such 
that P c) P'. (Hint: consider a 'peak' in the conversion P, and replace it by a 'valley' , using WCR. See 
Figure 6.4.) 
(iii) Conclude that R is CR. 








Unification and narrowing 
In the preceding two chapters about completion algorithms, we have used as a 'subroutine' the 
determination of a most general unifier of two terms. In the present section we will describe a 
version of a unification algorithm, due to Martelli & Montanari [82); this nondeterministic algorithm 
to compute mgu's is itself phrased in the terminology of rewriting. We start with presenting the 
rewrite rules for 'syntactic unification', and afterwards extend these rules to include 'semantic 
unification' or 'E-unification'. 
7 .1. Syntactic unification. 
Before presenting the syntactic unification algorithm, we introduce some more concepts about 
substitutions, which were defined in Section 2.1 as homomorphisms (with respect to term 
formation) from the set of terms Ter(R) of the TRS R to Ter(R). The composition of substitutions 
cr,'t is the usual one for functions: ('t o cr)(t) = 't(cr(t)) fort E Ter(R); however, in accordance with 
our earlier notation convention, this will be written as t0't. Note that this notation is unambiguous: 
(tO? = t(O't). 
The support of substitution cr is the restriction of cr to the set of those variables xi for which 
xi ;t: x?. Usually, the support will be finite, and in this case we write cr (by some 'abus de 
langage') as its support, which is a finite list of 'bindings' of terms to variables: 
A renaming substitution is a bijective substitution. This implies that a renaming, restricted to the set 
of variables Var = { xi I i ~ 0}, is a permutation of Var. Note that the composition cr't of renamings 
cr, 'tis again a renaming, and that the inverse cr- 1 of a renaming cr exists and is again a renaming. 
Terms s, t differing a renaming, i.e. t0 = s for some renaming cr, are called variants (of each other). 
If t, s are terms such that t0 = s for some substitution cr, we write t $ s. The relation$ is not 
yet a partial ordering; it is a quasi-ordering, also called the subsumption relation. One easily proves 
for all s, t E Ter(R): s $ t & t $ s {::} s,t are variants. 
For substitutions cr , 't we write cr::;; 't if 't = crp for some substitution p. In this case cr is 
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called more general than 't. (The 'overloading' of the symbol $ will cause no confusion.) 
Analogous as for terms, one easily proves: cr $ 't & 't $ cr <=> O','t differ a renaming (crp = 't for 
some renaming p ). 
We call cr a unifier of a set of terms T = {t1 , ... ,tn} if t1 ° = ... = tn °. It is a most general 
unifier (mgu) of T if for every unifier 't of T we have cr $ 't. Each finite set of terms which can be 
unified (has a unifier) has a mgu; it is unique modulo renamings. 
The task of finding a most general unifier of two terms F(t1 ,. .. ,1n) and F(s1 , ... ,sn) can be 
viewed as the task of solving the set of equations {t1=s 1, ... ,tn=sn}. A very elegant algorithm 
exploiting this representation was given by Martelli-Montanari [82]. It consists of rules which 
transform one set of equations into another one. To conform with the notation in 'equational logic 
programming' as in Holldobler [89], we write instead of { t1 =s1 , .. . ,1n=sn} : 
called also an equatiOnal goal. The empty goal (empty set of equations) will be denoted as □ . The 
algorithm to be presented transforms, nondeterministically, goals into goals; just as in logic 
programming we intend to end a sequence of transformations in the empty goal: 
Here .. denotes an elementary 'derivation' step; G0, G1, ... are equational goals. Actually, at some 
of the .. -steps we may obtain as a 'side-effect' a substitution cr; it will be denoted as a subscript, so 
that such a step has the form G .. 
0 
G'. So a derivation may have the form, e.g.: 
Derivation sequences ending in □ are successful; it will also be possible that a derivation is stuck 
and cannot be prolonged to reach □, because no transformation rule applies. In that case we 
conclude the sequence after the goal where the sequence got stuck, with the symbol ■ (for 
'failure'): 
In the case of a successful derivation, we can obtain the 'harvest' by composing all the 
substitutions that are found, in their order of appearance; in the example above: cr1cr2cr5 .... This 
substitution is the computed answer substitution of the successful derivation that we are 
considering. 
We will now present the four derivation rules for equational goals that together constitute a 
unification algorithm. With some adaptations, these 'Martelli-Montanari rules' (MM-rules) are as 
follows. Here ¢= t=s, E stands for an equational goal containing the equation t=s; with E we 
denote the remaining equations in the goal. 
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(1) Term decomposition .. 
~F(t1 , ... ,tn)=F(s1 , ... ,sn), E .. 
(2) Removal of trivial equations 
~x=x, E -+ ~E 
(3) Swap 
~t=x, E .. ~x=t, E 
ift is not a variable 
( 4) Variable elimination 
E >--E(x:=t) ~x=t, .. (x:=t) .,.__ 
ifx ~t 
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(If E . th Ecr . cr cr cr cr w ·th ' ' bb . ' . ' N 1st1=s1, ... ,tn=sn, en 1st1 =s1 , ... ,tn =sn. 1 E wea reviate occursm. ote 
that only in transfonnation rule (4) a substitution is delivered.) 
We have the following well-known 'completeness' theorem: 
7.1.1. UNIFICATION THEOREM. Let G be an equational goal:~ t1=s 1, ... ,tn=sn. Then the 
following are equivalent: 
(i) the equations in G can be unified, 
(ii) there is a mgu a such that t1 cr = s1 °, ... , 1n cr = sn cr (=denoting syntactical equality) 
(iii) the derivation tree with root G and constructed with the MM rules is finite and has only 
success branches, all yielding an mgu of the equations in G as computed answer 
substitution. 
Furthermore, if the equations in G cannot be unified, the MM-derivation tree with root G is also 
finite, but now with all branches ending unsuccessfully. 
(It will be clear what is meant in the statement of the theorem above with derivation tree; it arises 
because the rules can be applied nondeterministically.) 
In the original presentation of Martelli-Montanari, the following two rules are also included; 
they enhance efficiency, by pruning the MM-derivation tree of some unsuccessful subtrees. But we 
don't need them for the completeness of this (nondetenninistic) unification algorithm. (Also, when 
extending the set of rules to deal with E-unification, as we will do in Section 7.2, (5) and (6) must 
be omitted.) 
( 5) Failure rule 
~F(t1 , ... ,tn)=G(s 1 , ... ,sm), E -+ ■ 
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( 6) Occur check 
~x=t, E _,. ■ 
if X "$. t and X E t 
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It is not hard to prove that the MM rules are indeed terminating, as stated by the Unification 
Theorem. (See Martelli-Montanari [82], Apt [87], or Dershowitz & Jouannaud [89].) 
If t, s are unifiable terms we will denote with mgu(s, t) a particular mgu of { s, t}, obtained 
by performing the MM transformations according to some fixed strategy. 
7.1.2. EXAMPLE. (i) We want to determine 'the' mgu of the terms F(G(x), H(x,u)) and F(z,H(F(y,y),z)). The MM 
rules yield the following successful derivation: 
<= F(G(x),H(x,u)) = F(z,H(F(y,y),z)) 
HI) 
<= G(x)=z, H(x,u)=H(F(y,y),z) 
.J(3) 









with computed answer substitution {z:=G(x)) {x:=F(y,y) ){ u:=G(F(y,y))) = ( z:=G(F(y ,y)), x:=F(y ,y), u:=G(F(y ,y))). 
Indeed this is a mgu of the original pair of terms. 
(ii) A failing unification attempt: 
<= F(x,y)=F(y,G(x)) 
.J(l) 





7 .2. Semantic unification. 
In the previous section we have presented an algorithm to solve equations tI =½'syntactically'; 
this is a particular case of the important problem to solve equations 'semantically', i.e. modulo 
some Equational theory E (for this reason semantic unification is also called E-unification). More 
precisely, in the presence of an equational theory E, and given an equation tI =½,we want to find 
substitutions cr such that E F t1 ° = ½ 0 or equivalently (see 2.3.1) E f- tI O = ½ 0 . So syntactic 
unification is E-unification with empty E. 
The situation is now much more complicated than for the case of syntactic unification, since 
in general there will not be a most general unifier cr for tI, ½· We will not really enter the vast area 
of unification theory (see Siekmann (84]), but will mention two algorithms for E-unification which 
are pertinent to term rewriting. Both algorithms operate under the assumption that E, the underlying 
equational theory, is a complete TRS (or rather corresponds to one after orienting the equality 
axioms of E into rewrite rules). So here we have another important application of Knuth-Bendix 
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completion: it prepares the way for equation solving over E, by delivering a complete TRS for E (if 
possible). 
7 .2.1. Narrowing. 
A well-known technique to solve equations t1 =½in the presence of an equational theory E uses 
the 'narrowing' transformation on terms. We will give an 'intuitive' explanation first, which also 
explains why narrowing is called 'narrowing'. 
If (L, E) is an equational theory, we write [t = s]E for the set of solutions of the equation t = 
sin E, i.e. { <J IE I- tcr = scr}. A solution <J is a substitution as defined earlier, i.e. a map from Var, 
the set of variables, to Ter(L) . Let SUB be the set of all substitutions, and if X ~ SUB, let crX 
denote { <J'C I -c E X}. Now noting that for every <J we have [t = s]E ~ <J[tcr = scr]E , there is in 
principle the possibility of a stepwise determination of [t = s]E. This stepwise determination 
consists of two kinds of steps. The first is as just described: guess a component <J of a solution and 
narrow [t = s]E to <J[tcr = scr]E. The second is: apply an equation of E in one of the sides of the 
equation t = sunder consideration. Clearly, a step of the second kind preserves equality of the 
solution set. By an iteration of such steps, alternating between steps of the first kind and steps of 
the second kind, we may reach the solution set of a trivial equation r = r (which is SUB): 
The last solution set crcr' ... <J(n) [r = r]E of this 'narrowing' chain has as a most general element the 
substitution crcr' ... cr(n)_ The word 'narrowing' has been given a formal content: it denotes a certain 
method, based on term rewriting, to perform a stepwise determination of [t = s]E as described. A 
narrowing step combines a step of the first kind and one of the second. Actually, the narrowing 
relation is first defined on terms rather than equations, as in the following definition, where we 
suppose that R is a TRS equivalent to E (i.e. =R coincides with =E)- Note that narrowing is a 
generalization of reduction: any reduction step in a TRS is also a narrowing step. Formally: 
7 .2.1.1. DEFINITION. Let term t contain the subterm u, sot= C[u] for some context C[]. In the 
presence of a TRS R we say that t is 
narrowable into t' 
at the (nonvariable) subterm u ~ t 
using rewrite rule r: t1 ➔½_ of R, 
via a = mgu(u,t1), 
if t' = (C[t2J)cr_ Notation: t "'* u,r,cr t'. (Sometimes we will drop mention of u, r; but not of <J.) 
We now extend the narrowing transformation, which was defined on terms, to equations: 
if t ,,,,. cr t', then t=s .. cr t'=scr and likewise s=t .. cr scr=t' are said to be narrowing steps (on 
equations). As we have seen, the word narrowing actually refers to the solution sets: if t=s .. cr 
t'=scr then [t = s]R ~ <J [tcr = scr ]R- Note how narrowing cuts down the search space for 
determining the solution set, first by using the directional aspect of a TRS, and second by 
performing substitutions which are as 'small' (as general) as possible. However, there is a price to 
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:-· -• 
cr =mgu(u; 
narrowing step on terms 
Figure 7.1 
be paid: to ensure completeness of the narrowing method for solving equations, we must require 
that the underlying TRS is .. . complete. More precisely (as stated e.g. in Martelli, Moiso, Rossi 
[86]): in order to solve an equation t1=t1' in an equational theory E, corresponding to a complete 
TRS R, we can construct all possible narrowing derivations starting from the given equation until 
an equation 1n=1n' is obtained such that 1n and tn' are syntactically unifiable. In fact, we are sure to 
find all possible solutions of the equation. We will make this more precise, via the following 
definition. 
7.2.1.2. DEFINITION. Let 't, cr be substitutions and E an equational theory. Then 't ~E cr if for 
some p we have -cp =E cr. Here -cp =E cr means: EI- x'tP = x0 for all x. 
Now we have the following completeness theorem for narrowing plus syntactic unification. 
(See Martelli, Moiso, Rossi [86], Thm.2. See also Holldobler [89] for a proof of this theorem and 
many related facts.) The formulation of the theorem refers to a slightly more general setting than in 
our discussion above of narrowing: the narrowing procedure may be applied not only on single 
equations, but on equational goals ~ t1 =s1 , ... ,1n=sn as in Section 7 .1. 
7.2.1.3 . THEOREM. Let R be a complete TRS. Suppose t1 ° =R ½ 0 (i .e. cr is a solution of the 
equation t1 = t2) . Then there is a successful derivation sequence starting with~ t1=ti and using 
narrowing steps and MM steps ( 1-4 ), such that the computed answer substitution 't of this sequence 
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'improves' a, i.e. 't $Ra. 
7 .2.1.4. REMARK. (i) Note that the subscript R in 1: ~R er is necessary. Example: R = {f(b) ➔ g(b), a ➔ b}. Now 
er= (x/a} is a solution for~ f(x) = g(x), but as computed answer substitution we find only 1: = (x/b}.) 
(ii) Also completeness of R is necessary. (l)To see that confluence of R is necessary, consider the TRS R = 
( a ➔ b, a ➔ c} (so R is not confluent). Now the equation ~ b=c cannot be solved, i.e. we do not find the expected 
computed answer substitution E (the identity substitution). However, if we turn R into a confluent system, by adding 
the rewrite rules b➔d and c➔d, then narrowing (together with syntactic unification) gives a refutation of~ b = c: 
-+ · ~d=c narrowing -+narrowing 
(2) (Example from Holldobler [89].) To see that termination of R is necessary, consider the confluent but 
nonterminating TRS with one rule: c ➔ f(c). Now narrowing plus syntactic unification is not complete: the equation 
x=f(x) has a solution, (x:=c}, but cannot be refuted, because the only subterm where narrowing may be applied is f(x) 
(narrowing may not be performed on a variable) and this does not unify with c. (Also syntactic unification does not 
help, since x occurs in f(x).) So we do not find a computed answer substitution. 
(iii) In Holldobler [89] Theorem 7.2.1.3 is improved in the following sense: we can drop the termination 
requirement on R, thus only requiring R to be confluent, if we consider only normalizable solutions er (in the 
statement of the theorem above). Here er is called normalizable if all terms xer (x a variable) have a normal form. 
(Note that the solution ( x:=c} in (ii)(2) was not normalizable.) 
If moreover we consider not only normalizable solutions er, but normal er (meaning that every xer is in 
normal form), then we can even drop the subscript R in 1: ~R er, in the statement of the theorem above. 
7 .2.2. Lazy term rewriting as a complete E-unification algorithm. 
An interesting complete E-unification algorithm is given by Martelli , Moiso & Rossi [86], also for 
the case where E corresponds after orienting the equations to a complete TRS R. The 
nondeterministic algorithm consists of the four derivation rules (1)-(4) for syntactic unification as 
described in Section 7.1 together with a single rule called 'term rewriting' in Martelli e.a. [86]. 
Actually, this rule does not resemble what is usually called term rewriting. Here we will call the 
present rule 'lazy term rewriting'. 
(7) lazy term rewriting 
<== C[F(t1, .. . ,1n)]=s, E 
and likewise with the reverse of the equations C[F(t1 , ... ,tn)J=s and C[t]=s. Here C[ ] is some 
context, and F(s1 , .. . ,sn) ➔ t is a rewrite rule from the complete TRS R. 
Note how amazingly little is 'done' in a lazy term rewriting step, as compared to the rather 
complicated narrowing procedure. 
7.2.2.1. EXAMPLE. (From Martelli, Moiso & Rossi [86] .) 
R is the complete TRS specifying the equational theory of integers: 
r1 P(S(x)) ➔ x 
T2 0 + X ➔ X 
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r3 x+O ➔ x 
r4 S(x) + y ➔ S(x + y) 
r5 x+ S(y) ➔ S(x + y) 
r6 x + P(y) ➔ P(x + y) 
r7 S(P(x)) ➔ x 
rg P(x) + y ➔ P(x + y) 
We want to solve the equation (x + x) + P(O) = S(O). (Variable renaming is done by indexing variables.) 
~ (x + x) + P(O) = S(O) 
.t,ltr (with r6: x1 + P(y1) ➔ P(x1 + Y1) 
~ P(x1 + Yt) = S(O), x1 = x + x, P(y 1) = P(O) 
.J MMl (term decomposition) 
~ P(x1 + Yt) = S(O), x 1 = x + x, Yt = 0 
variable elimination (y1/0} 
.t, variable elimation (x1/x + x} 
~ P((x + x) + 0) = S(O) 
.t, ltr 
~ x2 = S(O), S(x2) = (x + x) + 0 
.t, ltr (with r3: x3 + 0 ➔ x3) 
~ x2 = S(O), S(x2) = x3, x3 = x + x, 0 = 0 
.t, MMl (term decomposition) 
~ x2 = S(O), S(x2) = x3, x3 = x + x 
.t, (X3 = X + X} 
~ x2 = S(O), S(x2) = x + x 
.t, r4: S(x4) + Y4 ➔ S(x4 + Y4) 
~ x2 = S(O), S(½) = S(x4 + y 4) , x = S(x4), x = y 4 
.t, (½/S(O)} 
~ S(S(O)) = S(x4 + y4 ). x = S(x4), x = y4 
.t,MMl 
~ S(O)) = X4 + Y4, x = S(x4), X = Y4 
... (x/y4} 
~ S(O)) = x4 + Y4, Y4 = S(x4) 
.t, (y4/S(x4)} 
~ S(O) = x4 + S(x4) 
• r5: x5 + S(y5) ➔ S(x5 + y5) 
~ S(O) = S(x5 + y5), x4 = x5, S(x4) = S(y5) 
(x4/Y5} 
~ 0 = Ys + Ys 
.t, r2: 0 + x6 ➔ x6 
~ 0 = x6, Y5 = 0, Y5 = x6 
• (x0o, Y5/0} 
D 
So the solution delivered by this refutation is x ➔ y4 ➔ S(x4) ➔ S(y5) ➔ S(O). 
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Chapter 8 
Basic theory of orthogonal Term Rewriting Systems 
In the preceding sections we have considered general properties of TRSs and how these properties 
are related; among them the most important property, confluence, with its consequence of 
uniqueness of normal forms. We will now consider a special class of TRSs, the orthogonal ones 
(in the literature mostly known as non-ambiguous and left-linear TRSs), which all have the 
confluence property as well as various other desirable properties concerned with reduction 
strategies. 
A remark concerning the choice of the word 'orthogonal': to avoid the cumbersome phrase 
'non-ambiguous and left-linear', Klop [80] introduced the abbreviation 'regular'. This terminology 
is also used in e.g. O'Donnell [85], Kennaway [89], Klop [87], and in early versions of 
Dershowitz & Jouannaud [90]. On a proposal of Dershowitz and Jouannaud the word 'regular' has 
been replaced in the present paper by 'orthogonal'; this in view of the fact that many authors found 
the terminology 'regular' less preferable. Indeed, the word 'orthogonal' has the right intuitive 
connotations. 
8.1. DEFINITION. (i) A TRS R is orthogonal if R is left-linear and there are no critical pairs . 
(ii) R is weakly orthogonal if R is left-linear and R contains only trivial critical pairs, i.e. if (t, s) is 
a critical pair then t = s. *) 
(For 'left-linear' see Definition 3.3.) A TRS R without critical pairs is also called non-ambiguous 
or non-overlapping. 
One problem with non-left-linear rules is that their application requires a test for syntactic 
equality of the arguments substituted for the variables occurring more than once. As terms may be 
very large, this may be very laborious. Another problem is that the presence of non-left-linear rules 
may destroy the CR property. 
In Definition 5.3.1 we have already defined the notion of 'critical pair'. Since that definition 
is often found difficult, we will now explain the absence of critical pairs in a more 'intuitive' way. 
Let R be the TRS as in Table 8.1: 
*) In Dershowitz & Jouannaud [90] also weakly orthogonal TRSs are called 'orthogonal'. In view of Exercise 
10.21.2(ii), we prefer the present distinction. 
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r1 F(G(x, S(O)), y, H(z)) ➔ x 
r2 G(x, S(S(O))) ➔ 0 
r3 P(G(x, S(O))) ➔ S(O) 
Table 8.1 
Call the context F(G(o, S(O)), □, H(o)) the pattern of rule r1. (Earlier, we defined a context as a 
term with exactly one hole □, but it is clear what a context with more holes is.) In tree form the 




0 •_:. ·://· 
Figure 8.2 
For a left-linear rule it is only its pattern that 'counts'. 
The 1RS R in Table 8.1 has the property that in no term patterns can overlap, i.e. R has the 
non-overlapping or non-ambiguity property. Figure 8.2 shows a term in R with all patterns 
indicated, and indeed they do not overlap. 
Overlap can already occur in one rule, e.g. in the rule L(L(x)) ➔ O; see Figure 8.3(a). An 
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overlap at the root (of the tree corresponding to a term), arising from the rules F(O,x,y) ➔ 0, 
F(x, 1,y) ➔ 1, is shown in Figure 8.3(b ). Another overlap at the root, arising from the rules for the 
non-deterministic QI:: QI:(x,y) ➔ x, QI:(x,y) ➔ y, is shown in Figure 8.3(c). 
X y 
X 
(a) (b) (c) 
Figure 8.3 
We will now formulate and sketch the proofs of the basic theorems for orthogonal TRSs. To 
that end, we need the notion of 'descendant' in a reduction. Somewhat informally, this notion can 
be introduced as follows: 
Let t be a term in a orthogonal TRS R, and let s ~ t be a redex whose head symbol we will 
give a marking, say by underlining it, to be able to 'trace' it during a sequence of reduction 
(rewrite) steps. Thus ifs= F(t), it is marked as E(t). First consider the rewrite step t ➔s• t', 
obtained by contraction of redex s' int. We wish to know what has happened in this step to the 
marked redex s. The following cases can be distinguished, depending on the relative positions of s 
ands' int: 
Case 1. The occurrences of s' and s in t are disjoint. Then we find back the marked redex s, 
unaltered, in t'. 
Case 2. The occurrences of sands' coincide. Then the marked redex has disappeared int'; t' does 
not contain an underlined symbol. 
Case 3. s' is a proper subterm of the marked redex s (so s' is a subterm of one of the arguments of 
s). Then we find back the marked redex, with some possible change in one of the arguments. (Here 
we need the orthogonality of R; otherwise the marked redex could have stopped being a redex in t' 
after the 'internal' contraction of s'.) 
Case 4. sis a proper subterm of s'. Then the marked redex sis n times multiplied for some n;::: O; if 
n = 0 sis erased int'. The reduct t' now contains n copies of the marked redex, all of them still 
marked. 
Now the marked redexes int' are called the descendants of s ~tin the reduction step 
t ➔s• t'. It is obvious how to extend this definition by transitivity to sequences of rewrite steps 
8.2. PROPOSITION. Let R be a orthogonal TRS, t E Ter(R). Lett contain, possibly among others, 
the mutually disjoint redexes s1 , .. . ,sn. Let these redexes be marked by underlining their head 
symbol. 
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Furthermore, suppose that t -+> t' is the sequence of n rewrite steps obtained by contraction 
of all redexes si (in some order), and let t ➔8 t" be a rewrite step obtainedfrom contracting redex s. 
(See Figure 8.4( a).) 
Then a common reduct t"' oft', t" can be found by contracting int" all marked redexes 
(which still are mutually disjoint) . The reduction t' -+> t'" consists of the contraction of all 
descendants of sin t' after the reduction t-+> t'. □ 
t s - t" t ~ - t" - - -
marud, marked, redex s descendants ofredex s, 
disjoint disjoint mutually disjoint ~, ,. F 
n H H ~, 
~ - ~ . -
t I - t Ill t I ,,-- r - t"' 
(a) (b) 
Figure 8.4 
The proof is a matter of easy casuistics, left to the reader. An immediate corollary is the 'Parallel 
Moves Lemma': 
8.3. PARALLEL MOVES LEMMA. We consider reductions in an orthogonal TRS. Lett-+> t", and 
let t ➔8 t' be a one step reduction by contraction of redex s. Then a common reduct t"' oft', t" can 
be found by contraction in t" of all descendants of redex s, which are mutually disjoint. (See Figure 
8.4(b).) □ 
By repeated application of the Parallel Moves Lemma we now have 
8.4. THEOREM. Every orthogonal TRS is confluent. □ 
Figure 8.5 
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In fact, an analysis of the Parallel Moves Lemma yields more than mere confluence; it also 
asserts that common reducts can be found by means of a certain procedure, as suggested in Figure 
8.5, namely by repeatedly adjoining 'elementary reduction diagrams'. The shaded arrows in Figure 
8.5 suggest how reduction steps propagate through the diagram (in an orthogonal fashion), 
corresponding to the notion of descendant. 
By the same arguments we can also prove the confluence theorem for weakly orthogonal 
TRSs, including the strong version of confluence referring to diagram construction as just 
described. 
The earliest proof of Theorem 8.4 is probably that of Rosen [73); but earlier proofs of the 
confluence of CL (Combinatory Logic), work just as well for orthogonal TRSs in general. The 
confluence theorem for (weakly) orthogonal TRSs is also a special case of a theorem of Huet 
(mentioned already in Exercise 5.4.10), stated here without proof. We need a definition first: 
8.5. DEFINITION. (Parallel reduction) t ➔11 sift ➔> s via a reduction of disjoint redexes. 
8.6. THEOREM (Huet [80)). Let R be a left-linear TRS . Suppose for every critical pair (t,s) we 
have t ➔11 s. Then ➔11 is strongly confluent, hence R is confluent. □ 
(For the definition of 'strongly confluent' see Exercise 1.7 .10. In fact, the proof in Huet [80) 
yields more: ➔11 is even subcommutative-see Definition 1. l(v).) 
8.7. EXAMPLES. (i) Combinatory Logic (Table 1.4) has rule patterns as in Figure 8.6; they cannot 




(ii) SKIM, in Table 2.5, is orthogonal. Likewise for the TRSs CL with test for equality, binary 
or applicative, in Tables 2.6, 2.7 respectively. Also Weak Categorical Combinatory Logic in Table 
2. 8 is orthogonal. 
(iii) A Recursive Program Scheme (RPS) is a TRS with 
a finite set of function symbols F ={F1, ... ,Fn} (the 'unknown' functions), where Fi has 
arity mi~ 0 (i = l, ... ,n), and 
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a finite set Ci= {G 1, ... ,Gk} (the 'known' or 'basic' functions), disjoint from :F, where Gj 
has arity Pj ~ 0 (j = l, ... ,k). 
The reduction rules of R have the form 
(i = 1, ... ,n) 
72 
where all the displayed variables are pairwise different and where ti is an arbitrary term built 
from operators in '.F,G. and the displayed variables. For each Fi (i = 1, ... ,n) there is exactly 
one rule. 
Example: G 1 (x,F 1 (x),Fi(x,x)) 
G2(F2(x,x),F1 (G3)) 
Every RPS is orthogonal, hence confluent. For an extensive treatise on semantical aspects of 
Recursive Program Schemes, see Courcelle (90). 
Apart from confluence, many interesting facts can be proved for orthogonal TRSs. 
8.8. DEFINITION. (i) A TRS is non-erasing if in every rule t ➔ s the same variables occur int and 
in s. (E.g. CL is not non-erasing, due to the rule Kxy ➔ x.) 
(ii) A TRS is weakly innermost normalizing (WIN) if every term has a normal form which can 
be reached by an innermost reduction. (In an innermost reduction a redex may only be 'contracted' 
if it contains no proper subredexes.) 
The next theorem was proved in Church (41] for the case of the non-erasing version of 
A-calculus, the Al-calculus, where the restriction on term formation is adopted saying that in every 
abstraction term Ax.M the variable x must have a free occurrence in M. 
8.9. THEOREM. LetR be orthogonal and non-erasing. Then: R is WN iffR is SN. □ 
Another useful theorem, which also reduces the burden of a termination (SN) proof for 
orthogonal TRSs, is: 
8.10. THEOREM (O'Donnell (77]). Let R be an orthogonal TRS. Then: R is WIN iff R is SN. □ 
The last two theorems can be refined to terms: call a term WN if it has a normal form, SN if 
it has no infinite reductions, WIN if it has a normal form reachable by an innermost reduction. The 
'local' version of Theorem 8.9 then says that for a term in an orthogonal, non-erasing TRS the 
properties WN and SN coincide. Likewise there is a local version of Theorem 8.10. Thus, if in CL 
a term can be normalized via an innermost reduction, all its reductions are finite. 
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8.11. Exercises. 
8.11.1. EXERCISE. Let R consist of the rules D(x,x) ➔ E, C(x) ➔ D(x,C(x)). A ➔ C(A). To show: R is WCR, 
but not CR; for, we have reductions C(A) ➔> E and C(A) ➔> C(E) but C(E), E have no common reduct. There are 
no critical pairs in R. Hence, in view of Theorem 8.4 stating that orthogonal TRSs are confluent, the non-confluence 
of R is caused by the non-left-linear rule D(x,x) ➔ E. 
8.11.2. EXERCISE. For a deterministic Turing machine M, the TRS RM as defined in Exercise 2.7.4 is orthogonal. 
Moreover, it is a constructor TRS. 
8.11.3. EXERCISE. In this exercise we sketch a proof of 'Church's Theorem' 8.9 and O'Donnell's Theorem 8.10. 
(i) The following proposition has an easy proof: 
8.11.3.1. PROPOSITION. Lett be a term in an orthogonal TRS, containing mutually disjoint red.exes s1 , ... ,sn• and 
a redex s. Let t-J> t' be then-step reduction obtained by contraction, in some order, of the redexes s1 , ... ,sn. Suppose 
s has after the reduction t -J> t' no descendants int'. 
Then for some i e ( l, ... ,n}: s k si . This means that either s coincides with some si• or is contained in an 
argument of some si. 
(ii) We write "oo(t)" if the term t has an infinite reduction t ➔ ➔ .... So oo(t) iff t is not SN. Using the 
proposition in (i) one can now prove (the proof is non-trivial): 
8.11.3.2. LEMMA. Lett be a term in an orthogonal TRS such that oo(t). Lett ➔st' be a reduction step such that 
-, oo(t'). Then the red.ex s must contain a proper subterm p with oo(p) that is erased in the step t ➔st' (i.e . has no 
descendants in t'). 
(iii) Using the Lemma it is now easy to prove Theorem 8.10: 'critical'steps t ➔ t' in which 00(t) but-, 00(t'), 
cannot occur in a non-erasing TRS. 
(iv) Theorem 8.11 follows from the Lemma in (ii) by observing that an innermost contraction cannot erase a 
proper subterm which admits an infinite reduction, since otherwise the contracted redex would not have been 
innermost. 
8.11.4. EXERCISE (Khasidashvili). 
DEFINITION: The TRS R is completely normalizing (CN) if each t e Ter(R) can be normalized by means of redex 
contractions in which no redexes are erased (so only subterms in normal form may be erased). 
Prove the following fact: 
THEOREM. R is CN <=> R is SN. 
[Hint: use Lemma 8.11.3.2.] 
8.11.5. EXERCISE. STSs (Semi-Thue Systems), viewed as TRSs as explained in 2.3, are always non-erasing (since 
left-hand side and right-hand side of every rule end in x, in their TRS version). Also, if there are no critical pairs in 
the STS, it is orthogonal. So if a STS has no critical pairs, the properties SN and WN coincide. 
This rather trivial observation could have been more easily made by noting that for a STS without critical 
pairs the property WCR 1 holds, as defined in Exercise 1.8 .1, whence WN <=> SN. 
8.11.6. EXERCISE. (Klop [80]). Let t0 be a term in an orthogonal TRS. Suppose to has a normal form, but has 
also an infinite reduction t0 ➔ t1 ➔ t2 ➔ .... Show that t0 has also an infinite 'expansion' (the reverse of a 
reduction) ... ➔ t_2 ➔ t_l ➔ to. 
(Hint: use Lemma 8.11.3.2, and note that an 'erasing redex' can be used to 'pump' an infinite expansion.) 
8.11.7. EXERCISE. (Klop [85]). (i) Let R be orthogonal, and suppose R is WN (i.e. every term has a normal form), 
but not SN. Let t e Ter(R) be a term with an infinite reduction. Then u.(t), the reduction graph of t, contains an 
infinite expansion (by confluence, there must then also be an infinite expansion of the normal form t0 of t inside 
u.(t)). 
In fact, u.(t) contains reductions as follows: 
such that 1n ➔ 1n' for all n ~ 1 and such that the ti (n ~ 1) are pairwise distinct, and likewise the tj' (n ~ 1) are 
pairwise distinct. 
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(ii) Let t be a term in an orthogonal TRS. Prove: if G(t) contains an infinite reduction but contains no infinite 
acyclic expansion, then t reduces to a context C[ ] of a terms without normal form. (The set of s such that t-» C[s] 
for some C[], is called in Barendregt [81) the family oft.) 
(In particular the conclusion holds if G(t) is finite but contains a reduction cycle. Curiously, in CL as in 
Table 2.4 this is impossible, i.e. finite reduction graphs in CL based on S, K, I are acyclic; see Klop [80b].) 
(iii) The following figure displays the reduction graph of a term t in an orthogonal TRS R. Give an example of 
such t, R. Conclude, using (ii), that t must have a term without normal form in its family. A fortiori, such a 
reduction graph cannot occur in an orthogonal TRS which is WN. 
Figure 8.8 
8.11.8. EXERCISE. (Klop [80)). Prove for all orthoyonal TRSs R with finite alphabet and finitely many rules: 
(i) R is non-erasing <=} R has the property FB- . (See Definition l.3(viii) for FB-1.) 
(ii) R has the propertl SN-1 <=} R has the property Inc. (See Definition 1.3.) 
(Hint: Prove SN" ⇒ non-erasing, use (i) and use the implication Fff1 & SN-1 ⇒ Inc; see Figure 1.2.) 
8.11.9. EXERCISE. (Completing reduction graphs and spectra of terms In orthogonal TRSs.) 
Lett E Ter(R), R orthogonal. RED(t) is the set of all finite and infinite reduction sequences starting with t. If o, p E 
RED(t) we define: o?: p ("o develops the same or more information than p") if every term in o can be reduced further 
to some term in p. 
(i) Prove using the confluence property of orthogonal TRSs: Vo,p 3't cr ~ 't and p ~ 't. 
Further, define o - p if o?: p?: o. Notation: cr- = ( o' Io' - cr), RED-(t) = ( cr- Io E RED(t)} 
(ii) Prove: cr 1, o2 cofinal ⇒ o 1 - o2. 
Finally, define o- ~ p- iff cr ~ p. 
(iii) Prove that~ is well-defined (i.e. independent of the representants cr, p) and prove that~ is a partial ordering. 
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(Note that~ is in general not a p.o., but only a pre-order.) 
(iv) Prove that (RED-(t), ~). a structure which we will ca11 the spectrum oft, is a complete partial order with a top 
element; the bottom element is 0- where 0 is the 'empty reduction' oft, consisting of zero steps) and the top is cr-
for any cofinal reduction sequence cr. 
(v) Let R = {K(x,y) ➔ x, C ➔ C, I) (i.e. I is a constant without reduction nlle).What is the spectrum of K(I,C)? 
(vi) Let R = {K(x,y) ➔ x, Cn ➔ Cn+ l (n ~ 0), I). Show that the spectrum of Co is the ordinal 
ro + 1, and that the spectrum of K(I, C0) is the ordinal ro + 2. 
(vii) Find an orthogonal TRS and a term with the spectrum as in Figure 8.9(a). Likewise for the spectrum in Figure 
8.9(b). 
(viii) Show that in the orthogonal TRS {A ➔ B(A), B(x) ➔ C) the term A has a spectrum as in Figure 8.9(c). (This 
is the order type ro + 1 fo11owed by ro- 1, which is the ordinal ro inversely ordered.) 
(ix) Lett be a term from a non-erasing orthogonal TRS. Show that if t has a normal form, the reduction graph and 
the spectrum oft are finite and moreover isomorphic. 
(x) An alternative way of defining the spectrum of a term t (which in fact works already for Abstract Reduction 
Systems) is as fo11ows: Jet G(t) be the reduction graph oft, and Gc(t) the 'condensed' reduction graph, obtained by 
identifying points s, s' in G(t) whenever s is reducible to s' and vice versa. (So Gc(t) is the partial order generated by 
the pre-order G(t).) Now let (Gc(t))ro be the ro-completion of Gc(t), obtained by adding limits for ro-chains in Gc(t). 
Then the spectrum oft and (6c(t))00 are isomorphic. For a proof see Venturini-Zilli [84]. 
(xi) (Berry & Levy [79]) Show that the spectrum of a term t in an orthogonal TRS R need not be a lattice, by 
considering t = I(K(I(x),y)) and R = {I(x) ➔ x, K(x,y) ➔ x). 
[Comment: lattice properties are obtained when a finer notion of equivalence between reduction sequences, 
introduced by J.-J. Levy, is considered in the definition of spectrum. For a definition of 'Levy-equivalence' see Levy 
[78], Barendregt [84] or Klop [80]. The "Levy-spectrum" for RPSs is then a complete lattice (see Berry & Levy [79]). 
For orthogonal TRSs, the Levy-spectrum is an 'upper semi-lattice', when we restrict ourselves to finite reductions 
(Huet & Levy [79]). In Levy [78] it is proved that for A-calculus the Levy-spectrum (of finite and infinite reductions) 
is a complete lattice. Presumably this is also the case for the Levy-spectrum in the case of orthogonal TRSs (when 
finite and infinite reductions are considered).] 




Terms in a TRS may have a normal form as well as admitting infinite reductions. So, if we are 
interested in finding normal forms, we should have some strategy at our disposal telling us what 
redex to contract in order to achieve that desired result. We will in this section present some 
strategies which are guaranteed to find the normal form of a term whenever such a normal form 
exists. We will adopt the restriction to orthogonal TRSs; for general TRSs there does not seem to 
be any result about the existence of 'good' reduction strategies. 
The strategies below will be of two kinds: one step or sequential strategies (which point in 
each reduction step to just one redex as the one to contract) and many step or parallel strategies (in 
which a set of redexes is contracted simultaneously). Of course all strategies must be computable. 
Apart from the objective of finding a normal form, we will consider the objective of finding a 
'best possible' reduction even if the term at hand does not have a normal form. 
9.1. DEFINITION. Let R be a TRS. 
(i) A one step reduction strategy lF for R is a map lF: Ter(R) ➔ Ter(R) such that 
(1) t=lF(t) iftisanormalform, 
(2) t ➔ lF(t) else. 
(ii) A multistep reduction strategy lF for R is a map lF: Ter(R) ➔ Ter(R) such that 
(1) t = lF(t) ift is a normal form, 
(2) t ➔+ lF(t) else. 
Here ➔+ is the transitive (but not reflexive) closure of ➔ . Instead of 'one step strategy' we will 
also say 'sequential strategy'. 
9.2. DEFINITION. (i) A reduction strategy (one step or multistep) lF for R is normalizing if for each 
term tin R having a normal form, the sequence {JFl1(t) In 2 O} contains a normal form . 
(ii) lF is cofinal if for each t the sequence {JFl1(t) I n 2 0} is co final in Ci(t), the reduction graph of 
t. (See Ex.1.7.13 for 'cofinal' and see Figure 9.1.) 
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A normalizing reduction strategy is good, but a cofinal one is even better: it finds, when 
applied on term t, the best possible reduction sequence starting from t (or rather, a best possible) in 
the following sense. Consider a reduction t ➔ s as a gain in information; thus normal forms have 
maximum information. In case there is no normal form in Ci(t), one can still consider infinite 
reductions as developing more and more information. Now the cofinal reductions t = t0 ➔ t1 ➔ t2 
➔ ... are optimal since for every t' in Ci(t) they contain a 1n with information content no less than 
that oft' (since t' -+> 1n for some 1n, by definition of 'cofinal '). In a sense, a cofinal reduction plays 
the role of a kind of 'infinite normal form'. See e.g. Berry & Levy [79) and Boudol [85), where 
Figure 9.1 
spaces of finite and infinite reductions modulo the so-called permutation equivalence are studied; 
this give rise to cpo's or even complete lattices where the bottom point corresponds to the empty 
reduction oft, i.e. to t itself, and the top point corresponds to the normal form (or rather the 
equivalence clas of reductions to the normal form), if it exists, and otherwise to the equivalence 
class of cofinal reductions. 
We now present some well-known reduction strategies. 
9.3. DEFINITION. (i) The leftmost-innermost (one step) strategy is the strategy in which in each step 
the leftmost of the minimal or innermost redexes is contracted (reduced). 
(ii) The parallel-innermost (many step) strategy reduces simultaneously all innermost redexes. 
Since these are pairwise disjoint, this is no problem. 
(iii) The leftmost-outermost (one step) strategy: in each step the leftmost redex of the maximal (or 
outermost) redexes is reduced. Notation: 1Fim· 
(iv) The parallel-outermost (many step) strategy reduces simultaneously all maximal redexes; 
since these are pairwise disjoint, this is no problem. Notation: lFpo· 
(v) The full substitution rule (or Kleene reduction, or Gross-Knuth reduction): this is a many 
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step strategy in which all redexes are simultaneously reduced. Notation: lFaK· 
Strategies (i)-(iv) are well-defined for general TRSs. Strategy (v) is only defined for 
orthogonal TRSs, since for a general TRS it is not possible to define an unequivocal result of 
simultaneous reduction of a set of possibly nested redexes. The five strategies are illustrated by 
Figure 9.2 (taken from Bergstra, Heering & Klint [89]), for the following TRS: 
and(true, x) ➔ x 
and(false, x) ➔ false 
or(true, x) ➔ true 





Figure 9.2 (after Bergstra, Heering & Klint [89]) 
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We will be mainly interested here in the strategies (iii)-(v), for a reason that will be clear by 
inspection of Table 3.2 below. We have the following facts (for proofs see O'Donnell [77] or Klop 
[80]): 
9.4. THEOREM. For orthogonal TRSs: 
(i) IFoK is a cofinal reduction strategy. 
(ii) IF po is a normalizing reduction strategy. 
9.5. REMARK. For A-calculus this theorem also holds. Moreover, IF1m is there also a nonnalizing 
strategy, just as it is for the orthogonal TRS CL (Combinatory Logic). However, in general IF1m is 
not a nonnalizing strategy for orthogonal TRSs (see Exercise 3.2.6). 
Even though IF1m is in general for orthogonal TRSs not nonnalizing, there is a large class of 
orthogonal TRSs for which it is: 
9.6. DEFINITION. (O'Donnell [77]). An orthogonal TRS is left-normal ifin every reduction rule 
t ➔ s the constant and function symbols in the left-hand side t precede (in the linear term notation) 
the variables. 
9.6.1. EXAMPLE. (i) CL (Combinatory Logic) is left-nonnal. (ii) RPSs (Recursive Program 
Schemes) as defined in Examples 8.7(iii) are all left-normal. (iii) F(x, B) ➔ Dis not left-normal; 
F(B, x) ➔ Dis left-normal. 
9.6.2. THEOREM. (O'Donnell [77], Klop [80]). 
Let R be a left-normal orthogonal TRS. Then IF1m is a normalizing reduction strategy for R. 
9.7. Relaxing the constraints in IF 1m,IFGK andlFpo• 
In the reduction strategy IFoK (full substitution) every redex is 'killed' as soon as it arises, and this 
repeatedly. Suppose we relax this requirement, and allow ourselves some time (i.e. some number 
of reduction steps) before getting rid of a particular redex-but with the obligation to deal with it 
eventually. The reductions arising in this way are all cofinal. 
9.7.1. DEFINITION. (i) Let :R = t0 ➔ t1 ➔ ... be a finite or infinite reduction sequence. Consider 
some redex s in some term 1n of :R. We say thats is secured in '.R if eventually there are no 
descendants of s left, i.e. 
3m>n (1m contains no descendants s', s", ... of s ~ 1n)-
(ii) :R is fair if every redex in :R is secured. 
9.7.2. THEOREM. For reductions '.R in orthogonal TRSs: 
'.R is fair ⇒ '.R is cofinal. 
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Note that Theorem 9.4(i) is a corollary of the present theorem, since evidently reductions 
obtained by applying lFaK are fair. 
A similar relaxation of constraints applies to the other two strategies lF po and IF1m: 
9.7 .3. DEFINITION. (i) A reduction '.R. is leftmost-fair if '.R. ends in a normal form or infinitely many 
times the leftmost outermost redex is contracted in '.R.. 
(ii) '.R. = to ➔ t1 ➔ ... is outermost-fair if '.R. does not contain a term 1n with an outermost redex 
which infinitely long stays an outermost redex but which is never contracted. 
9.7.4. THEOREM. Let R be an orthogonal TRS. Then: 
(i) Outermostjair reductions are normalizing. 
(ii) /JR is moreover left-normal, then leftmostjair reductions are normalizing. 
We will now summarize some of the main properties of the various reduction strategies (and 
their 'relaxed' versions) in Table 9.1. Before doing so, we introduce one more property of 
strategies: 
9.7.5. DEFINITION. A reduction strategy lF for R is perpetual, if for all t: oo(t) ⇒ oo(lF(t)). 
Here 00(t) means that t has an infinite reduction, i.e. -,SN(t). So a perpetual strategy is the opposite 
of a normalizing one; it tries to avoid normal forms whenever possible, and could therefore also be 
called 'anti-normalizing'. 
In Table 9.1 p, n, c stand for perpetual, normalizing, cofinal respectively. In case a property 
is not mentioned, it does not hold generally. Note that for the leftmost-outermost strategy, when 
applied to orthogonal TRSs in general, none of the three properties holds generally. Proofs that 
leftmost-outermost reduction is normalizing for left-normal orthogonal TRSs and that 
parallel-outermost reduction is normalizing for all orthogonal TRSs can be found in O'Donnell 
(77). The latter fact is also proved in Bergstra & Klop (86] (Appendix), where it is generalized to 
the case of orthogonal CRSs (Combinatory Reduction Systems), as in Chapter 12. For another 
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For results regarding optimality (with respect to the number of steps) of orthogonal reduction 
strategies we refer to Khasidashvili [90b] . 
9.8. Computable reduction strategies. 
A strategy is recursive or computable if it is, after a coding of the terms into natural numbers, a 
recursive function. Obviously we are primarily interested in computable strategies; and indeed all 
five strategies in Definition 9.3 are computable. We may now ask whether there is always for an 
orthogonal TRS a computable one-step normalizing reduction strategy. A priori this is not at all 
clear, in view of TRSs such as the one given by G. Berry: CL extended with rules 
FABx ➔ C 
FBxA ➔ C 
FxAB ➔ C 
which is an orthogonal TRS. This TRS seems to require a multi.step reduction strategy (so, not a 
one-step or sequential strategy), because in a term of the form FMNL we have no way to see the 
'right' argument for computation: a step in the third argument may be unnecessary, namely if the 
first and second argument evaluate to A and B respectively (which is undecidable due to the 
presence of CL); likewise a step in the other arguments may be unnecessary. In the next chapter, on 
sequential TRSs, this problem will be analyzed extensively. 
When we want to be more liberal, we can consider the same problem for the weakly 
orthogonal TRS obtained by extending CL with Parallel-or: 
or(true, x) ➔ true 
or(x, true) ➔ true . 
It has been claimed by some authors that such TRSs require a parallel evaluation. However, there is 
the following surprising fact. 
9.8.1. THEOREM (Kennaway [89]). 
For every weakly orthogonal TRS there exists a computable sequential normalizing reduction 
strategy. 
The algorithm involved is however too complicated to be of more than theoretical interest. In fact, 
Kennaway [89] proves this theorem for the larger class of weakly orthogonal Combinatory 
Reduction Systems (discussed in Chapter 12; these are TRSs with bound variables, such as 
A-calculus). 
9.9. Standard reductions in orthogonal TRSs. 
For A-calculus and CL there is a very convenient tool: the Standardization Theorem (see Barendregt 
[84], Klop [80]). For orthogonal TRSs there is unfortunately not a straightforward generalization 
of this theorem (however, see Huet & Levy [79] for a generalization). The obstacle is the same as 
Chapter 9. Reduction strategies 82 
for the nonnalizing property of the leftmost reduction strategy, discussed in the previous section. 
When we restrict ourselves again to left-nonnal orthogonal TRSs, there is a straightforward 
generalization. 
9.9.1. DEFINITION. (Standard reductions) 
Let R be a TRS and R = to ➔ t1 ➔ ... be a reduction in R. Mark in every step of R all redex head 
symbols to the left of the head symbol of the contracted redex, with '* '. Furthennore, markers are 
persistent in subsequent steps. 
Then R is a standard reduction if in no step is a redex contracted with a marked head 
operator. 
9.9.2. STANDARDIZATION THEOREM for left-nonnal orthogonal TRSs. 
Let R be a left-normal orthogonal TRS. Then: if t ➔> s there is a standard reduction in Rfrom t to s. 
For a proof see Klop [80]. A corollary is our earlier theorem stating that IF'1m is a nonnalizing 
strategy for left-nonnal orthogonal TRSs; this fact is in A-calculus and CL literature also known as 
the Normalization Theorem. 
9.10. Exercises. 
9.10.1. EXERCISE. (Finite Developments.) In this exercise we show that !FGK (Definition 9.3(v)), the full 
substitution strategy, is well-defined. 
Let R be an orthogonal TRS. Let R result from R by underlining in each reduction rule t ➔ s of R, the head 
symbol oft. So Ruses an extended signature, extended with some underlined function symbols E. Show that R is 
also an orthogonal TRS, and show that R is SN (e.g. by using the recursive path order method of Chapter 4). 
Now observe that fort E Ter(R), we obtain !FGK(t) as the normal form in R of 1, where t arises from t by 
underlining all redex-head symbols. The well-definedness thus follows from confluence and termination of R. 
(Reductions of terms in Rare also called 'developments', according to some terminology used in A-calculus.) 
9.10.2. EXERCISE. (i) An example showing that the leftmost-outermost strategy is not normalizing in general, is 
given in Huet & Levy [79): take the orthogonal TRS {F(x, B) ➔ D, A ➔ B, C ➔ C} and consider the term 
F(C,A). Check that this term has a normal form which is not found by the leftmost-outermost strategy. 
(ii) An example showing that parallel-outermost reduction need not be cofinal, can be found in CL (in Table 1.4). 
Namely, define the term It as SKt, and check that Itx - x. Furthermore, define the term nt as SIJt(Sltlt). Now the 
parallel-outermost strategy, applied on nrr, yields a cyclic reduction sequence nrr - nrr which is not cofinal since 
n 11 - n 1 but not n 1 - nu. (A simpler example, by N. Dershowitz, is given by the TRS {A ➔ F(A), G(x) ➔ 
G(x)}.) 
9.10.3. EXERCISE. Primitive recursive functions. 
The primitive recursive functions from N to N are defined by the following inductive definition (Shoenfield [67]): 
(i) The constant functions Cn k• the projection functions P n i and the successor function S are primitive 
recursive. (Here Cn k(x 1 , .... ~) = k; P n i(x1 , ... ,~)=xi; S(x) = x+ 1.) 
(ii) If G, H1 , ... ,Hk are primitive recursive, ilien F defined by 
(where x = x1 , ... ,~) is primitive recursive. 
(iii) If G and H are primitive recursive, then F defined by 
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F(O, x) = G(x) 
F(S(y), x) = H(F(y, x), y, x) 
is primitive recursive. Here x = x1 •···•"n· 
Show that, by replacing every '=' by ' ➔' in the defining equations, every primitive recursive function is defined by a 
terminating, left-normal, orthogonal constructor TRS. 
9.10.4. EXERCISE (Hindley). 
(i) Consider CL extended with Recursor, where Recursor = {RxyO ➔ x, Rxy(Sz) ➔ yz(Rxyz)). Note that this 
applicative TRS is not left-normal, and show that JF!m is not normalizing. 
(ii) However, for the following TRS: CL + Recursor* where Recursor* = { R *Oxy ➔ x, R *(Sz)xy ➔ yz(Rzxy)) 
the strategy JF!m is normalizing. 
9.10.5. EXERCISE. Prove the Normalization Theorem for left-normal orthogonal TRSs from the Standardization 
Theorem. 
(Hint: suppose t has a normal form t0. By the Standardization Theorem, there is a standard reduction from t to 
t0. This is in fact the reduction as given by the strategy lF1m.) 
9.10.6. EXERCISE (Klop, see Kennaway [89]). According to Kennaway's theorem 9.8.1, the weakly orthogonal 
TRS R = CL EB {or(true, x) ➔ true, or (x, true) ➔ true) has a computable sequential normalizing reduction strategy, 
even though this may seem counter-intuitive. In this exercise we give a stylized version of the problem. 
(i) Let functions f, g: N+ ➔ N be given. Here N+ = N - { 0), the set of positive natural numbers. Consider the 





➔ (f(x), y) 
➔ (x, g(y)) 
➔ (0, 0) 
➔ (0, 0) 
if X, y > 0 
if X, y > 0 
if X > 0 
if y > 0. 
(Comment: intuitively (x, y) in JI is to be compared with a term or(X, Y) in R; 0 is true; (0, 0) is true; application 
off, g stands for performing a reduction step in the first (respectively second) argument.) 
Show that A is confluent. Note that (x, y) has a normal form (which is (0, 0)) iff :ln (fn(x) = 0 v gn(y) = 0). 
(ii) A 1-step ( or sequential) reduction strategy S for JI is a map N x N ➔ { L, R), specifying the left or right 
component of (x, y) to be reduced. So, if S(x, y) = L, x, y > 0, then the corresponding step is (x, y) ➔ (f(x), y). 
Prove that for every recursive f, g there exists a 'good' strategy S, i.e. one that is computable, sequential, 
normalizing. 
[Prooof sketch (Kennaway [89]). Given (x, y), distinguish the _cases x < y and x ~ y. In case 1, consider the least n 
such that : (i) til(x) = 0 or (ii) fn(x) ~ y or (iii) :li < n fn(x) = f1(x) -:f. 0. For this least n, the cases (i-iii) are mutually 
exclusive. Compute this n. In case (i) or (ii), define S(x, y) = L, in case (iii), define S(x, y) = R. 
. In case 2 (x ~ y), compute likewise the least n such that (i) gn(y) = 0 or (ii) gn(y) ~ x or (iii) :li < n gn(y) = 
g1(y) -:f. 0. In case (i), (ii): define S(x, y) = R; in case (iii), S(x, y) = L. Now show that S is a 'good' strategy.] 
9.10.7. EXERCISE. Consider CL+ Pairing, where Pairing= {Do(Dxy) ➔ x, D1 (Dxy) ➔ y). 
(i) Show that the reduction D0(D(KII)I) ➔ D0(011) ➔ I is not standard. 
(ii) D0(D(Kil)I) ➔ Kil ➔ I is standard. 
9.10.8. EXERCISE (Hindley). 
Consider in the applicative TRS R = {PxQ ➔ xx, R ➔ S, Ix ➔ x} the reduction 
:R. = PR(IQ) ➔ PRQ ➔ RR ➔ SR 
and show that there is no standard reduction for :R. (i.e. a reduction PR(IQ) - SR which is standard). 
Chapter 10 
Sequential orthogonal Term Rewriting Systems 
An important feature of orthogonal TRSs is whether they are 'sequential'. The property of 
sequentiality is relevant both for the existence of normalizing reduction strategies and for the 
definability (implementability) of TRSs in A-calculus or CL. The latter point of relevance arises 
because Berry [78] has proved A-calculus to be sequential, and this is also the case for CL. (In this 
paper we will not pursue the theme of definability.) 
That a TRS is sequential, does of course not mean that it is impossible to rewrite redexes in a 
parallel way. It means that there are also adequate sequential reduction strategies, i .e. it is not 
necessary to rewrite in a parallel way in order to find normal forms. Sequentiality is a desirable 
property, but unfortunately it is an undecidable property. However, there is a stronger version, 
'strong sequentiality', which is decidable and which guarantees the existence of a recursive 
one-step normalizing reduction strategy. This was shown in Huet & Levy [79]. In this section we 
follow this paper, as well as Klop & Middeldorp [89]. We note that here we are primarily interested 
in 'mathematical' properties of strong sequentiality, and are not concerned with efficiency of 
decision algorithms; for the latter see Huet & Uvy [79]. 
As remarked in Kennaway [89], one can ask whether 'sequential' is the right terminology, in 
view of his theorem (9.8.1) stating that every orthogonal TRS has a computable, sequential, 
normalizing strategy. Yet we feel that the terminology is right, if we are interested in 'feasibly 
sequential' (admitting a sequential normalizing strategy that is computable in a 'feasible' way). 
10.1. DEFINITION. Lett E Ter(R), R orthogonal. Let s ~ t be a redex. Then s is a needed redex 
(needed for the computation of the normal form, if it exists) iff in all reductions t ➔ ... ➔ t0 such 
that t0 is a normal form, some descendant of sis contracted. 
(So, trivially, any redex in a term without normal form is needed.) 
10.2. THEOREM (Huet & Levy [79]). Lett be a term in an orthogonal TRS R. 
(i) !ft is not in normal form, t contains a needed redex. 
(ii) Repeated contraction of a needed redex leads to the normal form, if it exists. 
(So, needed reduction is normalizing.) 
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(iii) Lett have a normal form. Then there does not exist an infinite reduction in R oft containing 
infinitely many steps in which a needed redex is contracted. 
Part (iii) says that needed reduction is not only normalizing, but even 'hyper-normalizing', in the 
sense that in between performing needed reduction steps we can relax from this requirement and 
perform (finitely many) arbitrary reductions. 
The proof of Theorem 10.2 involves quite some effort and is not included here. (For a proof 
different from the one of Huet and Levy, see Kennaway & Sleep [89]; there the theorem is 
generalized to Combinatory Reduction Systems as in Chapter 12.) 
10.3. REMARK. In fact, as observed in Huet & Levy (79), a term t having a normal form but not in normal form 
can be partitioned in a top part (prefix) which is needed and a non-needed part. That is, t = C[s1 , ... ,snl such that every 
symbol in the context C[ , ... , ] is needed for the normal form t0, and the actual contents si (i = 1, ... ,n) do not matter; 
varying those terms results in a term with the same normal form t0. A (function or constant) symbol in tis needed 
for the normal form t0, if it is directly 'responsible' for some symbol(s) in t0. This notion 'responsible' can be 
formalized by a tracing relation as follows. Let r: t(x) ➔ s(x) be a rewrite rule, generating the rewrite step C[t(xcr)] 
➔ C[s(xcr)]. (Here x = x1 •···•¾ for some n ~ 0.) We call the context t(□) the redex pattern of the rewrite ruler, and 
s(□) the contractumpattern ofr. Now: 
(i) a symbol in the context C[ ] of the left-hand side of the rewrite step traces to the same symbol in the 
right-hand side C[ ]; 
(ii) a symbol in xt in the left-hand side of the rewrite step traces to the same symbol in all the copies of xt in 
the right-hand side; 
(iii) a symbol in the redex pattern traces to all the symbols of the contractum pattern; in case the contractum 
pattern is trivial, i.e. is □, then each symbol in the redex pattern traces to the top symbol of the contractum 
which then has the form x0 for some variable x. (Reduction rule r is then a collapsing rule, Definition 
3.4(i).) 
Figure 10.1 contains an example of the tracing relation in a step obtained from the reduction rule F(G(x, y), H) ➔ 
R(S(y), y). 
Figure 10.1 
Now let t ➔ ... ➔ t0 where t0 is in normal form. Then the needed prejfa: of t consists of all symbols which 
can be found by tracing back all symbols occurring in t0 to t. The needed redexes oft are those redexes in t whose 
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Furthermore, one can prove that needed reductions (consisting of contractions of needed redexes only) are 
confluent and terminating. Let ltl be the maximum of the lengths of needed reductions to the normal form to· Writing 
➔n for a needed reduction step and ➔nn for a step in which a non-needed redex is contracted, we now have for terms t 
with normal form: 
t ➔n t' ⇒ ltl > lt'I 
t ➔nn t' ⇒ ltl ~ lt'I. 
(Cf. Barendregt, Kennaway, Klop & Sleep [87] for an analogous development in A-calculus.) Note that an immediate 
corollary (using Corollary 10.5 below) is that parallel outermost reductions are normalizing. 
Thus, Theorem 10.2 gives us a normalizing reduction strategy: just contract some needed 
redex. However, the definition of 'needed' refers to all reductions to normal form, so in order to 
determine what the needed redexes are, we have to inspect the normalizing reductions first, which 
is not a very good recipe for a normalizing reduction strategy. In other words, the determination of 
needed redexes involves look-ahead, and it is this necessity for look-ahead that we wish to 
eliminate. Before we do so, first the following observation, which is easy to prove: 
10.4. PROPOSITION. Lett E Ter(R), R orthogonal. Lets ands' be redexes int such thats~ s' . 
Then: s is needed ⇒ s' is needed. 
10.5. COROLLARY. Lett be a term not in normal form . Then some outermost redex oft is needed. 
Now let C[ , ... , ] denote a context with n holes. Denote by cr a substitution of redexes 
s1, ... ,sn in the holes 1, ... ,n. Then the last corollary states: 
\IC[, ... ,] in normal form Va 3i si is needed in C[s1, ... ,sn]. 
So, which si is needed, may depend on cr, i.e. on the other sj" A more pleasant state of affairs 
would be when the TRS R would satisfy the following property: 
10.6. DEFINITION. Let R be an orthogonal TRS. Then R is sequential* if 
\IC[, ... ,] in normal form 3i Vcr si is needed in C[s1, ... ,sn]. 
The concept 'sequential*' is only introduced for expository purposes. It is not a satisfactory 
property as it is undecidable. As it will tum out, a more satisfactory property is 'strongly 
sequential*', defined as follows. 
10.7. DEFINITION. (i) Let R be an orthogonal TRS and C[] a context. Then a reduction relation ➔? 
('possible reduction') is defined as follows. For every redex sand every term t: 
As usual, ➔> ? is the transitive reflexive closure. The concept of 'descendant' is defined for ➔? in 
the obvious way. 
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(ii) Lets be a redex int. Thens is strongly needed if in every reduction t ➔? ... ➔? t' where t' is 
a normal form, a descendant of sis contracted. Oearly: sis strongly needed ⇒ sis needed. 
(iii) R is strongly sequential* if 
v'C[ , ... ,] in normal form 3i v'a si is strongly needed in C[s1, ... ,sn]. 
This property of 'strong sequentiality*' may be rather subtle, as the example of Huet & Levy 
(79] in Exercise 10.21.4 shows. 
Now the situation takes a pleasant tum, since as we will prove, it is decidable whether a 
orthogonal 1RS is strongly sequential*, and moreover, there is a simple algorithm to compute an i 
as in the definition. Actually, Huet & Levy define concepts 'sequential' and 'strongly sequential' in 
a different way; our 'sequential*' does not exactly coincide with 'sequential' but 'strongly 
sequential*' is equivalent with 'strongly sequential'. We will define these concepts now. We need 
some preliminary definitions: 
10.8. DEFINITION. (i) Let R be an orthogonal 1RS. Then the set Ter,n(R) of 0.-terms of R consists 
of those terms that can be built from function and constant symbols from R together with a new 
constant n . Reduction relations ➔ and ➔? are extended to Ter,n(R) in the obvious way. As 
before, we say that t is a normal form if t E Ter ,n(R), t contains no n, and t contains no redexes. 
Further, tis an n-normal form if t contains no redexes (butt may contain occurrences of n.) 
(ii) On Ter,n(R) we define a partial order~ by: 
n ~ t for all t E Ter,n(R), 
1i ~ ti' (i = l, ... ,n) ⇒ F(t1, ... ,1n) ~F(t1', ... ,1n'). 
Clearly, t ~ s iff t = C[n, ... ,n] ands= C[t1 , ... ,1n] for some context C[ , ... , ] not containing n, 
and some ti E Ter,n(R) (i = 1, ... ,n, n ~ 0). 
(iii) A predicate P on Ter ,n(R) is monotone if t ~ t' implies: P(t) ⇒ P(t'). 
(iv) The predicate nf is defined on Terg(R) as follows: 
nf(t) holds if t ➔> n where n is a normal form (so without 0.). 
(v) The predicate nf7 is defined on Terg(R) as follows: 
nf7(t) holds if t ➔>? n where n is a normal form. 
(vi) Let P be a monotone predicate on Terg(R). Lett= C[Q, ... ,n, ... ,n] where all Q's int are 
displayed. Then the underlined occurrence of n is an index with respect to P ( or P-index) if 
for all s such that t ~ s, where s = C[t1 , ... ,ti, ... ,1n], we have: P(s) ⇒ 1i -:;, n. 
(Note that in particular, if t has a P-index, then P(t) does not hold.) 
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It is easily proved that the predicates nf and nf1 are monotone. Now we define (after Huet & 
Levy [79]): 
10.9. DEFINITION. (i) An orthogonal TRS R is sequential if every t E Tern(R) inn-normal form, 
but not in normal form, has a nf-index. 
(ii) An orthogonal TRS R is strongly sequential if every t E Tern(R) inn-normal form, but not 
in normal form, has a nfrindex. 
To link the beginning of this section, which used the terminology of contexts, with the 
present set-up via n-terms, we note that a context in normal form, containing at least one hole, 
corresponds with an n-term in Q-normal form, but not in normal form. Before devoting the rest of 
this section to an exposition of the long proof that strong sequentiality is a decidable property, we 
will first show how to find a nfrindex. First, we need some definitions. 
10.10. DEFINITION. Lett E Tern(R). 
(i) t is a redex compatible n-term if t can be refined to a redex (i.e. t ~ t' for some redex t'). 
(ii) n-reduction replaces a redex compatible subterm ~ n by n, notation: ➔n-
So, C[t] ➔n C[Q] if tis redex compatible and t ~ n. 
(iii) The fixed part co(t) of an n-term tis the result of maximal application of Q-reductions. (In 
other words, the normal form with respect ton-reduction; see Exercise 10.21.7.) 
Now let t = C[Q, ... ,n, ... ,Q] be an n-normal form containing at least one n. We wish to 
test whether the k-th occurrence of n, the underlined one, is a nfrindex oft. To this end we 
replace it by a fresh constant symbol, i. Result: t' = C[n, ... ,i, ... ,n]. 
CLAIM. n is a nfrindex in t <=} i occurs in co(t'). 
(See Figure 10.3.) The proof of the claim is routine and we omit it. Intuitively, the persistence of 
the test symbol i in co(t') means that whatever the redexes (or even general terms, cf. Exercise 
10.21.6) in the other places are, and whatever their reducts might be, the i does not vanish, is not 
erasable by the action of the other redexes (or general terms) . So if instead of i an actual redex sk 
was present, the only way to normalize the term at hand is to reduce sk itself, eventually. Huet & 
Levy [79] gives an efficient algorithm for executing the 'i-test', i.e. for finding nfrindexes (and 
hence, strongly needed redexes, cf. Exercise 10.21.6). 
The decision procedure for the strong sequentiality property itself is much more difficult. We 
will now present a proof (in a slightly informal way) which is a simplification of the one in Huet & 
Levy [79], but where we do not pay any attention to the efficiency of the decision procedure. 
In the following we will refer to a nfrindex as an 'index' for short. An Q-occurrence which 
is not an index, will be called 'free'. A term in which all .Q's are free, is called free. 
The main 'problem' is that we do not have the following transitivity property for indexes, 
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il is an index ~ ,., 
--------. i 
n n n o i n n is not an index 
Figure 10.3 
which on first sight one might expect to hold: if in the 0-terms C1[0], C2[0], where in both terms 
the displayed occurrence of O is an index (there may be other O's occurring), then the displayed n 
in C1 [C2[0]] is again an index. 
10.11. COUNTEREXAMPLE to transitivity for indexes. Consider the TRS as in Exercise 10.21.4, 
and the term F(G(0,0),il.). The underlined occurrence is an index, as is easily seen by applying 
the 'i-test': ro(F(G(O,O),i)) = F(O,i). However, substituting the same term in the index position, 
with result F(G(O,O), F(G(0,0),0)), we have the 'context' in Figure 10.13(b), which is as 
shown, essentially, in Exercise 10.21.4, a free term. 
However, some 'partial' transitivity properties for the propagation of indexes do hold, 
notably the one in Proposition 10.14 below. We will now make explicit some properties of index 
propagation. To this end we employ the following notational convention: instead of "the displayed 
occurrence of O in C[Q] is an index" (here then-term C[O] may contain other O's) we will just 
write " C[O.l.] ". However, the absence of an arrow as e.g. in C[O, n.l.] does not mean that (in this 
case) the first n is not an index. Furthermore we stipulate that in C[O, ... ,n] (or a version with 
arrow annotations) more occurrences of n may occur than the ones displayed, unless specified 
explicitly otherwise. Finally, the notations s,t, C[O, ... ,n] (possibly with arrow annotations) will 
refer to 0-terms E Tern(R), which we sometimes call just 'terms' . 
Figure 10.4 
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(ii) The reverse implication does not hold generally. 
PROOF. See Figure 10.4, where an arrow points to an index-n. Part (ii) is the counterexample in 
10.11 . Part (i) follows by an easy argument using the i-test criterion for indexes. D 
10.13. PROPOSITION. (i) Let ro(t) = n . Then C[t, nJ...] ⇒ C[Q, nJ...] . 
(ii) The reverse implication holds for all t: C[t, nJ...] <= C[n, nJ...] . 
Figure 10.5 
PROOF. (See Figure 10.5.) Simple applications of the i-test. D 
The following proposition (from Klop & Middeldmp [89]) states the 'partial transitivity' for 
index propagation mentioned before. Here p refers to the maximal height of the trees corresponding 
to the redex schemes (i.e., the left-hand-sides of reduction rules) of R. Furthermore, the depth of 
an occurrence in a term is the length of the branch leading from the root symbol to that occurrence. 
⇒ 
Figure 10.6 
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10.14. PROPOSITION. Let the depth of 0. in C2[0.] be at least p. Then: 
PROOF SKETCH. Suppose contexts Ci[Q] (i = 1,2,3) as in the proposition are given. Consider 
co(C1[C2[C3[i]]]). We claim that i is still present in this term. For if not, consider an 0.-reduction 
leading to co(C1[C2[C3[i]]]) and especially then-reduction step in which the symbol i is lost. The 
redex compatible subterm which is removed in this step, has a root symbols. Nows cannot occur 
in the subterm C2[C3[i]] of C1[C2[C3[i]]], for otherwise i would not occur in co(C2[C3[i]]). Buts 
can also not occur in the C1-part of C1 [C2[C3[i]]], for then i would not occur in ro(C1 [C2[i]]) due 
to the assumption referring top. D 
In the following propositions, a 'rigid' term tis a term t such that ro(t) = t. Terms t such that 
co(t) = n, will be called 'soft'; they 'melt away' completely by n-reduction. It is not hard to prove 
that every term has a unique decomposition in a top part which is rigid and some subterms which 
are soft. (The top context may be trivial, i.e. equal ton.) 
10.15. PROPOSITION. Every term t E Ter,a(R) can be written, uniquely, as C[t1, ... ,tn] such that 
C[n, ... ,n] is rigid and the ti (i = 1, ... ,n) are soft. □ 
10.16. PROPOSITION. Suppose C[t1, ... ,1n] is a term such that C[O., .. . ,O.] is rigid and tk is soft for 
k = 1, .. . ,n. Let ti= C'[O.]. Then : 




In an attempt to decide whether the TRS R is strongly sequential, we will try to construct a 
term t E Ter ,aCR) in 0.-normal form but not in normal form, which is free, i.e. has no indexes. If 
such a free term exists, then and only then R is not strongly sequential. Especially we will look for 
a minimal free term, minimal with respect to the length. According to the last proposition, we may 
suppose that a minimal free term, if it exists, is soft. So, such a minimal free term is built from 
redex compatible terms (i.e. originates, starting from a redex compatible term, by repeatedly 
substituting redex compatible terms for Q's}--this follows at once from the definition of 'soft' and 
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n-reduction. (See Figure 10.8(a).) However, this observation is not yet sufficient for a sensible 
attempt to construct a minimal free term, for there are in general infinitely many redex compatible 
terms which may be the building blocks of the minimal free term we are looking for. Fortunately, 
we may even suppose that a minimal free term is built from a special kind of redex compatible 
terms, the preredexes, of which only finitely many exist if the TRS R has finitely many reduction 
rules as was our assumption. (See Figure 10.8(b).) 
(a) 
Term t with co (t) = n, 




Similar term, built from 
preredexes 
10.17. DEFINITION. (i) A redex scheme (or redex pattern) is a left-hand side of a reduction rule 
where all variables are replaced by n. 
(ii) A preredex is a term which can be refined to a redex scheme. (See Figure 10.9.) 
So, a redex scheme itself is a preredex; every preredex is also a redex compatible term. If the 
TRS R has finitely many rules, there are only finitely many preredexes. The .Q's in a redex scheme 
are all free; the .Q's arising by 'truncating' a redex scheme and thus forming a preredex, may be 
free or an index depending on other redex schemes. The 'old' .Q's in the truncation, if there are 
any, remain free. All this follows immediately from the definitions and the i-test. 
We have already noted that a minimal free term t may be supposed to be built from redex 
compatible terms, as in Figure 10. lO(a). This 'partition' in redex compatible terms need not be 
unique, but that does not matter. Suppose a certain partition oft is given, corresponding to some 
n-reduction from t ton. Each redex compatible term from which tis built, and which is removed 
in this n-reduction, consists of a preredex refined with some 'extra' subterms. (The subterms that 
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redex compatible term 
make the difference between Figure 10. lO(a) and (b).) Now we remove from t all these extra 
subterms. (See Figure 10.lO(b).) 
Figure 10.10 
We claim that the term t', originating after removing all 'extra' subterms, is again free. Namely, 
consider the example in Figure 10.10, and remove the two extra subterms of the redex compatible 
subterm s. The Q's that arise after this removal are free ins; this follows easily by applying the 
i-test and noting that subterm r is soft. But then these n's are also free in t; this follows from 
Proposition 10.12(i). Furthermore, the present removal of the extra subterms of s also does not 
tum free Q's at other places into indexes, by Proposition 10.13(ii). 
We will now try to construct a minimal free term tin a tree-like procedure, as suggested in 
Figure 10.11. Of course, we want t to be in n-normal form-cf. Definition 10.9(ii). We start, 
therefore, with the finitely many proper preredexes, where a preredex is 'proper' if it is not a redex 







repetition of tower 
of preredexes 
ree term 
Tree of attempted constructions of a minimal free term 
Figure 10.11 
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scheme. Now at every index n, we attach in the next construction step, again a proper preredex. 
This nondeterministic procedure is repeated. A branch in the thus originating tree of construction 
terminates 'succesfully' if a free term is reached. In that case the TRS R is not strongly sequential. 
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However, there may arise infinite branches in the construction tree. But these we may 'close', 
eventually, by some form of 'loop checking' in the following way. First a definition. 
10.18. DEFINITION. (i) Let ClQ] be preredexes (i = l , ... ,n). Then the term 
is called a tower of preredexes. If 1 :5 i < j :5 n, we say that tower 't contains the subtower 't' = 
Ci[Ci+l [ .. . [Cj(Q]] ... ]]. 
(ii) Let p be the maximal height of redex schemes of R. A tower 't = C1[ ... [Cn(Q]] ... ] of 
preredexes is sufficiently high if the depth of the displayed Qin 'tis at least p. 
(iii) Lett be a term built from preredexes. A main tower in 'tis a tower (arising after removing 
some subterms oft) containing a complete branch in the tree corresponding to t (so, from root to 
some 'final' symbol). 
Now ifin the construction tree we observe at some construction branch the arising of a term 
which has a main tower containing two disjoint sufficiently high identical subtowers, that 
construction branch is stopped unsuccessfully. 
So every branch of the construction tree terminates, either successfully in a free term, or 
unsuccessfully. Because the construction tree is finitely branching, the result is a finite construction 
tree. Now if all construction branches terminate unsuccesfully, the TRS R is strongly sequential; 
otherwise the presence of a free term at the end of a succesfull branch reveals that TRS R is not 
strongly sequential. Hence strong sequentiality is decidable. 
We still have to prove that our decision procedure is correct, in particular we have to justify 
the correctness of the 'loop check' for unsuccesfully closing branches at which a repetition of 
subtowers occurs. To this end, consider the terms at some point (node) in the construction tree, 
and consider a successors' obtained by adjoining a proper preredex 1t at some index position of s. 
In general, 7t will contain some free Q's as well as some index Q's (with respect to 1t). The free 
Q's remain free with respect to the whole terms' (Proposition 10.12(i)). What about the indexes of 
re? They may become free ins'. Now what happens with them is entirely determined by the main 
tower of proper preredexes ins' leading to then ins where rt will be adjoined. This follows from 
Proposition 10.13 stating that removal of soft terms does not affect the index or non-index status of 
other Q's. 
In fact, what happens with the indexes of rt is already determined by the subtower of height 
;;::: p immediately above the adherence point Q. This follows from Proposition 10.14. But then it is 
easy to see that in a minimal free term there will not be a repetition of two identical sufficiently large 
disjoint subtowers (see Figure 10.12). For, if such a repetition occurs in a minimal free term, we 
can construct a smaller one by cutting away part of the term as in Figure 10.12, contradicting the 
minimality. This ends the proof of decidability of strong sequentiality. 
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(b) 
Figure 10.12 
Many TRSs arising in 'practice' are constructor TRSs, as defined in Definition 3.8.1. For 
such TRSs it is easy to decide strong sequentiality. 
The reason that for constructor TRSs deciding strong sequentiality is easy, is that we do have 
transitivity of indexes now, in contrast with the case of general TRSs (cf. Counterexample 10.11). 
10.19. PROPOSITION. Let R be an orthogonal constructor TRS. Let Ci[Q] start with a defined 
function symbol. Then: C1 [QJ,] and C2[nJ,] implies C1 [C2[nJ, ]]. 
PROOF. Straightforward, using the i-test for finding indexes. □ 
10.20. COROLLARY. A constructor TRS is strongly sequential iff every proper preredex has an 
index. □ 
So, in order to decide whether a constructor TRS R is strongly sequential, we only have to 
compute the indexes of its finitely many proper preredexes. (R is supposed to have only finitely 
many rewrite rules.) Also, the computation of these indexes is very easy: Let C[Q, ... ,n, ... ,n] be a 
preredex of R. Now it is not difficult to see that C[O, ... ,nt, ... ,n] iff C[!l, ... ,i, ... ,n] is not redex 
compatible. 
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10.21. Exercises. 
10.21.1. EXERCISE. Show that the leftmost outermost redex in t e Ter(R) where R is a left-normal orthogonal 
TRS, is a needed redex. 
10.21.2. EXERCISE (i) The present theory about needed reductions in orthogonal TRSs trivializes for non-erasing 
TRSs: Show that in a non-erasing orthogonal TRS every redex in a term is needed. 
(ii) (Kennaway [89]). Furthermore the present theory does not exist for weakly orthogonal TRSs: Show that 
Theorem 10.2(i) does not hold for weakly orthogonal TRSs, by considering ( or(true, x) ➔ true, or(x, true) ➔ true}.) 
(However, see O'Donnell [85) for a theory of a related concept of sequentiality that does pertain also to weakly 
orthogonal TRSs.) 
10.21.3. EXERCISE (Middeldorp). (i) Show that the orthogonal TRS (where CL is Combinatory Logic) 
CL ffi (F(A,B,x) ➔ C, F(B,x,A) ➔ C, F(x,A,B) ➔ C} 
(due to G. Berry) is not sequential*. 
(ii) Show that the TRS (F(A,B,x) ➔ C, F(B,x,A) ➔ C, F(x,A,B) ➔ C} is sequential*. 
(iii) Conclude that 'sequential*' is not a modular property. 













Show that R is not strongly sequential*, by considering the context as in Figure 10.13(b). 
10.21.5. EXERCISE (Middeldorp) 
(i) Show that: R is sequential ⇒ R is sequential*, but not vice versa. Hint: consider the TRS as in Exercise 
3.3.6.l(ii), with the term F(fl,fl,fl). 
(ii) Show that: R is strongly sequential ¢::> R is strongly sequential*. 
10.21.6. EXERCISE. Let t = C[fl, ... ,fl, ... ,fl] e Terfl(R), R not necessarily strongly sequential. The i-th 
occurrence of fl in t is underlined. Suppose that this underlined occurrence is a nfrindex of t. Show then that in 
C[s1 , ... ,si• •· ·•sn]. where si is a redex and the other sj are arbitrary terms, the redex si is strongly needed. 
10.21.7. EXERCISE. Show that ro(t) is well-defined, by proving that fl-reduction is confluent and terminating. 
10.21.8. EXERCISE. Let R be an orthogonal constructor TRS. Show that R is strongly sequential if every proper 
preredex P has an fl-occurrence which is in all redex schemes S such that P ~ S, more defined (i.e. replaced by an 
fl -term ;e fl) . 
10.21.9. EXERCISE (Huet & Levy [79]) . Let R be a left-normal orthogonal TRS. Show that R is strongly 
sequential. Show that, in fact, in C[fl , ... ,fl] (where C[ , ... , ] is an fl-free context in normal form) the leftmost 
occurrence of fl is an index. 
10.21.10. EXERCISE (Klop & Middeldorp [89)). Show that strong sequentiality is a modular property of orthogonal 
TRSs. I.e. if R1, R2 are orthogonal TRSs with disjoint alphabet, then: 
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R1 ~ R2 is strongly sequential {;=} R1 and R2 are strongly sequential. 
10.21.11. EXERCISE (Thatte [87)). Let R1, R2 be orthogonal TRSs. Define R1, R2 to be left-equivalent if the 
rewrite rules of R1, R2 have identical left-hand sides. An orthogonal TRS R is called left-sequential if all TRSs 
which are left-equivalent with R, are sequential (Definition 3.3.9(i)). 
Let R be an orthogonal TRS and qn, ... ,n] a context inn-normal form. The i-th occurrence of n is called 
an index with respect to left-sequentiality if this n is an index with respect to sequentiality for all TRSs 
left-equivalent with R. 
(a) Let R be the TRS with rules (F(A, B, x) ➔ x, F(x, A, B) ➔ x, F(B, x, A) ➔ x, G(A) ➔ A}. Show that 
the third occurrence of n in F(G(Q), G(Q), Q) is an index with respect to left-sequentiality, but not with respect to 
strong sequentiality. 
(b) Prove that strong sequentiality implies left-sequentiality. 
*(c) (Open problem.) Does the reverse of (b) also hold, i.e. is every left-sequential TRS strongly sequential? 
10.21.12. EXERCISE (Khasidashvili [90a,b]). 
The definition of 'needed redex' in 10.1 is somewhat unsatisfactory, namely for terms without normal form. An 
improved definition is as follows. Call a redex s in a term t irrelevant, if there is a reduction t ➔ ... ➔ t' to some t' in 
which no descendant of s is contracted, and in which every descendant of s is erased (so t' does not contain a 
descendant of s). Call a redex sin t relevant if it is not irrelevant. 
Show that for terms t having a normal form, redex s int is needed iff it is relevant. 
The present definition also works for terms without normal form, in a satisfactory way. Also in the case that terms 
have an 'infinite normal form• (not treated in this paper), the present definition yields those redexes that properly 
contribute to the infinite normal form. 
Chapter 11 
Conditional Term Rewriting Systems 
Of growing importance in the field of term rewriting are the conditional Term Rewriting Systems 
(CTRSs). CTRSs have originally arisen from Universal Algebra (see Meinke & Tucker [90]) and 
in the theory of Abstract Data Types, as implementations of specifications containing positive 
conditional equations 
(If n = 0, the equation is called unconditional.) Here x = x1, ... ,xk; not every ti, si needs to contain 
all those variables. In (*) we implicitly use universal quantification over x, i.e. (*) is meant to be 
Hence the variables appearing in the conditions ti(x)=si(x), i = 1, ... ,n, but not in the consequent 
t0(x)=s0(x) have an 'existential' meaning; e.g. 
E(x, y)=true A E(y, z)=true ⇒ E(x, z)=true 
is by elementary predicate logic equivalent to 
3y (E(x, y)=true A E(y, z)=true) ⇒ E(x, z)=true. 
Henceforth we will, conform the notation often used in 'equational logic programming', write 
instead of(*): 
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11.1. EXAMPLE. A specification of gcd on natural numbers with 0 and successor S, using conditional equations: 
0<0= 0 
0<S(x) = S(0) 
S(x)<0 = 0 
S(x)<S(y) = x<y 
S(x)-S(y) = x-y 
0-x= 0 
X-0= X 
gcd(x, y) = gcd(x-y, y) <= y<x = S(0) 
gcd(x, y) = gcd(x, y-x) <= x<y = S(0) 
gcd(x, x) = x 
(To keep the specification one-sorted, 0 and S(0) are used as booleans false and true respectively. Furthermore, ' -• is 
cut-off subtraction.) 
The satisfaction relation A t== cp, for an equational implication or as we will call them 
henceforth, conditional equation cp, is clear; see also Meinke & Tucker [90], where it is also shown 
that analogous to the equational case we can develop initial algebra semantics for conditional 
equations. Conditional equations not only facilitate some specifications, they also are a strictly 
stronger specification mechanism. In Bergstra & Meyer [84] a conditional specification is given 
with an initial algebra that cannot be specified (in the same signature) by means of equations. This 
example is two-sorted (see Exercise 11.10.1). Exercise 11.10.2 contains a curious example of a 
one-sorted algebra which has an initial algebra specification by means of conditional equations, but 
in all likelihood not an equational one. 
Again we can ask whether there exists a deduction system and a corresponding completeness 
theorem, in analogy with Birkhoff's theorem 5.1.1 for equational logic. 
11.2. Conditional equational deduction. 
Selman [72] presents a sound and complete deduction system for, as they are called there, equation 
conjunction implication (EC/) languages, or as we will say, for conditional equational logic. We 
state this deduction system in a considerably simplified way, by considering in a conditional 
equation t=s <= E where E = t1 =s1 , ... ,1n=sn (n ;;:: 0), the sequence of conditions E as a set rather 
than an ordered tuple as in Selman [72], and by admitting empty E. (See Table 11.1.) Adapting the 
inference system to the case where E is a multi.set or even an ordered tuple is straightforward. 
axioms 
rules 
t=s <= t=s, t'=s' 
t=t <= 
t=s <= t=r, s=r 
F(t1 , ...• ~)=F(s1 , ... ,sn) <= t1 =s 1 , .. .• ~=sn for every n-ary F 
t=s <= t'=s', E t'=s' <= F 
t=s <= E, F 
t=s <= E 
for every substitution o 
Table 11.1 
Here E = {t1=s 1, .. . ,tn=sn} (n;;:: 0), F = {t1'=s 1', ... ,tm'=sm'l (m;;:: 0); E
0 = {t1°=s1°, .. . ,tn°= 
Sn o}. 
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11.3. Operational semantics of conditional equations. 
In the unconditional case, there is no problem in the transition from equations to directed equations, 
i.e. rewrite rules: t0(x) = s0(x) is replaced by t0(x) ➔ s0(x), provided the lefthand-side is not a 
single variable and variables occurring in the righthand-side do also occur in the lefthand-side. (Of 
course, choosing the 'right' direction may be a problem-see our discussion of Knuth-Bendix 
completion.) 
In the conditional case the transition from conditional equations to conditional rewrite rules 
does present a problem, or at least some choices. Dershowitz, Okada & Sivakumar [88] make the 
following distinctions, thereby extending a classification introduced in Bergstra & Klop [86]. First 
we introduce some notation. 
11.3.1. DEFINITION. Let ➔ be a rewrite relation. 
(i) t J, s (t, s are joinable) if t ➔> u and s ➔> u for some term u. (So ➔ is confluent if= and j, 
coincide.) 
(ii) s ➔> 1 t ifs ➔> t and tis a ground normal form. 
Now there are several choices for evaluating the conditions of CTRSs. In the terminology of 
Dershowitz, Okada & Sivakumar [88] we can distinguish (among others) the following types of 
CTRSs: 
(i) semi-equational systems 
(ii) join systems 
to➔so ¢= t1 j, s1,···•1n j, sn 
(iii) normal systems 
(iv) generalized systems 
to➔ so ¢= P1,···•Pn. 
In the last type of CTRSs, the Pi (i = 1, ... ,n) are conditions formulated in a general mathematical 
framework, e.g. in some first order language, involving the variables occurring in the consequent 
(and possibly others). 
In Bergstra & Klop [86] semi-equational systems were called to be of Type I, join systems 
of Type II, and normal systems of Type Illn. Actually, Bergstra & Klop [86] define: t ➔> ! s ifs is a 
ground normal form even with respect to the unconditional part from the CTRS R (obtained by 
removing all conditions) . (This is necessary since otherwise the reduction relation may not be 
well-defined-see Exercise 11.10.4.) 
Note that in the cases (i)-(iii), the definition of ➔ is circular since it depends from conditions 
involving in some way or another a reference to ➔; but it is not hard to see that in fact ➔ is 
well-defined since all conditions of type (i)-(iii) are positive (in the case of conditions of type t ➔> ! s 
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we have to use the more strict definition as just explained). Hence the rewrite rules constitute a 
positive induction definition of ➔. In the case of generalized CTRSs we have to take care in 
formulating the conditions, in order to ensure that ➔ is well-defined. 
11 .3.2. REMARK. In a rewrite rule t ➔ s one requires that in s no new variables appear with 
respect to t. The same requirement is made for conditional rewrite rules t ➔ s ~ C. But, as 
observed in Dershowitz, Okada & Sivakumar [88], for CTRSs it would make good sense to lift 
this requirement, as e.g. in the following perfectly natural conditional rewrite specification of the 
Fibonacci numbers: 
Fib(0) ➔ (0, 1) 
Fib(x + 1) ➔ (z, y + z) ~ Fib(x) .J, (y, z). 
We will not study this more liberal format here, since it introduces a considerable complication of 
the theory. 
We will now discuss several confluence criteria for CTRSs. The first one is a generalization 
due to Middeldorp [89] (also in Middeldorp [90]) of Toyama's theorem (see 3.2), stating that 
confluence is a modular property of 1RSs, to CTRSs: 
11.4. THEOREM. Let R1, R2 be both semi-equational CTRSs or both join CTRSs or both normal 
CTRSs with disjoint alphabet. Then: 
R1, R2 are confluent ~ R1 EB R2 is confluent. 
(The disjoint sum R1 EB R2 is defined analogously to the unconditional case: simply join the sets of 
rewrite rules.) The proof is a nontrivial application of Toyama's theorem 3.2. 
11.5. Orthogonal Conditional Term Rewriting Systems. 
We will now state some confluence criteria for orthogonal C1RSs. 
11.5.1. DEFINITION. (i) Let R be a CTRS (of any type, semi-equational, join, ... ). Then Ru, the 
unconditional version of R, is the TRS which arises from R by deleting all conditions. 
(ii) The C1RS R is called (non-)left-linear if Ru is so; likewise for (weakly) orthogonal. (See 
Section 3.1 for orthogonal TRSs.) 
11.5.2. DEFINITION. (i) Let R be a CTRS with rewrite relation ➔, and let P be an n-ary predicate 
on the set of terms of R. Then Pis closed with respect to ➔ if for all terms ti, ti' such that 1i ➔> ti' 
(i = 1, .. . ,n): 
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(ii) Let R be a CTRS with rewrite relation ➔. Then R is closed if all conditions (appearing in 
some conditional rewrite rule of R), viewed as predicates with the variables ranging over R-terms, 
are closed with respect to ➔. 
11.5 .3 . THEOREM (O'Donnell [77]). 
Let R be a generalized, weakly orthogonal CTRS which is closed. Then R is confluent. 
The proof is a rather straightforward generalization of the confluence proof for weakly orthogonal 
TRSs. 
Obviously, the convertibility conditions ti = si (i = 1, ... ,n) in a rewrite rule of a 
semi-equational CTRS are closed. Hence: 
11.5.4. COROLLARY. Weakly orthogonal semi-equational CTRSs are confluent. 
11.5.4.1. EXAMPLE. Let R be the orthogonal, semi-equational CTRS obtained by extending Combinatory Logic 
with a 'test for convertibility': 
Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
Dxy ➔ E ¢::: x=y. 
Then R is confluent. 
The question now arises whether analogous facts hold for the other types of CTRSs. Indeed, this is 
the case for normal conditions. The following theorem is a slight generalization of a result in 
Bergstra & Klop [86]: 
11.5.5. THEOREM. Weakly orthogonal normal CTRSs are confluent. 
11.5 .6. REMARK. (i) Orthogonal join CTRSs are in general not confluent, and even in general not weakly 
confluent. In Bergstra & K!op [86) the following counterexample is given: 
Namely: 
C(x) ➔ E ¢::: x J, C(x) 
B ➔ C(B). 
C(C(B)) 
Bt C(B) / ~ C(B) t C(C(B)) 
C(E) E 
Figure 11 .1 
C(E) J, E does not hold, since this would require C(E) ➔ E, i.e. C(E) J, E. 
(ii) The counterexample in (i) exhibits an interesting phenomenon, or rather, makes a pitfall explicit. According 
to Corollary 11.5.4 above, the semi-equational CTRS with rules 
C(x) ➔ E ¢::: x = C(x) 
B ➔ C(B) 
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is confluent. Hence its convertibility,=, coincides with the joinability relation, J,. Sox= C(x) iff x J, C(x). Yet the 
join CTRS obtained by replacing the condition x = C(x) by x J, C(x), is according to (i) of this Remark not 
confluent. 
11.6. The complexity of normal forms. 
Whereas in the unconditional case, being in 'normal form' is an easily decidable property, this 
needs no longer to be so in the case of CTRSs. In fact, there are semi-equational orthogonal 
CTRSs for which the set of normal forms is undecidable (and hence not even r.e., since the 
complement of the set of normal forms is r.e). The same holds for normal orthogonal CTRSs, and 
for join CTRSs. The proof is short and instructive enough to be included: 
Consider CL (Combinatory Logic); it is well-known (cf. Barendregt [81]) that there is a 
representation n, a ground CL-term in normal form, of the natural number n for each n ~ 0, 
together with a computable coding # from the set of ground CL-terms into natural numbers, and an 
'enumerator' E (also a ground CL-term in normal form) such that E#(M) ➔> M for every ground 
CL-term M. Now let R be the normal CTRS obtained by extending CL with a new constant symbol 
F and the rule 
Fx ➔ l <= Ex ➔> Q. 
(Note that the reduction relation ➔ of R satisfies Fx ➔ l <=> Ex ➔> .Q.) If R had decidable normal 
forms, then in particular the set {n I Fn ➔ l} would be decidable, i.e. the set {n I En ➔> Q} would 
be so. However, then the set 
X ={Ma ground CL-term IM ➔> Q} 
is decidable; for, given M we compute #(M) and decide whether ECtt..CMl) ➔> Q or not. (By 
confluence for R it follows from E(#(M)) ➔> Q and E#(M) ➔> M that M ➔> Q.) But this contradicts 
the fact that X is undecidable; this follows from a theorem of Scott stating that any nonempty 
proper subset of the set of ground CL-terms which is closed under convertibility in CL, must be 
undecidable. 
For a condition guaranteeing decidability of normal forms, we refer to the notion 
'decreasing' (Definition 11.7.3 below). See also Exercise 11.10.6. 
11.7. Non-orthogonal conditional rewriting. 
Following Dershowitz, Okada & Sivakumar [88] (see also Dershowitz & Okada [90]), we will 
now consider CTRSs which are not orthogonal (i.e. may have 'critical pairs') and formulate some 
conditions ensuring confluence. 
11. 7 .1. DEFINITION. Critical pairs. 
(i) Let R be a CTRS containing the two conditional rewrite rules 
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(Suppose these are 'standardized apart', i.e. have no variables in common.) Suppose t2 can be 
unified with the nonvariable subterm u in t1 = C[u], via CJ = mgu(½_, u). Then the conditional 
equation (!) 
is a critical pair of the two rules. (See Figure 11.2.) 
(ii) A critical pair is an overlay if in (i), t1 and ti unify at the root, i.e. t1 = u. 
(iii) A C1RS is nonoverlapping (or non-ambiguous) if it has no critical pairs. 
(iv) A critical pair s=t ~ Eis feasible if there is a substitution cr such that E0 is true. 
(v) A critical pair s=t ~ E is joinable if for all substitutions CJ such that E0 is true, we have 
so.tto. 
¢= Ill 
conditional rewri rulu 
(a) 
instanliated condilio rewrUe rules 
(b) 
applicalion of second instantialed rewrite ule 
(c) 
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critical pair of tM two condit' rewrite rules 
(cl) 
Figure 11.2 
11.7.2. THEOREM (Dershowitz, Okada & Sivakumar [88]). Conditions for confluence of 
CTRSs with critical pairs. 
(i) Let R be a semi-equational CTRS. Then : 
!JR is terminating and all critical pairs are joinable, R is confluent. 
(ii) Let R be a join system. Then : 
!JR is decreasing and all critical pairs are joinable, R is confluent. 
(iii) Let R be a join system. 
!JR is terminating and all critical pairs are overlays and joinable, R is confluent. 
This theorem contains the unexplained notion of a 'decreasing' CTRS: 
11.7.3. DEFINITION (Dershowitz, Okada & Sivakumar [88]). Decreasing CTRSs. 
Let R be a CTRS. 
(i) > is a decreasing ordering for R if 
(1) > is well-founded ordering on the set of terms of R (i.e. there are no descending 
chains t0 > t1 > t2 > ... ) 
(2) t c s ⇒ t < s (Here c is the proper subterm ordering.) 
(3) t ➔ s ⇒ t > s 
(4) for each rewrite rule t➔s <= t1 J.s 1, ... ,1nJ.sn (n ~ 0) and each substitution cr we 
have: t0 > ti°, st (i = l , ... ,n). (Likewise for other CTRSs than join CTRSs.) 
(ii) A CTRS is decreasing if it has a decreasing ordering. 
A consequence of• decreasing' is termination. Moreover, the notions ➔, ➔>, J., normal form 
are decidable. 
11.7.4. REMARK. Related notions are fair or simplifying CTRSs (Kaplan [84 , 87]) and reductive CTRSs 
(Jouannaud-Waldmann [86]). In fact: reductive ⇒ simplifying ⇒ decreasing; see also Dershowitz & Okada [90]. 
We conclude this subsection by mentioning a useful fact: 
11.7.5. THEOREM (Dershowitz, Okada & Sivakumar [88]). 
Let R= be a decreasing semi-equational CTRS. Let RJ., be the corresponding join CTRS (where 
conditions ti=si are changed into t)sj). Then: R= is confluent ⇒ RJ., is confluent. 
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11.8. An application of CTRSs to prove unicity of normal forms. 
In this section we explain a nice technical application of conditional rewriting in the field of tenn 
rewriting itself, namely to prove the property UN (unicity of nonnal fonns) for certain 
non-leftlinear TRSs. This observation is due to De Vrijer (see Klop [80], Klop & De Vrijer [87]), 
and is considerably generalized in Chew [81] . The material in this section is taken from De Vrijer 
[90]. 
As mentioned in Examples 3.7(ii), the TRS R = CL u {Dxx ➔ x}, an extension of 
Combinatory Logic, is not confluent. However, it still satisfies UN (unicity of normal forms). To 
see this, we 'break' the non-left-linearity constraint in the rule Dxx ➔ x by replacing it with a 
conditional rule 
Dxy ➔ x ¢:::: x=y. 
The resulting semi-equational CTRS R * is orthogonal; hence according to Corollary 11.5.4 it is 
confluent. Moreover, the convertibility relations of R and R * coincide. Now the following fact, 
holding already for ARSs (it is a corollary of the lemma of Curien & Ghelli in Exercise 1. 7 .16), 
can be used to prove UN for the original R. 
11.8.1. PROPOSITION (De Vrijer). Let Ro and R 1 be two ARSs with the same set of objects, and 
with reduction relations ➔0, ➔ 1 and convertibility relations =o, =1 respectively. Let NFi be the set 
of normal forms ofRi (i = 0, 1). Then R0 is UN if each of the following conditions hold: 
(i) =1 contains =0; 
(ii) R 1 is CR; 
(iii) NF0 = NF1. 
For the above case, to see that the nonnal fonns of Rand R* coincide, consider for a proof by 
contradiction a tenn t which is an R-nonnal fonn, but not an R *-nonnal fonn. Moreover, take t to 
be of minimal length such that these properties hold. Then t must contain a subtenn DXY in 
R-nonnal fonn, such that X ;I!: Y and X =R* Y. But then X or Y is an R-nonnal fonn, but not an 
R*-nonnal fonn (since R* is confluent), contradicting the minimality oft. 
For the following TRS, R0 = Combinatory Logic with Parallel If, the above reasoning does 
not work. As R above it is not CR, and we would like to prove that still UN holds; but the 
additional problem is the overlap of the rules at the root. 
R0 Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
CTxy ➔ x 
CFxy ➔ y 
Czxx ➔ x 
(C stands for 'conditional', i.e. the if-then-else- construct, T for 'true' and F for 'false'.) Breaking 
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the non-left-linearity does not help at once as it did above, since the C1RS 
R1 CL+ 
CTxy ➔ x 
CFxy ➔ y 
Czxy ➔ x ¢= x=y 
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is not weakly orthogonal. (Actually, it is at present for us an open question whether R1 is 
confluent.) 
Now Chew [81] proves UN for R0 by proving CR for the C1RS 
R2 CL+ 
CTxy ➔ x 
CFxy ➔ y 
Czxy ➔ x ¢= x=y 
Czxy ➔ y ¢= x=y. 
The implication 'R2 is CR ⇒ R0 is UN' is easy to prove with the same argument as above. We 
will now give an account of Chew's theorem (following De Vrijer [90])-though not of its proof 
which is rather intricate. 
11.8.2. Linearizing non-left-linear rewrite systems 
11.8.2.1. DEFINITION. If r is (the name of) a rewrite rule t ➔ s, we say that r' = t' ➔ s' is a 
left-linear version of r if there is a substitution cr: VAR ➔ VAR such that r'0 = rand r' is 
left-linear. 
11.8.2.2. EXAMPLE. 
Czxy ➔ y is a left-linear version of the non-leftlinear rule Czxx ➔ x, since using the substitution cr 
with cr(z) = z, cr(x) = x, cr(y) = x we have 
(Czxy ➔ y)0 = (Czxy)0 ➔ y0 = Czxx ➔ x. 
Another left-linear version of Czxx ➔ xis Czxy ➔ x. These are the only left-linear versions, 
because we will identify rules that originate from each other by a 1-1 renaming of variables. 
11.8.2.3. DEFINITION. (Linearization) 
(i) If r = t ➔ s is a rewrite rule, and r' = t' ➔ s' is a left-linear version of r, such that r = r'0 , 
then we will consider the following conditional rewrite rule (associated tor, r'): 
(In case r is already left-linear, it will coincide with its left-linear version r' and the associated 
conditional rule.) 
Chapter 11. Conditional Term Rewriting Systems 109 
(ii) If Risa TRS, then RL will be the linearized version or linearization of R, defined as follows. 
RL will be a semi-equational CTRS. For every ruler E R, we determine all its left-linear versions 
r1, ... ,rn (finitely many), and all associated conditional rewrite rules r1*, ... ,rn*· Now RL is the 
CTRS consisting of all conditional rewrite rules thus obtained. Note that if R is left-linear, it 
coincides with R L_ 
11.8.2.4. EXAMPLE. Let R0 be the non-leftlinear TRS above. Then Rl is R2 above. 
11.8.2.5. DEFINITION. Let R be a TRS. Then R{, the weak linearization of R, is RL where all 
conditions x=y have been replaced by x=RY (convertibility in R). (So R{ is a generalized 
CTRS-not a semi-equational one.) 
11.8.2.6. PROPOSITION. (i) R{ and RL have the same (one step) reduction relation, hence the same 
convertibility. 
(ii) R andRL have the same convertibility 
(iii) Rand RL have the same normal forms . 
PROOF. Routine. D 
11.8.2.7. PROPOSITION. Let R be a confluent TRS. Then the CTRS RL is confluent. 
PROOF. By (i) of the preceding proposition. □ 
11.8.2.8. REMARK. In general, the reverse does not hold (R0 is an example). We do have a partial 
result in the reverse direction: 
11 .8.2.9. PROPOSITION. Let R L be confluent. Then R has unique normal forms. 
PROOF. Immediate by preceding propositions. □ 
The following notion is introduced in Chew [81]. 
11 .8.2.10. DEFINITION. (Compatibility) 
(i) Let r = t ➔ s be a rewrite rule. Then the set of all left-linear versions of r, 
is a cluster of rewrite rules. (Note that the left-hand sides of the rules in the cluster corresponding to 
r, are taken the same.) (In Chew [81] this cluster is presented as t' ➔ {s1', ... ,sn'J.) 
(ii) Now let r 1: t1 ➔ s1 and r2: ½ ➔ s2 be two different rewrite rules of the TRS R. Let 
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be the two clusters corresponding to r1 and r2, respectively. We say that R has compatible rewrite 
rules (or that R is compatible) if for all r1, r2 the following holds: 
(a) t1' cannot be unified with a proper subterm of itself. Likewise fort{ 
(b) t1' cannot be unified with a proper subterm oft2'. Likewise with 1,2 interchanged. 
(c) if t1 ', ½_' can be unified (at the root), via mgu cr, then the two clusters must have a 
common a-instance: 
(iii) The C1RS RL is compatible if it is the linearization of a compatible 1RS R. 
If R is a TRS and RL its linearization, we will group the conditional rules of RL also in 
clusters, according to how they originated form rules in R. Thus for our example, R0 = CL + 
Parallel If, we have the following partition in clusters (indicated by boxes), in Figure 11.3. Note 
that this RLis a compatible CTRS. 
Sxyz ➔ xz(yz) 
Kxy ➔ x 
Ix ➔ x 
CTxi'. ➔ x 
CFxi'. ➔ i'. 
Czxy➔ X ¢:::: x=y 
Czxy ➔ y ¢:::: x=y 
Figure 11.3 
11.8.2.11. THEOREM (Chew [81]). 
Let R be a compatible TRS and RL the corresponding compatible semi-equational CTRS. Then RL 
is confluent. Hence R is UN. 
11.8.2.12. (NON-)EXAMPLE. In Breazu-Tannen [88) the following extension of CL is considered: 
CL+ 
Mxx ➔ O 
M(succ x)x ➔ 1 
(The alphabet of CL is extended with constants M, for 'minus', succ, for successor·, and 0,1.) This extension is 
weakly confluent, but not confluent: Let n be a fixed point of succ such that n --J> fill££ n, then Mnn reduces 
both to O and 1. Hence not even the property UN holds. 
Indeed this TRS is not a compatible one. 
(Actually, this example occurs already in a more abstract form in Huet [80]: see the TRS ( f(x,x) ➔ a, f(x,g(x)) ➔ b, 
c ➔ g(c)) there.) 
11 .8.2.13. REMARK (De Vrijer [90]). For the present case of Ro = 'CL with Parallel If' there is an elegant ad hoc 
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argwnent to prove UN which does not use Chew's theorem, but which interestingly involves a modeltheoretic 
argwnent (namely, an appeal to the Graph Model Pro of A-calculus; see Barendregt [811). Consider the generalized 
CTRS 
R3 CL+ 
CTxy ➔ x 
Czxy ➔ y ¢::: z =Ro F 
Czxy ➔ X ¢::: X =Roy, not z =Ro F. 
It is easy to prove CR for R3, since there are now no harmful cases of overlap: not between the second and third rule 
for Parallel If, due to the negative condition (which refers to the original TRS Ro!), and overlap between the first and 
the second rule is ruled out by the fact that Pro can be used to construct a model for (the equality generated by) Ro in 
which T:;t F. 
Furthermore, it is clear that =3 extends =o· Now the result can be proved using Proposition 11.8.1, 
analogously to the case of CL u Dxx ➔ x, discussed above. 
11.9. Exercises. 
11.9.1 . EXERCISE (Bergstra & Meyer [841). The following two-sorted conditional equational specification describes 
(as initial algebra) finite sets of natural numbers, together with a counting function # yielding the number of 
elements in such a set. We use variables x, y, z, ... to denote natural numbers and X, Y, Z, .. . for sets of natural 
nwnbers. The result of inserting the natural nwnber in x in set Y i_s x-Y. The natural numbers are generated by O and 
successor S. The empty set is 0. To save brackets we use association to the right; thus x-y.Z stands for x-(y•Z). 
Furthermore, SSx stands for S(S(x)), etc. 
x-x•Z = x-Z 
x-y-Z = y-x-Z 
#(0) = 0 
#(x-0) = SO 
#(O-Sx-0)) = SSO 
#(Sx-Sy-0) = #(x•y-0) 
#(x•y•Z) = SS(#(Z)) ¢::: #(x-y-0) = SO, #(x•Z) = S(#(Z)), #(y.Z) = S(#(Z)) 
Check, informally, that the initial algebra of this specification is indeed the intended algebra. 
In Bergstra & Meyer [84) it is proved that this initial algebra cannot be specified with finitely many 
equations, in the signature employed above. (But note that by Theorem 5.2.2 a finite equational initial algebra 
specification does exist if the use of auxiliary functions is allowed.) 
11.9.2. EXERCISE (Bergstra & Klop [871). Let N = (N, s, •, 0) be the algebra of natural numbers with constant 0, 
successor function s, and multiplication (·). Instead of s(x) we will write x'; thus x" is s(s(x)) and so on. 
Furthermore, we write xy instead of x-y. 
(i) Prove that the following rather bizarre set of conditional equations gives an initial algebra specification of N. 
(x'x")'(O'x")' = ((x'O')'(x"x"))' 
(x'z"')'(y"z"')' = ((x'y")'(z"'z'"))' ¢::: (x'z")'(y'z")' = ((x'y')'(z"z"))' 
xO = x 
xy' = z ¢::: ((xy)'z")'(x'z")' = (((xy)'x')'(z"z"))' 
(Hint: Use the fact that addition + can be expressed in terms of s, · as follows : 
a+ b = c <=> (a'c")'(b'c")' = ((a'b')'(c"c"))'. 
This fact is mentioned in Boolos & Jeffrey [80), p.219.) 
*(ii) CONJECTURE: There is no equational specification for N as initial algebra (in the signature ofN). 
11.9.3. EXERCISE. (i) Van Glabbeek & Vaandrager [89) present the following complete inference system for 
conditional equational logic (see Table 11.2). Here t, s, p, ti, si are terms, E is a possibly empty set of equations. 
Prove that it is indeed equivalent to Selman's system in Table 11.1. 
Chapter 11. Conditional Term Rewriting Systems 
axioms 
rules 
t=s ¢= t=s, E 
t=t ¢= 
t=s ¢= s=t 
t=s ¢= t=r, r=s 
t=s ¢= E 
t=s ¢= E 
for every substitution a 
Table 11.2 
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(ii) Goguen & Meseguer [82] contains the following deduction system for conditional equational logic (actually, 
for the many-sorted case). Show that (as mentioned in that paper) this system, in Table 11.3, is not complete for 
conditional equations, but is complete for equations: o::. C) t= t=s <=> (E, C) ~ t=s. (Here t=s stands for t=s ¢=; C is 
a set of conditional equations; :E is the signature; ~ refers to derivability by means of the system in Table 11.3.) 
a complete system for equational logic, as in Section 5.1 
further rules: 
t=s ¢= E 
n ~ 1 
t=s ¢= E 
for every substitution a 
Table 11.3 
11.9.4. EXERCISE. (See Definition 11.3.1.) Show that if a ➔> 1 b is defined as: a reduces to b and b is a normal 
form with respect to the relation ➔ being defined, the resulting CTRS rules need not have a 'unique solution' (i.e. 
determine a unique relation ➔ satisfying the rules). 
[Hint: Consider a ➔ a ¢= b ➔> 1 b, b ➔ b ¢= a ➔> 1 a}. There are two 'minimal' solutions in the domain { a, b} for 
these rules.] · · 
11.9.5. EXERCISE. Adapt the proof in 11.6 about undecidability of normal forms above such that it holds for 
normal CTRSs, and for join CTRSs. 
11.9.6. EXERCISE. (Bergstra & Klop [86]). In this exercise we give a criterion for decidability of normal forms 
which does not imply termination (as the criterion 'decreasing' does). 
Let R be a normal CTRS. If r: t➔ s ¢= t1 ➔>n 1 , ... ,tk➔> nk is a rule of R, then an instance t0 (a some 
substitution) is called a 'candidate r-redex' of R. (Of course it depends on the validity of the instantiated conditions 
tt ➔>ni of r whether t0 is an actual r-redex or not.) 
We define inductively the set NF n of normal forms of order n for all n ~ 0 as follows: 
NF0 = the set of normal forms of Ru, the unconditional part of R (see Definition 11.5.1). Suppose NFi (i :s; n) have 
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been defined. Then ME NFn+l if for every candidate r-redex t0 ~ M, r as above, the lefthand-side of one of the 
conditions, ti CJ, evaluates to a 'wrong' normal form mi, i.e. mi .e ni, such that mi is of order S n. 
Furthermore, NF is the set of all normal forms of R. We say that NF - Un~O NFn contains the normal 
forms of infinite order. 
(i) Show that if NF is undecidable, then there must be some normal form of infinite order. 
(ii) Suppose for every rule r (as above) of R we have ti c t (ti is a proper subterm of t), i = 
1, ... ,k. Then we say that "R has subterm conditions". 
Show that if R has subterm conditions, there are no normal forms of infinite order. Hence 
NF is decidable. 
11.9.7. EXERCISE (De Vrijer [90]). Derive the following corollary of Chew's theorem 11.8.2.11. 
DEFINITION. The TRS R is strongly rwn-overlapping if after replacing each reduction rule by a left-linear version 
(see Definition 11.8.2.1 ), the resulting TRS is non-overlapping (has no critical pairs). 
EXAMPLE. R = {F(x, x) ➔ A, F(x, G(x)) ➔ B} is non-overlapping; there are no critical pairs since x and G(x) 
cannot be unified. However, R is not strongly non-overlapping, since {F(x, y) ➔ A, F(x, G(y) ➔ B} has a critical 
pair. 
THEOREM. A strongly non-overlapping TRS has the property UN (unique rwrmalforms). 
EXAMPLE. CL u {Dxx ➔ x} has the property UN, as it is strongly non-overlapping. 
Chapter 12 
Combinatory Reduction Systems 
We will now introduce TRSs with as additional feature: bound variables. The well-known 
paradigm is, of course, A-calculus. We want to exhibit a framework for tenn rewriting 
incorporating next to the usual TRSs as in the previous chapters, also specimens like A-calculus 
and extended A-calculi. In this framework we can then consider systems like "A. u CL", A-calculus 
plus Combinatory Logic. We will also consider substructures of such TRSs, thus obtaining for 
instance Al-calculus as a substructure of A-calculus. 
For the sake of abbreviation, we will refer to TRSs (possibly) with bound variables as 
Combinatory Reduction Systems or CRSs for short. TRSs will fonn a subclass of the class of 




A-calculus with pairing, recursor, definition by cases 
A-calculus with o-rules of Church 
Godel' s T (typed A-calculus with recursor) 
PCF (based on LCF) 
µ-calculus 
second order typed A-calculus (polymorphic A-calculus) 
proof normalisations 
All these CRSs are in fact orthogonal, where 'orthogonal' is defined as for TRSs (see Definition 
8.1). As an introduction to the (lengthy) syntax definition of a general CRS, we first inspect some 
examples from the list above. 
12.1. EXAMPLES. 
(i) A-calculus. The only rewrite rule is the ~-reduction rule: 
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presented in an informal notation; the formal notation would use a substitution operator [ := ] and 
we would write (h.M)N ➔ [x := N]M. Still, this informal notation has a direct appeal, and in the 
sequel we will make it formal; this is essential for the syntax definition of CRSs. 
(ii) Polyadic A-calculus. Here we have n-ary A-abstraction and reduction rules (~n) for every n 
2: 1: 
(iii) µ-calculus. This is the well-known notation system designed to deal with recursively defined 
objects (processes, program statements, ... ) with as basic rewrite or reduction rule: 
µx.Z(x) ➔ Z(µx.Z(x)) 
(See also Exercise 3.10.11.) 
(iv) Some rewrite rules in Proof Theory. 
'.P(LZ0)(A.x.Z1(x))(A.y.'.½(y)) ➔ Z1(Zo) 
'.P('.RZo)(h.Z1 (x))(11,y .Zi(y)) ➔ '.½(Zo) 
The operational meaning of this pair of rewrite rules should be self-explaining: according to 
whether z0 is prefixed by Lor '.R it is substituted in the left or the right part of the 'body' of the 
redex headed by '.P, for all the free occurrences of x respectively y. The rules occur as normalization 
procedures for proofs in Natural Deduction (Prawitz [71], p.252), albeit not in the present linear 
notation. (For more explanation see Klop [80].) 
(v) A-calculus with 8-rules of Church. This is an extension of A-calculus with a constant 8 
and a possibly infinite set of rules of the form 
where the Mi (i = 1, ... ,n) and N are closed terms and the Mi are moreover in "~8-normal form", 
i .e. contain no ~-redex and no subterm as in the left-hand side of a 8-rule. To ensure 
non-ambiguity (defined below) there should moreover not be two left-hand sides of different 
8-rules of the form 8M1 ... Mn and 8M 1 ... Mm, m 2: n. (So every left-hand side of a 8-rule is a 
normal form with respect to the other 8-rules.) 
The preceding examples suggest that a general definition of what we will call Combinatory 
Reduction Systems (CRSs) may be profitable, in order to be able to derive properties like 
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confluence at once for a whole class of such CRSs, rather than repeating similar proofs or using 
'proof by hand-waving'. The account below follows Klop [80). The concept of a CRS was first 
suggested in Aczel [78), where a confluence proof for a subclass of the orthogonal CRSs was 
given. 
12.2. Alphabet of a Combinatory Reduction System. 
The alphabet of a CRS consists of 
(i) a set Var= {xn In;?: 0} of variables (also written as x,y,z, ... ); 
(ii) a set Mvar of metavariables {2n k I k,n;?: 0}; here k is the arity of 2n k; 
(iii) a set of constants {Qi Ii E I} for some I; constants will be written also as '.P ,Q,A,µ, ... ; 
(iv) improper symbols () and []. 
The arities k of the metavariables z/ can always be read off from the term in which they 
occur-hence we will often suppress these superscripts. E.g. in (h.Z0(x))Z1 the z0 is unary and 
Z1 is 0-ary. 
12.3. Term formation in a Combinatory Reduction System. 
In the preceding chapters we have introduced functional TRSs (where all operators have a fixed 
arity) and considered applicative TRSs as a subclass (where the only non-constant operator is a 
binary operator 'application'). The reverse way is also possible, once the notion of substructure is 
available (as will be the case later on); then functional TRSs can be seen as restricted versions 
(substructures) of the corresponding applicative TRSs where operators are 'varyadic', i.e. permit 
any number of arguments. So, the set-ups via the functional and the applicative 'format' are entirely 
equivalent. Below we will use the applicative format. For a syntax definition of CRSs in the 
functional format, see Kennaway [88). 
12.3.1. DEFINITION. The set Mter of meta-terms of a CRS with alphabet as in 12.2 is defined 
inductively as follows: 
(i) constants and variables are meta-terms; 
(ii) if tis a meta-term, x a variable, then ([x]t) is a meta-term, obtained by abstraction; 
(iii) if t, s are meta-terms, then (ts) is a meta-term, obtained by application, provided tis not an 
abstraction meta-term ([x]t'); 
(iv) if t1 , ... ,tk (k ~ 0) are meta-terms, then 2n k(t1 , ... ,tk) is a meta-term (in particular the Zn° are 
meta-terms). 
Note that meta-variables 2n k+ 1 are not meta-terms; they need arguments. Meta-terms in which no 
metavariable Z occurs, are terms. Ter is the set of terms. 
12.3.2. NOTATION. 
(i) As in applicative TRSs, the convention of association to the left is adopted. The outermost 
pair of brackets is dropped. 
(ii) An iterated abstraction meta-term [x 1]( ... ([xn-iJ([xnJt)) ... ) is written as [x1, ... ,xn]t or [x]t 
for x = x1 , ... ,xn. A meta-term Q([x]t) will be written as Qx.t. 
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(iii) We will not be precise about the usual problems with renaming of variables, a-conversion 
etc. That is, this is treated like in A-calculus when one is not concerned with implementations. Thus 
we will adopt the following conventions: 
All occurrences of abstractors [xi] in a meta-term are different; e.g. hx.t is not legitimate, 
nor is Ax.(tA.x.t') . 
Furthermore, terms differing only by a renaming of bound variables are considered 
syntactically equal. (The notion of 'bound' is as in A-calculus: in [x]t the free occurrences of 
x int (hence by (i) all occurrences) are bound by the abstractor [x].) 
12.3.3. DEFINITION. A term is closed if every variable occurrence is bound. 
12.4. Rewrite rules of a Combinatory Reduction System. 
A rewrite (or reduction) rule in a CRS is a pair (t, s), written as t ➔ s, where t,s are meta-terms 
such that: 
(i) t has a constant as 'head' (i.e. leftmost) symbol; 
(ii) t, s are closed meta-terms; 
(iii) the metavariables 2n k that occur in s, also occur int; 
(iv) the metavariables 2nk int occur only in the form 2nk(x1, ... ,xk) where the xi (i = 1, ... ,k) are 
variables (no meta-terms). Moreover, the xi are pairwise distinct. 
If, moreover, no metavariable 2n k occurs twice or more int, the rewrite rule t ➔ sis called 
left-linear. 
In order to generate actual rewrite steps from the rewrite rules, we have to define 
substitution: 
12.4.1. DEFINITION. (1) A valuation Q: Mvar ➔ Var* x Ter is a map such that 
i.e. cr assigns to a k-ary metavariable Zn k a term t together with a list of k pairwise different 
variables x1 , ... ,xk. It is not required that the xi actually occur int. 
Furthermore we define: 
where [x1 :=t1 , ... ,xk:=tk] denotes simultaneous substitution of ti for xi (i = 1, ... ,k). 
(2) A substitution a corresponding to the valuation Q is a map from Mter to Ter as follows: 
(i) cr(x) = x for x E Var, cr(Q) = Q for constants Q; 
(ii) a([x]t) = [x] a(t); 
(iii) <J(ts) = (<J(t) <J(S)) 
(iv) <J(Zn k(t1 , ... ,tk) = Q(Zn k) (<J(t1), ... , <J(tk)). 
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As before, if r = t ➔ sis a rewrite rule, then a(t) is an r-redex, and r-reduction (or r-rewrite) 
steps have the form C[a(t)] ➔ C[a(s)] for some context C[ ], with the proviso that .Q.(Z) = 
(x1, ... ,xk)P for some p if Z(x1, ... ,xk) occurs int. (The definition of 'context' is left to the reader.) 
12.4.2. EXAMPLE. In this example we write t0 instead of a(t). We reconstruct a step according to 
the ~-reduction rule of A-calculus 
(Ax. Z(x))Z' ➔ Z(Z'). 
Let the valuation Z!J. = (x) yxx, Z'!J. = ab be given. Then we have the reduction step 
((Ax. Z(x))Z')0 
(Z(Z'))0 
= (AX. Z(x)0 )Z'lI 
= (Ax. zlI (x0 ))Z'lI 
= (Ax.((x)yxx)(x))(ab) 
= (Ax. yxx)(ab) ➔ 
= zlI (Z'lI) 
= ((x)(yxx))(ab) 
= y(ab)(ab). 
12.4.3. DEFINITION. The notion of"non-ambiguity" for a CRS containing rewrite rules {ri =ti ➔ 
si Ii E I} is as before (see Definition 8.1): 
(i) Let the left-hand side ti of ri be in fact t/Z1 (x1), ... ,2ru(xm)) where all metavariables in ti are 
displayed. Now if the ri-redex Q(t/Z1 (x1), ... ,ZmCxm)) contains an rfredex (i ct j), then this 
rfredex must be already contained in one of the Q(2i>Cxp)). 
(ii) Likewise if the ri-redex properly contains an ri-redex. 
Also as before, a CRS is orthogonal if it is left-linear and non-ambiguous. 
12.4.4. EXAMPLE. (i) Let a(Z1 l) = (u) uy. Then Q.(Z1 1(x)) = xy. 
(ii) Let a(Z1
1) = (u) zy. Then Q.(Z1
1(x)) = zy. 
(iii) Let a(Z2) = (x,y) xyxz, cr(Z1) = (z) xzy, a (Z0) = u. Then 
A large part of the theory for orthogonal TRSs carries over to orthogonal CRSs (see Klop 
[80]). The main fact is: 
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12.5. THEOREM. All orthogonal CRSs are confluent. □ 
Hence normal forms are unique in orthogonal CRSs. Also Church's Theorem (cf. Theorem 8.9) 
generalizes to orthogonal CRSs. Here the definition of 'non-erasing' reduction rule for CRSs 
generalizes from that for TRSs as follows: A rule t ➔ s is non-erasing if all metavariables Z 
occurring in t, have an occurrence in s which is not in the scope of a metavariable (i.e. not 
occurring in an argument of a metavariable). Without this proviso, which for TRSs is vacuously 
fulfilled since there all metavariables in the rewrite rules are 0-ary, also rules like the ~-reduction 
rule of A-calculus (A.x.Z(x))Z' ➔ Z(Z') would be non-erasing, which obviously is not the 
intention. 
As to reduction strategies: here the situation resembles again that of TRSs. In fact, in Table 
9.1 (Chapter 9) one may replace "TRSs" everywhere by "CRSs". Similar for standardization and 
normalization: in general there is no standardization of reductions possible, but for left-normal 
CRSs (cf. Definition 9.6), among which A-calculus, there is. 
12.6. REMARK. It would be interesting to investigate which CRSs can be 'defined' (or 
'interpreted', or 'implemented') in A-calculus. First, a good notion of 'interpretation', of which 
there seem to be many variants, should be developed-for some proposals concerning TRSs see 
O'Donnell [85]. 
Note that even for orthogonal CRSs which are in a very direct sense definable in A-calculus 
(e.g. CL, Combinatory Logic, is 'directly definable' in A-calculus in an obvious way), theorems 
like the Church-Rosser theorem (12.5) are not superfluous: if a reduction system R1 can be 
interpreted in a "finer" reduction system R2, the confluence of R2 need not imply the confluence of 
R1. 
12.7. Substructures of Combinatory Reduction Systems. 
Above, all CRSs had an unrestricted term formation by some inductive clauses. However, often 
one will be interested in CRSs where some restrictions on term formation are present. A typical 
example is Al-calculus, where the restriction is that in a subterm Ax. t there must be at least one 
occurrence of x int. (This requirement makes the Al-calculus non-erasing, and Church proved that 
a Al-term is SN iff it is WN. Cf. Theorem 8.9. As a consequence, if a Al-term t has a normal form 
then also every subterm oft has a normal form; this fact was Church's primary motivation for 
considering A.I-calculus.) 
Other typical examples of restricted term formation arise when types are introduced, as in 
typed A-calculus (A -r-calculus) or typed Combinatory Logic (CL -r) (see Hindley & Seldin [86]). In 
a simple way a type restriction occurs already when one considers many-sorted TRSs (see 2.2). 
This leads us to the following definition: 
12. 7 .1. DEFINITION. (i) Let (R, ➔R) be a CRS as defined above. Let T be a subset of Ter(R), 
which is closed under ➔R- Then (T, ➔RIT), where ➔RIT is the restriction of ➔R to T, is a 
substructure of (R, ➔RIT) . 
(ii) If (R, ➔R) is orthogonal, so are its substructures. 
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We now declare that also a substructure of a CRS is a CRS. It is not hard to see (by a patient 
inspection of the proofs of the theorems above) that almost everything carries over to our new 
notion of CRS: for orthogonal CRSs we have confluence, the Parallel Moves Lemma (8.3), Finite 
Developments (see Klop [80]; see also Exercise 9.10.1), Church's Theorem for non-erasing 
CRSs, etc. The 'almost' refers to cases where expansions (i.e. inverse reductions M ~ ~ ... )are 
considered (since we did not require that substructures are closed under expansion). See Exercise 
8.11.6.7. 
To illustrate the scope of the concept 'CRS' we will consider in the following exercises some 
paradigmatic reduction systems. 
12.8. Exercises. 
12.8.1. EXERCISE. Show that all examples in 12.1 are orthogonal CRSs. 
12.8.2. EXERCISE. Let r = Q([x]Z1 (x))([y]Z2(y)) ➔ z1 (Zi(Z1 (I))) be a reduction rule in a CRS with alphabet 
including the constants Q,l,K,S. Show that the contractum of the r-redex Q([x](xxK))([y](yS)) is IIKS(IIKS)K. 
12.8.3. EXERCISE. Show that O'Donnell's theorem 8.10 does not generalize to CRSs; in fact it does not hold for 
A-calculus . 
12.8.4. EXERCISE. (Puzzle) (Barendregt). 'Define' the applicative TRS (:FZ(:FZ') ➔ CiZZ'} in A-calculus, by 
finding A-terms F,G such that FZ(FZ') -13 GZZ'. 
12.8.5. EXERCISE. 'Define' the proof normalization reductions in Example 12.l(iv) in A-calculus , by finding 
A-terms P, R, L such that 
P(LZo)(h.Z1 (x))(A.y.½(y)) -13 Z1 (Zo) 
P(RZo)(h.Z1 (x))(A.y,½(Y))-13 ½CZo) 
12.8.6. EXERCISE. (i) A.I-calculus is a substructure of A-calculus, hence an orthogonal CRS. 
(ii) The set of A-terms which are SN (with the usual 13-reduction) is an orthogonal CRS. 
(iii) Likewise for the set of A-terms having a normal form. 
(iv) Every functional TRS is a substructure of an applicative TRS. (A 'functional' TRS is one as defined in 
Chapter 2; an 'applicative' TRS is one in which the only operator of positive arity is that of 'application' (see also 
Section 2.4). 
12.8.7. EXERCISE. (Aczel [78)). Show that A-calculus extended with constants D0, D1, Rn, J, Q, S and rules as in 
Table 12.1 is a left-normal orthogonal CRS. 
Pairing: Do(DZ1'½) ➔ Z1 
D1(DZ1q) ➔ ½ 
Definition by cases: RnQ12 1···2 n ➔ Zl 
RnQn2 1···2 n ➔ 2n 
Iterator: JQZ1½ ➔ ½ 
J(SZ0)z1z2 ➔ 2 1(JZo212 2) 
Table 12.1 
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12.8.8. EXERCISE. PCF, a programming language for computable functions (Plotkin [77]), based on Scott's LCF 
(Logic of Computable Functions), is the following CRS (see Table 12.2). 
(i) Show that PCF is a CRS, which is not SN, and that it is an orthogonal CRS (hence confluent). 
(ii) Note that PCF is a left-normal CRS (cf. Definition 9.6) and conclude that the Standardization Theorem 
holds for PCF, and hence also the Normalization Theorem. (See Theorem 9.9.2.) 
(iii) Add to PCF a test for syntactical equality of terms of type BOOL, i.e. a constant D of type 
BOOL ➔ (BOOL ➔ BOOL) and reduction rule DZZ ➔ ~-
Show that PCF + D is not confluent, by defining 
C = yBOOL ➔ BOOL kx.Dx(cx) 








INT, BOOL are types (ground types) 









xn cr (n EN) 
xn CJ is a term 
constants are terms 
BOOL 
BOOL 
BOOL ➔ (INT ➔ (INT ➔ INT)) 
BOOL ➔ (BOOL ➔ (BOOL ➔ BOOL)) 
(cr ➔ cr) ➔ cr 
INT 
INT ➔ INT 
INT ➔ INT 




(iii) if t, s are terms of type cr➔ 't and cr respectively, 
then (ts) is a term of type 't 
(iv) if t is a term of type 't, then A~ cr _t is a term of type cr ➔ 't 
condlNT true z 1 ½ ➔ Z1 
condINT false z 1 ½ ➔ Z2 
condBOOL true z 1 ½ ➔ Z1 
condBOOL false z 1 ½ ➔ Z2 
ycrz ➔ Z(Ycrz) 
(Axcr.z1 (xcr))½ ➔ Z1(½) 
succn ➔ n+l 
pred n+l ➔ n 
zeroQ ➔ true 
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Now consider reductions 
A -4> CA-» DA(CA)-» D(CA)(CA) -4> l!:ille 
CA -» C ~ 
and show that true and C l!:ille have no common reduct. 
(iv) Add (as in Plotkin [77)) parallel conditionals CONDINT and CONDBOOL with reduction rules: 
the four as for cond, now for COND 
CONDINT Z C C ➔ C 
CONDBOOL Z C C ➔ C 
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where C is a ground constant (~. false, n). Call the result PCP+. Now PCP+ is not orthogonal, but still 
confluent. 
(v) If a stronger parallel conditional COND would be added, with the rules 
the four as for cond, now for COND 
CONDINT Z Z' Z' ➔ Z' 
CONDBOOL Z Z' Z' ➔ Z' 
then the result would not be confluent, as can be shown by a counterexample similar to the one in (iii): define 
n = yBOOL hBOOL_ xBOOL 
D* = CONDBOOL n 
C= yBOOL ➔ BOOL A.cx. Q(D*x(cx)) 
A= yBOOL A.a.Ca 
and consider reductions A-» Q(CA) and A-» C(Q(CA)). 
12.8.9. EXERCISE. Godel's T (or: Godel's functions of finite type, or: primitive recursive functionals of finite type) 
is a CRS playing an important role in Proof Theory (see Hindley, Lercher & Seldin [72]. p.127 and Barendregt [84]. 







INT is a type 
if cr, 't are types, then (cr ➔ 't) is a type 
: INT 
succ : INT ➔ INT 
R0 : cr ➔ ((cr ➔ (INT ➔ cr)) ➔ (INT ➔ cr)) 
¾cr : cr (n EN) 
Terms: (i) xn cr is a term 
(ii) constants are terms 
(iii) if t, s are terms of type cr ➔ 't and cr respectively, 
then (ts) is a term of type 't 
(iv) if tis a term of type 't, then A.Xn °.tis a term of type cr ➔ 't 
Reduction rules: Rcr z1 ½ Q ➔ Z1 
Rcr z1 ½ (succ Z3) ➔ ½ (Rcr z1 z2 Z3) z3 
(A.xcr . Z1 (xcr)) ½ ➔ Z1 CZ2) 
Table 12.3 
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(i) Check that Godels's 'J is an orthogonal CRS, hence confluent. 
(ii) Note that it is not left-normal. Formulate a variant of Godel's 'J which is left-normal (by changing the order 
of the arguments of the R0 ), and conclude that for this variant there is a Standardization and Normalization 
Theorem. 
(iii) A deep fact is that Godel's 'J is SN. Conclude that equality of terms in Godel's 'J is decidable. 
(iv) Show that Godel 's 'J can be interpreted in a direct way by PCF (in Exercise 12.8.8), by defining the recursors 
R0 , using Y0 . 
12.8.10. EXERCISE. Polymorphic 1..-calculus, or: Second Order Typed A.-calculus. 
In typed A-calculus there is, e.g., an identity function 1..x0 . x0 for each type o. Polymorphic Ao-calculus is an 
extension of typed A-calculus in the sense that type abstraction is possible, so that all the h 0 . x0 can be taken 
together to form one "second order identity function" At.(A.Xt.xt) which specializes to a particular identity function 
after feeding it a type o: 
Here tis a type variable, and At is type abstraction, written with a big lambda to distinguish it from abstraction on 






Ti (i E I) are types (ground or base types) 
~ (n E N) are types (type variables) 
(iii) if o, 't are types, then (o ➔ 't) is a type 




~ (n E N) (type variables) 
¾o (nE N) 
xn ° is a term 
(ii) if M, N are terms of type o ➔ 't and o respectively, then 
(MN) is a term of type 't 
(iii) if Mis a term of type 't, then A.¾ 0 . Mis a term of type o ➔ 't 
(iv) if M is a term of type ~t. o(t), and 't is a type, then (M-r) is a term 
of type O('t), that is o with 't substituted for the occurrences oft in o 
(v) if Mis a term of type o, then A~. Mis a term of type~~- o, 
provided~ does not occur free in the type of any x free in M 
Reduction rules: (A~. o(~))'t ➔ o(-r) 
(A¾ o _ Z1 C¾ o))½ ➔ Z1 (½) 
Table 12.4 
We want to check that this reduction system is a left-normal orthogonal CRS. Here we encounter a slight difficulty: 
should At.(ht.xt) be in the explicit CRS-format A([t](A([xt]i)))? If we choose this representation, then the type 
reduction 
(A([t](A.([i]xt))))o ➔ A([x0 Jx0 ) 
amounts to substitution in an abstractor [x1], which is objectionable since then xt would be a compound tenn and we 
do not want compound tenns inside abstraction brackets. Therefore we ad~t the following representation: At. Ai. i 
is represented in the explicit CRS-fonnat as A([t] (A(t([x]x)))). That is, A.X . Eis an abbreviation for A(o([x]E)). 
Example: (At. ht. x)(~t. t➔t)(At. ht. x)o ➔ (h~t. t➔ t_ x)(At. ht. x)o ➔ (At. ht. x)o ➔ h 0 . x. 
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Appendix: solutions to some exercises. 
A few of the exercises are merely 'puzzles'. To these we provide the following answers. 
ANSWER TO EXERCISE 1.9.2 (by R. van Glabbeek): 
Figure A.1 
ANSWER TO EXERCISE 2.7.1 (by G.J. Akkerman): 
R = (F(a, F(x,y)) ➔ F(x, F(x, F(b,b)))) . R is not SN, as F(a, F(a, F(b,b))) reduces to itself by outermost reduction; 
on the other hand every term has a normal form, e.g. F(a, F(a, F(b,b))) has, by the innermost reduction, normal form 
F(b, F(b, F(b,b))). 
ANSWER TO EXERCISE 5.4.2. Al with the substitution [v:=y], [w:=x] and [z:=x] yields: 
F(F(y,x,x), y, F(y,x,x)) = F(y, x, F(x,y,x)). 
Hence by A2: F(x,y,x) = F(y, x, F(x,y,x)). (1) 
Substitution in Al: [x:=G(y)), [v:=x], [w:=y], [z:=G(y)] yields: 
F(F(x,y,G(y)), y, F(x,y,G(y))) = F(x, y, F(G(y), y, G(y))). 
By applying A3 three times this gives F(x,y,x) = F(x,y,G(y)); hence (by A3) F(x,y,x) = x. (2) 
Now combine (1) and (2). 
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