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Department of Informatics, University of Oslo, P. 0. Box I080 Blindem, 
N-031 6 Oslo 3, Norway 
We prove convergence and stability of the Lax-Friedrichs scheme for a nonlin- 
ear parabolic system of partial differential equations. The system models a polymer 
flooding process in enhanced oil recovery. The properties of the approximate 
solutions are used to obtain existence, uniqueness, and stability results for the 
solution of the system. We illustrate by a numerical example that the solution of 
the parabolic system converges towards the solution of the corresponding hyper- 
bolic system as the dispersion coefficient tends to zero. o 1990 Academic Press, Inc. 
1. INTRODUCTION 
The purpose of this paper is to study the convergence and stability of 
the Lax-Friedrichs scheme applied to the pure initial value problem of 
the following 2 X 2 system of nonlinear partial differential equations, 
s, + f(s, c), = ES,, 
(SC + u(c)), + (cf(s,c)). = +c + 44),,, 
(1.1) 
where E > 0 is a constant. Here (s, c) is the unknown state vector and 
f = f(s, c) and a = a(c) are given functions. We will give the precise 
assumptions on the model in Section 2. Our main results are that the 
Lax-Friedrichs scheme converges to a unique classical solution of the 
system (1.1) for all relevant initial data having bounded total variation, and 
that the scheme is stable with respect to perturbations both in the initial 
data and in the function f. By using the convergence and stability of the 
approximate solutions, we obtain stability results for the system (1.1). 
*This research has been supported by VISTA, a research cooperation between the 
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When E = 0, (1.1) degenerates to the system 
3, +f(v& = 0 
+ M&C)), = 0 
(1.2) 
of hyperbolic conservation laws. This system is a well-known model of a 
polymer flooding process in enhanced oil recovery; cf. Johansen and 
Winther [6] and references therein. 
Consider a fluid in a one-dimensional homogenous porous medium 
consisting of two immiscible phases, an aqueous phase and an oleic phase. 
The water is used in order to displace the oil in the medium. The effect of 
this process can be increased by adding some polymer to the water and 
thereby increase the viscosity of the aqueous phase. We assume that all 
the polymer remains in the aqueous phase, and that the polymer is totally 
miscible in water. Let s = s(x, t) denote the saturation of the aqueous 
phase (1 - s denotes the saturation of the oleic phase), and let c = c(x, t) 
denote the concentration of the polymer in the aqueous phase. Then the 
system (1.2) models the displacement process when all dispersive effects 
are neglected. The function a = a(c) models the adsorption of the poly- 
mer on the rock. The function f is called the fractional flow function, and 
it is determined by the relative permeabilities and the viscosities of the 
aqueous phase and the oleic phase and by the influence of the gravitation. 
The polymer model (1.2) has been studied in a series of papers. The 
Riemann problem of the system with a = 0 was solved by Isaacson [3] and 
by Key&z and Kranzer [S]. The Cauchy problem of (1.2) with a = 0 was 
studied by Temple [12], who established the existence of a weak solution 
of the system by using Glimm’s method [2]. In the work of Johansen and 
Winther [6], the Riemann problem of (1.2) with the adsorption term was 
solved. In the present paper we study the system (1.11, where some 
dispersive effects in the process are taken into account. The physical 
dispersion is approximated by assuming that the dispersion matrix is E > 0 
times identity. 
In the next section we give the details of the mathematical model that 
we want to study, and in Section 3 we define a finite difference approxima- 
tion of the model. Sections 4, 5, and 6 are devoted to the analysis of the 
finite difference scheme. In Section 4 we prove that the scheme converges 
to a unique classical solution of (1.11, provided that the initial data has 
bounded total variation. In Section 5 we state an error estimate for the 
approximate solutions, and in Section 6 we prove stability of the approxi- 
mate solutions with respect to perturbations in the initial data and in the 
fractional flow function f. We also prove the corresponding stability of the 
solutions of (1.1) by applying the discrete stability and the convergence of 
the approximate solutions. 
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We remark that most of the bounds obtained in this paper include a 
term which tends to infinity as T/E tends to infinity; here T denotes time. 
Hence, we cannot pass to the limit in E in order to obtain results for the 
hyperbolic problem. But having established the existence of a smooth 
solution of (1.1) for all E > 0, we might, by using some other technique, 
obtain results independent of E for the system (1.1) and then pass to the 
limit. However, this is not likely to be possible without some restrictions 
on the initial data, since the total variation of the solution of the system 
(1.2) can increase from being small to being infinite in a very short time, cf. 
Temple [12]. 
Despite the fact that we are unable to let E tend to zero in our 
estimates, we can, of course, try to do it numerically. In Section 7 we 
present a numerical example which indicates that the solution of (1.1) with 
Riemann initial data converges to the solution of the corresponding 
Riemann problem of (1.2) as E tends to zero. 
In the final section of the paper we mention some generalizations of the 
results obtained in the previous sections. 
2. THE MATHEMATICAL MODEL 
In this section we give a precise description of the mathematical model 
we want to study. Let s = s(x, t) be the water saturation and let c = c(x, t> 
be the concentration of polymer in the aqueous phase. Defining b = SC + 
a(c), our mathematical model takes the form 
s, + f(S, 4, = ES,, 
6, + MS, 4)x = 4x 
(2.1) 
for x E R, t > 0, and E > 0. We assume throughout the paper that E > 0 
is fixed. The initial conditions are supposed to be such that 
0 I sO(x),cO(x) I 1 vx E R (2.2) 
SO, co E BV, (2.3) 
where BV = BV(R) denotes the class of functions having bounded total 
variation. 
LAX-FRIEDRICHS CONVERGENCE AND STABILITY 223 
The fractional flow function f is assumed to be a smooth function 
satisfying the following properties: 
(i) f(0, c) = 0, f(1, c) = 1 Vc E [0, l] 
(ii) 3 K, < ~0 such that 
Ifhc1) -f(w,>I 5 as1 - s2I + ICl - CZI) 
~~1,~2,C1,C* E DA. 
(2.4) 
The function a = a(c) models adsorption of the polymer on the rock. We 
assume that the adsorption function is a smooth function on [0, l] satisfy- 
ing 
6) u(0) = 0 
(ii) 
da(c) def 
Ho s T = h(c) _< H,, 
(2.5) 
where Ho, H, > 0 are finite constants. From the assumptions on a it 
follows that there is a finite constant B such that b = SC + a(c) s B 
V.s, c E [0, 11, and that the total variation of b is bounded by the total 
variation of s and c. Consequently, the initial function b’(x) = sO(x)cO(n) 
+ u(c’(x)) satisfies 
0 < b’(x) I B vx E R (2.6) 
b” E BV. (2.7) 
3. THE FINITE DIFFERENCE SCHEME 
In this section we define a finite difference approximation to the system 
(2.1). Let Ax and At be the mesh sizes in space and time, respectively, 
and define x,=nAx VnEZ and t,=kAt VkEZ,. Let sk bk ck ?I, n, n 
denote approximations to s(x,, tk), b(x,, tk), and c(x,, tk), respectively, 
and let f,” = f(s,k, c,“). A standard explicit and space centered discretiza- 
tion of (2.1) then reads 
Sk - #--I 
n n f,“+l’ - f,“-i Sk-l 
At + 
n+l 
- 2$-l + &l 
2Ax =’ (A$ 
II-l (3.1) 
b“ - bk-1 k-l k-l 
n n Cn+l n+l f _ Ck-l k-l 
At + 
f n-l n-l b,k;; - 2bk-’ + bk-1 
2Ax =’ (A:), 
n-1 (3.2) 
c,” solves the equation s,“c,” + u(c,k) = b,k. (3.3) 
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The initial conditions are inserted by evaluating the initial functions in the 
mesh points, s, ’ = s”(n Ax), c,” = c”(n Ax), b,” = b”(n Ax). 
Let the mesh parameters be such that 
(Ax)*/2 At = E, (3.4) 
and recall that E > 0 is fixed. Define 
r = At/Ax, 
which by (3.4) equals AX/~&. Then, by the conditions on f and a, the 
CFL inequality 
is satisfied for a sufficiently small Ax. We assume throughout the paper 
that Ax is chosen small enough to satisfy (3.5). 
Since Ax, At satisfies (3.4), the finite difference scheme (3.1), (3.2) can 
be written in the form 
s,” = gs,k;; + s,kI;) - +r(f,k+; +I:) (3.6) 
b,k = ;(b,ky; + b,kIi) - ;r(C;;;fnk+; - c,kIgfIl’), (3.7) 
which is the Lax-Friedrichs scheme. 
Throughout the paper we denote by 11 . II1 and II * llm the usual L1- and 
L”-norms. Observe that for some mesh function w  the L’-norm is given by 
IIWIII = c IYZI Ax, 
nsz 
and the L”-norm is given by 
IlWllm = ,“pk~ 
4. CONVERGENCE OF THE FINITE DIFFERENCE SCHEME 
In this section we prove convergence of the finite difference solutions 
defined by (3.6) and (3.7) to a unique classical solution (s, b) of Eq. (2.1). 
We start by proving that the approximate solutions stay bounded for all x 
and t > 0. 
LEMMA 1. Assume that 0 I sz, c,” I 1 Vn E Z. Then there exi.d numbers 
p,” E [0, 11 Vn E Z, Vk E Z, such that 
c,” = pyc,“;; + (1 - p,“-‘)c,“y. (4.1) 
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s,k, c,” E K4 11 VnEZ,VkEZ+ (4.2) 
and 
b,k E 10, Bl Vn E Z,Vk E Z,. (4.3) 
Proof Recall that b,k = s,“c,” + a(& and rewrite (3.7) in the form 
s,“c,” + i(a(c,k) - a(c,k;i)) + +(a(ct) - a($::)) 
= gs,k;; - 5-f,“,;)&; + ;(s;l; + Tfy)Ct; n rz’ (4.4) 
By the mean value theorem there exist bounded values A!-’ and z:-’ 
such that 
a(ci) - a(ci;i) = &-‘(c,” + c,k;i) (4.5) 
a($) - a(c,kI:) = X;-‘(c,” - $1:). (4.6) 
Since we have not yet shown that c,” E [O, 11, the equalities (4.5) and (4.6) 
may be accomplished by extending the function a to be a smooth function 
satisfying (2.5) for all real arguments. 
By using (4.4), (4.5), and (4.61, we obtain 
(s,k + ;?I;-’ + ii-t;-‘)cn” = gs,k;: + ii-’ - Tf,“,;)C,k;; 
+ +;I; + q-l + Tf,“--1’)C,“$ 
(4.7) 
Define 
then, by using (3.6), we obtain that 
1 - p,“-1 = 
Sk + Ihk-1 
n 2 n 
+ l&k-l ’ 
2 n 
and consequently 
c,” = pyc,“;: + (1 - p,“-‘)c,“z;. 
The CFL condition (3.5) implies that 
Sk--l + ii-’ - Tf,“,l’ 2 0 n+l 
and that 
Sk--l + h,k-’ + Tf,“--1’ 2 0. n-1 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
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From (4.81, (4.9), (4.11), and (4.12) it follows that 
0 I g-1 I 1, 
which completes the proof of (4.1). 
Define the function 
S(s- 1, Sl, c-17 Cl> = +<s, + s-1) - $(f(SI7C1) -f(S-1A1)), 
for s-r, sr, cel, cr E [O, 11, and observe that 
as 1 1 af 
- = - + yT~(s+c-l) 2 0 
as-, 2 
by the CFL condition (3.5). Similarly we obtain that 
as i 1 af -= -- 
as, 2 y-j+” Cl) 2 0. 
Consequently, 
S(S- 1AC-1,4 s s(l,l,c-l,cl) = 1 
and 
S(s-,, s1, c-1, Cl> 2 ~(~,O, c-174 = 0. 
Since s,” = S(s,kI:, s,k;i, c,k::, c,k;k), we have established that 
s,“:;, s;y;, c,“:;, c,ky; E [o, l] - s,” E [O, 11. (4.13) 
The proofs of (4.2) and (4.3) in the lemma are now completed by 
induction on (4.1) and (4.13). q 
We remark that the lemma above also is valid in the case Ax = O(At>, 
i.e., for the hyperbolic problem. 
Define the total variation of some mesh function w  by 
Since the initial functions are in BV, the total variations of so, co, and b” 
are bounded for all mesh sizes Ax. The next lemma shows that the total 
variations of the approximate solutions remain bounded for all finite time, 
independent of the mesh size. The total variation of c is also bounded 
independently of the parameter E, but the estimates for s and b go to 
infinity for finite time as E goes to zero. Therefore the results obtained in 
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this paper cannot be used to pass to the limit in E and to obtain results for 
the hyperbolic problem. 
LEMMA 2. Assume that 
Tv(sO) I so, Tv(cO) 5 co, Tv( bO) I B, (4.14) 
forfinite constants So, Co, B,, and that 0 I si, c,” I 1 Vn E Z; then 
(i) 7’V(ck) I 7V(c”) I Co Vk E Z,. 
Furthermore, for a given T < CQ and E > 0 there are finite constants K, and 
Kb, independent of the mesh size, such that 
(ii) ZV(sk) I K,, k&IT 
(iii) 7’V( bk) I K,, kAt 5 T. 
ProoJ We start by noting that (iii) is easily obtained from (i), (ii), and 
Lemma 1. So it remains to prove (i) and (ii), and we start by proving (i). 
In Lemma 1 we proved that c,” is a convex combination of C~I: and 
c,k;:, cf. (4.1); consequently 
Ic,k - c,kr;1 + Ic,” - c,k;;j = 1c,“;: - c,k1;1. 
By applying (4.15) and the triangle inequality, we get 
(4.15) 
Tv(ck) = CIc,k - c,k-*I I C{Ic,k - c,kr:1 + 1c,kz: - &I} 
= ;{lc;;: - c,kI;l1 Ic,” - c,k;:i + 1c,kz; - c,ke21} 
n 
= Tv(ck-1). 
Since 7’V(ck) I TV(&‘-‘), (i) follows by induction. We remark again that 
this result is independent of the size of E. 
The rest of this proof is devoted to (ii). The total variation bound in s is 
proved by ap@ying some results from the paper of Nishida and Smoller 
[lo] and a discrete Gronwall inequality. Define 
l.4,” = s,” - s,k-z 
,,k = @ - & n II n 2 
P,” =f,” -fnk-2. 
Then, by (3.6), we obtain 
2.4,” = gu;;; + 2.4;:;) - ++,“;; -p,k:g. (4.16) 
228 ASLAK TVEITO 
By applying Lemma 2.1 in [lo], we have that 
k I 
Uk = n c ak u” m n+m - 7 c c A’,(PZ -P,“$J, (4.17) 
lmfsk l=l m=O 
where 
and 
Here 
(4.18) 
(4.19) 
denotes the binomial coefficient which by definition is zero whenever 
+<1 - m) is not an integer between 0 and 1. The following properties of c.& 
and Af, were proved in [lo], 
c ffh=l (4.20) 
IrnlSl 
&+, (4.21) 
m=O 
where K, is independent of 1. 
Using the representation (4.17), we get 
+ 7 c i i 4?zIP,k3 
nGZ I=1 m=O 
= z + zz + zzz. 
The first term is easily bounded by applying (4.201, 
I = c c ayu;+,l 5 c 1u;1 I so. 
nsz Jrn(lk fl6.z 
(4.22) 
(4.23) 
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By applying the estimate (4.21) in the second term of (4.22), we obtain 
zz=r c ; i A’,,p,kTI,, 
nEZ [=l m=O 
(4.24) 
The third term of (4.22) is treated in the same way as the second. Recall 
that by (3.4) 
At At 
d- 
- 
r=dx= 2E’ 
(4.25) 
By inserting the bounds for I, II, and III into (4.22), we obtain, using 
(4.25), that 
Here the term 
c IP,kF’l = c If,“- -f3 
IzEh ns‘z 
can be bounded by the total variation of skP1 and ck-’ by using the 
Lipschitz continuity of f, cf. (2.41, 
c Ipi-‘I 5 K@+ k-1) + 7’L’(ck-‘)) I K,(W( d-l) + Co), (4.27) 
n=z 
where we have used (i). From (4.26) and (4.27) we obtain 
W( Sk) I s, + 
(4.28) 
Using the simple inequality 
(4.29) 
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we obtain 
where we have changed the order of the summation in the last term. By 
applying a discrete Gronwall inequality, cf. Sugiyama [131, and (4.29) we 
finally obtain 
5 (So + 2~KlK2Co~}e~K~K2r~~~~ 
(4.30) 
I {So + 2JZK,K,C,~)e2fiK’K~~ 
which completes the proof (ii) in the lemma. q 
We next show that the approximate solutions generated by the scheme 
(3.6) and (3.7) are L’-continuous in time. 
LEMMA 3. Assume that the total variations of so, co, and b” are bounded 
as in Lemma 2 and that 0 I sz, c,” 5 1 Vn E Z. Then there is a finite 
constant K independent of Ax and At such that 
11s“ - sPlll + llbk - bPII, I Kim (4.31) 
forO<p<k,kAtrT<co. 
Proof We start by observing that iterating on the scheme (3.6) we 
obtain 
for 1 I 1 I k, where 
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as in the proof of Lemma 2. Let p < k; then 
I c c a;-*Is,p+, - s,pI Ax 
neh Imlsk-p 
= I + zz, 
where we have used the fact that C,,, S k-p~~-* = 1, cf. (4.20). 
Let 1 = k - p be even and consider the first term of (4.33), 
Z = c c (Y!,Js,P+~ - $1 Ax 
neiz p?l(ll 
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’ Ax 
(4.33) 
where we have used the fact that CX~, = a!+,,. Since 1 is even, we have that 
cxf, # 0 only for m even. For m even we have that 
m/2 
P 
%+m - s,P = jFl CsnP+2j - snP+Zj-2)T 
and then by (4.34) we obtain 
Z < 2 C ~ “~~lSnp+zj - snp+2j-21 AX 
ncZ m=l j=l 
= 2 b c~(,,~fTV(s*) Ax = n/(9) Ax i mafn. 
(4.35) 
m=l j=l m=l 
232 ASLAK TVEITO 
Observe that mcuf, = M’,, cf. (4.18) and (4.191, such that by using the 
estimate (4.21), we obtain 
Z I W( sp) Ax f: maf, = W(sP)I AX f: A’, 
m=l m=l (4.36) 
I: KJ?‘(sP)~~ = K,W(sP) 2&(k -p) At, 
where we have used the relation Ax = dm. Recall that K, is a finite 
constant; cf. (4.21). A bound similar to (4.36) can be obtained when k - p 
is odd. 
It remains to estimate the second term of (4.33). By using the Lipschitz 
continuity of f, we get 
zz = ;T;c c c ‘yplf;;~+* - f$/,-J Ax 
~=l nG:Z ImJsj-1 
k-p 
<iAtE c apKl( W( Sk-j) + W( ck-j)) (4.37) 
j=l fmlsj- 1 
Since, by Lemma 2, the total variations of both s and c are bounded for 
all finite time, we have, by using (4.36) and (4.37), established that there is 
a finite constant k independent of Ax and At such that 
for p < k. 
In exactly the same way we can show that 
llbk - bq, I ql(FqiyiG (4.39) 
for p < k, where K is a finite constant independent of Ax and At. By 
(4.38) and (4.39), the lemma is proved. 0 
Following Oleinik [ll], we can now prove the existence and uniqueness 
of a smooth solution to (2.1). Let so(x) and co(x) be initial functions for 
the system (2.1) such that 
0 I SO(X), c”(x) I 1 vn E 58 (4.40) 
SO, co E BV; (4.41) 
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then b’(x) = s”(x>co(x) + a(c’(x)) satisfies 
0 I b’(x) I B vx E Iw (4.42) 
b” E BV. (4.43) 
THEOREM 1. Assume that the initial functions so, co, b” satisfy (4.40), 
(4.411, (4.42), (4.43). Then the approximate solutions generated by the finite 
difference scheme (3.6) and (3.7) converge to a unique solution (s, c, b) of 
(2.1) as Ax = &A- E t goes to zero. Moreover, the solution has the following 
properties for 0 < t I T < 03: 
(1) 0 I s(x, t), c(x, t> I 1, 0 I b(x, t) I B Vx. 
(2) Tl’(c(*, t)) I TV(c’), TVM., t>, TV(b(., t) < ~0. 
(3) s, c, and b are twice continuously differentiable in x and once in t. 
(4) The initial data is assumed in the sense that 
1x (f$(x, t)s(x, t) - +(x,O)s"(x)) dx --) 0 as t -+ 0 
-02 
for any continuous function 4 with compact support in x. Zf so(x) is 
continuous for x = X, then lim, ~ o, x ~ f s(x, t) = s’(X). The initial data is 
assumed in the same way for b 
Proof The theorem is proved by a technique introduced by Oleinik 
[ll]. After Lemmas 1, 2, and 3 are established, it follows from Theorem 3 
in [ll] that there is a sequence of mesh parameters Axi = ,/m such 
that the family of approximate solutions converges boundedly a.e. to a pair 
of measurable functions (s, b) as Axi + 0. By Lemma 7 in [ll], the limit 
(s, b) is a weak solution of (2.1) in the sense that 
/-;m-,m(s4 +f+, + &,,) hdt + Irn &xJOs”(x) h = 0 
--m 
/_Imhm( b+, + cf4, + d&J hdt + lrn 4(xJW”(x) b = 0 
-cc 
for any test function 4 with compact support in 0 I t I T < 03. 
By Theorem 6 in [ll], the solution is twice continuously differentiable in 
x and once in t, and the initial data is assumed as indicated in (4). The 
uniqueness follows from Theorem 7 in [ill. Since the solution is unique, 
the entire family of approximate solutions converges to (s, 6) as mesh the 
size goes to zero. The properties (1) and (2) of the solution follow from 
their discrete analogs in Lemmas 1 and 2. 0 
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5. AN ERROR ESTIMATE 
We are now in the position to apply an error estimate for the finite 
difference scheme (3.6), (3.7) proved by Hoff and Smoller [l]. They 
considered the parabolic problem 
v, + g(v), = EV,, 
v(x,O) = V”(X). 
(5.1) 
Here v E R”, g E C2, and E > 0 is constant. In addition the initial total 
variation is assumed to be bounded, i.e., Tv(v’) = c*’ < a~. Let v,” Vn E Z, 
Vk E Z, be generated by the Lax-Friedrichs scheme for (5.1) with the 
initial conditions v,” = v”(n AX), and let v, denote an approximation to 
the unique solution v of (5.2) defined by 
lgx,r) = v,” for(x,t) E [nAx,(n + 1)Ax) x [kAr,(k+ l)Ar). 
Hoff and Smoller [l] prove that if there is a convex set in the v-space, 
where the approximate solutions are invariant and where g’(v) is bounded, 
then there is a finite constant K depending only on T, E, and V such that 
(5.2) 
for Ax sufficiently small. Having assumed that the Lax-Friedrichs scheme 
is invariant in some convex set where g’(v) is bounded, Hoff and Smoller 
argue in [l] that the bounds on the sup norm and the total variation of the 
approximate solutions obtained by Nishida and Smoller [lo] apply. Hence 
the existence and uniqueness are consequences of the convex invariant 
region for the Lax-Friedrichs scheme. We could therefore, by the same 
argument, state Theorem 1 after having proved the existence of the 
invariant region in Lemma 1. But since the work [lo] deals only with the 
parabolic p-system, we have here, for the sake of completeness, given a 
proof of the total variation bound and the proof of the L’-continuity in 
time for our system. 
By using the bounds of the approximate solutions established in the 
previous section, we can apply the error estimate (5.2) to our finite 
difference scheme. Let (s, b) be the unique solution of (2.1) with E > 0 
fixed and with initial data satisfying (2.2), (2.3), (2.6), and (2.71, and let 
(So, b*) denote an extension of the finite difference solution generated by 
(3.6) and (3.7) to a function on R! X [O, T] defined by 
(SAY h&6 0 = (s,k, bnk) for (x,r) E [nAx,(n + 1) Ax) 
x[kAr,(k + 1) At). 
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Then it follows from (5.2) that there is a finite constant K depending only 
on T, E, Tv(s’), and Z”V(b’) such that 
for 0 < t I T < ~0. 
6. STABILITY 
In this section we consider the question of stability of the system (2.1). 
First we prove that the system is stable with respect to perturbations of the 
initial data in both L’ and L”. Thereafter we prove stability with respect 
to perturbations in the fractional flow functions. Both results are shown by 
using the finite difference scheme (3.6), (3.7) to show their discrete 
analogs. 
We start by proving that the finite difference scheme is stable in the 
sense that it depends continuously on the initial data in L’ and L”. Let 
(so, co) and (So, Z”) be two initial functions satisfying the conditions 
0 I so co so co I 1 Vn E z 
Tv(s”),n&o;: z&SO), Tq?“) < m, 
(6.1) 
V-2) 
where b = SC + a(c) as before. From these conditions it follows immedi- 
ately that 
Osb,0,z,O<B Vn E z (6.3) 
TV( b’), TV@‘) < ~0. (6.4) 
We generate two finite difference solutions {<s,k>, ($1, (b,k)) and 
l(S,k), (Z,k>, @)1 with initial conditions KS:), Cc:), (bi)) and KS,“>, CC:), (by)), 
respectively, by the schemes 
and 
(6.7) 
(6.8) 
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Then the following lemma assures the stability of the discrete process. 
LEMMA 4. Let {<s,k), <c,k), (b,k)} and {(S;,k>, (C,k), C&t)} be finite difference 
solutions generated by (6.51, (6.6) and (6.7), (6.8), respectively, and with 
initial data satisjjGzg (6.1) and (6.2). Then there is a finite constant K 
independent of Ax and At such that 
llsk - dkll, + lib“ - bkjlm I K(Jls’ - g”(lm + [lb0 - boll,) (6.9) 
for k At I T < co. If the initial data in addition satisfies 
11s’ - SolI + [lb0 - ~~~~~ < ~0, 
then there is a finite constant K independent of Ax and At such that 
(Isk - Skill + llbk - zkjll I K(lls’ - SolI, + lib0 - z”lll) (6.10) 
for k At I T < ~4. 
Proof Observe that by Lemma 1, the processes (6.5), (6.6) and (6.71, 
(6.8) are well defined in the sense that s,k, S,k, c,k, C,k E [O, 11 and b,k, Ei E 
[O, B] Vn E Z, Vk E b,. Define 
Then, by subtracting (6.7) from (6.5), we obtain 
uf: = $4;;: + u,kIi) - $(p,“;i -p,“Ii) (6.11) 
and similarly 
Vk = $(v,k;: + $1:) - $(q;;: - 9;::). n (6.12) 
Observe that (6.11) and (6.12) are of the form (4.16), and that we thereby 
have the representations 
Uk = n c ak u” m n+m- 7 Ii i 4n(P,k;f, -PEJ (6.13) 
Imlsk I=1 m=O 
Vk = 
n c ffkVO m n+m - 7 6 i &(q,k;!n - s,“-!J, (6.14) 
Imlsk I=1 m=O 
where C& and Af, are as defined in (4.18) and (4.19). 
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We start by proving (6.10). Using the representations (6.13) and (6.14), 
we obtain, in exactly the same way as in the proof of Lemma 2, that 
ll~~lll I llu”lll + J2/rKd+ ~IIP~-‘III (6.15) 
llv“ll~ I llv”lll + J%K,h+ +~i (6.16) 
where K, is a finite constant independent of An, At, cf. (4.21). 
Next, we want to express Ilpk-‘lll and /lqk-‘lll in terms of (I&‘ll, and 
IIvk-‘lll. Let s, S, c, C E [O, 11 and let b = SC + a(c) and ?I = SC + a(F); 
then b - & = (s - Sk + Cc - C)S + h(EXc - C) for some E between c 
and C, and consequently 
Ic - Cl s s + ;(i) {lb - bl + cls - 81) I ;{lb - bl + Is - Sl}, 
0 
cf. (2.5). Also, by using the Lipschitz continuity of f, there is a finite 
constant k such that 
and 
IpI =If(s,c) -f(s,C)) d{lb -81 + Is +I) (6.17) 
141 =lcf(s,c) -Zf(S,C)I d{lb -El + Is +I}. (6.18) 
By applying (6.17) and (6.18) in (6.15) and (6.16), respectively, we have that 
llUklll I llUOlll + m&K+ b(Wl + Ilvk-‘llJ 
llVklll I llUOlll + ~kk&G$I +I + Ilvk-‘lll)~ 
By adding these equations, we obtain 
IlJ7lI + IlV% 5 llUOlll + llvOlll 
k-l 1 
+ 2fikK,& c ~ j=. &-q (II41 + IIVjllJ~ 
where the order of the summation is changed. Then, by using a discrete 
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Gronwall inequality, cf. [13], we obtain 
in the same way as in the proof of Lemma 2. This concludes the proof of 
(6.10). 
To prove (6.91, we start again by the representations (6.13) and (6.14). 
Using the triangle inequality and the estimate (4.20, we obtain 
5 llUOllm c c-2 + 27 i IIPk% i Af, 
Imlsk I=1 m=O 
(6.19) 
Since (6.19) holds Vn E Z, we have that 
ll~kllm 5 llUOllm + J2/EK2heI +w, (6.20) 
and in the same way we obtain 
llVkllm 5 llVOllm + 1/2/EKZaiI fl14”-‘llw (6.21) 
By using (6.17), (6.18) in (6.181, (6.21) and adding the inequalities, we 
obtain 
llUkllm + llVkllm 5 ll~“llm + llVOllm 
and then the discrete Gronwall inequality implies 
llUkllm + IIVkllm I {Ip.4°11m + Ilv011m}e4@w-. 0 
On the basis of the stability and convergence of the approximate 
solutions, we can now prove the following theorem. 
THEOREM 2. Let (s, b) and (5, $1 be the unique solutions of (2.1) for 
E > 0 with initial data (so, b”) and (So, E”>, respectively, where both initial 
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conditions are assumed to satis& (2.2) and (2.3). Then there is a finite 
constant K depending only on T and E such that 
IIS -CJ)ll, +(lWA -W7t>lJ, 
I K(((s’ - ioIl, + lib0 - ~“IIJ (6.22) 
for 0 < t I T < ~0. 
If the initial data in addition satisfies 
IIs0 - SOIJ, + lib0 - z”lll < CQ, 
then there is a finite constant K depending only on T and E such that 
lIs(., t) - s( . , t) )I1 + I)b(. , t) - @a, t> Ill I K( IIs0 - SolI, + I@’ - ~“111) 
(6.23) 
for 0 < t I T < 03. 
ProoJ Let (sh, b,) and (S,, za) denote the finite difference approxima- 
tions to (s, b) and (S, &I, respectively, for some mesh size Ax = dm 
satisfying the CFL condition (3.5). Then, for some finite time t > 0, we 
obtain, by using Lemma 4 and the error estimate (5.31, that 
(I4~A - CJ)ll, +(lW,t) - W,f)llm 
s II 4 * 7 t> - SAC .9 t> IL + I)%(. 3 d - %( * f t> llm 
+ 1) S,( ., t) - S( - 7 t> \lrn + 1) b( ., t) - h( a, t> llm 
+ )I U * 7 t) - %,<. 7t> (lm + II&d. 9 t) - @a, t> Ilm 
SK 
Axlln Ax( 
Jr 
+ 11s’ - 5’11, + /lb0 - z”llm 
for some finite constant K depending only on T and E. By letting Ax + 0, 
the stability result (6.22) follows. 
By using the L1-convergence of the finite difference scheme to the exact 
solution, cf. Oleinik [ll, Theorem 31, we can prove the L1-stability (6.23) in 
the same way in which we proved the P-stability. q 
Next we consider the stability of the system (2.1) with respect to 
perturbations in the fractional flow functions. The fractional flow function 
for a polymer model is usually assumed to be a function of the relative 
permeability and the viscosity of the aqueous and oleic phase; sometimes 
also gravitational effects are taken into account. Since the relative perme- 
ability functions are given by data from laboratory experiments, cf. [9], it is 
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quite important to prove stability of the system (2.1) with respect to 
perturbations in the fractional flow functions. Our technique is again to 
start by proving the result for the approximate solutions. 
Let f and f be two fractional flow functions satisfying the requirement 
(2.4) and let- Ax be small enough to satisfy the CFL condition (3.5) for 
both f and f. We generate two finite difference solutions {<s,k>, (c,k), (b,k)) 
and {(S,k>, (i$), (b,k)} with coinciding initial conditions {(si), (ci), (bi>) by 
the schemes 
and 
(6.26) 
(6.27) 
where f: = j(cS,k, Z,“). The initial conditions (so, co) are assumed to satisfy 
the requirements 
0 IS,o,C,o I1 Vn E Z (6.28) 
Tv(sO), Tv(cO) < @J. (6.29) 
Then the following lemma assures stability with respect to perturbations in 
the fractional flow function. 
LEMMA 5. Let {<$I, <c,k>, (b,k)} and CC?,“), (C,k), C&f)} be finite difirence 
solutions generated by (6.241, (6.25) and (6.26), (6.271, respectively, and with 
coinciding initial data satisfying (6.28) and (6.29). Then there is a finite 
constant K independent of Ax and At such that 
lbk - SkII, + llbk - bkllm I Kllf - illm (6.30) 
for k At s T < m. 
ProoJ Since f satisfy the same conditions as f, Lemma 1 shows that 
s,k, Si, c,k, C,” E [O, 11 and b,k, 5,” E [O, BI Vn E Z, Vk E Z,. Define 
& = Sk - jk n n n, ,,A = b,” - Sk n n 
P,” =f,” -s;, q,k = c,“fn” - c,“$ 
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Then, in the same way as in Lemma 4, we obtain the representations 
Uk = n c ak u” m nim - 7 i: i A!&;;; - p,k$) 
Im(<k I=1 m=O 
v’k = 
n c CtkVO m n+m - 7 i f: Afn(qf;fn - q,“ri). 
lmlsk !=l m=O 
where a!,, and Af, are as defined in (4.18) and (4.19). Since s,” = $‘, 
co = Z” Vn E Z, we have ui = v,” = 0 Vn E Z, and consequently II n 
k 
where we have used the estimate (4.21). Since this holds Vn E Z, we get 
(6.31) 
and similarly 
IIvkllm 5 fiK,fi ,$I $114k-‘m~ (6.32) 
Let S, S, c, Z E [0, 11 and let b = SC + a(c) and b = SC + a(E); then 
IPI =ph3 -f(V>I IIf -f(G)I +IfW) -f(v>l. 
Here the first term on the right-hand side can be bounded by Is - SI and 
lb - 51 in exactly the same way as in Lemma 4; hence we have the bound 
IPI s i{ls - iI + lb - 51) + llf-film, (6.33) 
where 
IV-film = s y$ p4 -cv)I. 
, 1 
In the same way we obtain the bound 
Iql+f(s,s) -$(S,C)I d{ls-S( + lb-z)} +llf-fllm. (6.34) 
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By using (6.33) and (6.34) in (6.31) and (6.32) and adding the inequalities, 
we obtain 
And then, by the discrete Gronwall inequality, we get 
llUkllm + llVkllm I 4K, 
i-- 
; e4fikw=qlf -film 
for all k At I T, which concludes the proof of the lemma. 0 
By using the fact that the approximate solutions are stable with respect 
to perturbations in the fractional flow function, we can now prove a 
corresponding theorem for the solution of the system (2.1). 
THEOREM 3. Assume that f and f are &vo fractional flow functions 
satisfying (2.4), and let (so, b”) be an initial condition obeying (2.2) and 
(2.3). Let (s, b) be the unique solution of 
s, + f(S, c), = ES,, 
4 + (cfb 4)x = &x 
s(x,O) = SO(X), b(x,O) = b’(x), 
and let (S, 8) be the unique solution of 
5, +f(s,z), = ESxx 
5, + (Zf( J, z)), = ET& 
3(x,0) = SO(X), $(x,0) = b’(x) 
for E > 0. Then there is a finite constant K depending only on T and E such 
that 
Ils(., t) - 3.9 t) Ilm + llb( * > t> - St.7 t> Ilm 5 Kllf - film 
for 0 < t I T < 03. 
Proof This is proved in the same way as Theorem 2, by using the 
discrete analog and the L”-convergence of the finite difference scheme. 0 
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7. A NUMERICAL EXAMPLE 
Since most of the estimates obtained in the previous sections approach 
infinity as T/E goes to infinity, we are unable to prove that the solution of 
the parabolic problem (1.1) converges to the solution of the hyperbolic 
problem (1.2) as E tends to zero. However, since the solution of the 
Riemann problem of (1.2) is known, we can illustrate the convergence 
numerically. 
Let the fractional flow function be given by 
s2 
f(s,c) = 
s2 + (1 - S)2(; + c) ’ 
and let the adsorbtion function be given by 
C 
a(c) = 
5(1 + c) * 
We consider the Cauchy problem of (1.1) and (1.2) with initial data 
(7.1) 
For the hyperbolic problem (1.2), the solution of this problem is given by 
the construction presented by Johansen and Winther [6]. To study the 
1 
FIG. 1. The s component of the solution for E = 0.01. The mesh sizes for the parabolic 
problem are Ax = 0.00067 and At = 0.00002. 
TVEITO 
FIG. 2. The c component of the solution for E = 0.01. The mesh sizes for the parabolic 
problem are Ax = 0.00067 and At = 0.00002. 
1 
FIG. 3. The s component of the solution for E = 0.001. The mesh sizes for the parabolic 
problem are Ax = 0.00067 and At = 0.00002. 
convergence of the solution of the parabolic problem (1.1) to the solution 
of the hyperbolic problem (1.2), we compare the solution of (1.2) with the 
approximate solutions of (1.1) generated by the Lax-Friedrichs scheme for 
small values of E. We have used two parameter sets, both of them 
satisfying the CFL condition (3.5). For both sets of parameters we plot the 
s and c components of the fmite difference solution of (1.1) and the exact 
solution of Riemann problem (7.1) for the hyperbolic problem as a 
function of x for t = 1 (Figs. l-4). We observe from the figures that both 
the s and the c component of the solution of the parabolic problem seem 
to converge to the solution of the hyperbolic problem as E tends to zero, at 
least in 15’. 
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FIG. 4. The c component of the solution for F = 0.001. The mesh sizes for the parabolic 
problem are Ax = 0.00067 and Ar = 0.00002. 
8. SOME REMARKS 
As we mentioned in the Introduction, the system (2.1) models a situa- 
tion where a polymer is added to the water in order to enhance an oil 
recovery process. In practical flooding situations one is often interested in 
using several different polymer components. Let ci = C&X, t) denote the 
concentration of the I’th polymer component in the aqueous phase. Then 
the parabolic system 
s, +f(s,q,...,c,)x = ES,, 
(sci + ‘i(‘i>), + (Cif(S9Cl,~ae7Cn>)~ = E(SCi + ui(ci))xx, 
i=l ,*..7 n (8.1) 
models the displacement of the oleic phase by the aqueous phase. Here 
the term a, = ai models the adsorption of the ith polymer component 
on the rock. Each adsorption function is assumed to fulfill the require- 
ments (2.5). The fractional flow function is now a function of the concen- 
tration of all the polymer components; it is assumed to be smooth and to 
satisfy generalisations of (2.4). 
The Riemann problem of (8.1) with E = 0 was solved by Johansen and 
Winther [7], and an algorithmic version of their construction was given in 
[51, together with some examples of solutions. 
We remark here that the Cauchy problem of (8.Q with E > 0 and with 
initial data (so, cy, . . . , c,“) in the unit interval and with bounded total 
variation, can be handled exactly as in the case of n = 1. We also remark 
that the system (8.1) with ai = 0 can, with minor modifications, be 
handled in the same way as adsorption functions which satisfy the require- 
ment (2.5). 
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