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Sistemas hamiltonianos
Lic. Francisco Kordon
Resu´men. Los sistemas hamiltonianos definidos en variedades son sistemas dina´micos
que nacen para formalizar la descripcio´n de problemas de la meca´nica cla´sica. Integrar
un sistema hamiltoniano es, moralmente, conseguir ecuaciones no diferenciales para
sus trayectorias. En este art´ıculo hacemos una introduccio´n a estos temas y en la
u´ltima seccio´n damos condiciones suficientes para integrar sistemas hamiltonianos y
dar descripciones geome´tricas cualitativas de su dina´mica.
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1. Motivaciones desde la meca´nica
Intentaremos motivar, de manera resumida y omitiendo algunos detalles, el uso de sistemas hamiltonianos
en la meca´nica cla´sica. Esto se hara´ so´lo como motivacio´n; para una explicacio´n ma´s apropiada
del tema se recomienda recurrir, por ejemplo, a [4], [2] o [1], o incluso a [3] como referencia cla´sica
en la f´ısica.
Consideremos un sistema de N part´ıculas. La posicio´n de cada part´ıcula puede pensarse
como un elemento de R3, as´ı que la posicio´n del sistema se asocia a un punto de R3N . Las
trayectorias de este sistema satisfara´n las ecuaciones de Newton, esto es, la aceleracio´n de cada
part´ıcula multiplicada por su masa coincidira´ con la suma de las fuerzas que actu´an sobre ella. Las
fuerzas en cuestio´n pueden ser de todo tipo; pueden depender de las posiciones, de las velocidades.
Supondremos aqu´ı que no son sino conservativas o de v´ınculo. Por fuerza conservativa entenderemos
aque´lla que es derivada de un potencial que so´lo depende de la posicio´n, esto es, que se escribe
F = −∇V.
Aqu´ı, como estamos en R3N , no nos preocupamos por la definicio´n de gradiente o si conviene o no
pensar las fuerzas como vectores o covectores.
Diremos que el sistema esta´ sujeto a un v´ınculo —trataremos aqu´ı so´lo a los holo´nomos— si
las trayectorias de las part´ıculas deben vivir en la preimagen de 0 por una aplicacio´n diferenciable
v : R3N −→ R. En caso de tener varios v´ınculos v1, . . . , vk, (que suponemos independientes;
sus diferenciales en cada punto son linealmente independientes), el sistema se movera´ en Q =⋂n
i=1 v
−1
i (0). Decimos que Q es el espacio de configuraciones del sistema; bajo ciertas hipo´tesis de
regularidad, es una subvariedad de R3N . En este caso, 3N − k es el nu´mero de grados de libertad
del sistema.
A los sistemas de part´ıculas con v´ınculos se les puede asociar una aplicacio´n de TQ a valo res
reales llamada lagrangiano. La energ´ıa cine´tica del sistema T : TQ −→ R se puede escribir como
Universidad CAECE
ELEMENTOS DE MATEMA´TICA - Vol. XXIV Nro. 83, Marzo de 2018 31
T (v) = 12g(v, v), donde g es una me´trica riemanniana en TQ. Si V : Q −→ R es el potencial
meca´nico del sistema, el lagrangiano se define por, para v ∈ TqQ,
L(v) = T (v)− V ◦ p(v) = 12g(v, v)− V (q). (1.1)
Au´n en presencia de v´ınculos, utilizando el principio de D’Alembert, puede deducirse que las
trayectorias del sistema son aquellas que cumplen las ecuaciones de Euler-Lagrange: en cada carta
(q1, . . . , qn, q˙1, . . . , q˙n) inducida en TQ por una carta (q1, . . . , qn) en Q se satisfara´ que
d
dt
( ∂L
∂q˙i
)− ∂L
∂qi
= 0, (1.2)
para cada 1 ≤ i ≤ n, donde L : TQ −→ R es el definido en (1.1).
Definicio´n 1. Llamaremos sistema langrangiano a un par (Q,L) donde Q es una variedad y
L : TQ −→ R una aplicacio´n diferenciable. Las trayectorias del sistema son las curvas t 7→ γ(t) ∈ Q
tales que en cada carta (U, (q1, . . . , qn)) se satisfacen las ecuaciones (1.2), las de Euler–Lagrange.
No vamos a estudiar la formulacio´n lagrangiana de la meca´nica sino la hamiltoniana y, para
esto, hay que pasar por la transformada de Legendre. Si (Q,L) es un sistema lagrangiano, la
transformada de Legendre consiste en una aplicacio´n FL : TQ −→ T ∗Q definida por
〈FL(v), w〉 = d
dt
∣∣∣
t=0
L(v + tw),
donde v, w ∈ TqQ. A esta aplicacio´n tambie´n se la denomina derivada a lo largo de la fibra de L.
La expresio´n local es
〈FL(q, q˙1), (q, q˙2)〉 = (q, d
dt
∣∣∣
t=0
L(q, q˙1 + tq˙2)) = (q,
∂L
∂q˙
(q, q˙1) · q˙2).
Definicio´n 2. El lagrangiano L se dice hiperregular si FL es un difeomorfismo.
Si L es hiperregular, podemos definir la funcio´n hamiltoniana. Primero, definimos la energia
E : TQ −→ R por, para v ∈ TQ,
E(v) := 〈FL(v), v〉 − L(v);
ahora, el hamiltoniano correspondiente al lagrangiano L se define por
H := E ◦ (FL)−1
y en coordenadas locales, si (q, p) = FL(q, q˙), es
H(q, p) = p · q˙(q, p)− L(q, q˙(q, p))
En el caso en que L es un lagrangiano meca´nico —es decir, uno como el de la ecuacio´n (1.1)—,
la transformada de Legendre se ve como
FL(v) = g(v,−).
La aplicacio´n g♭ : TQ ∋ v 7→ g(v,−) ∈ T ∗Q es inversible por la no degeneracio´n de la me´trica;
notemos su inversa por g♯. As´ı, (FL)−1 = g♯ y el hamiltoniano es, para σ ∈ T ∗qQ,
H(σ) = 12g
(
g♯(σ), g♯(σ)
)
+ V (q).
La siguiente proposicio´n, que no demostraremos, dice co´mo se ven las ecuaciones de movimiento
sobre T ∗Q.
Proposicio´n 3. Sean L un lagrangiano hiperregular y H la funcio´n hamiltoniana que recie´n
definimos. Entonces t 7→ γ(t) es una trayectoria en Q del sistema lagrangiano si y so´lo si se
satisfacen localmente en T ∗Q las ecuaciones
dqi
dt
(t) =
∂H
∂pi
(q(t), p(t)),
dpi
dt
(t) = −∂H
∂qi
(q(t), p(t)). (1.3)
para 1 ≤ i ≤ n.
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Las (1.3) se conocen como las ecuaciones cano´nicas de Hamilton, y a H se la llama funcio´n
hamiltoniana del sistema. Observemos que las trayectorias del sistema en T ∗Q son soluciones de
ecuaciones de primer orden, as´ı que pueden entenderse como curvas integrales de un cierto campo
vectorial.
La moraleja que se quiere dejar es, precisamente, que el problema de encontrar las trayectorias
de un sistema meca´nico de part´ıculas se puede traducir a otro, que consiste en encontrar las curvas
integrales de un campo definido en el fibrado cotangente al espacio de configuraciones.
Ejemplo 4. Consideremos una part´ıcula de masa m movie´ndose en R3 sujeta a una fuerza
conservativa con potencial V , definida en algu´n abierto de R3; para fijar ideas, digamos que ese
abierto es todo R3. Segu´n la segunda ley de Newton, si q = (q1, q2, q3) denota un punto gene´rico
de R3 y t 7→ q(t) la trayectoria de la part´ıcula, e´sta cumplira´ las ecuaciones diferenciales, para cada
i,
m
d2qi
dt2
(t) = −∂V
∂qi
(q(t)). (1.4)
Este es un sistema de ecuaciones diferenciales de segundo orden, es decir, aparece una derivada
segunda. Para hacer de e´l un sistema de primer orden podemos considerar una nueva ¡¡variable¿¿:
ponemos, para cada i, pi = mq˙
i; se suele llamar momentos a estas nuevas variables. Las ecuaciones
de Newton se dejan reescribir entonces como
dqi
dt
(t) =
∂H
∂pi
(q(t), p(t)),
dpi
dt
(t) = −∂H
∂qi
(q(t), p(t)), (1.5)
con
H(q, p) =
p2
2m
+ V (q). (1.6)
Dado que las ecuaciones que tenemos que resolver son de primer orden, podemos entenderlas como
las ecuaciones para las curvas integrales de cierto campo vectorial. Efectivamente, si notamos
XH : R
6 −→ R6
(q1, q2, q3, p1, p2, p3) 7→
(∂H
∂p1
,
∂H
∂p2
,
∂H
∂p3
,−∂H
∂q1
,−∂H
∂q2
,−∂H
∂q3
)
(q, p)
=
(p1
m
,
p2
m
,
p3
m
,− ∂V
∂q1
,− ∂V
∂q2
,− ∂V
∂q3
)
(q, p),
tendremos que t 7→ (q(t), p(t)) es una curva integral de XH si y so´lo si se cumplen las ecuaciones
(1.3). Esto equivale tambie´n a que las q(t) satisfagan las ecuaciones (1.4), que son las que ten´ıamos
originalmente. El campo vectorial XH es un campo hamiltoniano.
2. Variedades simple´cticas
Hablamos en la seccio´n anterior de que podemos pensar al espacio de configuraciones de un
sistema meca´nico como una variedad; su fibrado cotangente es el lugar natural para desarrollar
la meca´nica hamiltoniana. Vamos a ver que este fibrado tiene una estructura, tambie´n natural,
de variedad simple´ctica y con esto en mente nos sera´ razonable considerar sistemas hamiltonianos
definidos directamente en variedades simple´cticas. Repasamos primero un resultado sobre a´lgebras
simple´cticas cuya prueba puede verse en [1, II.3.1].
Proposicio´n 5. Si V es un R–espacio vectorial y a : V×V −→ R es un forma bilineal antisime´trica
de rango r, entonces r es par. Adema´s, poniendo r = 2n se tiene que existe una base ordenada
(vi) de V en la que la matriz de a es 
0 −I 0I 0 0
0 0 0

 .
En otras palabras, si (ψi) es la base dual a la anterior, es a =
∑n
i=1 ψi+n ∧ ψi.
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Tambie´n, si a : V × V −→ R es un forma bilineal, tenemos definido su nu´cleo ker a = {v ∈
V | a(v, w) = 0 ∀w ∈ V }. Decimos que a es no degenerada si ker a = 0, es decir, si cada vez que
a(v, w) = 0 para todo w ∈ V debe ser v = 0.
Sean M una variedad y ω una seccio´n diferenciable de∐
x∈M
Bil(TxM,R) −→M,
donde, si V es un R–espacio vectorial, Bil(V,R) denota las formas bilineales de V en R. Diremos
que ω es no degenerada si para cada x ∈ M , ωx, que es una forma bilineal definida en TxM , es
no degenerada. En tal caso, podemos construir un difeomorfismo entre las secciones diferenciables
del fibrado tangente y las del cotangente de M como sigue.
Definicio´n 6. Si M y ω son los de recie´n, definimos ω♭ : X(M) −→ Ω1(M) por
X 7→ X♭ = −ιXω = ω(−, X).
Cuando ω es no degenerada, la aplicacio´n que acabamos de definir es inversible y notamos su
inversa por ω♯ : α 7→ α♯.
Si M admite una 2–forma no degenerada ω, por la proposicio´n 5 obtenemos que dimM es par,
digamos dimM = 2n. A partir de ω podemos construir una 2n–forma, poniendo ν = ωn. E´sta
resulta una forma de volumen en M : si x ∈M , por la misma proposicio´n podemos considerar (ψi)
una base dual a TxM tal que ωx =
∑n
i=1 ψi+n ∧ ψi y en consecuencia ν = n!(−1)
n
2 ψ1 ∧ . . . ∧ ψ2n.
Hemos probado, pues, lo siguiente.
Proposicio´n 7. Si una variedad M admite una 2–forma no degenerada, es de dimensio´n par. En
tal caso, M es orientable y si ω es una tal forma y dimM = 2n, ωn es una forma de volumen.
El siguiente teorema, que data de 1882, establece que si M admite una 2–forma no degenerada
que adema´s es cerrada, se le puede conocer una expresio´n local. La prueba es la que aparece en
[1], y es atribuida a Moser y Weinstein.
Teorema 8 (Darboux). Sea ω una 2–forma no degenerada en M , una variedad de dimensio´n
2n. Entonces dω = 0 si y so´lo si para cada x ∈ M existe una carta (U,ϕ) tal que ϕ(x) = 0 y si
ϕ(x) = (x1(x), . . . , xn(x), y1(x), . . . , yn(x)), es
ω
∣∣
U
=
n∑
i=1
dyi ∧ dxi. (2.7)
Demostracio´n. Si ω se escribe localmente como en (2.7), es evidentemente cerrada. Rec´ıprocamente,
supongamos que es cerrada y busquemos una carta en la que tiene esa expresio´n. Para esto,
podemos suponer que M = R2n; fijemos x = 0. Sea ω1 una forma constantemente igual a ω(0)
y pongamos ω˜ = ω1 − ω y, para cada 0 ≤ t ≤ 1, ωt = ω + tω˜. Para cada t, ωt(0) = ω(0) es no
degenerada, y entonces existe un entorno de 0 —digamos una bola— en que ωt es no degenerada
para todo t. Por el lema de Poincare´, ω = dα all´ı; podemos suponer que α(0) = 0. Sea Xt = ω
♯(α).
Tenemos localmente definido el flujo de Xt, llame´moslo gt, con g0 = Id. Entonces
d
dt
(g∗t ωt) = g
∗
t (LXtωt) + g∗t
d
dt
ωt = g
∗
t dιXtω − g∗t ω˜ =
= g∗t (−dα− ω˜) = 0.
Por lo tanto g∗1ω1 = g
∗
0ω0 = ω, as´ı que g1 da el cambio de coordenadas que trasforma ω en la forma
constante ω1.
Las cartas del teorema de Darboux sera´n llamadas cartas simple´cticas, las funciones xi, yi
coordenadas cano´nicas. Estamos en condiciones de hablar de variedades simple´cticas.
Definicio´n 9. Una forma simple´ctica en una variedad M es una 2–forma cerrada no degenerada
ω. Una variedad simple´ctica (M,ω) es una variedad M junto con una forma simple´ctica ω.
Universidad CAECE
34 Lic. Francisco Kordon
Ejemplo 10. En R2n = {(q1, . . . , qn, p1, . . . , pn)} puede ponerse una estructura simple´ctica ω. La
definimos dando su matriz en la base ¡¡cano´nica¿¿ [ω]:
[ω] =
(
0 −In
In 0
)
,
donde In denota la matriz identidad de taman˜o n × n. Si (dq1, . . . , dqn, dp1, . . . , dpn) es la base
dual a la cano´nica, se escribe ω =
∑n
i=1 dpi ∧ dqi.
Sea (M,ω) una variedad simple´ctica. Si ponemos νω =
(−1)n/2
n! ω
n, razonando como antes de la
Proposicio´n 7, e´sta resulta una forma de volumen y, en virtud del teorema de Darboux, se tiene
que en cartas simple´cticas es
νω = dx1 ∧ . . . ∧ xn ∧ dy1 ∧ . . . ∧ dyn. (2.8)
Definicio´n 11. Sean (M,ω) y (N, ρ) variedades simple´cticas. Una aplicacio´n diferenciable f :
M −→ N es simple´ctica o transformacio´n cano´nica si f∗ρ = ω.
Observemos que si f : (M2n, ω) −→ (N2n, ρ) es simple´ctica, como los elementos de volumen νω
y νρ se obtienen a partir de las formas simple´cticas, se tendra´ que f conserva la forma de volumen.
Tambie´n, para cada x en M se pueden tomar coordenadas simple´cticas y lo propio puede hacerse
en f(x). En estas coordenadas, f es la identidad, y en particular f es un difeomorfismo local.
En meca´nica, t´ıpicamente el planteo del problema sucede en el fibrado cotangente del espacio
de configuraciones Q. All´ı puede ponerse una 2–forma diferencial no degenerada y exacta, y de
esta manera hacer de T ∗Q una variedad simple´ctica. Para una demostracio´n del siguiente teorema,
se sugiere recurrir a [1].
Teorema 12. Sea Q una variedad, escribamos M = T ∗Q y llamemos π :M −→ Q a la proyeccio´n.
Si α ∈M , definimos
θα : TαM −→ R
w 7→ 〈α, dπα(w)〉.
Entonces θ : α 7→ θα es una 1–forma en M y su diferencial es una forma simple´ctica en M , con
lo que (M,dθ) resulta una variedad simple´ctica.
Puede recuperarse del Teorema 12 que los fibrados cotangentes son orientables. Como ω es no
degenerada, la aplicacio´n definida en la Definicio´n 6 induce un difeomorfismo entre TQ y T ∗Q, y
de esta manera tambie´n recuperamos que los fibrados tangentes son orientables.
Llamemos ω = dθ. Si notamos (q1, . . . , qn) a las coordenadas en Q y (q1, . . . , qn, p1, . . . , pn) las
de M , obtenemos las siguientes expresiones locales:
θ =
n∑
i=1
pidq
i, (2.9)
ω =
n∑
i=1
dpi ∧ dqi. (2.10)
La 1–forma cano´nica tiene una propiedad que la caracteriza: para todas las 1-formas β de Q
vale que β∗θ = β. En efecto, si β ∈ Ω1(Q) y v ∈ TqQ,
〈β∗θ(q), v〉 = 〈θ(β(q)), dβq(v)〉 = 〈β(q), dπβ(q)dβq(v)〉
= 〈β(q), d(π ◦ β)q(v)〉 = 〈β(q), v〉,
en virtud de la regla de la cadena y de que π ◦ β = 1Q.
3. Sistemas hamiltonianos
Una familia bastante amplia de sistemas dina´micos es la de los que se describen mediante una
variedad y un campo vectorial en ella; las trayectorias del sistema son las curvas integrales de este
Universidad CAECE
ELEMENTOS DE MATEMA´TICA - Vol. XXIV Nro. 83, Marzo de 2018 35
campo. En muchos casos, este campo es un campo gradiente: si f es una funcio´n a valores reales
definida en la variedad y g es una me´trica riemanniana, el campo vectorial que define el sistema
dina´mico es el u´nico X tal que g(X,−) = df .
Algo muy similar puede hacerse cuando, en vez de considerar una variedad riemanniana, se
considera una variedad simple´ctica. El campo hamiltoniano asociado a una funcio´n f sera´ aque´l
que al contraer a la forma simple´ctica coincide con (menos) la diferencial de f . La antisimetr´ıa
de la forma simple´ctica llevara´ a propiedades conservativas de los campos hamiltonianos: esto no
sucede t´ıpicamente con los campos gradientes, donde la simetr´ıa de la me´trica induce ma´s bien
propiedades disipativas.
Definicio´n 13. Sean (M,ω) una variedad simple´ctica y H : M −→ R una funcio´n diferenciable.
Definimos el campo vectorial hamiltoniano asociado a H, XH , como el u´nico campo vectorial que
cumple
ω(Y,XH) = 〈dH, Y 〉 (3.11)
para todo Y ∈ X(M), o, equivalentemente, −ιXHω = dH. La existencia de este campo esta´
garantizada por la no degeneracio´n de ω.
Llamamos a la terna (M,ω,H) sistema hamiltoniano; las trayectorias del sistema son las curvas
integrales de XH .
Observemos que XH = ω
♯(dH); esta concisa escritura de el campo hamiltoniano nos sera´ u´til
en varios ca´lculos en lo sucesivo.
Ejemplo 14. Sea (M,ω,H) un sistema hamiltoniano. Sean (q1, . . . , qn, p1, . . . , pn) coordenadas
cano´nicas para ω. Encontremos una expresio´n local de XH en estas coordenadas. Pongamos,
omitiendo el s´ımbolo de sumatoria, XH = a
i ∂
∂qi + bi
∂
∂pi
. Como ω = dpi ∧ dqi, es −ιXHω =
aidpi− bidqi. Ahora, como queremos que esto sea igual a dH = ∂H∂qi dqi+ ∂H∂pi dpi, debe ser ai = ∂H∂pi
y tambie´n bi = −∂H∂qi . Por lo tanto, en estas coordenadas, se escribe
XH =
n∑
i=1
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
. (3.12)
En particular, (q1(t), . . . , qn(t), p1(t), . . . , pn(t)) es una trayectoria del sistema si y solo si, para
todo 1 ≤ i ≤ n, es
dqi
dt
(t) =
∂H
∂pi
(q(t), p(t)),
dpi
dt
(t) = −∂H
∂qi
(q(t), p(t)).
Las ecuaciones de recie´n son las llamadas ecuaciones de Hamilton o ecuaciones cano´nicas: son
las mismas que (1.3). Si pensamos que H es el hamiltoniano (sin dependencia expl´ıcita en el
tiempo) de un sistema meca´nico en el sentido cla´sico, recuperamos la formulacio´n hamiltoniana
mas´ conocida de los problemas de meca´nica, como aparecen por ejemplo en el libro de Goldstein
[3] o en el de Landau, o en el apunte [7].
Proposicio´n 15. Si (M,ω,H) es un sistema hamiltoniano, y t 7→ c(t) es una curva integral de
XH , entonces H es constante a lo largo de c.
Demostracio´n. Para ver que H(c(t)) es constante en t, veremos que su derivada se anula:
d
dt
∣∣∣
t=0
H(c(t)) = dHc(t)c˙(t) = 〈dHc(t), XH(c(t))〉
= −ω(XH(c(t)), XH(c(t))) = 0,
en virtud de la antisimetr´ıa de ω.
Observemos, continuando el paralelismo entre campos hamiltonianos y gradientes introducido
al principio de esta seccio´n, que la reciente proposicio´n no es cierta en caso de tener campos
gradientes: de hecho, las curvas integrales del gradiente son, en cada punto, las direcciones de
ma´ximo crecimiento de la funcio´n.
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Ejemplo 16. La proposicio´n anterior tambie´n puede probarse usando las expresiones locales
encontradas en el Ejemplo 14:
d
dt
∣∣∣
t=0
H(c(t)) = 〈dHc(t), c˙(t)〉 =
∂H
∂qi
∂h
∂pi
+
∂H
∂pi
(− ∂H
∂qi
)
= 0,
con (q1, . . . , qn, p1, . . . , pn) coordenadas cano´nicas.
Otro hecho para destacar es que los flujos de los campos hamiltonianos son transformaciones
cano´nicas, y en particular preservan el volumen. En el caso en que nuestra variedad simple´ctica
viene de la meca´nica cla´sica, recuperamos el llamado Teorema de Liouville que aparece en textos
cla´sicos como [7] o [3].
Proposicio´n 17. Sean (M,ω,H) un sistema hamiltoniano y φt el flujo del campo. Entonces, para
cada t, φ∗tω = ω.
Demostracio´n. Veremos que φ∗tω es constante en t. En efecto, usando la conocida relacio´n entre
flujos y derivadas de Lie, obtenemos que
d
dt
∣∣∣
t=0
φ∗tω = φ
∗
tLXHω = φ∗t (ιXHdω + dιXHω)
= φ∗t (0− ddH) = 0,
puesto que ω es cerrada. Ahora, como φ0 = 1M , resulta que φ
∗
tω = φ
∗
0ω = ω cualquiera sea t.
En general, no todos los campos vectoriales son campos hamiltonianos; es decir, no es cierto
que para todo X ∈ X(M) exista una funcio´n f ∈ C∞(M) tal que X = Xf . Ciertamente, se
requiere es que ω(−, X) sea exacta para todo X ∈ X(M) y esto no es para nada cierto en general,
ni siquiera localmente. En virtud de la igualdad LXω = dιXM (ω es cerrada) y del Lema de
Poincare´, que un campo X sea localmente hamiltoniano es equivalente a que la derivada de Lie de
la forma simple´ctica respecto de X se anule.
Por supuesto, un campo hamiltoniano es localmente hamiltoniano, as´ı que una condicio´n
necesaria para que un campo X sea hamiltoniano es que LXω = 0. Ahora, para que efectivamente
lo sea se necesita que adema´s ιXω sea exacta. En particular, si el primer grupo de cohomolog´ıa de
De Rham de M es nulo, los campos hamiltonianos son exactamente los localmente hamiltonianos.
Ejemplo 18. Si en el toro T 2 identificamos las coordenadas angulares x, y; ω = dy ∧ dx es una
forma simple´ctica. Si a, b ∈ R, consideramos el campo vectorial definido por X(x, y) = (a, b). Es
ιXω = ady− bdx, que es evidentemente cerrada, y por lo tanto X es localmente hamiltoniano. Sin
embargo, X no es hamiltoniano globalmente: si X = XH , de la compacidad de T
2 se sigue que H
tiene, por ejemplo, un ma´ximo local y all´ı se anula su diferencial, mientras que ιXω nunca es cero.
Si (M,ω) es una variedad simple´ctica, puede definirse en ella lo que llamaremos corchetes de
Poisson. E´stos ya aparec´ıan en los textos cla´sicos de meca´nica y resultaban de gran utilidad; el
concepto se ha generalizado bastante desde entonces.
Definicio´n 19. Sea (M,ω) una variedad simple´ctica. Si f, g ∈ C∞(M), el corchete de Poisson
entre f y g es, por definicio´n, el elemento de C∞(M) dado por
{f, g} = ω(Xf , Xg). (3.13)
Notemos que esto es igual a −ιXf ιXgω y tambie´n a Xf (g).
Observemos que de la antisimetr´ıa de ω sigue que {f, g} = −{g, f} cualesquiera sean f, g ∈
C∞(M). La siguiente propiedad ilustra la utilidad de los corchetes de Poisson en la consideracio´n
de constantes de movimiento, esto es, en las funciones a valores reales que son constantes en las
trayectorias del sistema.
Proposicio´n 20. Sea (M,ω) una variedad simple´ctica y f, g ∈ C∞(M).
(i) Es {f, g} = LXf g = −LXgf .
(ii) Si h ∈ C∞(M), la aplicacio´n g 7→ {h, g} es una derivacio´n en C∞(M).
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(iii) Como consecuencia de lo anterior, f es constante en las curvas integrales de Xg si y so´lo si
{f, g} = 0.
Demostracio´n. Para el primer inciso, observemos que LXf g = ιXf dg = −ιXf ιXgω, esto u´ltimo es
el corchete entre f y g. El segundo es consecuencia directa del primero.
Para el u´ltimo, sea φt el flujo del campo Xf . Se tiene
d
dt
∣∣∣
t=0
(g ◦ φt) = φ∗tLXf g = φ∗t {f, g}.
El lado derecho se anula so´lo cuando {f, g}, y el lado izquierdo se anula si y solo si g ◦ φt es
constante en t, i.e., si g es constante en las trayectorias de Xf .
Debido a la antisimetr´ıa del corchete de Poisson, se tiene que f es constante en las curvas
integrales de Xg si y so´lo si g lo es en las de Xf . Se deduce, tambie´n de la antisimetr´ıa, que en un
sistema hamiltoniano el hamiltoniano es constante en las trayectorias del sistema.
Ejemplo 21. Si f, g ∈ C∞(M), escribamos la expresio´n de su corchete de Poisson en coordenadas
cano´nicas (q1, . . . , qn, p1, . . . , pn). Era {f, g} = Xf (g) y usando la expresio´n (3.12) obtenemos
{f, g} =
n∑
i=1
∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
,
lo que coincide con la expresio´n usual del corchete de Poisson que aparece en los textos cla´sicos de
meca´nica —a menos, depende de las convenciones, de un signo—.
El corchete de Poisson puede utilizarse tambie´n para escribir las ecuaciones de movimiento
sin mencionar expl´ıcitamente a la forma simple´ctica. En algu´n punto, esto es una motivacion
para considerar sistemas dina´micos cuyas ecuaciones de movimiento este´n dadas por expresiones
como las que siguen, pero que el corchete de Poisson no provenga de una forma simple´ctica.
Ma´s au´n, existe la nocio´n de a´lgebra de Poisson, que consiste de un a´lgebra asociativa sobre un
anillo conmutativo equipada con una estructura de Lie que es una derivacio´n en cada coordenada:
C∞(M) es un a´lgebra de Poisson sobre R.
Proposicio´n 22. Sean (M,ω,H) un sistema hamiltoniano, y φt el flujo del campo XH . Entonces,
si f ∈ C∞(M), es
d
dt
(f ◦ φt) = {H, f ◦ φt}. (3.14)
Demostracio´n. Es, en virtud de la relacio´n entre el flujo de un campo y la derivada de Lie respecto
de e´l,
d
dt
(f ◦ φt) = d
dt
φ∗t f = φ
∗
tLXHf =
= LXH (f ◦ φt) = {H, f ◦ φt},
como quer´ıamos probar.
Para terminar la seccio´n, observemos que el corchete que definimos satisface la llamada identidad
de Jacobi : es, si f, g, h ∈ C∞(M),
{{f, g}, h}+ {{h, f}, g}+ {{g, h}, f} = 0.
Puede encontrarse en [5], [2] o [1] una prueba de esta afirmacio´n. Como consecuencia, se tiene que
C∞(M) junto con el corchete es un a´lgebra de Poisson.
4. Integrabilidad Liouville
Daremos en lo siguiente una definicio´n de integrabilidad de sistemas hamiltonianos. Es cierto que
cuanto ma´s constantes de movimiento moralmente independientes tenga un sistema hamiltoniano,
ma´s condicionada estara´ su dina´mica y ciertamente sera´ ma´s accesible encontrar sus trayectorias.
El teorema clave de esta seccio´n, el de Liouville-Arnold, da condiciones suficientes para encontrar
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las trayectorias del sistema a menos de cuadraturas; un sistema hamiltoniano que este´ en las
hipo´tesis del teorema se dira´ integrable Liouville. Segu´n comenta Arnold, ¡¡el teorema cubre todos
los problemas de dina´mica que han sido integrados hasta el presente d´ıa¿¿ [2, pa´g 273]. Por supuesto
no daremos una demostracio´n de esta altisonante afirmacio´n; s´ı algunos ejemplos donde se aplica
el teorema, ni bien lo hayamos formulado.
Sean (M,ω) una 2n–variedad simple´ctica, H : M −→ R suave y XH su campo hamiltoniano
asociado; notemos al sistema hamiltoniano as´ı determinado (M2n, ω,H).
Definicio´n 23 (Integrabilidad Liouville). El sistema hamiltoniano es integrable Liouville si existen
funciones f1, ..., fn ∈ C∞(M) tales que
1. f1, ..., fn son integrales de XH , es decir, son constantes a lo largo de sus curvas integrales;
2. f1, ..., fn son independientes:{dfi(x)}ni=1 es linealmente independiente para todo x en M ;
3. {fi, fj} = 0 para cualesquiera i, j; y, por u´ltimo,
4. Los campos Xi := ω
♯(dfi) ∈ X(M) son completos: sus curvas integrales tienen dominio R.
La descomposicio´n deM2n en componentes conexas de las superficies de nivel de f = (f1, ..., fn)
se llama la foliacio´n de Liouville correspondiente al sistema integrable XH , y a la postre resulta
no depender de f . En efecto, esto sigue de que cada una de estas componentes conexas puede
obtenerse como la clausura de la unio´n de las ima´genes de las trayectorias que all´ı empiezan. El
teorema de Liouville describe la estructura de la foliacio´n de Liouville cerca de hojas regulares, que
son la preimagen de valores regulares. Vale aclarar o recordar que c ∈ Rn es un valor regular de f
si {dfi(x)}ni=1 es linealmente independiente para cada x ∈Mc = f−1(c).
Teorema 24 (Liouville-Arnold). Fijemos (M2n, ω,H) un sistema hamiltoniano integrable Liouville
y sea Mc una hoja de f = (f1, ..., fn). Entonces
1. Mc es una variedad de dimensio´n n, Lagrangiana (ω = 0 all´ı) e invariante respecto a Xi
para todo i;
2. y si Mc es conexo y compacto, entonces es difeomorfo a T
n, el llamado toro de Liouville.
3. La foliacio´n de Liouville es trivial en un entorno del toro de Liouville: existe un entorno U
de Mc que es difeomorfo a T
n×Dn por un difeomorfismo que preserva las hojas, y ma´s au´n:
4. en U = Tn×Dn hay un sistema de coordenadas, las variables a´ngulo-accio´n s1, ..., sn, ϕ1, ..., ϕn,
donde las primeras son coordenadas en el disco y las u´ltimas en el toro, tales que
(a) ω =
∑
dϕi ∧ dsi,
(b) las variables de accio´n dependen exlusivamente de f , y
(c) el flujo de XH en las coordenadas a´ngulo-accio´n se endereza: las derivadas de si y de
ϕi son nulas y constantes, respectivamente.
Ejemplo 25. Consideremos el caso de una part´ıcula que se puede mover en una sola direccio´n
sujeta a la accio´n de un potencial V = V (x), que depende so´lo de la distancia a un punto fijo. El
espacio de configuraciones es de dimensio´n 1, el fibrado cotangente de dimensio´n 2, y se tiene una
constante de movimiento, la energ´ıa. Supongamos que V tiene la pinta de la Figura 1. A energ´ıa
constante, el movimiento sera´ oscilatorio: las hojas Mc son difemorfas al toro de dimensio´n 1.
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Figura 1: Primer potencial
Consideremos ahora el caso de la Figura 2. Aqu´ı, si la energ´ıa tiene valores no negativos, ME1
sera´ difeomorfo a R y si no, ME2 lo sera´ al toro de dimensio´n 1.
Figura 2: Segundo potencial
Figura 3: Tercer potencial
Por u´ltimo, miremos el potencial de la Figura 3. Las hojas aqu´ı no son todas conexas, y,
dependiendo de cua´l es el valor de la energ´ıa, algunas componentes conexas son difeomorfas al toro
y otras a R.
Ejemplo 26. Si en un sistema hamiltoniano (M2n, ω, h) con n = 2 —que en el caso meca´nico
corresponde a un sistema con espacio de configuraciones de dimensio´n 2, i.e., de dos grados
de libertad— se tiene una constante de movimiento independiente del hamiltoniano, entonces
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el sistema es integrable por cuadraturas. Por ejemplo, los problemas de fuerzas centrales, que
consisten en dos part´ıculas interactuando entre s´ı con fuerzas en la direccio´n que las une, la posicio´n
del sistema se describe dando la posicio´n del centro de masa y el vector que une a las dos part´ıculas;
se conservan el momento angular y la energ´ıa: son entonces integrables. Famosos son los casos en
que la fuerza es de gravedad o ela´stica. La coordenada angular se movera´ en un toro de dimensio´n
1 y, de hecho, puede verse que pasando al potencial efectivo, la coordenada radial puede estudiarse
mirando gra´ficos de potencial como en el ejemplo anterior.
Ejemplo 27. El conocido trompo de Lagrange es un trompo sime´trico fijado en O, y sujeto a la
accio´n de la fuerza de gravedad mg, como muestra la Figura 4.
Figura 4: El trompo de Lagrange
Se tienen tres constantes de movimiento: primero, el hamiltoniano, que es la energ´ıa; segundo y
tercero, las proyecciones del momento angular en los ejes z y e3, que llamaremosMz yM3 —esto se
debe a la simetr´ıa de rotacio´n del trompo alrededor de cada eje, como puede verse con el Teorema de
Noether, pero tambie´n puede verificarse haciendo la cuenta a mano—. Puede verificarse que estas
constantes de movimiento esta´n en involucio´n. Ma´s au´n, las superficies de nivel del hamiltoniano
H son compactas. Se tiene entonces, por el Teorema 24, que para todas las condiciones iniciales
que no degeneran (h,Mz,M3) —que son, segu´n Arnold, ¡¡la mayor´ıa¿¿— el movimiento del trompo
es perio´dico en las tres coordenadas angulares: las trayectorias en el espacio de fases suceden en
el toro tridimensional dado por (H,Mz,M3) = cte; las correspondientes tres frecuencias se llaman
frecuencias de revolucio´n, precesio´n y nutacio´n.
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