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Abstract
With increasing expressive power, deep neural
networks have significantly improved the state-of-
the-art on image classification datasets, such as
ImageNet. In this paper, we investigate to what
extent the increasing performance of deep neu-
ral networks is impacted by background features?
In particular, we focus on background invariance,
i.e., accuracy unaffected by switching background
features and background influence, i.e., predic-
tive power of background features itself when
foreground is masked. We perform experiments
with 32 different neural networks ranging from
small-size networks (Howard et al., 2019) to large-
scale networks trained with up to one Billion im-
ages (Yalniz et al., 2019). Our investigations re-
veal that increasing expressive power of DNNs
leads to higher influence of background features,
while simultaneously, increases their ability to
make the correct prediction when background fea-
tures are removed or replaced with a randomly
selected texture-based background.
1. Introduction
One key driver behind this success of modern deep neural
networks (DNNs) is their expressive power, which enables
them to learn a rich set of representations required to solve
a target task (Krizhevsky et al., 2012; Bengio et al., 2013;
He et al., 2016). However, this expressive power raises a
number of fundamental questions: how good are the learned
representations? For example, does the learned representa-
tions correspond to semantic features in the image? Is the
representation overfitted to the training data, or is it robust to
the addition of semantically unrelated features in the image?
In this paper, we argue that one fundamental principle for
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representation learning should be that the network should
achieve background invariance (Pinto et al., 2008) i.e., be
able to make a correct prediction when the background
features are switched in an image classification task. Thus,
we aim to understand to what extent current deep neural
networks utilize the background information itself to solve
the task of image classification.
We develop a framework where we examine the influence
of background image features on output prediction using
two approaches: 1) We mask the foreground content of all
test images, thus examine the correlation of output label
with background features, 2) we switch the background of
each image with an artificial background, such as white or
texture-based images. In this setup, we expect the accu-
racy to remain unchanged assuming that the network has
learned representations that are invariant to background
changes. We rigorously test this framework on the Ima-
geNet (Deng et al., 2009) dataset where we evaluate the
performance of 32 different DNNs proposed over the last
couple of years (Canziani et al., 2016).
Our findings are intriguing: we observe that even on a di-
verse dataset like ImageNet, state-of-the-art DNNs ends up
learning correlation with background signal. In fact, even
when we mask the foreground, we find that DNNs can make
a correct prediction for a significant number of images. We
highlight a few such examples in Figure 1, where just with
the background content, a ResNet-18 network is able to
make the correct prediction. We discuss this observation in
more detail in Section 3. Similarly, when we switch image
backgrounds while keeping the foreground unchanged, we
observe a significant reduction in the test accuracy. It fur-
ther supports our hypothesis that current DNNs do really
exploit background correlation to make the correct predic-
tion. Although, with increasing expressive power, the drop
in accuracy after a random background switch keeps de-
creasing.
Since the current training loss functions, such as cross-
entropy loss (Goodfellow et al., 2016), do not explicitly
encourage background invariance, we find that increasing
the expressive power of current networks further enables
them to exploit any existing correlation between the back-
ground features and output prediction (supporting detail
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(a) Output prediction on original images.
(b) Prediction when foreground is whitened.
Figure 1. Predicted label of original and background only images (output confidence in parenthesis) for a ResNet-18 network trained on
ImageNet dataset. It shows that even when the foreground is absent, the network is able to make a correct prediction for a large number
of images. Such correlation with background features can a sign of 1) a network utilizing context from background to make correct
prediction or 2) a network exploiting the inherent bias in the data, thus using background correlation itself to discriminate between classes.
in Section 3). Our results further question the ability of
the deep neural networks to learn fundamental semantics,
necessary to solve the task at hand, in the current training
paradigms. While further increasing the dataset size or di-
versity, thus training on a larger set of background variations,
could be one approach to increase background invariance,
we believe that a more successful approach will be to im-
prove the training loss function to penalize correlation with
the background.
Contributions. We present a rigorous evaluation of 32 dif-
ferent DNNs to demonstrate that output prediction of deep
neural networks is heavily influenced by background fea-
tures. Our first set of results shows that with increasing
expressive power, the tendency of DNNs to exploit back-
ground features to solve the task at hand increases. Next, we
demonstrate a large reduction in the performance of DNNS
when we switch the background features across multiple
datasets and network architectures. However, this gap in
performance decreases with increasing expressive power of
DNNs.
2. Methods and experimental setup
Most computer vision datasets, such as ImageNet, VOC12,
Caltech101 have object categories corresponding to a noun.
This structure enables us to divide each image into two
parts: Foreground, which comprises the correct objects,
and background, which is everything in the image except
the foreground. Note that for datasets based on scenes
(SUN (Xiao et al., 2010)), texture (DTD (Cimpoi et al.,
2014)) such categorization of foreground and background is
not feasible.
Our objective is to analyze the following question: To what
extent current deep neural networks exploit background
features to achieve the targeted classification. We approach
this question from two directions.
Testing background influence by masking foreground.
We first aim to explicitly measure the correlation between
background features and output prediction. We mask the
foreground, i.e., the object corresponding to correct predic-
tion and replace it with a white patch. We choose a white
patch, instead of random noise to have a minimal influence
of the patch on output. We refer to such images as back-
ground images.
Testing background invariance by switching back-
ground. Now we aim to analyze the effect of the absence of
background features. We argue that if the learned represen-
tations are agnostic to the background features, replacing
it with a white image or other novel patterns like texture,
outdoor scenes won’t affect it. Thus in this setup, we expect
networks to achieve accuracy close to unmodified images.
We also focus on relative accuracy, instead of an absolute
number for accuracy, for both of the aforementioned tasks.
We argue that it potentially allows us the analyze the per-
formance on images unaffected by labeling noise in the
foreground and background classification. We discuss this
choice in detail in Appendix A.
Experimental setup. We use 31,801 images from the val-
idation set of ImageNet dataset (data preparation process
described in Appendix B). We evaluate 32 different net-
works1 in our framework. These networks bring in variation
in depth (ResNet-18 to resnet101), variation in architec-
1we use publicly available checkpoints from https://
github.com/rwightman/pytorch-image-models.
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Table 1. Analyzing the correlation between the expressive power of a neural network and its tendency to latch on background information
to make correct prediction. 3and 7 implies whether the background features are itself classified as the true class or not. It shows that with
increasing expressive power, we found a new set of images, where the background features are sufficient to achieve correct classification
for networks with equal or higher expressive power, but not for networks with lower expressive power.
Architecture
Accuracy on
unmodified images (%)
Accuracy with
whitened foreground (%)
ResNet-18 (He et al., 2016) 74.3 0.89 3 7 7 7 7 7 7
MobileNet-v3 (Howard et al., 2019) 76.5 0.93 3 3 7 7 7 7 7
ResNet101 (He et al., 2016) 80.7 1.55 3 3 3 7 7 7 7
Wide-ResNet-50-2 (Zagoruyko & Komodakis, 2016) 81.7 2.28 3 3 3 3 7 7 7
EfficientNet-b1 (Tan & Le, 2019) 83.6 3.78 3 3 3 3 3 7 7
Swsl-ResNext50-32x4d (Yalniz et al., 2019) 84.6 3.75 3 3 3 3 3 3 7
ResNext101-32x48d (Mahajan et al., 2018) 87.4 5.88 3 3 3 3 3 3 3
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Figure 2. Top-1 and top-5 accuracy for background features when
the foreground content is masked. Each dot corresponds to one
neural network. It shows that with increasing expressive power,
current DNNs increasingly exploit correlation of background fea-
tures and correct prediction.
ture (ResNet, DPN, MobileNet, etc) (He et al., 2016; Chen
et al., 2017; Howard et al., 2019)), and effect of training
setup (models trained on ∼ 1 Billion images using the semi-
weakly supervised training (Yalniz et al., 2019; Mahajan
et al., 2018)). We primarily use white and texture-based
images as two alternatives to replace the image background.
We demonstrate a similar trend with other choices such
as background based on Gaussian or uniform noise or any
random color. Similarly, we also show a similar trend as
ImageNet for Caltech101 and VOC12 dataset. We use the
ResNet18 network as the baseline network.
3. Background Influence: DNNs learns
correlation between correct labels and
background features
Now we present the results with foreground masking, where
we mask the foreground and test whether deep neural net-
works have learned correlation with background features.
Figure 2 presents these results where we measure both top-1
and top-5 accuracy of 32 different networks on only back-
ground features. We plot these results in order of their test
accuracy on unmodified ImageNet images and observe that
the influence of background features increases with the ex-
pressive power of DNNs. Such correlation with background
features can a sign of 1) either a network utilizing context
from background to make a correct prediction or 2) or a
network exploiting the inherent bias in the data, thus us-
ing background correlation itself to discriminate between
classes.
We analyze this phenomenon in more detail in Table 1. We
consider seven networks with different expressive power
and report a set of images where they make correction pre-
dictions solely based on background features. It shows that
there is a common set of images where all networks are
able to make a correct prediction with background features.
However, as we increase expressive power, we find a novel
subset of images for which background features are not pre-
dictive for any less expressive networks but able to make
the right prediction for all more expressive networks.
4. Background invariance: Switching
background leads to performance
degradation
Here we discuss the results with the background switch-
ing experiment where we replace the original background
features with white or texture-based images.
Figure 4 presents the top-1 accuracy for all 32 networks eval-
uated in this experiment (top-5 accuracy in Appendix C). If
the networks had learned a set of good representation, the ac-
curacy should not change with a change in the background.
However, our results show a large drop in performance when
we switch background features. However, with increase ex-
pressive power of DNNs, we observe that this gap decreases.
We present a few examples demonstrating this phenomenon
in Figure 3.
When tested with the baseline ResNet-18 network, we ob-
serve a similar drop in performance for Gaussian noise, Uni-
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(a) Using white background (b) Using texture-based background
Figure 3. Mis-classification for ResNet-18 network when we change the background features.
form noise, green, yellow, grey color-based backgrounds.
Similarly, for the VOC12 dataset (Everingham et al., 2015),
test accuracy decreases to 75% and 46% when using white
and texture-based backgrounds, respectively. Original im-
ages achieved 95% test accuracy on the same dataset. For
the Caltech101 dataset (Fei-Fei et al., 2004; 2006), test
accuracy decrease to 85% and 74%, when using white
and texture-based backgrounds, respectively. We report
the mean accuracy over 3 runs. Original images achieved
94% test accuracy on the same dataset.
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Figure 4. Top-1 accuracy on ImageNet test images when the back-
ground is switched to white or texture based background. Each dot
correspond to one neural network.
5. Related work
Our work is closely related to an existing line of re-
search (Zhu et al., 2016; Torralba, 2003; Sun & Jacobs,
2017; Katti et al., 2019; Geirhos et al., 2020), and a con-
current work (Xiao et al., 2020), aiming to understand the
relationship of foreground and background features with net-
work performance. However, our work particularly delves
deeper into understanding this relationship with the increas-
ing expressive power of DNNs. Another related line of
research in biological vision studies the importance of con-
text (Oliva & Torralba, 2007; Hock et al., 1974; Biederman
et al., 1982; Hayes et al., 2007) and other studies the im-
pact of changing backgrounds (DiCarlo et al., 2012; Yamins
et al., 2014; Pinto et al., 2008; George & Hawkins, 2009).
6. Discussion
In this work, we demonstrate a significant impact of back-
ground features on the performance of deep neural networks.
We provide supporting experimental results in two frame-
works: Evaluating performance 1) only on background fea-
tures 2) while removing or switching background features.
With increasing expressive power of DNNs, we observe an
increasing tendency to exploit background features to get
the correct prediction, while simultaneously increasing the
ability to make a correct prediction with foreground features
only. Future works should aim to delve deeper into the cor-
relation with background features while also measuring the
performance with the worst-case background, instead of a
random background.
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A. Setting up a baseline
ImageNet, the dataset we use in this work, does include
some label noise in bounding boxes for background and
foreground classification. For some images, we find that
not all foreground content is labeled as foreground, e.g., not
all ants in an image are labeled as foreground, thus even
after removing foreground, the background image still has
traces of the correct object. In that case, it is expected to
obtain correct classification even with the background image.
Similarly, if a significant part of the foreground image is
dropped due to poor labeling, the network might not be
able to achieve the correct classification with a foreground
image.
To address this challenge, we focus on relative performance
in our framework w.r.t. to a baseline network. We assume
that any error on bounding boxes for foreground objects
will affect the performance of all networks. Thus relative
performance w.r.t. to a baseline network, potentially allows
us the analyze the performance on images unaffected by
labeling noise.
B. Data Preparation
We use the images from the validation set of ImageNet
dataset (50,000 images) following a two-step filtering pro-
cess. First, we remove images with foreground area less
than 5% of the image (for classes like ping-pong ball). With
such images, when we mask the foreground, most networks
still make the correct prediction. Similarly, with only fore-
ground, most networks fail to make a correct prediction.
Next, we remove images where the foreground area is more
than 70% of the image. We aim to understand the impact of
background features where it desirable to have a significant
ratio of background features in the image. Otherwise, if the
image foreground covers the whole image, it is unlikely that
background switching will cause misclassification.
Following this filtering process, we arrive at 31,801 images
which we use throughout our experiments in this paper.
C. Additional results for background
switching experiment
Figure 5 presents the top-5 accuracy for all 32 networks eval-
uated in this paper. Similar to the top-1 accuracy, our results
show a large drop in performance when we switch back-
ground features. However, with the increasing expressive
power of networks, this drop in performance decreases.
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Figure 5. Top-5 accuracy on ImageNet test images when the back-
ground is switches to white or texture based background. Each dot
correspond to one neural network.
