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Abstract
An Investigation Into Machine Learning Solutions Involving Time Series
Across Different Problem Domains
Owen Corrigan
In this thesis we will examine architectures and models for machine learning in
three problem domains each of which are based around the use of time series
data in time series applications. We set out to examine whether the architecture
andmodel solutions in different problem domains will converge when optimised
towards a similar solution or not.
Stated clearly, our central research question is “That problem-solving in diverse
problem domains using Machine Learning applied to time series data requires
diverse models in order to achieve the best performance” .
To investigate this research hypothesis we use a case study methodology. We
will investigate three separate and diverse problem domains, and compare their
results and best solutions.
The first problem domain is in the field of educational analytics, the second is in
the field of agri-analytics and the third is in the field of environmental science.
x
Chapter 1
Problem Statement
SupervisedMachineLearning is the studyof automating the creationof computer
programs by developing a program which in turn learns how to process new in-
formation by learning from past examples. This is a broad goal, and there is an
incredibly large array of problem domains that this can be applied to.
Of particular importance and interest to the work in this thesis are those prob-
lemswhich canbe solvedusing SupervisedMachine Learning andwhich arebased
on the use of time series data. In a typical Machine Learning architecture each
data point is considered to be independent of all the other data points. How-
ever, this is an invalid assumption when dealing with time series data, as each
data point has a temporal dependence on points which came before it, and even
after it.
Previously, the state of the art in each individual problem domain was achieved
using a similarly broad array of techniques. However, in recent years we have
seen the solutions to the vast majority of problem domains have converged to
using a Deep Neural Network (DNN). For an example of some of these domains,
see Section 1.2. Not only has this DNN replaced the models which were previ-
ously used, but has even automatedmuch ofwhat is easily themost cumbersome
task in supervised Machine Learning, that of feature engineering.
Feature engineering is an important process in Machine Learning and involves
converting rawdata into representationswhich aremore conducive to getting an
algorithm to correctly predict an output. For example, if our goal was to predict
whether a given image was of a house or not, we might develop features which
can estimate the number ofwindows, detect if a door is present, if a roof is visible
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or not, and so on. We could then train the Machine Learning pipeline directly on
these features. This is likely to give better results than training a classifier on the
raw pixels of the image directly. The feature engineering process can be time-
consuming and requires expert knowledge, and so automating this process is a
major advantage of the deep learning approach.
One might wonder whether the trend of the best approach to solving problems
trending towards a small set of deep learning solutions will continue. To support
this view, NeuralNetworks havebegun toemerge as the “winners” inmanybench-
mark taskswhich lie outside the field of SupervisedMachine Learningwhere they
originated, such as Reinforcement Learning (Alpha go) and Unsupervised Learn-
ing.
In this thesis, we argue that the opposite is true, that after a period of conver-
gence, the best-performing models for solving problems are actually starting to
diverge into different solutions for each problem domain. In particular, a diverse
variety of Neural Network models have emerged, and we argue that this will con-
tinue. Some of these models will be discussed in Section 1.5. In addition to this,
we argue that those methods not based on non-deep learning still have niche
problems for which they offer the best solutions, given certain constraints. In
particular, this is the case in Chapter 4 which looks at problems in the field of
agri-analytics.
Stated clearly, our hypothesis is this: “That problem-solving in diverse problem
domains using Machine Learning applied to time series data requires diverse
models in order to achieve the best performance”. In essence, we are arguing
that the choice of model is important, and where neural networks are used the
network design is important. As much as possible we should use prior informa-
tion about the model to influence the design of the model (LeCun et al., 1989).
This thesis will verify this in the context of three novel case studies. In each of
these we have tried a variety of solutions, outlined later in Section 1.7 and de-
scribed more fully in the rest of the thesis.
We have found that the best performing solutions for each of these case stud-
ies require different Machine learning approaches, and that the best solutions
vary depending on the properties of the problem domain. This has allowed us to
build up an intuition of which models to use in various situations, which we have
included in our thesis Conclusions chapter, which is Chapter 6.
In each of these case studies we have identified several contributions to the state
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of the art of their domain. These are stated in Section 3.10, 4.6 and 5.6 sum-
marised in Section 6.1.
We argue that new and emerging problem domains in future will continue to re-
quire novel models and that through this, human supervision and guidance will
remain important. In other words, the goal of a truly human-independent, plug-
and-play stylemodel forMachine learning is intractable, and that human intuition
will remain essential, albeit at a higher level than before the advent of automated
feature extraction through deep learning.
In this hypothesis, we have used of the word “diverse” in two different contexts,
andwewill give further consideration to thesemeanings. The first is the diversity
of problem domains. We will examine a number of example problem domains in
Section 1.2. A problem domain can be categorised along many axes. Here we
have identified 4 of the main ones, including.
• Target Variable. Whether the target variable is continuous (e.g in the case
of regression) or class labels (classification).
• Importance of Precision vs. Recall. In some problems there are high costs
associated with missing a positive case, for example in the detection of dis-
eases. In other problems there are high costs associated with incorrectly
identifying a false positive, for example finger print matching. Depending
on the whether high recall or high precision is important, the user of the
classification may choose a different algorithm.
• Real Time vs. Analysis. Whether inference must be done in real time, or
is there sufficient time between predictions to allow more processing of
complex features.
• Deployment. What hardware will the resulting algorithm be deployed on.
Is it possible for the parameters to be updated on this hardware. Will this
be real-time?
The second use of diversity has to do with diverse solutions.
• Algorithm Choice. Which class of algorithm is used. For example random
forests, neural networks, linear models or support vector machines.
• Inductive bias. What set of assumptions about the data is taken by the algo-
rithm.
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• Hyper parameters. What hyper parameters are used in the
• Architecture of Neurons (in the case of Neural Networks). What is the com-
position of neural networks. For example, are convolutions used? Recur-
rent Layers? Attention mechanisms? (See Section 1.3.4).
We argue that the solutions to problem domains which have similar characteris-
tics will potentially also share characteristics. Conversely, the solutions to prob-
lem domains which have different characteristics will also have different charac-
teristics.
This hypothesis can be compared to the famous ”No Free Lunch” theorem. Ac-
cording to this theorem, Wolpert and Macready (1997) state that any algorithm
which has a better performance over one class of algorithmswill be offset by per-
formance over another set of problems. Hence there is no universal ‘best classi-
fier’ algorithm, and that goodperformanceof a classifier is restricted to a number
of domains. This hypothesis sets out to validate this theorem across a number of
problem domains, and to establish that the chosen problem domains might be
defined as ‘a set of problems’ under the above definition.
We will begin our discussion with some background into Machine Learning.
1.1 Machine Learning Background
Wewill now give a broad overview of the field of Machine Learning, with a partic-
ular focus on the topics that are related to the hypothesis question posed above.
As a full overview of this topic is not within the scope of this thesis, the reader is
advised to take a look at any one of the following books, each of which contains
a broad coverage survey of Machine Learning throughout the years (Friedman
et al., 2001; Bishop, 2006; Kelleher et al., 2015; Goodfellow et al., 2016).
As was mentioned previously, Supervised Machine Learning is the study of au-
tomating the creation of computer programs, by developing a program which in
turn learns the desired result or outcome from a set of examples. In order to
understand what this means, we will first examine the process of creating a com-
puter program without using such learning techniques. Many tasks in the real
world can be solved using explicit rules which have been programmed in, for ex-
ample a calculator program. However there are still many other tasks which are
difficult or impossible to do with this stepwise approach, particularly those for
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which it is difficult to create clear rules or where rules are vaguely specified. For
example, think of the difficulty of writing a program to tell what number a hand-
written digit is as can be seen in the MNIST dataset LeCun et al. (1995). We could
develop some rules for this based on the number of pixels switched on, or we
could search for edges and curves corresponding to the different shapes of the
digits. However this would be both difficult and time consuming. Furthermore,
we could not guarantee that such a program consisting of rules for different dig-
its would run correctly for new inputs, for example it might confuse the digits “5”
and “6”. Instead, we can come up with a large dataset of examples of hand writ-
ten numbers, and then design a program to discover these rules for determining
which digit is handwritten, automatically.
It has only been possible to do this in recent years with the advent of the follow-
ing:
• More powerful computer processing capability;
• Advances in algorithm development;
• Larger data sets which can be used for training models.
There are many different ways that these learnable parameters can be deter-
mined. The large choice of configurations available makes choosing the optimal
combination a difficult task, and we will explore this in a lot of the detail in this
thesis.
There is also a wide variety of problems that we can solve with these methods,
which we will discuss later in Section 1.2. For the moment, we will discuss the
evaluation of such applications. The most common way of evaluating what is the
state-of-the-art for a given task is to release or use a public data set of examples
to learn from. Often, there will be competitions or a public benchmarking to see
who and which technique can get the best results on an unseen data set, using
this released training set. Well known examples of this include MNIST (LeCun
et al., 1998) for handwrittendigits, ImageNet (Denget al., 2009) for image classifi-
cation, COCO (Lin et al., 2014) for object segmentation, and AudioSet (Gemmeke
et al., 2017) for audio classification. This approach is considered to be the gold
standard for assessing progress in a particular task based on Machine Learning.
The technique of having separate data sets on which to test (called the test set)
and to train on (called the training set) mentioned above, is called cross-validation.
This is important because we want to develop a program which will not just be
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able to performwell on examples used in the specific data set, but onewhich will
generalise well to any potential examples which are shown to it. Often we will a
keep a third data set for evaluating hyper-parameters (called the validation set).
An algorithm which learns rules which work well on a testing data set, but will
not perform well on unseen examples is said to be Over Fitting to the data. over-
fitting can creep into a system in subtle ways, and much of the individual chap-
ters in this thesis are discussions of how we implemented our cross-validations
schemes to avoid this.
Hyper parameters are parameters which affect the the learning process, but un-
like learnable parameters, do not adapt to any particular set of data. For exam-
ple, one commonly used hyper parameter is the learning rate. A high learning
rate will result in a faster convergence towards an optimal configuration, how-
ever the trade-off is that there is a greater risk of not finding an optimal training
error. Hyper parameter tuning is currently an area that requiresmuch experimen-
tation and intuition in order to set correctly, and there is a lot of work currently
on automating the discovery of the best values for hyper parameters.
So far we have discussed the thesis question of different types of Machine Learn-
ingmodels, withoutmuchdiscussion about themodels themselves. In Section1.3
wewill discuss a number of models in greater detail. We will now discuss in more
detail several notable applications of Machine Learning in order to understand
why their best solutions might require different models.
1.2 Applications of Supervised Machine Learning
As we can see from the definition of supervised Machine Learning earlier, it is
tool with a broad range of applications. The question that this thesis poses is
to examine the relationship between problems in different fields and their best
performing solutions. For context, here we present an overview of a selection of
applications of Machine Learning. We have selected these for their historical im-
portance, but also to emphasise the broad nature of the problems that Machine
Learning can be applied to.
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1.2.1 Email Spam Detection
One of the earliest success stories with Machine Learning is the application to
finding spam emails. In the early days of email, unsolicited emails were a staple
of owning an email address. However, by using Supervised Machine Learning to
detect emails with certain characteristics and signatures, spam emails could be
filtered out with a high degree of confidence. The process of detecting spam
emails first involves extracting features from their text. Some of these methods
include
• Extracting Term Frequency-Inverse Document Frequency vectors. The in-
sight here is that any text document can be defined by its most important
words. Words that are common in the document, and uncommon in all
other documents in a collection of texts are likely to be good words for
defining the content in the document in question.
• Frequencies of bi-grams and n-grams. This is a simple count of how often
certain letter pairs (bi-grams) or longer sequences (n-grams) of letters ap-
pear together.
A training set for the task of automatic span detection can be found in the Spam
Base dataset (Hopkins et al., 1999; Lichman, 2013). Features were extracted are
then used as inputs to a model such as a Naive Bayes classifier, which then re-
turned an estimate of how likely a given email was to be spam. This process is
typical of a Machine Learning pipeline involving text.
However, recently, Machine Learning algorithms using a Recurrent Neural Net-
work (RNN) (see later in Section 1.5) have become the state of the art in spam
email detection. RNNs also have the advantage that it they require less feature
engineering than older natural language processing pipelines. For example, they
can be trained character by character orword byword, without extracting counts
of words.
1.2.2 Optical Character Recognition
Another early application of Machine Learning is in the task of Optical Character
Recognition, automatically recognising text from scanned images of documents.
This had a very obvious initial practical application for the automated sorting of
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post or mail, where the front of printed letter envelopes could be read and digi-
tised to improve sorting of envelopes. The goal of this task is to be shown an
image of some text (in the case of the post office application, an address) and to
convert it to machine readable text. As we mentioned earlier, a famous dataset
for this task is the MNIST dataset. In this task, we take an image and attempt to
read the characters in it. This is a constrained version of the image classification
task, as the images will belong to a much smaller subset of images.
The state of the art solution to this problem used to be using a rather manual
programming process of finding edges on individual letters and characterising
letters based on shapes and edges. Now that has changed completely and Ma-
chine Learning based approaches far out-perform rule-based. This was one of
the first problems that neural networks were shown to have state-of-the-art per-
formance in.
1.2.3 Image classification
In this task, an image is known to belong to one of several pre-defined classes
usually based on image content, so example classes would be those images that
contain cats, or dogs, or cars, or whatever else. Our goal is to determine which
class or classes, an input image belongs to. We train our model with hundreds or
thousands of examples of each class, both positive and negative examples. The
output of our model is a vector with a probability of the given image being a
member of each class. As this is quite a complex task, we must train our models
with a huge corpus of images, for example those provided by ImageNet (Deng
et al., 2009).
Again, the state of the art in this task until a few years ago used to involve im-
age pre-processing and a certain level ofmanually-programmedextraction of low
level features like colours and shapes and lines, followedby a classifier, commonly
a Support Vector Machine (SVM) being used to tie it all together. However, Neu-
ral Networks have now been firmly established as leaders in this task and in the
ImageNet task, we can get error rates down to 3% or even lower.
More recent developments in Machine Learning have seen an emergence of new
neural networks models. Some recent successful techniques include include in-
ception modules (Szegedy et al., 2015), residual blocks (He et al., 2016) and sepa-
rable convolutions (Chollet, 2016). These developments have shown that to get
state-of-the-art results in tasks, some engineering of the neural network architec-
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ture is necessary.
1.2.4 Medical Diagnostics
This application area covers a broad range of problems, where the goal is to di-
agnose a patient with some illness or condition, given some evidence. For exam-
ple, given an MMR scan of a patient who is suspected to have cancer, we could
diagnose themalignancy of the cancer. Doctors must do this manually now, how-
ever this is an expensive service and so is a natural area for supervised Machine
Learning where there are lots of example data sets on which Machine Learning
approaches can be trained. For a broad overview of this topic, see Litjens et al.
(2017).
In Vansteenkiste (2017) they use a three dimensional Convolutional Neural Net-
work to analyse the voxels of a cancer cell. This problem is similar to the image
classification example mentioned earlier, except it takes into account multiple in-
puts depending on the problem, and the output is often a measurement of how
serious a disease is present rather than a yes-no decision on whether an image
belongs to a class or not.
A non-technical difference between these two topics is that the cost of a single
wrong mis-classification can be extremely high, and so even a small increase in
accuracy can be meaningful.
1.2.5 Image captioning
In this problemareawe are given an image, and our goal is to output a description
of the image as a plain English sentence (s), not just as a set of words or tags. We
mention this problem, as it is an interesting combination of the text and image
classification problems that we have seen above. The COCO dataset (Lin et al.,
2014) mentioned above can be used to benchmark progress in this task. One
issue with this task is that there can be many correct answers or captions/sen-
tences describing what is in a photograph or video clip, and so it can be difficult
to evaluate whether a generated solution is correct or not.
The COCO dataset above evaluates solutions using the BLEU metric, which is a
measure of the distance between a correct sentence and sentence output by an
algorithm (Papineni et al., 2002). The current state-of-the-art solution in this prob-
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lem is to use a combination of RNNs and CNNs (Mao et al., 2014).
1.2.6 Machine Translation
The goal ofMachine Translation is to take an input sentence fromone natural lan-
guage and to output it into another natural language, like from English to French,
for example. Todo this,Machine Learningmodels are trainedona corpusof trans-
lated sentences, such as that available in the Europarl data set (Koehn, 2005).
The first attempts at Machine Translation involved linguists creating rule based
systems. Starting in the 1980’s, statistical attempts outperformed these linguis-
tic approaches, leading to the famous quote “every time I fire a linguist, my ac-
curacy goes up” attributed to Frederick Jelinek. Many of these statistical tech-
niques were based on Hidden Markov Models (HMM’s), for example see Vogel
et al. (1996). Recently, sequence-to-sequencemodels based on a combination of
RNNs and Encodings have out-performed even these HMM based models (Cho
et al., 2014).
The development of the field of Machine Translation follows closely to our con-
ceptual model. First, statistical models outperformed human attempts to create
rule based systems. Thesemodels themselves were then out-performed by deep
learning models with models adapted for the specific problem domain.
1.2.7 Applications of Machine Learning — Summary
We have included several examples of applications of Machine Learning in the
sub-sections above. We have seen how up until recently many of the solutions
to these problems are vastly different in approach, how recently deep learning
approaches have unified many of the approaches, and finally how divergent so-
lutions have begun to emerge once again. This narrative appears to back up our
research question. However, this is simply a post-hoc analysis, and it would be
a mistake simply take this at face value without asking for new evidence, partic-
ularly given the nature of the topic. In this thesis we provide further evidence
for this hypothesis by examining three new case studies, and examine whether
their solutions diverge from each other or are similar. These projects have been
chosen in order to be as diverse from each other as possible, although each has a
time-series element to the data used. In the following chapters we will examine
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the resulting Machine Learning models which gave the best results and examine
the relationship between them.
This section has examined several applications of Machine Learning, and given
us more context into what problem domains it can be applied to. Now that we
have discussed the basics of Machine Learning and some applications, we can
now begin to discuss some factors that go into the design of a Machine Learning
pipeline.
1.3 An Overview of Machine Learning Models
The goal of Machine Learning can largely be viewed as inferring a function given
some examples of inputs and outputs. All models in Machine Learning are an at-
tempt to learn this function, under different constraints. As this thesis is about
the relationship between problem domains in Machine Learning and the result-
ing models, it is necessary to discuss some of these models. We will restrict our-
selves here to a short informal discussion of their properties. We will also limit
our discussion to the models which were relevant to the work done in this thesis.
1.3.1 Linear models
Linear models are the simplest and oldest of all the models in Machine Learning.
Estimation using a linearmodelworks by simplymultiplying each input feature by
a weight and summing the results together. During training, these weights can
be found by iteratively applying the gradient descent algorithm to try different
weights until a sufficiently small error is found. Gradient descent requires an ob-
jective function tominimise, themost commonofwhich is the is the least squares
objective, which minimises the difference between the square of the estimated
value and the true value. This strongly penalises estimations which are wrong by
a large amount. It is illustrated in Figure 1.1.
Linear models can over-fit, especially when we do not have enough data or when
we have a lot of correlated features. In order to combat this we can add a term
to the objective function to penalise largeweights. Some options for this penalty
term include the sum of all the weights (such as Lasso Regression by Tibshirani,
1996), the sumof all theweights squared (Ridge regressionbyHoerl andKennard,
1970) or some combination of the two (Elasticnet Regression by Zou and Hastie,
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2005).
One interesting aspect of linear models is that if we assume that the noise is dis-
tributed according to a normal curve, we can prove that a linear model with a
least squares objective function is the optimal classifier. However, we found in
the applications that we study in this theses that the noise is far from distributed
normally.
Linear models tend to perform well on problems where the data is made up of a
small number of features, where the features are not correlated with each other,
and are each correlated with the target variable. As the model is quick to train,
we often use this as a first pass or as a baselinemodel, against which we evaluate
other, more complex models.
So far we have discussed linear models in the context of regression, where the
target variable is a number. Suchmodels are useful for problems where we want
to predict a number, for example in Chapter 5 we want to predict howmany par-
ticles of pollution are in the air. The other type of target variable is a categorical
variable, where the target is a 0 or a 1. For example, in Chapter 4 our output is
categorical, either the calf is suckling from its mother, or it is not. Our ideal out-
put in this case is a variable whose value is a probability which is close to 0 if the
outcome is unlikely, and close to 1 if the outcome is likely. We can adapt a linear
model to handle this case by putting the output of the function into a a sigmoid
function, which converts large negative values to be close to 0, large positive val-
ues to be close to 1, and values which are close to zero to be close to 0.5. This
function is defined as follows
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S(x) = 11 + e−x
The resulting algorithm is called a logistic regression (even though it is not really
a regression, but a classification). We can extend this tomultiple categories by us-
ing a softmax function which is an extension of the sigmoid to multiple variables.
When making a prediction, we choose the class with the highest probability.
1.3.2 Support Vector Machines
In contrast to Linear Models, where it makes most sense to talk about them in
the context of regression, Support Vector Machines (Cortes and Vapnik, 1995)
make most sense to talk about in the context of Classification. Support Vector
Machines work by creating a line or boundary to divide the feature space into
positive examples and negative examples. It chooses this line by maximising the
“margin” between the two spaces. What this means is that examples which are
correctly classified do not count towards the penalty function, however those
that do are penalised by the distance to the line. This is illustrated in Figure 1.2.
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The dividing line is linear in this example, however we can adapt this to be a
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non-linear function. Because of the way the objective function for an SVM is for-
mulated (using the kernal trick) this can still be learned quickly if we choose a
non-linear function with certain properties (preserves the dot product). Exam-
ples of these non-linear functions include linear functions, radial functions and
Gaussian functions. This is as opposed to a linear model, where to expand it into
a non-linear model would involve expanding the entire set of features using one
of these functions. Just as Linear Models can be adapted to classification tasks,
Support Vector Machines can be adapted to regression tasks.
We find that Support Vector Machines can give good results, and were often
state-of-the-art at many of the tasks discussed in Section 1.2 before they were
overtaken by the performance of deep learning methods. However, they do not
scale well to very large data sets, and can take a prohibitively long time to train,
particularly when using certain choices of kernel.
1.3.3 Trees and Forests
Treemodels work by directly creating rules, similar to a tree of if-else statements.
It does this by examining each of the variables, choosing the one which has the
highest entropy relative to the target variable, and splitting the data set into two
groups based on this. It continues to split these groups into smaller and smaller
units until each example has been classified correctly, or until a maximum depth
has been reached. This maximumdepth is set as a hyper-parameter of themodel.
The resulting model is a tree of if-else statements which when followed down to
a leaf node, will tell which class the input data should belong to.
One downside of tree models is that they do not rely on simple linear algebra
operations, unlike the previous two models, and so they cannot speed up using
optimised linear algebra libraries. Another downside is that they have a tendency
to over-fit to their training data, due to the large number of effective parameters.
Finally, they are very unstable, where small changes in the dataset can have a
large change in the resulting tree that is created. This is also known as having a
high variance. However ifmany trees are aggregated into a forestmodel they can
perform very well.
By combining tree models with bootstrap aggregation we obtain what is called a
forestmodel, which can give good results and is robust to noise. What thismeans
is that we train hundreds of individual decision trees, each tree then “votes” on
which class theexample shouldbelong to. Wewill argue inChapter 4 that random
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forests can out-perform deep neural networks under certain conditions.
1.3.4 Neural Networks
Neural networks are models composed of layers of Linear Models. They are in-
spired by, and loosely resemble, the connections between neurons of the hu-
man brain. Despite their recent resurgence, they are among the oldest proposed
methods of Machine Learning. In each layer, we train a Linear Model where the
inputs to the model come from the previous layer, and the outputs will be fed
to the next layer. The layers which are between the input layer and the output
layer are referred to as hidden layers. In between each layer is a non-linear activa-
tion function, which increases the flexibility of the functions that can be learned.
An example of such a non-linear activation function is the sigmoid function, dis-
cussed above. When training a neural network, errors are propagated through
the network using the back propagation algorithm.
Neural networks are interesting because they represent a model which can learn
a non-linear function in a reasonable amount of time. The complexity of the func-
tion learned is restrained only by the capability of the architecture. Hence by
adding more layers, we can approximate an arbitrarily complex function.
1.3.5 Summary of Machine Learning Models
Despite the growth of deepmodels, non-deep-learningmethods still remain rele-
vant aswewill discuss in Chapter 6. In fact, we find that under certain constraints,
randomforests out-performdeep learningmethods (SeeChapter 4). Wewill next
discuss deep learning methods in more detail, and give some intuition as to why
they have been so successful in comparison to other forms of Machine Learning.
1.4 An Overview of Deep Learning
Deep learning is an approach to Machine Learning which involves using neural
networks with many layers as the architecture of the resulting classifier. As neu-
ral networks are very configurable in comparison to other models, and we can
adapt them in different ways to the task they are trying to perform. Recently,
deep learning approaches have dominated benchmarks across a wide variety of
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problem domains. There are a number of factors which explain why deep neural
networks have had such an improvement in performance.
• Neural network models can be trained quickly using the hardware capabili-
ties of Graphics Processing Units (GPU’s). The optimization techniques that
deep learningmodels use to train can be implemented using the linear alge-
bra primitives that are implemented directly in hardware on GPU’s. GPU’s
are devices designed for graphics-intensive applications like computer gam-
ing but have recently been used specifically to implement these instruc-
tions, which means they can parallelise their operations many times faster
than a general purpose CPU can. This can speed up training times by a fac-
tor of up to 50 times, which in turn has allowed experimentationwith larger
models and larger data sets.
• Models developed using deep learning are trained end-to-end. Previously
it was thought it would only be computationally feasible to train models
layer by layer, individually. Using back propagation, it is possible to update
the weights for any or all layers of the neural network in one pass.
• Careful random initialisation of weights. It is very important that the
weights are initialised to be a random orthogonal matrix, as otherwise the
weights may lead the training algorithm to get stuck in local minima (Saxe
et al., 2013).
In the following two sectionswewill examine inmore detail, the choices available
to configure neural networks. Wewill see that the there is a large amount ofways
that neural networks can be configured into differentmodels. We argue that the
choice makes our hypothesis, that models will diverge to be different depending
on the problem domain, stronger.
1.5 Neural Network models
As we have hinted in the previous section, Neural Networks are an incredibly ver-
satilemodel forMachine Learning. Since they are layered, it easy tobuild complex
models out of them by combining their layers in novel ways. It is also easy to plug
in novel hidden layers and activation functions, many of which we will discuss in
Section 1.6. For example, by limiting the connections between layers to be those
which are in a receptive field of the previous layer, we come up with a network
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which can handle image classification accurately. This called a Convolutional Neu-
ral Network (CNN) and is illustrated in Figure 1.3.
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Another example of the flexibility of neural network models is that by allowing
the output of one layer to be fed back into itself, we invent an architecture which
excels at handling sequences of data, called a recurrent neural network (RNN).
This is illustrated in Figure 1.4.
There are many such models that can be devised as a result of the flexibility in
neural network architecture design, andeachwill havedifferent propertieswhich
make them suitable for different kinds of problems in different domains. Wewill
now examine these two configurations of Deep Learning models, respectively.
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Again, we will restrict ourselves to a short, informal discussion of the topics and
refer the reader to the text books mentioned in Section 1.1 to learn more.
1.5.1 Convolutional Neural Network (CNN)
Convolutional Neural Networks (CNNs) are networks designed to preserve spatial
features in images. In theory a neural network could be designedwhich connects
each input pixel to every neuron in the next layer. In practice this would lead to a
large number of connections, whichwould lead to long training times. Thiswould
also effectively reduce how deep we could make such a network.
One obvious feature of images that we can take advantage of are their spatial
coherence. In an image, pixels near each other will be similar, generally, and dif-
ferent images of similar objects like the cats, dog and cars mentioned earlier, will
often contain similar arrangements of pixels. To take advantage of this, we only
connect pixels to a receptor field in the layer in front of them. This drastically
reduces the number of connections and weights to be trained.
What we end up with in this way is a model which learns low-level features at
earlier layers (for example identifying lines and edges), while at the later levels
recognising higher level concepts (noses, eyes and faces) and then at the final
layer(s) recognising objects like cats, dogs and cars.
CNNs are a biologically-inspired network configuration, where the idea of recep-
tor fields comes from the study of the brain. Experimentation has shown that cat
brains have receptors which pick up lines in certain directions, similar to how the
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earlier layers of a CNN respond to inputs (Hubel and Wiesel, 1963).
1.5.2 Recurrent Neural Network (RNN)
Just as CNNs take advantage of spatial coherence within images, Recurrent Neu-
ral Networks take advantage of temporal coherence in their training data. The
trick with using an RNN is to feed the output of a neural network back into it-
self. This allows it to build up a sense of state. For example, we can envisage a
situation where we are translating a sentence. Certain word orders are different
between English and French, for example nouns and adjectives. In French “The
United Nations” becomes “Les Nations Unies” Because of this, when learning to
translate sentences we must remember the context of the current word, as well
as it’s direct translation. Because an RNN can keep track of states, it will repo-
sition the word in the output sequence as well as translating it. This is not just
a useful property for machine translation from natural language to natural lan-
guage, but also for speech synthesis, speech transcribing, a wide variety of text
tasks, and stock price prediction.
1.5.3 Neural Network Models Summary
We can see that the building blocks of neural networks are simple perceptrons
which can be stacked and combined together in many ways, to create a large as-
sortment of differentmodels. Each of thesemodels gives a differentmodel with
different properties suitable for different problem domains. As an example of
the flexibility of these models, we train a combined CNN and demographic fea-
tures into a single deep model in Chapter 5. In the context of our hypothesis,
we argue that each problem domain in which we attempt to solve problems with
deep learning approaches will require a different model, and that there is no one
single “Deep Neural Network” which will perform well for all problem domains.
1.6 Hidden Layers in Deep Neural Networks
In the previous section we discussed some of the ways that neural networks can
be connected and configured. Another way neural networks can be customised
is by composing them with “special” hidden layers. These units can change the
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properties of the whole network, including by reducing their potential to over-
fit (dropout layers), making them less sensitive to location shifts (pooling layers)
and making models more amenable to be implemented on an embedded device
(binarising layers). The combination of ways we can combine hidden layers with
models amounts to a large amount of possible configurations. We will now ex-
amine some of these special hidden layers in more detail.
1.6.1 Dropout Layers
Dropout is technique used to reduce over-fitting in deep neural networks. It sets
the weights of a certain number of randomly chosen neurons in a layer to zero,
whichmeans they will have no contribution to the output target (Srivastava et al.,
2014). The ratio of layers is chosen as a hyper-parameter and typical values range
between 5-15%. In this way, the network is encouraged to contain redundant
features, which reduces the ability of the network to fit to noise. This is useful as
larger neural networks have a lower chance of getting stuck in a local minimum,
but aremore likely toover-fit due to the largenumberof trainableparameters. By
using dropout layers we get the benefits large networks, without the over-fitting.
1.6.2 Pooling Layers
Pooling layers are most commonly associated with CNN’s. A pooling layer lowers
the dimension of a layer by taking a moving window grid over a layer and com-
bining this into a single number using an operation such as average, max or min.
The operation used gives us the name of the pooling layer, for example a max
operation will be called a max pooling layer (See Figure 1.5).
The result of this is to lower the total number of trainable parameters in a neural
network, and hence speed up training and also lower the potential of a CNN to
over-fit on an image. Another effect of this layer is that the model will be more
invariant to vertical and horizontal shifts. A pooling layer can be thought of as a
blurring operation on the middle layers of a CNN.
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f+QKKQMbf2f2NfJtnTQQHBM;XTM;
1.6.3 Binarising Layers.
Similar to a dropout, these layers are inserted in-between hidden layers and they
change the value of neurons. However, instead of setting the layer to zero, they
convert it to binary weight— either a 0 or a 1 (Hubara et al., 2016). The resulting
network can then be expressed simply in terms of gated operations such as AND,
NOT and XOR. The performance of a classifer built using this architecture will be
reduceddue to the reducedflexibility of themodel. However the resultingneural
network can be implemented easily on an embedded device, where power and
memory constraints could prevent a full neural network from being possible.
1.6.4 Sigmoid Function Activation
A sigmoid operation constricts the output of a neuron to be between 0 and 1, and
was discussed in Section 1.3.1. It is the conventional activation function of a neu-
ral network and it used to be usedbetween every layer of a network. However, by
using this activation function in themiddle layers, the weights of neurons can fre-
quently be set to 0 permanently. Once this happens, they will not contribute the
the final classification. This is known as the vanishing gradient problem. Hence
the sigmoid function is typically not used in themiddle layers of a neural network,
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but used in thefinal layer in a single class classificationproblem, or itsmultivariate
equivalent (the softmax function) for multi-class classification.
1.6.5 Rectified Linear Units
The Rectified Linear Unit (ReLu) is an activation function which addresses the im-
ploding and exploding gradient problem. If the output of the hidden layer is pos-
itive, it remains the same, however if it negative it is set to zero. This function is
illustrated in Figure 1.6.
6B;m`2 RXe, AHHmbi`iBQM Q7 _2GmX AK;2 /QrMHQ/2/ 7`QK ?iiTb,ffBXbi+FXBK;m`X+QKf3*:HJXTM;
This keeps the output of the activation function large enough so as to not tend
towards 0, while still maintaining the non-linearity required to allow the neural
network to learn non-linear functions.
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1.6.6 Scaled Exponential Linear Units
The Scaled Exponential Linear Unit (SeLu) is an activation functionwhich has been
shown to self-normalise a neural network (Klambauer et al., 2017). The function
has the following formula
selu(x) = λ
⎧⎨⎩x if x > 0αex − α if x ≤ 0
This function is plotted in Figure 1.7.
6B;m`2 RXd, AHHmbi`iBQM Q7 a2GmX AK;2 /QrMHQ/2/ 7`QK ?iiTb,ff+/M@BK;2b@RXK2/BmKX+QKfKtf
3yyfR Ky23Hwlnw`F?91a7ZFukSrXTM;
The use of this activation function is to improve the performance of simple Feed
Forward Networks.
1.6.7 Hidden Layers Summary
Here we have examined just some of the known ways of configuring hidden lay-
ers in a neural network. In Section 1.5 we examined some of the ways neural net-
works can be configured into different models. By combining these two aspects
of deep neural networks, we create an even larger space of potential neural net-
work configurations. The large space of configurations which can be chosen is
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evidence that there is enough room for certain problem domains to favour some
solutions and other problem domains to favour others. It remains to be seen
whether this is actually the case, and we will investigate this hypothesis by exam-
ining solutions to three diverse problem domains. We will now summarise these
problems which we expand on in more detail in later chapters.
1.7 Case Studies
In Section 1we defined our hypothesis as “That problem-solving in diverse prob-
lemdomains usingMachine Learning applied to time series data requires diverse
models in order to achieve the best performance”. The alternative to this hy-
pothesis is that there is a single model and architecture which is suitable for all
problem domains. We have in the previous sections discussed some aspects of
Machine Learning which have fleshed this question out in more detail. Our aim
is to evaluate three case studies of practical importance in different problem do-
mains, and evaluate the resulting models which deliver best performance. We
will now briefly introduce each of these case studies. More detail can be found
for each case study in their respective chapters.
The first case study is an application to predict what grade a student will receive
in an undergraduate University course, and to build a system to intervene for stu-
dents who are at risk of failing (see Chapter 3). The data in this case study are
clickthrough logs from students fromaVirtual Learning Environment (VLE). Every
interaction a student makes is recorded with a timestamp and an ID referring to
which resource was used. We extract features for each student and match these
features with the results that the students received at the end of the semester.
This gave us a large dataset from which we could model which students would
be successful and which would not be. One requirement of this case study was
that it was important to make accurate predictions as early as possible for stu-
dents, as otherwise we could not intervene effectively. For example, an email
intervention in the first week of the semester would give the student more time
to change their behaviour than an email in the days before an exam.
The secondcase study is an application todetectwhether a calf is suckling from its
mother cow or not (see Chapter 4) using the movement data captured by move-
ment sensors attached to the calves’ neck. The application of this model is to
assist farmers to wean calves off their mothers’ milk so the cow can go back to
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commercial milk production as soon as possible. Calves wore accelerometer and
gyroscope sensors around their neck, and we are given sensor readings of the
movement of the head of the calf. Similar to the previous case study, time is im-
portant as the soonerwe candetectwhether the calf is suckling or not, the earlier
an intervention can take place. One requirement of this case study was that the
algorithms, once trained, had to be able to run in real time.
The third case study is an application to estimate air pollution levels from images
taken on lifelogging cameras worn around the necks of participants (see Chapter
5). In this case study we attempt to correlate image data collected from a wear-
able camera worn by a life logger with local air pollution levels collected from a
portable PM2.5 sensor. We are also provided with demographic data about the
subjects, and we wish to include this in the model. Potential applications of this
project include a smartphone application to inform users of potential risks of pol-
lution. Time is an important aspect of this problem because the measurements
cannot be considered independent. If there is a high level of pollution at onemo-
ment, there is likely to be a high level at the nextmoment. We can take advantage
of this temporal locality to improve the performance of our regressor.
Our aim in choosing these case studies was to find practical problems with as
muchdiversity as possible. However, all of theseproblemdomains haveone thing
in common: there is a time element to data gathered in each of these 3 case
studies. In this thesisweexamine the solutions to eachof these problemdomains
with this in mind.
1.8 Methodology
As mentioned earlier in Section 1.7, this thesis will use a case study methodology
to carry out research. We will now describe the case study methodology in more
detail and justify our use of it in this thesis.
Case study methodolgy is often used in multidisciplinary sciences to bring mul-
tiple different methods together. In the field of Machine Learning, case studies
are often used to teach concepts using an application such as one of those men-
tioned in Section 1.2 (Segaran, 2007; Kelleher et al., 2015). In this thesis we will
use a case study methodology, as we are applying machine learning to a variety
of different tasks to investigate our hypothesis.
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Case study methodology is a formal research method which involves examining
the subject of the study in depth. Case studies can be useful in trying to analyse
a difficult to define research question, leading to Yin (2013)’s definition of the
case study research method as “an empirical inquiry that investigates a contem-
porary phenomenon within its real-life context; when the boundaries between
phenomenon and context are not clearly evident; and in which multiple sources
of evidence are used”. An alternative definition is givenby Stake (1995) “As a form
of research, case study is defined by interest in individual cases, not by the meth-
ods of inquiry used”. Other definitions can be found in Merriam (1988); Stake
(1995);Miles et al. (2013); Gillham (2000). Amore detailed overview of case study
methodology can be found in Zainal (2017) and Johansson (2003).
Case study methodologies were originally introduced in work by Frederic Le Pay
on the topic of household budgets (Sister Mary Edward Healy, 1947) and are pri-
marily used in social sciences, in application in areas such as education (Gulsecen
andKubat, 2006), sociology (Grassel and Schirmer, 2006), community-basedprob-
lems (Johnson, 2006), law (Lovell, 2006) andmedicine (Taylor andBerridge, 2006).
They are also used in “practice-oriented” fields such as environmental studies, so-
cial work, education, and business studies.
Case study methodology can be considered a combination of quantitative and
qualitative research as expressed by Lamnek (2005)who says that “the case study
is a research approach, situated between concrete data taking techniques and
methodological paradigms”. It is important not to confuse case study method-
ology with qualitative research. For an example of research projects which use
a case study methodology involving a mixture of quantitative and qualitative as-
pects, see Block (1986); Hosenfeld (1984).
Within this paradigm, the method of choosing case studies is important. Stake
(1995); Patton (1990) argue that choosing a typical or average case will not pro-
vide the richest information. Instead, it is important to choose abnormal case
studies which can provide insight into the research question. Some properties
which are useful for a case study to have is to be information-rich, critical, reve-
latory, unique, or extreme. Choosing case studies in this way is known as ”infor-
mation orientated sampling”, in comparison to the statistical concept of random
sampling. In this thesis each case study will involve extensive quantitative evalu-
ation within each of the case studies.
Other researchmethods besides the case studymethodology include Simulation,
Experimental, Correlational, Qualitative, Interpretive Historical and Argumenta-
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tive. Using case studies can be considered a “bridge” between these different
research methodologies, as each case study can be composed of one or more of
these other methodologies. In this way it can be considered a “meta-method”.
The process of investigating a research question through the lens of many differ-
ent research methods is known as “Triangluation” (Denzin, 1973).
One important aspect of the case study methodology is the concept of gener-
alisation (Winston, 1997). One case study may give misleading information if it
happens to be an atypical case. By replicating the case study multiple times, we
can verify or falsify some theoretical proposition (Campbell, 1975). Multiple cases
enhance and support the previous results and this helps to raise the level of con-
fidence in the robustness of the method (Glaser, 2017). In this thesis we have
chosen three case studies, as this will allow us to do a comparative analysis be-
tween the resulting solutions.
In Section 6.2 we will compare each of the case studies against each other. By
doing this we can compare the results of our case studies and attempt to validate
our hypothesis.
1.9 Problem Statement Summary
In summary, we have defined our research hypothesis as “That problem-solving
in diverse problem domains using Machine Learning applied to time series data
requires diverse models and models in order to achieve the best performance”.
Wewill investigate this question by implementing solutions to three case studies
in different problem domains and examining their resulting best models.
We have discussed some of the many applications of Machine Learning and
shown that there is a trend of applications across many problem domains having
state-of-the-art solutions which were vastly different up until recently. In many
cases these best-performing solutions were overtaken in terms of performance
by deep learning models, and even more recently were then overtaken by deep
learning models which were customised to the problem domain. We questioned
whether in the future this will lead to multiple models converging into a single
model, in the context of time series problems. This is the inspiration for the
hypothesis question in this thesis.
We have discussed deep learning and the large number of models and configu-
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rations available. This shows that there is enough space so that it is feasible for
different problem domains to have different optimal solutions. Finally we have
introduced our three case studies, and shown that if they are diverse enough so
that if our hypothesis is true, they should result in different models for best per-
formance.
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Chapter 2
Literature Review
In the previous chapter we have stated our hypothesis question and we have in-
troduced our research methodology. This methodology involves investigating
the optimal solution to applications or problems in three separate problem do-
mains, and examining whether those solutions are distinct. In this chapter we
will review the state-of-the-art for each these problem domains. This will help us
develop solutions to themwhichwewill drawonheavily in the following chapters.
We will not discuss a background of Machine Learning itself, as we have covered
much of it in Chapter 1.
We also note that there is a large difference between the literature review of
the first topic (applications ofMachine Learning to Educational Analytics) and the
other two (agriculture and environmental science). This is because the problem
wehave chosen in the education space iswell studied, and sowe can compare our
solution with other approaches. However, as an investigation into the effective-
ness of deep learning, this problem domain is novel, as these approaches have
only recently begun to be applied (Li et al., 2017; Okubo et al., 2017). The prob-
lems we have chosen in the other two case studies are, as far we have been able
to determine, unique. Hence the literature review for these sections will involve
a more broad review of the problem domains.
2.1 Applications of Machine Learning to Learning
In this section we will investigate previous work on the application of Machine
Learning to (human) learning. In particular, we will focus on the problem of esti-
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mating student grades from theweb logs of aVirtual LearningEnvironment (VLE).
Aswementioned above, there is a lot of previouswork on this topic againstwhich
we can compare our own work. Across the literature in this problem domain
there is a wide variety of source data, target variables and evaluation metrics.
This makes the comparison between them difficult, however it does establish a
performance baseline against which we can compare.
Source data used in the literature is usually one of the following:
• VLE data.
• Massive Online Open Courses (MOOC’s) data.
• In-class examinations.
• Demographic information.
Similarly, the target variable for a Machine Learning classifier in the learning ana-
lytics area is usually one or more of
• Whether the student passed or failed.
• The grade a student achieved.
• Student retention.
Themetric used to evaluate the success or failure of a classification is one ormore
of the following
Accuracy The percentage of correctly classified examples. This can givemislead-
ing results if the data is biased. For example, imagine a dataset of which
95% of the target variables belong to a single class. If a classifier achieved
an accuracy of 90%, this actually performsworse than simply always predict-
ing the most common class. Without knowing the ratio of target variables,
this figure means little. It ranges from 0 (worst) to 1 (best).
Recall Recall is the number of true positives divided by the total number of posi-
tives. For example, in the case of predicting if a student will fail or not, this
number tells us howmany studentswho failed didwemiss. We can increase
this by lowering the cutoff threshold. It ranges from 0 (worst) to 1 (best).
Precision Precision is the number of true positives divided by the number of
true positives plus the number of false positives. For example, this number
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tells us of the students we predicted will fail, how many will actually fail. It
ranges from 0 (worst) to 1 (best). We can increase this by increasing the cut-
off threshold. Note that this means that precision and recall are trade-offs
of each other.
F-Score Arithmetic mean of precision and recall. This is a measure which is more
robust to imbalanced classes than accuracy is. Again it ranges between 0
(worst) and 1 (best).
Receiver Operating Characteristics Area Under Curve (ROC AUC) A Receiver
Operating Characteristic plots the values of precision and recall against
each other for various values of a threshold. By taking the area under this
curve we derive another metric which is robust to class imbalances. This
metric ranges between 0 (worst), and 1 (best). One important thing to note
is that a ROC AUC score of 0.5 or less means that the classifier behaves no
better than assigning a class randomly.
Kappa This is another metric which is robust to class imbalance. It is based on
inter-rater agreement.
Similarly, the metric used to evaluate the success of a regression is one or more
of the following
Mean Squared Error (MSE) The sum of the square of the differences between
the predicted value and the true value. This is useful for giving a direct indi-
cation of how wrong our predictions are. However, a single large misspre-
diction will result in Mean Squared Error which has been heavily penalised,
and this metric is therefore not suitable for datasets with large outliers.
Mean Absolute Error (MAE) The sum of the absolute differences between the
predicted value and the true value. It is more robust to outliers than MSE.
Regression Coefficients The extent to which an input variable is changed with
a target variable. For example, if a regression coefficient between number
of clicks of a resource and grade of 0.5 is recorded, than for every resource
clicked, their grade increases by 0.5. This is only applicable to linear models.
It is also important to note that this metric only works well if the input vari-
ables are uncorrelated. If they are correlated thanwe can get large positive
and negative regression coefficients without any meaning. Because of this
is it important to report this metric with another metric such as p-value or
MSE.
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p-value The probability that given the null hypothesis is true that an effect of
themeasuredmagnitudeor largerwould have beenobserved. A commonly
used cut-off point is to say that if the p-value is below 0.05 than the result
is not significant.
Finally, a small amount of the literature used the resulting Machine Learning al-
gorithms to perform an intervention on students that it detected were likely to
perform poorly. In these papers the effectiveness of the intervention was some-
times assessed, typically by the change in the number of students who dropped
out (if their target is to increase retention) or a measure of the impact on grades
(if their target was to measure performance in exams). We will divide this sec-
tion into two sub sections, one focusing on papers which attempted to predict
student grades, and another which focuses on those which predict student re-
tention.
2.1.1 Student Grade Prediction
The objective of the majority of papers in this field was to predict the grade of
students in their end of semester exams for one of more courses. Here we will
examine some literature with this objective, in a mostly chronological order. In
some of the following papers the target was a numerical grade (e.g. 65%), in oth-
ers a banded grade (A+, A-, B+, etc. …) and in others it is simply a binary pass or
fail classifier. The metric used to assess the performance of the algorithm will
depend on whether a classification or regression is used.
1. In a landmark paper by Calvo-Flores et al. (2006), the authors predicted stu-
dent exam performance based on VLE log data. Their aim was to find stu-
dents who are in need of assistance. This work established that features
derived from the VLE access logs were enough to predict success with a
high degree of confidence. Some of the features that they used include
the ratio of resources viewed and total resource views. In their case they
tested it on a course with over 240 students and had a prediction accuracy
above 80% on a pass or fail binary target.
To achieve this they used a Radial Basis Function Neural Network (RBF NN)
with a single hidden layer (Chen et al., 1991). This is a neural network, typ-
ically with a single hidden layer, where the outputs of the hidden layer are
combined using a radial basis function. The important characteristic of a
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Radial Basis Function is that it stores examples of certain classes, and com-
putes a similarity score between the example and the new sample given.
2. In an another influential early paper by Romero et al. (2008b), they intro-
duce a four-step framework for analysing VLE access data. These steps are:
(a) Collect data.
(b) Process data.
(c) Perform data mining/Machine Learning steps.
(d) Deploy results.
This paper also described how this data can be processed to be used in a
Machine Learning task to predict which students will pass and which will
fail. It also described how this data can be visualised. In a follow up paper
(Romero et al., 2008a) they described the results obtained using a random
forest (Ho, 1998). In this paper they were able to achieve a prediction accu-
racy of 65%. We note that this result is worse than that achieved in Calvo-
Flores et al. (2006), however this is probably due to them using a different
data set, rather than anymodelling issues. This is a problem across the field
where because of privacy issues it is often not possible to create a bench-
mark dataset, particularly for VLE data. Hence it can be difficult to directly
compare results and establish what the state-of-the-art is.
3. Macfadyen and Dawson (2010) again used VLE access features to predict
student grades. In this paper they used features such as messages read,
time spent online and number of discussion posts that students partici-
pated in. Using a linear model they were able to achieve a 73.7% accuracy
on a data set composed of 118 students, which is in line with previous
studies. Once this had been done, they created a dashboard for lecturers,
so that they could see who potentially needed help in their courses.
4. Affendey et al. (2010) used in-class performance to predict end of semester
results, unlike the previous papers which relied on VLE data. One might ex-
pect that these features would be more correlated with final results than
features extracted from VLE access logs because they are a more direct
measure of student performance, and this is borne out in the results in
which they obtained an accuracy of 95.29% on end of year results on a class
of 2,427 students. This was achieved using an RBF Neural Network and a
Naive Bayes classifier Zhang (2004).
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5. In Casey and Gibson (2010) the authors performed a statistical analysis on
the access logs of a VLE for three courses. They examinedmany features ex-
tracted from these access logs, checking if they were correlated with the fi-
nal exammark the students achieved. These features included VLE activity,
unique page views, number of log ins, whether they were on or off campus,
the coverage of resources the students accessed, and the effect of access-
ing Moodle (the VLE that they used) on different days of the week. This
work influenced our own work in deciding which features would be useful
to extract from the logs.
6. Work by Baradwaj and Pal (2012) classified students into one of four groups
(first, second, third or fail) using an ID3 tree (Quinlan, 1986), as well as a
variety of other methods. Again this was based on several in-class features
such as previous semester marks, assignment performance and lab work
proficiency. They then described some decision rules generated from this
tree. This work did not include any empirical results.
7. One question that Molina et al. (2012) addressed is the problem of parame-
ter tuning. In this paper they used 14 different datasets collected from the
Moodle VLE. Using this, they created a classifier for each of a set of parame-
ter values. They noted that the accuracy of these classifiers varied between
50-70%. They then went a step further and took a meta-learning approach,
using the parameters of themodels used (e.g. decision tree confidence fac-
tor for pruning, and mininum number of objects per node) and properties
of each of the data sets (number of attributes, number of instances and
number of classes) as inputs to anothermodelwhich attempted to estimate
what the prediction accuracy of that model would be.
8. In a follow up paper by Romero et al. (2013) they took a similar approach
but the meta-learning target changed to determining which model should
be used on an unseen data set. This is useful for the “cold start problem”,
where we wish to make predictions for a course which is in it’s first year of
runningandwedonothaveanypreviousdata to learn from. Theyexpanded
the number of datasets to 32, and for each tested 19 separatemodels avail-
able from the WEKA Machine Learning toolkit (Holmes et al., 1994). For
each one they evaluated the performance of the classifier across a variety
of metrics. They then came up with a measure to determine which of the
32 datasets was most similar to an unseen dataset.
This is useful as there is a class of modules for which we cannot make any
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reasonable predictions: those which are in their first year. Because we do
not have any training data to work with, we cannot make predictions for
student success. This can be used to choose an appropriate model for such
a course.
9. Wolff et al. (2013) used features from both VLE sources and in class exam-
inations to predict student grades. Some features extracted in this paper
include log-in frequencies and in-class performance assements. They used
a large cohort of students, with the largest of three courses examined con-
taining 4,397 students. In this paper they reported a precision, recall and
f-metric score of 0.8, 0.3 and 0.4 respectively using a linear model. Note
that in these data sets the classes are often imbalanced because there are
a lot more students passing than failing students. Hence metrics such as
these are more useful then accuracy, as they are less susceptible to giving
misleading results when we have imbalanced data.
10. In another paper the following year Wolff et al. (2014) described using a
similar classifier in a dashboard to help lectures and administrators prevent
students from dropping out of a course. In this paper they described an
ensemble of K Nearest Neighbours classifier on weekly aggregate data, K
Nearest Neighbours classifier on demographic data, a decision tree trained
on VLE data and a Bayes Network trained on both demographic and VLE
data. Importantly, theydescribed amethodofpredicting student gradeson
aweekly basis. This is important, as if wewish to intervene to help students
we must do so as early as possible.
11. Jayaprakash et al. (2014) used an SVM to predict a student’s grade using
both VLE and demographic data. Importantly, they used this model in a
student intervention system across 451 students. The performance of this
intervention system was monitored using an experiential design in which
some students were part of a control group, others were given “aware-
ness messageing” treatment and a third group were given an Online Aca-
demic Support Environment (OASE) treatment. Interestingly, the interven-
tion system caused some poorly performing students to drop out of the
course early in order to avoid academic and financial penalties. An analysis
showed that there was no significant difference between the dropout rate
of the two treatment groups, however it did show a significant difference
between both of the treatment groups and the control group.
12. In Dodge et al. (2015) they used features generated from student surveys
35
and student demographics to predict student grades for 882 students. In
this study they created features called “trigger events”, such as the number
of log-ins to their VLE. These were manually created with the assistance of
faculty. They then counted the number of “trigger events” for each student
and correlatedwith their grade. In this paper, they showed that therewas a
significant correlation between the number of trigger events and the grade
a student achieved using a linear model. They then used this to perform an
intervention with students whom they predicted were performing poorly.
They found that there was no significant difference between those who
received interventions and those who were in the control group.
13. In a very recent paper Okubo et al. (2017) evaluated the performance of
a Recurrent Neural Network on VLE data to predicting a student’s grade.
Similarly to Wolff et al. (2014), they made predictions on a weekly basis. In
this paper they were able to achieve a R2 score of 0.99 by the final week
between the predicted student grade and the grade the student received.
They also found that the performance of the RNN outperformed that of a
linear regression consistently and hence they were able to make confident
predictions earlier on in the year.
14. Interestingly they predicted numerical grade, rather than predicting binary
grade (pass or fail) or a grouped grade (A+, A-, B+, etc…). This is a more dif-
ficult task to achieve, however the increased granularity of this prediction
would be useful for deciding what type of intervention a student should re-
ceive. As a counter point, Li et al. (2017) also used a Recurrent Neural Net-
work, however they found that the performance of the classifier actually
got worse each week. We will discuss this paper more in the next section.
In general, in the above literature we can notice few common themes. The first
is that if a model is built on VLE access data alone, we can expect an accuracy
of between 50-80%, depending on many factors including choice of model and
parameters, and theproperties of thedataset. However, accuracy is apoormetric
to evaluate performance on these data sets as they are frequently imbalanced.
Secondly the performance of interventions whenmeasuredwith a control group,
varies between either effective or ineffective, and a lot of thought must go into
the interventions in order for them to be effective.
In our own work (Corrigan et al., 2015; Corrigan and Smeaton, 2017) we expand
upon the literaturementioned above, and these papers will form the basis of the
work reported in Chapter 3.
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2.1.2 Student Retention
Wewill now describeworkwhose target variable is student retention rather than
predicting student grades.
1. Singell andWaddell (2010) used demographic information to build amodel
of which students are more likely to drop out of a course. Some of the fea-
tures that they used include residential status, gender, race andGradePoint
Average (GPA). Their target was to predict which students were likely to
drop out, and to examine the relative importance of each of these features.
To do this they used a linear model.
2. In a seminal paper Arnold and Pistilli (2012) built a feedback system known
as the Purdue Signals project. In this project they predicted student reten-
tion using a mixture of VLE data, in-class examinations and demographic
data. Some of the features they used include in-class exam performance,
VLE usage compared to their peers and GPA. Using this model they created
a dashboard in which students were ranked according to a “traffic light” sys-
tem - green for good, amber for average and red for at-risk. Students could
log into this system and view their “traffic light” grade. This data was also
given to tutors who could schedule an appropriate intervention. Using this
system they were able to achieve a 24 percentage point increase in student
retention.
3. Agnihotri and Ott (2014) built a model to predict student retention using a
mix of several models, including a neural network model and an ensemble
model. They had a large cohort of students and student data to train on,
with a total of 1,453 students. They reported precision and recall figures of
74% and 55% respectively.
4. In Cambruzzi et al. (2015), they built a model using a neural network to pre-
dict student dropouts. They reported achieving a precision of 87%. They
used this model to implement “pedagogical actions” to prevent students
from dropping out. They reported an 11% decrease in dropout rates as a
result of using this system.
5. Finally, in Li et al. (2017), they used a Recurrent Neural Network to predict a
student’s likelihood of dropping out of a MOOC. The best performing algo-
rithm they reported in this paper had an AUC ROC of 0.924. This was evalu-
ated on amassive sample size of 79,168 learners. One interesting aspect of
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this paper was that they also take a week by week approach to predictions,
similar to Okubo et al. (2017) andWolff et al. (2014). However, this was the
performance at the beginning of the semester. They found that the perfor-
mance of their classifier actually decreased when more data was received
from later weeks.
Year Source Data Target Models Evaluation
metric
Score
2006 VLE Grade Neural
Network
accuracy 0.802
2008 VLE Grade Forest accuracy 0.650
2008 VLE Grade Decision
Tree
N/A N/A
2010 VLE Grade Linear accuracy 0.737
2010 Demographic Retention Linear N/A N/A
2010 In Class Grade Neural
Network
accuracy 0.953
2010 VLE Grade Linear N/A N/A
2012 In Class Grade Decision
Tree
N/A N/A
2012 VLE Grade N/A N/A N/A
2012 VLE Retention N/A N/A N/A
2013 VLE Grade Naive Bayes Sensitivity 0.850
Precision 0.860
Recall 0.860
Kappa 0.700
AUC 0.890
2013 VLE Grade Linear Precision 0.800
Recall 0.300
2014 N/A Retention Neural
Network
Recall 0.740
Precision 0.550
2014 VLE Grade Decision
Tree
N/A N/A
2014 VLE Grade SVM accuracy 0.670
false
positive
0.350
precision 0.610
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Year Source Data Target Models Evaluation
metric
Score
recall 0.700
2015 N/A Retention Neural
Network
Precision 0.870
2015 Student surveys Grade Linear p value 0.000
2015 VLE Grade SVM AUC 0.600
2017 VLE Grade Recurrent
Neural
Network
accuracy 0.990
2017 VLE Grade Recurrent
Neural
Network
MSE 201.070
R2 0.130
2017 MOOC Retention Recurrent
Neural
Network
AUC 0.924
h#H2 kXR, amKK`v Q7 TTHB+iBQMb Q7 J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In Table 2.1 we have summarised the publications assessed in the application of
Machine Learning to educational analytics, sorted chronologically. We can see
from this table that themost commonmetric to report is accuracy, and this has in
general been increasingover time. Wecanalso see thatmore recently, regression
has started to become more represented as regression measures such as MSE
and R2 are more commonly reported. This may be because it is harder to get
a good result with a regression compared to a two class classification task, and
that recent advances in algorithms has made regression more feasible. It should
be noted that it is difficult to compare papers directly, as each of these studies
was conducted on a different dataset.
Another aspect that the work we have surveyed all have in common, either im-
plicitly or explicitly, is the element of time in their input data. Inmany of the early
projects, timewas ignored, and the resulting prediction could not havebeenused
to make an intervention mid-semester. Later on, many of these projects, includ-
ing our own work, created new features for each week and used these to make a
rolling prediction. Recently we have seen some papers take amore sophisticated
approach to time series prediction using Recurrent Neural Networks. In general
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using time series methods is an under explored topic which we will examine in
Chapter 3.
2.2 Applications of Machine Learning in Agriculture
Here we will review the literature on the applications of Machine Learning in
Agriculture. The case study we have chosen in this problem domain is to de-
tect whether a calf is suckling from the mother cow or not based on movement
sensors placed in a device on its neck. As we have mentioned earlier, we have
not been able to find any comparable previous research for this exact problem.
Hence, this literature review will be more broad than the previous section. Again
we will list the related work in a chronological order.
1. In McQueen et al. (1995) the authors presented two early case studies of
Machine Learning applied to an agricultural context. The first was an ap-
plication of disease prediction in plants. In this application, the author re-
viewed a project which used the AQ11 decision tree algorithm (Michalski
and Larson, 1978) to determine the diseased status of a given plant. To
collect this data, the plants were manually assigned to one of 17 disease
categories by an expert collaborator. The features were collected from a
survey of the plants and included details such as environmental descriptors,
condition of seed, condition of fruit pods, condition of leaves and condition
of stem. This algorithm was found to have an accuracy of 92%. A second
case study presented in this paper was to assist with the culling of cows. In
a farmer’s stock of cows about 20% are culled each year to preserve feed
reserves. The target variable in this case was whether a farmer chose to
cull a cow or not. The features used included features such as location, age,
trait survey and production details. This application was found to have an
accuracy of 95%.
2. In “Niche Modeling and Geographic Range Predictions in the Marine
Environment Using a Machine-learning Algorithm”, Wiley et al. (2003)
developed a way of determining the presence of certain types of fish in lo-
cations. In this project the aimwas to predict whether a certain fish species
would be present or absent in a location given Bathymetry (seafloor depth)
and Physio-chemical parameters (temperature, salinity, oxygen levels) of
that space of water. They evaluated their algorithm using the AUC ROC
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measure, and achieved a scores between 0.613-0.991, depending on the
fish species.
3. In “Applying Machine Learning to Extract New Knowledge in Precision Agri-
culture Applications” Dimitriadis and Goumopoulos (2008) recorded light,
temperature and moisture from sensors embedded in a field. Using this,
they built a model of whether a field was healthy, under heat stress or un-
der draught stress using a decision tree. They reported an 89.13% accuracy
rate, and a 5% false positive rate. This model was then used to assist the
operation of an irrigation system.
4. In a project to identify land cover usage, Rogan et al. (2008) classified satel-
lite imagery into one of several categories (forest, agricultural, urban, grass-
land). They compared the performance of a neural network and two deci-
sion tree algorithms, finding that the neural network produced the best re-
sults, with an 84% accuracy. This speeds upwhat was previously a laborious
manual process. Some applications of land cover include measuring forest
pest infestation, logging, wildfires and sub-urbanization.
5. In “Cow behaviour pattern recognition using a three-dimensional ac-
celerometer and support vector machines“ Martiskainen et al. (2009) use
an SVM to determine the behavior of a cow. This is very relevant to our
case study on this topic. In this study, they extracted 9 features from
accelerometer data gathered from cows. They used this to determine
whether a cowwas standing, walking, lying, ruminating, feeding or walking
lamely. They were able to achieve a 78% precision, with a kappa value of
0.69.
6. In “Visual detection of blemishes in potatoes using minimalist boosted clas-
sifiers” Barnes et al. (2010) used images of potatoes to detect the presence
of blemishes. They used the AdaBoost ensemble classifier (Freund et al.,
1996) and achieved an accuracy of 86.9%.
7. Hayashi et al. (2010) developed a strawberry harvesting robot. As part of
this work they needed to detect whether a given strawberry should be har-
vested or not. Using machine vision techniques they determined correctly
whether it was a peduncle 60%of the time. Theywere also able to estimate
the maturity of the fruit to a Mean Absolute Error of 7.4. With these algo-
rithms, they were able to harvest the strawberries successfully at a rate of
41.3% using a suction device.
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8. In “Development of an autonomous early warning system for Bactrocera
dorsalis (Hendel) outbreaks in remote fruit orchards” Liao et al. (2012) de-
veloped a system to detect if there is currently a pest outbreak. The inputs
to this system includedflypopulationdensity andmeteorological data (tem-
perature, wind speed, solar radiation), and they used an SVM to train the
model. They recorded a sensitivity, specificity, accuracy and precision of
98%, 100%, 100% and 100% respectively.
9. Faiçal et al. (2014) used sensors on the ground to optimise the spread of
pesticides on a field by Unmanned Aerial Vehicles (UAV’s). In this project
there were chemical sensors in a field which detect the levels of pesticides
which have been sprayed. These was used to guide the UAV to areas which
it may have missed, perhaps because of strong winds. In this project they
used a Nearest Neighbours approach to interpolate the level of pesticides
in areas between sensors.
10. In “A novel behavioral model of the pasture-based dairy cow from GPS data
using data mining and machine learning techniques” Williams et al. (2016)
attempt to determine whether a cow is resting, walking or grazing. To do
this they extract 43 features from a GPS sensor attached to the cow. They
found that using the JRIP (Cohen, 1995) algorithm was the most effective
way of doing this. They achieved a 85% accuracy, with an ROC AUC score of
0.87 and a F-metric of 0.76.
11. In “A Machine Learning Approach to Forecasting Remotely Sensed Vegeta-
tion Health” Nay et al. (2016) used multi-spectral imaging of an area from
above to estimate the enhanced vegetation index (EVI) (Huete et al., 2002)
using a Gradient Boosting model. To evaluate this model, they compared
a model which used only lagged EVI index, and compared this to a model
which used both lagged EVI index and multi-spectral EVI. They found that
this combined model improves the observed Mean Squared Error by 40-
50%.
12. In “Data Mining and NIR Spectroscopy in Viticulture: Applications for Plant
Phenotyping under Field Conditions” Gutiérrez et al. (2016) used Near Infra
Red (NIR) spectroscopy to determine a grapevine variety. They found that
using a SVM, they were able to create a model which was 88.7% accurate.
13. Multi-spectral Imaging is again used in “Deep Gaussian Process for Crop
Yield Prediction Based on Remote Sensing Data”(You et al., 2017) to deter-
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mine crop yields. Using a combination of a CNN, RNN and Gausian Process,
they were able to obtain a Mean Squared Error of 5.55 on this task.
14. In “Machine Learning Based Computational Analysis Method for Cattle
Lameness Prediction”, Liakos et al. (2017) use sensors on cows to detect
whether they are lame or not. These sensors extract four features - steps
per day, meters walked per day, lying per day, and eating per day. In their
paper they tested a Neural Network, a Random Forest and an SVM. They
found that the Random Forest performed the best. They were able to
achieve both an accuracy and ROC AUC score of 1.0.
15. Finally, similar to (Dimitriadis and Goumopoulos, 2008), Goldstein et al.
(2017) returned to the problem of optimising an irrigation scheme. In this
paper they attempted to predict to the millimetre level an irrigation plan
that would have been devised by and agronomist. They used a Gradient
Boosting Algorithm using features such as temperature, radiation levels,
humidity and rain forecasts. In this paper they were able to predict the
prescribed irrigation plan to within 0.113 Root Mean Square Error (RMSE).
Year Source Data Target Models Evaluation
Metric
Score
1995 Survey Plant
Disease
Prediction
N/A Accuracy 0.920
1995 Survey Culling
Cows
N/A Accuracy 0.950
1999 Images Mushroom
Grading
Decision
Tree
N/A N/A
2003 Bathymetry Fish
presence
GARP AUC max 0.991
AUC min 0.613
2008 Sensors Draught
Stress
Decision
Tree
Accuracy 0.891
False
Positive
0.050
2008 Satellite
Imagery
Land Cover Neural
Network
Accuracy 0.790
2009 Accelerometer Cow
Behavior
SVM Accuracy 0.850
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Year Source Data Target Models Evaluation
Metric
Score
Kappa 0.690
2010 Images Blemish AdaBoost accuracy 0.896
2010 Image of fruit Maturity
Estimation
N/A Absolute
Error
7.400
2012 meteorological
data
Pest
Outbreak
SVM Sensitivity 0.980
Specificity 1.000
Accuracy 1.000
Precision 1.000
2014 Chemical
Sensors
Interpolation Nearest
Neighbours
N/A N/A
2016 GPS data Cow
behavior
JRIP Accuracy 0.850
ROC 0.870
F-metric 0.760
2016 Multispectral
Image
Enhanced
Vegetation
Index
Gradient
Boosting
MSE
Reduction
40.000
2016 NIR
spectrometry
grapevine
variety
SVM Accuracy 0.887
2017 Pedometer Cow
lameness
Random
Forest
Accuracy 1.000
ROC AUC 1.000
2017 Multispectral
Image
Crop Yields RNN + CNN RMSE 5.550
2017 Soil moisture Irrigation
Plan
Gradient
Boosting
RSME (mm) 0.113
h#H2 kXk, amKK`v Q7 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In this section we have examined a broad range of applications of Machine Learn-
ing to Agriculture. We have summarised these papers in Table 2.2. From the tar-
get column we can see that there is a huge variety of projects attempted in this
field. We also note that certain algorithms have come into and out of style dur-
ing this period. In the 1990’s, many papers used relatively simple tree methods
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and shallow neural networks. Support Vector Machines become more and more
popular towards the beginning of the 2000’s. Recently we have begun to see
Gradient Boosting methods and methods associated with deep learning such as
Convolutional Neural Networks become more popular. We observe that results
have been consistently high since the earliest papers, indicating that there are
a lot of “easy wins” in this area. We again note that it is difficult to establish a
“baseline” score, as these papers all use very different methods and datasets.
2.3 Application of Machine Learning to Environmental
Science
In the final section of this chapter, we will examine some of the literature in the
problem domain of environmental science. The case study that we have chosen
in this domain is to determine the air pollution level from an image taken from
a wearable camera. Similarly to the previous section, we have not been able to
find an exact match to this problem in the literature and so this section will cover
a broad range of topics. Once again, we present this relatedwork chronologically
1. In “A Machine-Learning Approach to Automated Knowledge-Base Building
forRemote Sensing ImageAnalysiswithGIsData”, Huangand Jensen (1997)
developed amethodof usingmulti-spectral imaging to determine if an area
is a wetland. Using a decision tree they were able to achieve an accuracy of
74.16%.
2. In a paper with a potentially large environmental impact, Kubat et al. (1998)
built a model to detect oil spills from radar imagery. They tested a Neural
Network and a decision tree and found that they were able to achieve an
ROC score of 81.1.
3. In “Environmental data mining and modelling based on Machine Learning
algorithms and geostatistics” Kanevski et al. (2004) used Machine Learning
to interpolate soil pollution levels. They used sensors to detect soil pollu-
tion in a given area, and they predicted what the level of pollution will be in
geographically close unmeasured soil. To do this they used kriging (Oliver
and Webster, 1990), Support Vector Machines and Neural Networks.
4. In “Machine-learning paradigms for selecting ecologically significant input
variables” Muttil and Chau (2007) investigated algae bloom. They used sen-
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sors to detect the levels of several factors including nitrogen levels, previ-
ous levels of chlorophyll, temperature rainfall and radiation levels. From
this they estimated the current levels of chlorophyll, which is an indication
of algae bloom. One significant result from this study was that the most
significant factor for predicting algae bloom was previous levels of chloro-
phyll.
5. In “An information technology enabled sustainability test-bed (ITEST) for oc-
cupancy detection through an environmental sensing network” Dong et al.
(2010) attempted to determining the occupancy levels of buildings using
various sensors placed inside such as gas detectors, CO2 levels andWireless
Sensor Networks. Using various Machine Learning approaches including an
SVM, a Hidden Markov Model (HMM) (Baum and Petrie, 1966) and a Neural
Network (NN) they were able to achieve an accuracy level of 75%.
6. In “QELAR: A Machine-Learning-Based Adaptive Routing Protocol for
Energy-Efficient and Lifetime-Extended Underwater Sensor Networks” Hu
and Fei (2010) were able to extend the lifetime of underwater sensors by
optimising the residual energy of the network. They reported that they
are able to improve the life span of the network by 20%, using Q-learning,
which is a technique used from reinforcement learning, a field which shares
similar goals to Machine Learning (Sutton and Barto, 1998).
7. One previous work that is quite similar to the case study that we examine in
this thesis is work in “A Machine Learning model of Manhattan air pollution
at high spatial resolution” by Keeler (2014). In this paper they attempted
to combine previous PM2.5 pollution levels in New York with taxi data from
New York. In this paper were are able to correlate their observed features
to the actual pollution level with a R2 score of 0.62.
8. In an even more similar paper to our research Liu et al. (2015) in “PM2.5
monitoring using images from smart phones in participatory sensing” at-
tempted to detect the level of pollution from an image in shanghai. The
pollution levels were so intense there that a haze is visible at certain times,
and this is what this paper extracted from the images to detect the pollu-
tion level. Using this technique with a linear model gave a Mean Absolute
Error of 27 and an R2 score of 0.084.
9. Finally, in a very recent paper Stingone et al. (2017) used satellite imagery
which contains measurements of toxins in the air to correlate exposure to
toxins in a given school district, and the grade that young children achieved
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in maths exams. Overall they found that exposure to high levels isophro-
phone dropped grades by 1.19 points.
Year Source Data Target Models Evaluation
metric
Score
1995 environmental
variables
vegetation
composi-
tion
N/A N/A N/A
1997 Multispectral
Imaging
wetland
classifica-
tion
Descision
tree
N/A 0.742
1998 radar satellite oil spill Neural
Network
ROC 0.811
2004 soil pollution soil
pollution
SVM &
Kriging
accuracy N/A
2005 soil
characteristics
pesticide
concentra-
tion
N/A N/A N/A
2007 chemical
sensors
algal bloom nerual
networks
N/A N/A
2010 sensors building
occupancy
Hidden
Markov
Model
accuracy 0.750
2010 sensors residual
energy
Q-learning lifetime
extended
(months)
20.000
2011 satellite N/A SVM N/A N/A
2014 taxi data PM25 neural
network
r2 0.620
2016 monitoring
station
pm25 N/A N/A N/A
2017 images pollution
level
linear MAE 0.270
r2 0.084
2017 satellite
measurements
children
cognitive
skills
math
scores
performance -
1.190
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Year Source Data Target Models Evaluation
metric
Score
2017 monitoring
station
pm25 N/A N/A N/A
h#H2 kXj, amKK`v Q7 TTHB+iBQMb Q7 J+?BM2 G2`MBM; iQ 1MpB`QMK2Mi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Similar to thework reported in Section 2.2 on applications in the Agriculture area,
we can see that there is a broad range of applications ofMachine Learning to this
problem domain. We summarise these papers in Table 2.3. One theme that is
common acrossmany of these papers is the use of GIS data of some kind as either
a feature or a target or both. Even though thework is quite broadwewere able to
find an example of a paper which is similar to our case study (Liu et al., 2015) and
wewill use the results obtained there as a baseline against whichwe can evaluate
our own solution.
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Chapter 3
Case Study: Predicting Student
Examination Outcomes
In this chapterwe investigate theproblemdomainofMachine Learningapplied to
education. We introduce the problem of predicting student grades from Virtual
Learning Environment (VLE) logs. In each course in a university students access
resources such as presentation slides, lecture notes and quizzes. At the end of
the course they take an exam which determines their final grade. Our aim is to
correlate thefinal grade that the student achieveswith usagepatterns of student
interactions with their VLE.
In the universitywhichwe conducted our study on, Dublin City University, the VLE
which was used is Moodle. Moodle is a popular online learning platform which is
used in tens of thousands of educational institutions worldwide. According to its
own website “Moodle’s worldwide numbers of more than 90million users across
both academic and enterprise level usage makes it the world’s most widely used
learning platform”1.
By default, Moodle records every instance of a student accessing a Moodle page
of any kind and records the page, date and time, the student identifier, and the
IP address of the device used to access, to a log file.
In Dublin City University, Moodle is the default platform used throughout the in-
stitution and is maintained and run by a University-based unit, Information and
SystemsServices, whoprovideduswith access toMoodle access logs for students
from previous years. The University’s Exams office also provided us with student
1https://docs.moodle.org/32/en/About_Moodle
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registrations for modules, past examination performances on a per-student and
per-module basis as well as weekly updates from the Moodle access logs during
the period of our work, allowing us to work with past student records (Moodle
access and exam performances) as training data, and with current students for
whom we could make predictions.
In order to predict student performance in end-of-module examinations, we
needed to be able to train a classifier on past student performance where the
outcome is known (exam results) and hence we needed to work with modules
where every year the log files follow the same repeating annual patterns of ac-
cess. Each module taught in the University, by its very nature, will have different
access frequency patterns which are influenced by scheduling of lectures, lab
sessions, group sessions, mid-semester tests, assessment deadlines and final
exams. Plotting the overall student activity for each module by simply counting
the number of student accesses allows us to determine visually if the module
displays an annual periodicity. This is useful for us in determining the set of
modules for which there is enough training material from past years which can
be used and thus helps us define the subset of modules from the thousands
taught in the University, on which we can operate. For instance, if a module
drastically changed in content or in delivery within the last year or two because a
new lecturer took over and removed class tests, this would showup in the activity
levels and would mean that because the training material has changed, that
module would not be suitable for weekly predictions. Figure 3.1 and Figure 3.2
show the aggregate activity levels for all students over the past five years for 2
of the modules — CA103 (Computer Systems Hardware) and HR101 (Psychol-
ogy in Organizations) respectively — and each demonstrates a regular annual
periodicity meaning that student accesses from previous years, coupled with
the performance of those students in those previous years, provides suitable
training material for classifying this year’s cohort of students.
We initially receiveMoodle logs in a format which contains the user id, module id,
timestamp of access, IP address of device used and the Moodle resource being
accessed. To this we added the result that each student obtained in the writ-
ten end-of-semester exam, which for most modules constitutes the largest part
of how the overall grade for the module is computed. However we then had
to transform this raw data by extracting a set of features associated with each
student andmodule which, in particular, focuses on temporal information associ-
ated with the logs.
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3.1 Ethical and Privacy Considerations
For each of the two years of PredictED we had formal approval from the Univer-
sity’s Research Ethics Committee2, the University’s Data Protection Officer, the
Head of student support services, the Registrar and Deputy Registrar, the Dean
of Faculty, the University Teaching Committee, and theModule Co-ordinators for
each of the 10 modules. In addition, students were presented with a plain lan-
guage statement of what data was being gathered and what it was being used
for when they first logged onto Moodle, and they were given a video tutorial or
a visit to a lecture by one of the project coordinators during their first week of
semester. When first logging onto Moodle, students were presented with the
choice to opt-in or opt-out of receiving the weekly alerts, and they could change
their preference at any time during semester.
For more information on ethical and privacy concerns for this case study, see Ap-
pendix 2.
3.2 Remodelling Student Data into Weeks
When dealing with a “live” system which is real time, we have the possibility to
generate predictions, i.e. to make classifications into predicted outcomes, on a
frequent basis. At the extreme level, we could generate a prediction (classifica-
tion) on demand, i.e. whenever a student would request, which would require
access to Moodle access log files in real time. Because this was not possible as
the log files were captured by our Information and Systems Services Unit, we had
to compromise. Rather than give students the impression theywere dealingwith
a live systemwhich dynamically updated their predicted outcomes based on their
VLE activities which would have led to students naturally “gaming” the system in
order to improve the estimate of their outcome, we still wanted a level of dy-
namicity which reflected genuine Moodle engagement activities but prevented
“gaming”. Thus we decided on a weekly update of outcome predictions and each
week we were given a copy of the Moodle access logs for the week previously.
We generated sets of multiple classification features for each student-week com-
bination for themodules we operated onwhich are described later in Section 3.5,
and saved them back into a new data structure using the following Algorithm.
2Dublin City University Research Ethics Committee approvals REC/2014/195, REC/2015/008.
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Algorithm 1 Estimating Features by Week
1: DECLARE semester_features[num_academic_weeks]
2: for i = 1 to num_academic_weeks do
3: Declare feature[num_students]
4: for k = 1 to num_students do
5: logs← filter_logs(student=k, week=i)
6: end for
7: end for
We found the DataFrame library in the Python package “Pandas” to be a useful
data structure for this work (McKinney, 2010). Instead of a multi-dimensional ar-
ray, the features were stored in a DataFrame, where each row is a feature for a
student, and the feature and week are stored as column headers as illustrated in
Table 3.1.
This allowed us to generate a new prediction for each student for each week,
using all the features available to us up until that week. So for example, for week
3 we took features from weeks 1, 2 and 3 and trained a classifier using training
data from previous years, with the results achieved as the predictor variable. We
cross-validated this score and took the mean to get the prediction accuracy for
that week. Then, once the semester had started in the third week we would use
the week 3 classifier we had generated to make predictions for that week. In
general as theweekswent on and our systemwas able to learnmore information
about students and their levels of engagement with Moodle, the accuracy of the
classifiers tended to improve. This is illustrated in Figure 3.3 and Figure 3.4. In
Figure 3.3 the first 6 weeks of the semester for years 2011, 2012 and 2013 are
used as training set for the year 2014. In Figure 3.4 the first 11 weeks are used
as a training set for the same period. Note that in this figure the same patterns
exist, however more students were added each year and so the peaks are larger
each year.
In the next Section we describe how we turned raw Moodle access logs into fea-
tures for the classification.
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3.3 Feature Extraction — Regular Features
Moodle logswere processed by extracting a variety of features for each students’
access to each module, in each year for each week. An example of a feature
used is a simple count of how many logs each student accessed in total. We
also counted in which of the 24 hourly windows students accessed resources,
and averaged that across all of the logs as well as the ratio of clicks on week-
ends vs.weekdays and the IP address to determine if accesses were from on- or
off-campus and used the ratio between these.
To cater for weekly updates to our log files and allow us to generate a new clas-
sifier for each week, an additional column was added to the log data, which was
the academic week number for that the log. We then divided the log data into
12 separate columns, depending on which week it took place in and filtering out
any accesses which took place after week 12. We then trained 12 separate clas-
sifiers, the first including only the first week of data, the second including the
first two weeks of data (to represent the situation in week two), and so on. Each
week, 4 new features were added to the total number of features, so that by the
end of week 12 we were making predictions based on 48 features in total. Cor-
responding to each feature, we extracted a student result which was a simple
binary variable, either a pass or a fail.
The features used to train and run the predictor classifier were engineered from
theaccess logs for theUniversity’s VLE. Table3.2 showsa sampleof someof these
raw access logs.
The column headers in Table 3.2 correspond to the following:
date and time the date and time the Moodle resource was accessed
id a unique identifier for each log entry
userid the id of the student accessing the Moodle resource
ip the ip address from which the resource was accessed
course the id of the course module the student is registered for
module the section of Moodle that was being accessed
cmid content module identifier, a unique identifier for Moodle content
56
action the action that the student has taken
url the URL of the resource that was accessed
info copy of cmid in most cases
From these access logs we extracted a range of different features. In Section 3.6
we go into more detail about how the logs were filtered and processed into fea-
tures but some of the features which we extracted include the following:
• Howmany times a student accessed a particular Moodle resource.
• The ratio of howmany times the student accessed aMoodle resource, com-
pared to the rest of the class accessing the same resource.
• Average time of day (in 24 hour clock) a student accessed Moodle.
• Howmany times was the resource accessed outside the University campus.
• The ratio of times the student accessed a resource during a weekend
vs.weekday.
• What ratio of resources the student has accessed.
• Howmany resources a student accessed, relative to the rest of the class.
• How quickly a student was to access a Moodle resource once it had been
posted, relative to the rest of his or her class.
Some of these classifier features have been used in previous studies in particular
inwork by (Casey andGibson, 2010), by Bovo (Bovo et al., 2013), and by (Ruipérez-
Valiente et al., 2014). Of the above features, the second, third and fourth were
novel, in that we had not seen similar features in the literature.
We then used feature selection to determine how many features to use. We
tested this across a number of different courses. Of the above 8 features, we
found that only including the first four gave us a similar performance to using all
of them. This also reduced the time needed to train the model.
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3.4 Training Models
As the next step in applying machine learning to student data, we used a sev-
eral machine learning algorithms, and selected the one which performed best
across all of the modules. To evaluate which one to select, we only considered
the performance of the classifier during the final week of features. The results
of this experiment can be seen in Table 3.3. In this table we have taken the mean
score across the 10 modules selected which we have selected as the modules on
which to perform the experiment. From this table we can see that the highest
performing classifier was the Support Vector Machine (SVM) (Platt et al., 1999)
with a linear kernel.
We can see in Figure 3.5 a boxplot of this information. Here, each algorithm is
represented as a box, with the appropriate box being labelled on the x-axis. The
red lines indicate the mean of the AUC ROC values, and the height of the boxes
indicate the inter-quartile range of the spread of scores. Again, we can see here
that the SVM with a linear kernel performs the best.
h#H2 jXj, S2`7Q`KM+2 Q7 *HbbB}2`b QM 6BMH q22F Q7 a2K2bi2`
Model ROC AUC
linear_svm 0.549818
linear model 0.539488
radial_svm 0.537919
knn 0.529566
random forest 0.510561
decision tree 0.508150
Here both SVMs have a ‘C’ hyper parameter value of 1.0 The KNN has uses 5 near-
est neighbours and a Minkowski metric of 2. The Decision Tree uses a gini crite-
rion, with no pruning or maximum tree depth. The Random Forest uses an aver-
age of 10 decision trees, each using a gini criterion with no pruning or maximum
tree depth.
3.5 The PredictED System
We implemented our system for classification of likely student outcomes for stu-
dents in our University. In this section we describe the modules we used for this,
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how we incorporated recommendation of Moodle content and some of the fea-
tures in our implementation of the PredictED system for two consecutive years.
3.5.1 Choosing Which Modules to Predict Student Outcomes
We were given access to all the VLE access logs for the previous 8 years in which
Moodle had been in use in our University. We used this data as part of a system
called “PredictED” which would use the weekly classifiers to alert students indi-
vidually and personally, as to their relative performance in given modules and
their likely outcome in the final end-of-semester module examination. Because
of ethical considerations (see later) we allowed students to opt-in or opt-out to
receiving these weekly alerts.
Having access to past VLE logs and examination outcomes allowed us to experi-
ment with choosing which modules we could run our examination outcome pre-
dictions. It was important for us to choosemodules for which the size of the class
was large enough, the performance of the classifier was good enough and for
which the failure rate meant the class imbalance between pass and fail was not
too severe. We created a set of heuristics to decide whether the performance of
a classifier on a module is good enough on which to make outcome predictions.
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The heuristics are as follows:
• A course must have enough previous data, i.e. student completions in pre-
vious years, on which to trainmodels. We decided to only take courses with
a minimum average of 80 students per year.
• We calculated and graphed the ROC AUC byweek (as described later in Sec-
tion 3.6). Using this metric, a result of 0.5 is a result which is no better than
random guessing. So if the graph dips below 0.5 during the semester we
do not make interventions in this course for these weeks.
• For some courses we found that the ROC may go up and down during the
semester. However, we would expect that as we get more information
throughout the semester, the predictive power would improve. We de-
cided that the ROC AUC graph values should be increasing on average in
order to use it as a classifier.
• We decided to only focus on first year undergraduate modules, as we felt
that these were themodules where themost impact could bemade. These
modules also tend to be the modules with the greatest number of regis-
tered students and the highest failure rates, and thus a lesser class imbal-
ance.
After filtering the modules using these criteria, we found that only 10 modules
were suitable candidates from a set of several hundred for the first semester.
We can see these courses and the number of students who opted into receiving
weekly alerts from the PredictED system in the first three columns in Table 3.4.
The final column in this table is an average across all modules. This average is
weighed by the number of students in each course.
Even for thosemoduleswhere the predictions are good enough by the end of the
semester, the predictions at the beginning of the semester may not be as accu-
rate. We also set a threshold for the kickoffweek for each of the modules where
we would not start alerting students until that threshold has been reached. We
decided to set that threshold to 0.55 ROC AUC. This meant that in somemodules
we could start emailing students as early as week 2, whereas in others we did not
start emailing them until week 5.
In order to make dynamic predictions based on recent student VLE access be-
haviour eachweek, weused a regression to predict the grade that each student in
the class would get. We then ranked students by their predicted grade, and then
grouped them into deciles. The rationale behind this was that the students could
61
see how they were doing relative the rest of their class. We used this data to
update a web application containing, for each student, the history of their week-
on-week class predictions.
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3.5.2 Year 1 PredictED Implementation
For each of the 10 modules in Table 3.4 and for each week after our predictions
reach a usable accuracy, our classifier outputs a pass/fail prediction for each stu-
dent taking the module, plus a confidence value for each. We used the output
from this to rank students from least likely to fail tomost likely to fail andwe also
have a tipping point or threshold pointing to the likely overall pass rate for the
module. To use this information to feed back directly to students we tested two
separate strategies in the first year of implementing PredictED.
For students in some of the modules we sent weekly emails based on our predic-
tion of whether they would pass or fail. For each of these two groups we divided
each into two more groups resulting in four groups - “bad” and “poor” for those
predicted to fail, “good”, and “great” for those predicted to pass. The rationale
behind this is that the best way to divide the groups may be based what we think
will happen with their results. Each group is sent a weekly email with “bad” for in-
stance receiving an email saying how students need to work harder, while those
in the “great” group were told they are working well on the module. Each email
contains pointers to resources the student can use, such as contact details for
student support services, contact details for their lecturer.
For students on each of the other set of modules, they were broken into 10
equally sized groups based on the overall prediction ranking and the emails in-
formed each student of what percentile group among the class they fall into.
The bottom 50% of students are given a more encouraging email than the top
50%, the idea being that students get an idea of how they are doing relative to
their peers in the class. Thismight encourage some competition among students,
incentivising them and hopefully they would see the results of working harder
sooner in the feedback loop.
Each week this process was repeated based on the most recent log data down-
loaded from the Moodle log files. Predictions were generated for each module
in the manner described above. For each week of semester, each student was
sent a new email (see Figure 3.6).
3.5.3 Year 2 PredictED Implementation Description
In the second year of the running the experiment we gave the students an action-
able piece of advice in the form of links to the most important module content
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which theyhadnot yet viewed. We ranked that course content todeterminewhat
to recommend as the most important for each student by counting which con-
tent had been viewed the greatest number of times by other students, weight-
ing highly those studentswhowere performingwell in terms of class ranking. We
took the three most important VLE resources for each student and added them
in as links to their feedback email (see Figure 3.7). The students could then click
the resources to download and view.
We also developed aweb application where students could view further informa-
tion about their predicted place in class, in order to enable them to take appro-
priate action to improve their grade. A sample of the personalised graph for just
one module is shown in Figure 3.8. The top graph in the figure illustrates that
in week 12 of the semester (x-axis), this particular student in module LG127 was
predicted to come only within the top 90% of the class (y-axis) and their whole
semester shows a gradual decline in relative placing throughout the 12 weeks.
The middle graph shows a student in module HR101 was fairly mid-range in class
placing, consistently throughout the semester. The bottom graph shows a stu-
dent who was in the lower part of the class in terms of class placing and then at
around week 9 seemed to get a wake-up call and jumped up the class ranking for
module SS103, staying in the top 20% until the end of semester. This web appli-
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cation also showed a list of themost important resources that the student should
view.
3.6 Performance of Predictions
We now look at how we calculate the accuracy of student examination outcome
predictions. Once the set of features were extracted for previous deliveries of
our target modules, we built a set of classifiers, one for each week of semester
and right up to the week of the final examination, which predict students’ likely
pass/fail in the end-of-semester final examination. In most of the University’s
modules the examination pass rate is between 70% and 95% and so an issuewith
thedata is that becausepasses are a lotmore common than fails, thedata needed
tobe re-sampled so that the prediction result is not biased towards themost com-
mon outcome, i.e. a pass in the module. Another issue is that there can be a lot
of features and not a huge amount of instances (students) and so it is necessary
to be wary of over-fitting and to choose modules which have large numbers of
students.
To determine the accuracy of our predictions we used the Receiver Operator
Characteristic Area Under Curve (ROC AUC) relevance measure (Hanley and Mc-
Neil, 1982) because it ismore resilient to imbalanced classes thanothermeasures,
such as simple accuracy. An ROC AUC score greater than 0.5 is better than ran-
dom. In evaluating the usefulness of different feature combinationsweuse cross-
validation and because the number of samples can be small we use 5-fold valida-
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tion which reduces the variability of the obtained prediction accuracy score. To
determine how effective a predictive classifier is over the semester, and to gauge
at which point during the semester it is reliable enough for us to use and actually
alert students, we calculate this measure for classifiers built for each of the 12
weeks of log data for which we have extracted features. The features are then
scaled using the standard score, and the transformation is saved so that it can be
applied to the live data later.
As a rough heuristic, if the resulting ROC AUC value is at or below 0.5, we judge
that the classifier is not performing better than random. Once this line is above
0.5 consistently, we regard the classifier as working and usable. In our case, the
best modules typically have a value between 0.6 to 0.7 for the weeks following
week 3 or 4 of our 12-week teaching semester. This helps us to determine what
week to start sending the predictions to students, and also to compare the per-
formance of different classification algorithms on the same data. For example,
see Figure 3.9 and Figure 3.10. For the SS103 module in Figure 3.9, we decided
that the ROC AUC score was consistently above 0.5 from week 3 onwards, so we
started the email students with interventions then. For theMS136module in Fig-
ure 3.10, the predictions were better earlier on (as seen in Figure 3.10), and so
we started sending these predictions to students in week 2.
As we saw in Section 3.4, a variety of classifier algorithms and parameter combi-
nations were tried, and we found that a SVM with a linear kernel performs best.
SVMs with more complex kernels and more complex algorithms tend to classify
all the examples as themost common case, in this case students passing themod-
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ule. SVMs with a simple linear kernel do not tend to over-fit as much. It was also
necessary to rank the students in order of our predictions as to their likelihood
of pass/fail. For this to work we modified the SVM implementation to output a
confidence score as well as a prediction.
In our results we found that some modules worked better than others. Modules
that worked better typically had a high failure rate, such as Mathematics courses.
One reason why this might occur is that modules with high failure rates have
smaller class imbalances, and so are easier to classify.
Just as it is important to compute the accuracy of howwell our predictionswould
have done in previous years, it is equally important to verify that the predictions
that we made were also accurate compared to the actual results that the stu-
dents obtained at the end of the semester. We did this by making a prediction
of whether the student would pass or fail for each week. Once the semester was
finished, we compared this to whether the student did indeed pass or fail the ex-
amination for that module. From the resulting confusion matrix we calculated
the F1-score for each module on a per-week basis, which is shown in Figure 3.11.
We can see from that that most modules received an F1-score between 0.8 and 1
for all weeks. This demonstrates that the predictions that wemadewere actually
accurate. Theworst performingmodulewas LG116,which by the 10haddropped
to 0.65 F1 score. Thismodule is “Introduction to Politics” and has a large pass rate,
which may explain why it did not perform as well as other modules, given our
discussion of class imbalance in these datasets in Section 3.6. The best perform-
ing module was BE101 (“Introduction to Cell Biology and Biochemistry”), which
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reaches anF1 scoreof 1byweek six. Thismodulehas ahigher failure rate, and sim-
ilar to the previous course, thismay explainwhy the performance of this classifier
remains so high. One surprising aspect of this graph is that in general, the predic-
tion performance stays high and remains high, with some variation. We would
have expected that as more information from students becomes available, that
the prediction performance would improve. One thing that may work against
this idea is that as more data becomes available for the models to train becomes
available, themore opportunity there is for themodels to overfit. Each course al-
ready only has a couple of hundred data points to learn from atmost, and adding
extra columns of data adds the potential for more sources of noise.
In terms of performance students who opted into the prediction across modules,
in Table 3.4 we can see that in the majority of the courses where the students
opted into receiving prediction alerts performed better than those who did not.
These are the results from the first year of the study. We can also see across all
modules, weighted by the number of students in each, there is an average 3%
increase in actual final exam mark between those who opted in and those who
opted out.
3.7 PredictED Challenges
One issue with any of the implementation approaches that we could take is that
all the algorithms we could use assume that the classification features all come
from the same distribution. However, in order to learn from past student be-
haviour and eventual exam outcomes and to build classifiers, we build models on
one year and test on a subsequent year. It is difficult to know how much of this
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effect of year-on-year change is present thoughwe have concentrated on course
modules where course content is stable and the Lecturer has not changed. How-
ever we can at least combat this using cross-validation. By training on some sub-
set of the data and testing on another subset, we can at least get an accurate
score of how well the classifier performs. We will however not know how much
of the loss of performance is due to the year-on-year changes to and how much
is due to the variability of the data.
A more difficult effect to account for is the so called “Hawthorne effect” (Mc-
Carney et al., 2007), where students who realise that they are being monitored
change their behaviour because of that fact. For example, a student may work
harder if they are under the impression that their Lecturer is monitoring their us-
age of Moodle closely. They may receive a better grade because of this factor,
and have nothing to dowith the fact that they are receiving weekly results. Alter-
natively a student may try to game the system by repeatedly refreshing pages to
receive good feedback. Because it is hard to account for this effect, particularly
when we are providing feedback to students on a weekly basis, we have so far
not controlled for this effect. The result is that the effect of the interventions on
students may be over-stated.
3.8 Intervention Evaluation
Once the first semester exams had been graded and we received access to the
actual exam results, this allowed us to analyse the impact that PredictED had on
the first round of students this system was tested on. We first examined the
relationship between the scores that students obtained in their Leaving Certifi-
cate exams, and whether they opted-into or out of the alerting service. For both
conditions the University admission points (known as CAO points) that the stu-
dent obtained in the Leaving Certificate are plotted. We also plot their grades
in the Leaving Certificate exam in Mathematics as that subject is regarded as a
strong indicator of academic ability. We can see from Figure 3.13 and Figure 3.12
that there is little difference between those who opted-in to the alerting and
those who opted out. This indicates no difference in the entry profiles of partic-
ipants vs.non-participants overall and therefore there is no spurious relationship
between the academic ability of the student and whether they opted-in to Pre-
dictED or not.
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We also examined the relationship between the predictions that we made, and
the actual results that the students ended up achieving overall. We did this by
generating a binary pass or fail prediction for each student every week through-
out the semester. Once the exams were over and the results available, we com-
pared the predictions against the actual results that students achieved. We then
counted the number of true positives, false positives, true negatives and false
negatives and calculated the F1-score from this matrix for each week. The F1-
scorewas used due to the highly imbalanced classes present in this results matrix
and the F1-score results can be seen in Figure 3.11. We can see from this figure
that the F1-score remains consistently high, especially over the latter weeks of
the semester.
The most important result that was obtained was the difference in exam perfor-
mance between those who opted-in to receiving emails each week, compared to
those who opted-out. Table 3.4 shows this comparison for 10 of the modules
in the first semester of the first year and the last row indicates that for those
who opt-in they can expect to see an average increase of +2.67% in their actual
exam marks, all other things being equal. The final column of Table 3.4 shows
the impact of PredictED on a per-module basis with two checkmarks indicating
significantly higher performance for participants (students) and a single check-
mark indicating higher performance. This table shows that for 3modules, BE101,
HR101 and MS136, there was a significant improvement in students’ exam per-
formance while for 5 other modules there was improved performance. Only 47
students (of a possible 67) registered to take part in PredictED as part of ES125.
This low number of registrations for the module as a whole was unexpected but
we decided to continue and make the weekly alerts available nonetheless. The
average decrease of 0.5% in exam performance could be discounted based on
the low N for this group.
3.9 Deep Learning Approach
With the advances in deep learning frameworks andhardware to implementdeep
learning training directly (Chollet et al., 2015; Abadi et al., 2016) we were able to
attempt deep learning solutions to the data and applications described earlier.
Two years after we completed the above experiment, for the sake of completion
we used a deep learning approach.
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In our solution we extract very simple features from our data namely the num-
ber of times a user accessed Moodle in a given week. We use an LSTM, with the
features being the weekly count of times a person accessed their Moodle page.
Because our problem involves predictions based on time series and making pre-
dictions at multiple steps in time, we used RNN’s as we believed they would be
a natural fit. An illustration of this architecture can be seen in Figure 3.14. In
this diagramwe can see that predictions are generated each week, as well as fea-
tures being entered each week. The prediction from the current week is used as
a feature for the next week.
We also changed the task from being a classification of pass and fail to a regres-
sion task. The reason for this was that this would give us a more fine grained
prediction which we could use to build a more effective intervention system. In
Section 3.4 we saw that a SVM performed the best. Here wewill again use a SVM,
adapted for this new task, to give a baseline against which we can compare our
LSTM technique.
In Table 3.5 we see the results of running our regressor across several regression
algorithms and parameters. We use the R2 metric to evaluate the performance
of the algorithm. This metric can be interpreted as “the percentage of variance
explained by the model”.
The models we ran in our experiments were:
• A “Dummy” Regressor which always returns the mean exam results. Our
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Classifier R2 p-value
LSTM - Dropout 0.2 0.13547 6.81e-244
LSTM 0.13382 5.36e-238
LSTM - Dropout 0.5 0.13360 3.08e-237
SVM 0.08072 2.30e-87
Dummy Regressor 0.00000 0.99999
classifiers should be at least as good as the Dummy Regressor;
• A Support Vector Machine. This has a ‘C’ hyper parameter of 1.0. with a
linear kernel
• A simple LSTM. All of the LSTM’s were run for 300 epochs over the whole
data set. This LSTM contained a single recurrent layer, followed by a dense
layer with a linear activation function. It was trained using a Mean Squared
Loss error, using the ‘Adam’ Optimzation algorithm.
• 2 Versions of an LSTM with different values for “Dropout”. This is a tech-
nique to reduce over-fitting. During training, this will set a random set of
hidden nodes to be ignored. This forces the system to build in redundancy,
which reduces the ability of the network to learn features based on noise.
The architecture for these models are the same as the above architecture,
with the exception that the recurrent layer has a dropout built into it.
From the table we can see that LSTM far outperforms the SVM Regression, ex-
plaining 13.3% of the variance of the model, as opposed to 8.1%. We can also
see that settingdropout to 0.2 improves theperformanceof the LSTMmarginally.
For futureworkwewould like to includemore features than simple usage counts,
using for example more of the features we extracted in Section 3.3. We describe
this in more detail in Section 6.4.
3.10 Conclusion
In this chapterwehave introduced theproblemofmodelling student success. We
began by introducing the data available tomake predictions and listing some fea-
tures we extracted from then. We then emphasised the temporal aspect of the
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data and developed a method to make predictions on a rolling basis. We demon-
strated the intervention system that we implemented for a year and improve-
ments made to it the second year. We showed that this intervention system had
a positive impact on student performance.
We then built a new model using deep learning methods based on a Recurrent
Neural Network and demonstrated these methods outperformed our previous
best methods. As far as we have been able to find, this is the first time that a
deep learning model has been applied to VLE student data.
In this chapter we have also conducted our first case study into the the models
required for best performance for a time series Machine Learning problem. We
have found that in this problem domain, the solution which gives best perfor-
mance is to use a Recurrent Neural Network with minimal feature engineering.
This enabled us to provide students and administrators with predictions on a con-
tinuous (weekly) basis with a reasonable performance. In Section 6.2 we will ex-
amine this case study in the context of the other two case studies to compare the
resulting solutions and attempt to verify our hypothesis.
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Chapter 4
Case Study: Application of
Machine Learning to an
Agriculture Problem
4.1 Problem Description
Our hypothesis is to compare the solutions of multiple applications of Machine
Learning to various problemdomains on time series. To verify our hypothesis, we
require data fromabroad range of problemdomains. For our next case study, we
partneredwith farmers in the agricultural spacewhowere able to provide uswith
a unique source of data. This this a problem which is in a different domain from
the other case studies. It also has a time series aspect, because the data comes
in as stream of values. Hence, this is a suitable case study to validate our thesis
with.
To give some context to this problem, we will briefly describe the traditional
method of weaning calves from their mothers. In a beef farm, the goal is to pro-
duce as many calves as possible. When a calf is born, it will naturally suckle from
its mother. However, this can be stressful on the mother cow. By preventing the
calves from suckling and weaning them from their mother earlier, the mother is
put under less pressure, and can more quickly regain her condition. Calves are
typically weaned at 8 months old, depending on the condition of the cow. If the
calves are weaned too early, then they may become sick and require extra feed
to stay healthy.
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There are two main methods available to farmers to wean calves:
• Fitting nose spikes to the calf.
• Keep the calves in a separate field from the mother.
Nose spikes worn by the calf work by making it painful for the mother when the
calf suckles, hence she will prevent this from happening by kicking the calf and
pushing her away. This is seen as cruel, and is banned in many regions.
Keeping the calf separated from the mother has been found to be stressful on
both the mother and the calf. In a study done by Arthington and Kalmbacher
(2003), itwas found that keeping themother and the calf together reduced stress
for the calf and the mother. As a financial incentive, the farmer also benefited,
as the grown calves had an average of 20Kg extra weight each. However while it
has its appeal, this method of weaning is not scalable, as keeping the calf and the
mother together, while preventing the calf from suckling requires a lot ofmanual
intervention.
In this work we try to automatically analyse whether a calf is suckling from its
mother. Here we are not forecasting to see if the calves will be suckling in the fu-
ture, but ‘nowcasting’ to detect if the calves are suckling at the present moment.
This is of value to farmers because it can assist them develop amore humane and
cost effective weaning method than the current industry practices.
The set-up for thisworkwas that sensorswerewornby some calves from the time
that they were a few months old. The sensors included two types of accelerom-
eters (wide range and low noise), as well as a gyroscope. We also arranged to
film the calves via CCTV, so that we could get the ground truth as to whether the
calves were suckling or not. Finally, the CCTV videos weremanually annotated so
that every time the calf was suckling it was marked as such.
Working on this case study with domain experts was beneficial as they were able
to assist in the labelling process and to explain various patterns for feeding and
issues we had with the data.
Our goal was to use Machine Learning to detect if the calf was suckling or not
based on the accelerometer and gyroscope data streams and to do this in real
time or as close to real time as possible.
Other than the data analytics overlap, there are two key differences between
this case study on calf suckling detection and the previous one on educational
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analytics:
1. In the current case study we have labels for each time step (the calf is suck-
ling or not), but in the previous case study, the educational analytics appli-
cation, we only had labels (exam passed or failed), once per semester.
2. The scale of the timemeasurement is changed fromweeks tomicroseconds.
If we can show that this method works across these varied time measure-
ments, given the varied nature of the dataset, then the hypothesis that the
methods we described in Section 1 work well, is strengthened.
Given the the first point above we must make a note of how the process will be
changed. The Machine Learning classifier will be provided with data for the pre-
vious ‘k’ steps, and the goal will be to predict the likelihood that the calf 0is cur-
rently suckling. Here we pose the question of how confident we can be that the
cow is suckling.
It is important to the farmer to know in advance when they can expect the calf
to start suckling. The less time it takes to alert the farmer that the calf is cur-
rently suckling, the more options they have to make some intervention. Hence,
the higher the likelihood of an accurate prediction of suckling, the more value
they will be able to derive from an automatic classifier. This will allow the end
user of this classifier to choose parameters to decide on an appropriate action to
take based on them. These will vary depending on the use case. For example, if
there is a high accuracy only after the calf has been suckling for a long time, the
farmer will not have much time to intervene.
4.2 Description of Data and Target
The data used in this use case was taken from three sources:
1. A low noise accelerometer. The low noise accelerometer had a range of
±2G, (gravitational constant) and a noise density of 125µg/√Hz 1. We found
it to be useful for detecting precise movements such as heartbeats.
2. A wide range accelerometer. This sensor had a comparatively wide range
1http://kionixfs.kionix.com/en/datasheet/KXTC9-2050SpecificationsRev2.pdf
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of ±16G, but this was traded off for a higher noise density 2. This was useful
for examining larger movements, such as the movement a calf’s head.
3. A gyroscope. The gyroscope was useful for detecting changes in orienta-
tion.
For each of these three sensors we had a value for the x-axis, y-axis and z-axis.
We also added a magnitude value for each of these values, computed using the
standard formula.
|v| =
√
x2 + y2 + z2
These three sensors provided by Shimmer were bundled together into a single
device and placed around the neck of several calves for periods of up to a few
hours. The data was collected over a period of a few months. This dataset was
drawn from 28 individual calves, with a total of 3,128 minutes of data which was
then annotated. The average number of seconds from each sensor was taken.
Later on we measure the impact of leaving out one or more of these features.
We did this analysis in order to measure for the company which sensors would
be worth it to include. The sensors sampled data at a rate of 256Hz. We had to
resample this to a 128Hz frequency in order to align this data with the manual
labels for the calf sensors.
The ground truth for when an individual calf was or was not suckling was estab-
lished by video recording of the calves as they were wearing the sensors. The
videos were then annotatedmanually to establish when the calves were suckling.
In addition, some sensors were put on calves who were then just placed in a field
with no opportunity to suckle. This was done in order to get a baseline for a what
a calf’s data would look like without suckling.
4.3 Data Preparation and Feature Extraction
Before we started developing the predictions for likelihood of calf sucking, we
first had to pre-process the rawdata so that itwas in a format suitable for analysis.
We transformed the data in several ways.
2https : / / www . digikey . com / product-detail / en / stmicroelectronics / LSM303AHTR /
497-17053-1-ND/6579103
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4.3.1 Saturation of Sensors
When we were setting up the sensors, we ensured that they were not saturated.
We analysed the data in order to test for calibration mistakes. We found that
some of the data was saturated. This is where there is a large bias in the sensor,
i.e. even when it is resting it has a high value. We had to correct for this and
remeasure some of the data.
4.3.2 Re-Sampling the Data
Another issue that we dealt with was that the timestamps associated with the
different sensors and the ground truth did not match up exactly. The sensors
were taking recordings every few microseconds, whereas the ground truth was
only manually labelled each second. We solved this by grouping the sensor data
into windows of 3 seconds each, with a 1 second step between each group.
4.3.3 Feature Extraction
For each of the windows of sensor data from calf activity, we summarised the
data in different ways. Each of the following was extracted for each of the three
sensors, and for every dimension (x, y, z, magnitude).
• Minimum, maximum, mean and standard deviation
• Zero Crossing Rate
• Skewness
• Curtosis
We then took the first difference of the raw values in each of these windows and
then extracted the same set of standard features as above from the windows
with the first difference window applied.
We also wanted to examine the feasibility of extracting spectral features from
the data. Spectral features are featureswhich are derived from the frequency do-
main, instead of the normal time domain. The Fast Fourier Transformation (FFT)
algorithm (Brigham, 1988) can be used to convert between the time domain and
the frequency domain and is awell established technique in signal processing. An
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FFT allows us to pick out features related to the frequencies of signals at a cer-
tain point in time, which could give a good insight into differentiating between
suckling and non-sucking behaviour.
As a first pass to see if the data would be a good fit to extract features, we plot-
ted the spectrogram of the raw data against the suckling for various values. This
allowed us to check if there was some periodic motion that would help when de-
tecting the target variable, i.e. a suckling action.
From Figure 4.1 and Figure 4.2 we can see that there is indeed a pattern. We can
see that there is a strong signal in the 2Hz range ofmotion. This signal is stronger
in calves who are suckling than those who are not. This is a good indicator that
frequency domain features can be used to detect whether the calf is suckling. In
order to capture these features we extracted several FFT features.
Given the results shown in Figure4.1 andFigure4.2weextract theminimum,max-
imum, mean and standard deviations from the following ranges in the frequency
domain and use these as features:
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• 1-3Hz
• 0-2Hz
• 2-4Hz
• 3-5Hz
Finally, we take the ratio of means of different bands.
Later in this Chapter we compare the performance of the classifier for suckling /
non-suckling activitieswhen using the FFT features as opposed to not using them.
This is important because it is expensive to compute FFT values on embedded
hardware because it is a computationally expensive task. Hence we had to evalu-
ate whether the gain in accuracy when using FFTs was worth making these calcu-
lations in terms of the cost of using extra hardware. The results of this analysis
can be seen in Figure 4.7.
Once all these steps were taken, we are ready to begin the real analysis of the
data.
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4.3.4 Classifier Selection
Weevaluated a selectionofMachine Learning algorithms, the results ofwhich are
shown in Table 4.1. We can see from this table that a Random Forest performs
the best out of all the classifiers. We can also see from this table that the results
of all of the classifiers are quite good. A boxplot of these results can be seen
in Figure 4.3. We can see from this graph that the Random Forest has a high
average performance, and also has a smaller inter quartile range of ROC scores
than competeting algorithms.
h#H2 9XR, S2`7Q`KM+2 Q7 J+?BM2 G2`MBM; H;Q`Bi?K QM bm+FHBM; /2i2+iBQM ibFX
Model ROC score
random forest 0.983510
linear model 0.938568
knn 0.913643
linear_svm 0.895173
decision_tree 0.887789
Here the SVMs have a ‘C’ hyper parameter value of 1.0. We did not use a radial
kernal with the SVM as the training time was unrealistically long. The KNN has
uses 5 nearest neighbours and a Minkowski metric of 2. The Decision Tree uses
a gini criterion, with no pruning or maximum tree depth. The Random Forest
uses an average of 10 decision trees, each using a gini criterion with no pruning
or maximum tree depth. These hyper parameters are the same as those used in
Section 3.4.
We did not explore a deep learning approach in this case study for two reasons
1. The performance of the classifier was already sufficiently high that further
improvements through model selection was not necessary.
2. Hardware constraints prevented us from feasibly using a deep learning
application in the field. It should be noted that there has recently been
some work done on applying deep learning solutions to constrained
hardware (Courbariaux and Bengio, 2016), (Han et al., 2015), as well as a
number of companies offering deep learning micro controllers (Ionica and
Gregg, 2015). However, this was not available at the time we were doing
this work.
However, we would like to explore the possibility of applying a deep learning so-
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lution to this topic, and this is described in Section 6.4 on future work.
4.3.5 Cross Validation
The data was gathered from different calves at different points in time. This was
because we wanted to ensure that the classifier will generalize across different
calves, rather than just learning the features of one individual calf. The way that
we did this was to split the calves into a training and testing group, where the
same calf would not be present in both groups. We opted for this Leave-One-
Calf-Out cross-validation strategy where we would train on all data excluding a
calf, and then test on that calf. We repeated this for each calf, which gave us
stable accuracy results.
As in the previous chapter, the datawas imbalanced because therewere farmore
examples of non-suckling data than therewas of suckling data. Wedealtwith this
by re-sampling the data so that positive examples make up a similar proportion
of the training data.
As the data was imbalanced, again we use the ROC AUC score as the primary clas-
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sifier metric. This is because ROC is a better assessor of classifier performance
than accuracy when the data is imbalanced.
4.3.6 Feature Selection
As a first pass, we evaluated the overall accuracy of the generated classifier and
evaluated a range of feature selection strategies. We decided to test percentiles
ranging from 20% of all generated features, to 100% of the available features.
These featureswere ranked using theANOVAF-valuemetric. In Figure 4.4we can
see the effect of trying different numbers of features on the ROC score. From
this figure we can see that including all of the features has a negative effect, and
that keeping the top 40% of features is the optimal amount. We also compare
this to a method of hand-selecting the features based on a manual analysis of
the data, and show that it does not perform as well as simply taking the top 40%
of features. The manual feature selection process involved manually inspecting
graphs of the features and their correlations with the final target variable. We
thought that this could outperform the automatic feature selection process, but
in all cases taking 40% of the features outperformed it.
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4.3.7 Time to Detection
One of the important criteria we were given from end users in this use case was
having a short time elapse between a calf starting to suckle, and detecting that
this is happening. This is a statistic that was emphasised to be important by the
end users, namely the time that is taken from the calf beginning to suckle to the
firstmoment of detection. Figure 4.6 plots this against different threshold values
to estimate theeffect that this has on thedetection time. Lowering the threshold
of detection will decrease the amount of time taken to detect the first suckling
event. However, this will also increase the number of false positives detected in
the dataset.
Wedemonstrate this variable in Figure4.5,whereweplot the accuracy, recall, pre-
cision andROCscore as a functionof the chosen threshold. This x-axis rangesover
the same period as Figure 4.6. In these two diagrams decreasing the threshold
below 0.5 gives us shorter times to detection, but also gives us a corresponding
decrease in accuracy metrics.
The end user can then use these metrics to choose an appropriate value for the
threshold in their application. For example, we can see from Figure 4.6 that if the
user wishes to set a hard limit of 5 seconds before an intervention occurs, the
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resulting ROC AUC score is ~0.7. If this can be extended to 10 seconds, then the
resulting ROC AUC will be ~0.8. In this case, the slower time to detection may be
offset by the improved classifier performance, depending on the context of the
application and costs involved in a misclassification.
4.3.8 FFT vs Non-FFT features
Ultimately, it is envisioned that this algorithm will be run on an embedded hard-
ware device. This presents a challenge from an engineering perspective, as the
computational capabilities of this device are limited. The improvement in accu-
racy of featureswhichwere expensive to generatemust then beweighed against
the cost of generating these features. In particular, FFT features are expensive so
wemust evaluate the performance of our classifier with these features and with-
out these features. We do this by running a cross validation evaluation in two
steps, first excluding FFT features and then including them. We then observe
the resulting ROC scores. The results of this can be seen in Figure 4.7.
From this diagram we can see that including FFT features greatly improves the
performance of the classifier.
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4.3.9 Wide Range Accelerometer vs Low Noise Accelerometer vs. Gy-
roscope
We have data from three types of sensors available to us.
• Wide Range accelerometer
• Low Noise accelerometer
• Gyroscore
The wide range accelerometer is useful to for capturing large variations in accel-
eration. This could perhaps be able to detect the motion of a calf’s neck going
up and down. The low noise accelerometer is useful for micro motion detection.
This could for example detect smaller motions on the surface of the calf’s skin.
The gyroscore is useful for capturing angular velocity. This might be useful for
detecting changes in the tilt of the calves head for example.
We compare all combinations of these sensors to get an idea of what configura-
tions work best, and what the various trade offs of not using certain sensors are.
(Figure 4.8).
In general, using all the sensors combined together gives the best results. How-
ever most combinations work to an acceptable level, except for the gyroscope
on it’s own.
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4.3.10 Resampling the data to lower frequencies
Recording and processing sensor data at 128Hz is a difficult job for a microcon-
troller. Extracting features at this speed on limited hardware may prove to be
difficult. The microcontroller developer may wish to take recordings at a lower
frequency tomake the jobmore feasible. To demonstrate the tradeoffs involved
in this decision,we resampled the raw frequencydata to a rangeof lower frequen-
cies (64Hz, 32Hz, 16Hz and8Hz). We ran the entire pipeline again against this new
data, including re-extracting the features from each of these resampled sensor
sources. The window parameters (3-second windows with 1 second strides) re-
mained the same. In Figure 4.9 we can see the results of this analysis.
From this diagram we can see that downsampling the data has a negative effect
on the resulting accuracy. Any change in the sampling rate must be a tradeoff
against the cost of using a higher-spec microcontroller vs the operational costs
of using a classifier with worse performance.
4.4 Why a normal approach won’t work
The “normal approach” is defined here as a normal Machine Learning pipeline
which excludes a time series analysis of the datawill not give the best results. This
is because it ignores the time series aspect of the data. For example, if we shuffle
the rows randomly, as is what happens in cross validation in a typical Machine
Learning pipeline, we will lose information. Hence the classifier will only be able
to learn an instantaneous representation of whether a calf is suckling or not. It
will not be able to learn a model based on what the calf was doing the moment
before. We expect that by modelling the time series aspect of the data directly,
we can get better results.
We can however, ignore the time series information to get a baseline accuracy
that we can compare the time series model to. For example, in a normal Machine
Learning pipelinewe can train a “dummy classifier”which outputs themean value
of the target variable. We can then use the accuracy that this classifier achieves
on a cross validation set as a baseline against which we can compare classifiers.
Similarly, we can use a Machine Learning pipeline which ignores the time aspect
to give us an indication ofwhat kind of accuracywe should expect to at least beat.
A “normal approach” will also not give us an idea of what the future performance
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of the classifier will be. Perhaps the classifier will be able to predict the future
accurately, butwewill not be able to estimatewhat the accuracywill be 6 seconds
into the future for example. Then end user needs to understand what kind of
time frame during which they will have to make a decision. If that time is smaller
then they may not be able to take advantage of the extra information delivered
by the classifier. This factmust be taken into accountwhen evaluating the overall
system. It is important then to estimate the future performance of the classifier.
4.5 Time Series Analysis
To recap, at this stage in our analysis, our pipeline consists of the following steps:
1. Resampling the data down by some factor, depending on the computa-
tional capabilities of our hardware e.g. 128Hz, 64Hz, etc.
2. Taking 3 second windows of this data, in strides of 1 second
3. Extracting simple features from each of these windows, e.g. min, max,
mean
4. Taking the FFT transformof this window to convert it from the time domain
to the frequency domain. We then extract features from this domain.
5. Using cross validation to evaluate the performance. The train-test splits are
split by cow. At this step the data is shuffled, sowe have lost the time-series
aspect of the data.
6. Evaluating the performance of the classifier. The ROC score for the classi-
fier is typically around 0.9, depending on the various parameters decided
on at each stage of the pipeline.
This has been useful, as it has demonstrated the following:
• That it is possible to classify whether a calf is suckling or not using
accelerometer data.
• Given us a baseline against which we can evaluate our time series analysis
techniques.
• Transformed and pre processed the data in a manner which will be useful
later.
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4.6 Conclusion
In this chapter we examined the question of whether it is possible to determine
whether a calf is suckling or not using data from self-worn accelerometer, in real
time. We demonstrated the difficulty of this particular environment, and high-
lighted some of the challenges that exist. We have shown that it is feasible to do
this sort of classification, despite these challenges.
We have shown that a non-deep learning approach has performed admirablywell
for this task, achieving an AUC ROC score of 0.9835 on a cross validation set of
a large number of training examples. We examined this performance across a
range of parameters that are important for a real world implementation. We
showed for example that performance does not degrade significantly when use
a single accelerometer, instead of the two that were used in the experiments.
We also showed that we can reduce the frequency of sampling from 128Hz to
about 16Hz, without suffering a large hit to performance. This allows us to make
processing and energy savings in the implementation of the devicewhichwill per-
form the inference. We also examined a method of averaging the signal across a
range of time to reduce the number of false positives. We examined the chang-
ing the size of the window in this averaging process, and examined the resulting
trade-off in time to detection vs. false positive rate.
In this chapter we also evaluated the performance of a number of models (see
Section 4.3.4). This is similar to the non deep learningmodels we evaluated in the
previous chapter (Section 3.4). In the previous chapter, the best performing non-
deep learning model was a Support Vector Machine, whereas in this case study
the best performing model is a Random Forest. This is further evidence that dif-
ferent problem domains require different models, as stated in the hypothesis.
So far we have examined two problem domains, and have determined that the
best solution to these two problems have different solutions, supporting our hy-
pothesis. In the next chapter, which will conclude the case studies section of the
thesis, we will examine the hypothesis question in context of a combination of
GPS and image data.
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Chapter 5
Case Study: Predicting Air
Pollution Levels from Images
using Wearable Cameras
5.1 Problem Statement
In the previous chapters we have demonstrated that Machine Learning can be
used for real life problems including helping students improve their grades and
assisting dairy farmers to intervene in events related to feeding of young calves.
Each of these used Machine Learning but in very different ways, and our next ap-
plication of Machine Learning will be in another very different domain. What we
do in this chapter is describe the application of detecting the quantity of particu-
lates in the air, i.e. air pollution. Particulates aremicroscopic liquid or solidmatter
in the earth’s atmosphere. In our application, we examine the quantity of Particu-
late Matter known as the PM2.5 level, in the atmosphere around the level where
people live. These particles have a diameter of approximately 2.5 μm, which is
about 3% the diameter of a human hair. Increased levels of particulates originat-
ing from human activity are associated with higher levels of lung cancer and so
knowing human exposure to air pollution like this is an important health concern
(Raaschou-Nielsen et al., 2013).
Air quality monitors to measure PM2.5 quantities range in price from €100 up-
wards. However they are fixed devices and thus measure air quality at a given
location only and they are not popular or widespread as portable devices where
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their impact in measuring air quality could be greater.
This chapter investigates the potential of using images taken fromwearable cam-
eras as a substitute or proxy to estimate the level of PM2.5 particles in the air.
The data used in the experiments in this Chapter were collected by recording
air pollution levels in areas around human participants using a wearable PM2.5
sensor. The participants also wore a life-logging camera, specifically the Autog-
rapher from OMG1. This camera is worn on the chest, is front-facing, has a wide-
angle lens and captures thousands of pictures per day ofwearing. The recordings
of images taken with the wearable camera and PM2.5 air quality readings were
made available to us by the Barcelona Institute for Health (ISGlobal)2 as part of a
collaborative project.
We applied Machine Learning techniques to this data to build a model of air pol-
lution levels, using images and GPS coordinates as input. An eventual use case
for could be a smart phone application to estimate air quality from phone images
and use this to reduce peoples’ exposure to particulate air pollution. This could
replace a relatively expensive PM2.5 personal sensor device.
5.2 Data Preparation and Cleaning
We now examine what information we obtained from the sensors. This allows us
topropose inputs into a series ofmodels developed for pollutiondetectionbased
on the PM25 sensor, the wearable Autographer camera, and participants in this
data-gathering also carried portable GPS devices in addition to the PM25 sensor
and wearable camera. Data was gathered by ISGlobal in parts of rural India as
part of the CHAI project (Ochieng et al., 2017; Tonne et al., 2017) where people’s
exposure to air pollution is high because of open air fires used for cooking, diesel
generators used for generating electricity, and vehicles used for transport.
The PM25 sensor used for us records the following information:
• date and time
• participantID
• particles in the air (pm25)
1http://www.autographer.com
2http://www.isglobal.org/en
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• temperature
The GPS data set contains the following data
• datetime
• latitude
• longitude
• elevation
The life camera data set contains the following:
• datetime
• an image
• various setting for the camera
The overall data also contains an identification number for the session the partic-
ipant was recording (participantID) and the village where the participant is from
(villageID). This allows us to merge all these data sets together using the above
common data values.
The data was recorded on the three devices at different sampling intervals which
caused problems for processing. For example, the lifelogger recorded one image
every 30 seconds, and the PM25 sensor created one record every 10 seconds. We
take one sample from each of these data sets every 30 seconds, andmerge them
together. If there is more than one recording in this interval, then the first exam-
ple is taken. GPS, image and pollution data are joined on participantID, session
columns and on the nearest 30 second interval. After merging across the data
sources we are left with 241,837 data points.
5.2.1 Participant Activity
For the entire dataset there were 56 individual participants who made record-
ings across a period of 9 months. This gives us a lot of data to learn from. It also
leads to a natural way of performing cross validation where we divide the data
set up into a training set, a test set and a validation set such that no individual
participant is shared between two sets. This makes it impossible to overfit any
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training to a single participant based on his/her lifestyle. The number of partici-
pantsmaking recordings eachday varies. As seen in Figure 5.1, there are between
0 participants making recordings per day (for example, in the period November,
December) up to a maximum of 4 different participants, and between 20 and 30
individual participants making recordings in a given month.
6B;m`2 8XR, S`iB+BTMib S2` .v
In Figure 5.2 we can see in which weeks participants weremost active in terms of
recording. For example in week 38 of 2015, participant 62118 made over 2,000
data recordings. Given that each of the aggregated data points were 30 seconds
apart, this means that s/he recorded for approximately 16 hours that week. A
similar chart is shown in Figure 5.3, but broken down by month instead.
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5.2.2 Images
6B;m`2 8X9, 1t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;2 iF2M 7`QK r2`#H2 +K2`
An example image taken from a participant’s wearable camera is shown in Fig-
ure 5.4. The image resolution at time of capture is 1936 × 2592, with 3 channels
(RGB) used. We reduce this down to 224×224 for input into deep learningmodels
later because the fine-grained resolution of the image is not needed. This pro-
cessing turns landscape ratio images into square which warps the presentation
of the image when viewed but these images are not meant to be viewed by the
human eye and so long as the squaring of image ratios is used for both training
and testing images, that is acceptable.
5.2.3 Properties of Datasets
We now examine some of the characteristics of this dataset. The first thing we
look at is the distribution of the air particle values which can be seen below in
Figure 5.5. Note that this is a log scale on the y-axis. We can see from this that the
vast majority of readings are of the order 10-100, with a few very large outliers.
From this diagramwe can see that approximately 100 of the 241,837 data points
have readings which are larger than 5,000. These outliers will cause problems
whenfitting theMachine Learningmodel later, andwewill see later howcarefully
evaluating different objective functions will alleviate this issue. In particular, a
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regressionmay not work very well on this data, due to the number of, and size of
the outliers.
We next examine the distribution of particle valueswhich fall into a range smaller
than the 95th percentile, shown in Figure 5.6. The 95th percentile in this case is
67. Note that the y-axis here is not on a log scale which allows us to examine the
shape of the distributionwithout it being skewed by extremely large values. Also,
overlaid in red in Figure 5.6 is a Kernal Density Estimate of the distribution. We
can see that the majority of points are between 20 and 40.
The final view of the air particle data values we look at is where we plot a his-
togram of the distribution of values with many small bins as shown in Figure 5.7.
Again we have removed values over the 95% percentile so we can view the dis-
tribution without it being skewed. We can see from this image that most values
take on a discrete set of values. This indicates that the air quality sensor only re-
ports values to a certain level of accuracy and from Figure 5.7 we can see that
this is approximately 0.1. This defines a lower bound on accuracy when we are
evaluating the performance of the Machine Learning algorithm.
The key statistics in this distribution are shown in Table 5.1
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Statistic Number of Particles
Count 241,837
Mean 42.16
Std 107.79
Min 7.61
25% 26.39
50% 31.46
75% 40.09
max 6,051.43
5.2.4 Pollution Levels by participant
In Figure 5.8 we plot the mean number of particles observed per participant. We
can see there is a large variation of particles observed per participant meaning
that some get quite little and some others quite a lot of exposure to poor air
quality. In Figure 5.9 we plot the mean pollution levels across participants. From
this graph we can see that participants 36715, 50860 and 61977 each registered
very large outlier values for pollution levels. Whenwe compare the variance with
participants to the variance of the whole data set using a one-way ANOVA, we
get an F-statistic value of 54.45 and a p-value of 0.00 This means it is unlikely that
the means of each of the participant are the same, and the variance is not due to
sampling error.
However, this interpretation could be overstating the difference between partic-
ipants, because each measurement is not independent. For example, if pollution
is high at one minute, it will probably be high the next minute too. One way of
dealing with this is to take take the mean of each recorded session before calcu-
lating the F-statistic. This gives us an F-statistic valueof 1.24with a p-valueof 0.15.
This shows that the variance within participants is still greater than the variance
of the whole dataset, but our confidence of that being due to sampling error is
reduced. This is apparent when we view the boxplot of pollution per participant
which is averaged across sessions as shown in Figure 5.10. Here we can see that
there are similar levels of pollution, but with greater variance of values.
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5.2.5 Pollution Levels by village
The data we use in this Chapter is drawn from participants drawn, in turn, from
a number of villages in rural India as part of the CHAI project. We calculated the
pollution levels across each of the 34 villages where recordings were made and
this is shown in Figure 5.11. A lot of the variance of pollution levels seems to
depend on which village the recording is made in.
Results of the one-way Anova similar to that carried out when examining pollu-
tion levels by participant, are that the F-statistic value is 33.93 and the p-value is
2.92e-175. So this result confirms a lot of variance is explained by which village
a recording is made in, but less than by which participant is making the record-
ing. Again we remind the reader that the results are over-exaggerated because
measurements are not independent. If we consider that these observations are
not independent, and average across sessions we get the following results for an
Anova, with the F-statistic=0.58 and the p-value=0.94. This actually contradicts
the previous results. So, overall, it us unlikely that there is a large difference in
pollution level caused by being in a different village. However, to verify this we
would need more independent observations in different villages, but this is out-
side the scope of the data collection.
An air quality index (AQI) is a number on an international scale which is used to
describe how polluted the air is. There are six AQI categories in decreasing order
of quality and these are good, satisfactory, moderately polluted, poor, very poor, and
severe and these combine different aspects of air pollution including particulates
aswell as chemical pollutants like carbon dioxide and others. The values of PM2.5
which correspond to the different categories are described in Table 5.2.3
The actual ranges of values of these categories indicate that our participants are
experiencing air pollution which is occasionally very poor but which for the most
part is satisfactory, bordering on moderately polluted.
5.3 Experimental Method
The ultimate aim of the work in this Chapter is to use Machine Learning to pre-
dict air pollution levels from imagery taken from awearable camera, and possibly
including GPS. Belowwe document theMachine Learning pipeline that we devel-
3This is taken from https://en.wikipedia.org/wiki/Air_quality_index
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AQI
Category
PM.25
(24 hour)
Associated Health Impact
Good 0-30 Minimal
Satisfactory 31-60 May cause minor breathing discomfort to sensitive peo-
ple
Moderately
polluted
61-90 May cause breathing discomfort to people with lung dis-
ease such as asthma, and discomfort to people with
heart disease, children and older adults
Poor 91-120 May cause breathing discomfort to people on prolonged
exposure, and discomfort to people with heart disease
Very poor 121-250 May cause respiratory illness to the people on prolonged
exposure. Effect may be more pronounced in people
with lung and heart diseases
Severe 250+ May cause respiratory impact even on healthy people,
and serious health impacts onpeoplewith lung/heart dis-
ease. The health impacts may be experienced even dur-
ing light physical activity
h#H2 8Xk, ZA +i2;Q`B2b M/ ?2Hi? BKT+ib
oped for this task, and we present the results achieved.
5.3.1 Standard Machine Learning Pipeline
We start by developing an approach which does not use images to predict air pol-
lution levels, but simply uses the location information. This will give us a baseline
score, againstwhichwe can evaluate our deep learningmodels for image analysis,
in the next section. We use the following features:
• Longitude
• Latitude
• Elevation
• Temperature
A standard scaling is applied to each of these features. In addition, we use the
villageID value, with a one-hot encoding. There are 28 unique villageIDs that we
use and this leads to 32 features in total, with 241,837 total measurements.
We applied a variety of standard Machine Learning algorithms including the fol-
lowing
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• Linear regression
• lasso and ridge regression
• Random Forest
• Extreme Gradient Boosting
• Linear regression with different objective functions (e.g. Poisson andmean
absolute error)
• And finally, a dummy regressor, which always returns the mean of the
dataset. This can be used as a baseline against which the other regressors
should perform at least as well.
Here the Ridge and Lasso regressions both uses an alpha value of 1.0. The De-
cision Tree uses a gini criterion, with no pruning or maximum tree depth. The
Random Forest uses an average of 10 decision trees, each using a gini criterion
with no pruning or maximum tree depth. The extreme gradient boosting algo-
rithm uses a step size shrinkage of 0.3, a maximum depth of 6, an alpha value of
0 and an L2 regularization term of 1.
We used a variety of metrics to evaluate the performance of the predictions, the
main one being Mean Absolute Error. We also examine values of Mean Squared
Error andR2 score, however both of these give poor scores, as there are large out-
liers in the data (up to 6,000 in total), and so any predictions are heavily penalised
for getting outliers wrong. The fourth metric we looked at as Median Absolute
Value, which also penalises outliers though less than Mean Absolute Error does.
We split the data into a training set, a validation set for choosing hyper-
parameters and a testing set for evaluating the results. We split the data based
on participantID to avoid over-fitting. Because the results can change depending
on which participants were assigned to which group we shuffled the data 10
times and reported the average score, as well as using these to plot bar plots.
The results of this are displayed in Table 5.3.
h#H2 8Xj, _2bmHib r?2M mbBM; i?2 aiM/`/ J+?BM2 G2`MBM; SBT2HBM2
Regressor Objective Mean Absolute Error
Linear Model (keras) Mean Absolute Error 15.229376
Lasso Mean Absolute Error 18.150236
Dummy Mean Absolute Error 18.299901
Gradient Boosting (sklearn) Mean Absolute Error 18.774428
ElasticNet Mean Absolute Error 19.615230
Gradient Boosting (XGBoost) Mean Absolute Error 23.788019
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Regressor Objective Mean Absolute Error
Linear Model Huber 38.512339
Linear Model Poisson 1075.813931
One interesting result from this table is that 5 of the models under-performed
a dummy model. This indicates that there is large potential for overfitting. This
is due to the fact that a small amount of the data have comparatively large val-
ues. Our solution to this was to not penalize by the square of the deviation, as
is the most common method (Mean Squared Error). Instead we trained and eval-
uated our methods using the Mean Absolute Error. An alternative solution is to
predict the log of the pollution levels. The most appropriate choice of error de-
pends on the application of this model, and whether we caremore about getting
more predictions right (MAE), or about predicting extreme outliers correctly (log
predictions).
Because there is so much variance in the results we created 10 different training-
test-validation splitswithparticipants randomly assigned toadifferent set in each
of these iterations. We plot a boxplot of results for each classifier used which
is shown in Figure 5.12. We also plot the results across 4 different evaluation
metrics (Mean Absolute Error, Mean Square Error, Median Absolute Error, R2).
From now on we will only be interested in Mean Absolute Error (MAE).
From these results we can the see that the best-performing classifier is a Linear
Model using a Mean Absolute Error objective, which achieves a MAE of 15.22.
This is our baseline that we want to beat using the image models to verify that
they work. It is also important to note that the dummy regressor scored a MAE
of 18.29, and that five of the regressors did not outperform this.
5.3.2 Training Air Pollution Levels on Images
In this sub-section we will describe the methods we used to estimate the level
of air pollution from images taken fromwearable cameras. We will compare vari-
ousMachine Learningmodels and their relative performances. However, first we
will first describe the various methods we used to estimate pollution levels from
images, so we can better understand the trade-offs and results.
As we saw in Section 1.3.4, Neural Networks are a modelling technique which in-
volve stacking many layers of simpler models into a network. For example, the
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inputs to themodel could be passed to a logistic regression, the outputs of these
can then be passed to the inputs of another logistic regression which finally out-
puts a value for the target variable. The network then learns a non-linear function
that would be impossible to learn if we had only used a single logistic regression.
An example of a simple neural network is shown in Figure 5.134. Pooling and
dropout layers can be used to reduce overfitting, similar to using a regularisation
term in a least squares regression.
Convolutional Neural Networks (CNN) are an extension of the simple neural net-
work and have been shown to do well in classification tasks on images (Ciregan
et al., 2012). Figure 5.145 illustrates how deep networks work in image classifica-
tion. They work by taking small squares over an image, and using these as inputs
to a neural network. The layers in the neural network then learn hierarchical con-
cepts. For example lower layers learn to identify edges, and higher levels identify
concepts like faces.
One advantage that neural networks have over other Machine Learning ap-
proaches is that they can be retrained to do a variety of similar tasks, a process
which is called transfer learning. It can take weeks using specialised hardware
like Graphics Processing Units to train simple classifiers to perform to the level
of the state of the art using large image sets for training. However, once the
4Taken from http://neuralnetworksanddeeplearning.com/chap1.html
5taken from http : / / www . wildml . com / 2015 / 11 /
understanding-convolutional-neural-networks-for-nlp/
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network model is learned, we can adapt it to perform similar tasks, by re-training
on our task-specific dataset. The intuition behind this is that the lower levels of
the network correspond to low-level concepts such as edges and shapes and
these features will not need to be re-learned if the new classifier is similar to the
original one.
Themost common task that Convolutional Neural Networks are used for in image
processing is classification. For example, given an image, compute a probability
score that the image contains a dog or a cat, or in other words, classify the like-
lihood of it containing a dog or cat. This is done by setting the final layer of the
network model to output the probability of the image containing a range of ob-
jects (typically known as softmax). However in the work we are reporting here,
our task is regression — to predict or estimate the level of air pollution given an
image. If we are using a pre-trained model, we must ensure that the last layer of
the model is a single output, the estimation of air pollution value.
One of the first questions we are faced with is how large and how complex and
with how many layers should the network be? We measure this by evaluating a
variety of different networks. Shallow networks have few layers, whereas deep
networks have many layers. Increasing the number of layers has the effect of in-
creasing the complexity of functions that the network can learn, at the expense
of increasing the threat of the network overfitting the data. Smaller networks
are therefore less prone to overfitting. This is also known as the “entropic capac-
ity” of the model. Larger models, however, are also slower to train. To reduce
overfitting we can also use data augmentation, which we will describe in more
detail in the next section.
To measure the state of the art for classifying images, a large dataset of publicly
available labelled images has been created called ImageNet (Russakovsky et al.,
2015). New models can be evaluated by how accurate is their identification of a
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variety of image classes based on images from ImageNet. Themost popularmod-
els for classification are VGG16 (simple), Resnet (extremely deep) and Inception
(wide and deep). We will evaluate the accuracy of some of these models on our
wearable camera image dataset. However, as discussed above, we will have to
adapt the architecture of these models a little in order to change their outputs
from classification tasks to a regression task.
When training a Neural Network, it is possible to get better results by repeatedly
training over the entire data set. Each one of these passes is called an epoch. Our
training data set contains roughly 120,000 samples to train on, which represents
about one third of the whole data set. Models with high capacity will tend to
improve after several epochs. We plot the training history for both a test set and
a validation set to demonstrate whether training for a longer number of epochs
will improve results.
It can take up to one hour on a standard desktop computer to train a model for a
single epoch in an image classification task. Because this is takes somuch time,we
only train on a single test, train and validation set instead of performing an n-fold
cross-validation and averaging over 10 of these sets. Once we have evaluated
several models we run the best of them over the 10 datasets in an n-foldmanner,
to compare performance to the earlier classifiers, which did not use images.
To recap section Section 5.3.1 we evaluated some simple Machine Learning
pipelines with out using the image data to form a baseline. These results can be
seen in Table 5.3. The table is sorted by the performance in the test set. We can
see that the linear model with a mean absolute error objective performed the
best, with a score of 15.22 on the test set. We want to beat this using our deep
learning models to show that they perform better. Also note that the dummy
classifier, which only returns the average of the results scores 18.29 on the test
set, so if the deep learning approach does not beat this, then it is not learning
anything useful.
5.3.3 Data Augmentation
Data augmentation is the process of increasing the amount of data available for
training a classifier in order to improve its performance. In image classification, it
takes the form of adding random changes to images to avoid overfitting because
often a model can overfit on its training data. For example, if many of the im-
ages with high pollution levels have a road on the left side of the image, it may
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associate roads on the left side of the image with high levels of pollution. We
can generalise this, and also double our training size by taking each image, and
flipping it in various ways. That way, when we are training our model, we do not
overfit the position of objects within an image. We can do this for a variety of
transformations and in our application we use the following transformations il-
lustrated in the Table below.
These transformations are applied randomly, so the regressor will not be trained
on the same image twice. So, if we perform 10 epochs for example, we will aug-
ment each of the 120,000 images with 10 random variations. We also shuffle the
data randomly to train in batches and ensure that for each epoch, each imagewill
only be seen once, in one of its permutations. Table 5.4 shows two example im-
ages in the first row, and then each subsequent row shows the variety of image
transformations we applied.
h#H2 8X9, .i m;K2MiiBQM 1tKTH2b
Transform Example 1 Example 2
Original Image
Width Shifting
Height Shifting
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Transform Example 1 Example 2
Zoom
Horizontal Flipping
Combined
In Section 5.4.6 we examine the effectiveness of using data augmentation which
is used in all of the following experiments.
5.4 Deep Learning Regression
5.4.1 Regression using a Shallow Network
In the first of our experiments using deep learning for predicting air pollution lev-
els we experiment with a relatively straightforward three-layer neural network.
This will serve as a baseline for our deep learning results. The motivation behind
using such small network is to reduce potential overfitting. In Figure 5.15 we
can see the architecture of the model used. The inputs are the raw pixels from a
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224× 224 image over 3 channels.
In interpreting the results we note that the training error is the error on the train-
ing dataset. The validation error is the loss on the validation set, which was not
used during training. A falling training error with a constant or rising validation
error means that the regressor is overfitting while a falling training error and val-
idation error means that the regressor is learning generalizable features. A stag-
nant training error indicates that the regressor is underfitting, and that a more
complex architecture may be appropriate.
The result shown in Figure 5.16 show that the validation network reaches a
plateau almost immediately. This indicates that the model capacity is too low,
and that a more complex network needs to be constructed so that the model
can learn more complex features.
The test set performance of this classifier is 40.47. This result is quite poor com-
pared to the dummy score of 18.29 using non-image features.
5.4.2 Regression Using Orginal VGG Model with All Layers Fixed
Now we will compare the performance of regression when simply using a state
of the art model, almost out-of-the-box and unmodified. For this we use the VGG
model (Simonyan and Zisserman, 2014), which contains 16 layers and is a semi-
nal model in image classification. We can see the architecture of this model in
Figure 5.176. We will have to adapt the model by replacing the final layer with a
single number as an estimation of the pollution level, instead of a softmax clas-
sifier which had been used when the task was image classification. This changes
the output from being probabilities of one of 1,000 classes being present in the
image, to a single number predicting what the level of air pollution will be.
The architecture is similar to the first model used above, however it is much
deeper in that it has more layers. Because of this, it takes a long time to train on
6taken from http://file.scirp.org/Html/4-7800353_65406.htm
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our dataset. The weights for this model were obtained from an online repository
of common image detection models7. This is effectively first detecting low
level features and then concepts in the image, and then uses these concepts to
estimate the air pollution level.
In Figure 5.18 we can see the Learning curve of this set up. We can see that that
for the first 7 epochs it is learning useful features, but after that it plateaus. Note
that this is for one of the 10 test train split iterations, and so the end result for
this example is lower than the average of all 10 iterations.
In this section, we establish a baseline for the effectiveness of this model. We
simply use the weights of the standardmodel, and only modify the final layer. As
a result of doing this, we obtain test error Mean Absolute Error of 15.02, which
is lower than the shallow baseline of 15.22 established above. This shows that
using images alone can be used to train a model to detect air pollution levels
better than GPS.
7https://keras.io/applications/
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In Section 5.4.3 and Section 5.4.4 we will examine modifications and different
configurations of this architecture, where various amounts of the network are
learned. We will see that increasing the entropic capacity of the model reduces
performance.
5.4.3 Regression using a VGG model with the convolutional layers
fixed
In this experiment we increase the number of trainable layers thus making the
networkmore complex. Theweights learned for convolutional layer remainfixed,
but the3dense layers at the endare updated as shown in Figure 5.17. Whilemore
complex, this also increases the capacity of the model to learn.
The learning curve observed from this model can be seen in Figure 5.19. We can
see that it has already reached the lowest test error by the second epoch, and
that further epochs are unnecessary. This shows that the regressor is learning
useful features initially, although it is possiblly underfitting.
The results obtained with this model are a Mean Absolute Error of 15.19. This is
slightly better than our shallow baseline established above.
121
6B;m`2 8Xky, o:: /Ti#H2 JQ/2H G2`MBM; *m`p2
5.4.4 Regression using an end-to-end trained VGG model
Once again we use the VGG pre-trained network from (Simonyan and Zisserman,
2014) to analyse the images because of its performance and availability. This
time we will use a fully end-to-end model, where we update all the weights in
the model, only retaining the architecture.
From Figure 5.20 we can see that the training error falls slightly for the first 3
epochs. Hence this shows that it has a higher capacity to learn than the first two
configurations of the VGG network we have already seen.
The test performance of this classifier was aMean Absolute Error of 15.08, which
is lower than the score of 15.22 achieved using just GPS, temperature and vil-
lageID features. This is worse however than that achieved in Section 5.4.2.
5.4.5 Regression using ResNet
The previous experiments have shown that in general, deeper networks perform
the best in terms of estimating air pollution levels from images. An alternative to
the VGG network is ResNet, which is a model that is extremely deep, and repre-
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sents the current state of the art in image recognition projects (He et al., 2016).
The main difference between ResNet and VGG is that ResNet has many more lay-
ers, up to 152 of them, and it is believed that it operates as an ensemble of many
relatively shallow networks. A diagram of the ResNet’s architecture is seen in
Figure 5.218
We use the ResNet architecture which is adapted to output an air pollution level
estimates instead of scores for individual classes, in a similar way to howwemod-
ified the VGG architecture output to estimate pollution levels. The test set per-
formance of this classifier is 15.45. This is worse than the VGGmodel, and shows
that VGG outperforms ResNet on this task. We can see from Figure 5.22 that the
model overfits, because after 10 iterations, even though training error continues
to decrease, the validation error remains constant.
5.4.6 Effectiveness of Data Augmentation
Toevaluate theperformanceof data augmentation, we ran experimentswith and
without data augmentation. As the most effective strategy for learning the pol-
lution level from images was the fixedweights VGGmethod seen above, we com-
pare the performance when data augmentation is not used. The score obtained
from not using the augmentation was a Mean Absolute Error of 15.11. This is
only slightly worse thanwhenwe used data augmentation, at 15.02. So data aug-
mentation does help learn generalisable features, but in this case it does not help
very much.
5.4.7 Combined Image and Location Model
We have established that predicting the level of air pollution is possible from
both images and from GPS. We now consider a combination of GPS and image
features together. To do this we use a multi-input neural network. We use a two
“branches” with a single output to achieve this goal.
The first branch takes the image as an input. Again, we use a fully adaptable VGG
model. This time, we simply remove the final layer, which would have been the
softmax function tooutput theprobabilities of the image containingoneof 1,000
classes. The previous layer contains 4,096 outputs. We will see below how this
8(taken from http://book.paddlepaddle.org/03.image_classification/)
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attaches to the entire model.
The second branch takes the GPS, villageID and temperature as an input. These
inputs are concatenated with the 4,096 features extracted from the image to
form a new input vector. These serve as inputs to a densely connected layer with
a single output for the pollution level. This model is illustrated in Figure 5.23
The resulting score is a Mean Absolute Error of 14.82, which is lower than both
the individual scores for either when we use images or GPS as inputs.
5.4.8 Evaluation
Table 5.5 shows a summary of the results of all of the deep learning methods
used. We can see that of the imagemodels, the VGGmethod with all layers fixed
except the final one is the best performing method, and that it performs better
than our baseline model using GPS and temperature features. We can also see
that all of the deep models outperform the dummy baseline, with the exception
of the shallow network. We can also see that the combined image and location
model together have the best score overall.
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Architecture Mean Absolute Error
VGG Model & GPS & Temperature 14.820587
VGG all layers fixed 15.026548
VGG all layers 15.082521
VGG last layers 15.190522
GPS & Temperature baseline 15.229376
Resnet 15.458944
Dummy baseline 18.299901
Shallow Network 40.474887
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5.5 What is the Neural Network Learning?
We now ask the question what is the neural network learning. Neural Networks
can be seen as black boxes in some sense, where it is hard to determine what
the network is doing, other than by evaluating its performance on some data set.
There is a risk in this part of our work, for example, that the model may be over-
fitting by identifying objects which are local to this particular area which would
not generalise well to the task. For example, these objects might simply be a ran-
dom object that has no correlation with pollution levels in general, for example a
post box which is easily identifiable and which many participants see. If this post
box is situated in an area with a high level of pollution, the classifier may spuri-
ously learn to associate the concept of ‘post boxes’ with pollution. Based on our
analysis of the locations of the participants at different times, and we designed
the cross validation set to reduce this possibility as much as possible. And so this
scenario seems unlikely, and yet we cannot rule it out. In Section 6.4 on future
work, we discuss some strategies that could be applied to figuring out what is
actually being learned by the classifier.
5.6 Conclusion
In this chapter we have shown that it is possible to predict pollution levels using
both static features such as GPS and temperature, and using image features from
images taken from a wearable camera. We have investigated the data and pre-
processed it so that it suitable to include in a Machine Learning pipeline. We also
evaluated the technique when using data augmentation to increase the number
of images used in training.
We have also shown evaluations of both methods of predicting air pollution lev-
els, and shown that deep learning based image processing is the best individual
method of predicting air pollution levels. We also developed a combined archi-
tecture that take both of these features into account to give the best results.
Potential applications of this research could be to warn people of high pollution
exposure using smartphone images. This contributes to the thesis by showing
another application of Machine Learning for real world use cases. In the next
chapter we will compare the three applications together.
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Chapter 6
Conclusions
6.1 Contributions to Case Study Domains
In Chapter 3, Chapter 4 andChapter 5we introduced the three case studieswhich
form the core of this thesis. We will now state the contributions that we have
made in each of the domains from which the case studies are drawn.
In Chapter 3 we developed a solution to a case study in the educational analyt-
ics problem domain. The aim of this case study was to predict the examination
grades of students based on their VLE logs. We first demonstrated how to ex-
tract features from the log data, including some8 featureswe found to be useful,
listed in Section 4.3.3. Of these features, 3 were new features which we had not
found in the literature, and found to be useful for modelling student grades. We
demonstrated how we built an intervention system based on this classifier, and
crucially howwe used the outputs of themodel to intervene to prevent students
from dropping out of their module or from failing the end-of-module examina-
tion. We showed that this intervention had a positive impact on student dropout
rates.
After this, we demonstrated a newmethod of estimating student success in pass-
ing examinations using a Recurrent Neural Network. As far as we were able find,
this was the first example of applying a deep neural network to VLE log data. We
demonstrated the advantages of this system by applying it to data which was a
combination of all modules, which has the potential to solve the ‘cold-start prob-
lem’ associated with making predictions for new courses, or those which have
changed a lot since previous deliveries, in both cases because there is insufficient
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log data available. The results of this model were promising, despite only using
a single feature (log counts), compared to the 4 features per week that the non-
deep learning method used. This is also easier to implement than our previous
method, as it does not involve saving and loading the weights of up to 12models
per course, one for each week.
In Chapter 4wedeveloped a case study in the agricultural domain. The aimof this
case studywas to predict whether a calf was suckling or not from itsmother, to al-
low a farmer to intervene andwean the calf allowing themother to producemilk
for commerical purposes. We examined the difficulties of developing a classifier
when there is a constraint that the inference must be done in real time. We also
examined a completely different set of features, where the data is an incoming
stream of accelerometer and gyroscope data.
We developed a non-deep learning solution which performed very well in this
task, achieving an AUC ROC score of 0.9835 on a cross validated data set on a
large number of examples. We then examined this performance against a num-
ber of real world constraints which we were under. For example, we examined
reducing the number of sensors we had available to use, and we found that we
could still achieve good performance if we removed one of the two accelerome-
ters which we were using. In fact almost any combinations of sensors which we
had available to us performed well enough, with the exception of using a gyro-
scope by itself. We also examined the performance of the classifier reducing the
frequency at which the devices sampled data. We found that we could reduce
sampling frequency from 128Hz to 16Hz without degrading performance. This
had a useful effect of the battery life of the device, and the processing power
required to do computations. Finally, we developed a method of reducing false
positives by taking an average over a time window. We examined the effect of
changing the size of this window, and hence were able to make a case for a trade
off between false-positives and time to detection.
We did not examine a deep learning solution to this problem, as we had achieved
such a high accuracy using simpler solutions. We also did not use it as it would
be difficult to implement on the limited hardware that we could deploy on a con-
sumer device. This is one contribution to the thesis, that currently deep learning
is not applicable to real time, low cost inference problems. However we expect
this to change in the near future, and this left as a problem for futurework, which
we will discuss more in Section 6.4.
In our final case study in Chapter 5 we developed a solution to a case study in the
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environmental science problemdomain. The aimof this case studywas to predict
the level of pollution, measured in PM2.5, based on an image from a wearable
camera.
We first examined the data in depth to determine if there are insights we could
use which would be of use when building the classifier. One of the most impor-
tant observations thatwemadewas that the skewed nature of the pollution data
wouldmake it ineffective to use the normal ‘Mean Squared Error’ metric for train-
ingor validation. Weexaminedanumberof solutions to this point in Section5.3.1,
and determine that the Mean Absolute Error is an appropriate metric to use. An-
other alternative which may have been useful would be to detect the log of the
pollution data, depending on how important it was to detect outliers.
We examined a number of solutions, examining both GPS and demographic fea-
tures by themselves, Image features by themselves, and a combination of image,
GPS togother. We established that the best solution involved a mixture of all
features together. To do this we created a hybrid Convolutional Neural Network
which concatenated the output of the second last layer of VGG-16 classifier with
GPS and Demographic features. One interesting aspect of this case study was
that non-neural approaches performed very poorly, in comparison to the other
two case studies where non-neural methods performed well enough to at least
serve as a baseline againstwhichwe could benchmark our performance. Here the
signal is so weak that non-neural methods struggle to outperform even a dummy
model.
6.2 Comparison of Case Studies
In Chapter 1 we identified a number of axes under which we could classify differ-
ent problem domains. We will now examine each case study under these axes.
6.2.1 Target Variable
In the first case study we examined the possibility of both using a categorical
target variable (pass or fail) and using a numerical target (the grade achieved).
Using a numerical target would be more useful, as we could get a finer-grained
prediction of howwell each studentwould perform. However, using a non-neural
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network approach we could only get reasonable performance on the easier cat-
egorical target variable. We were able to infer a ranking using the probability of
pass or fail, however this was less direct than simply predicting their expected
grade. When we used the neural network approach using RNNs, we were able to
predict a numerical target with much greater performance.
In the second case study, we used only had a categorical target variable - whether
it was suckling or not suckling. This was because this action was “discrete”, it
is only possible to be suckling or not suckling. The most useful output for our
application was a probability of suckling. This allowed us to make a judgement
about whether tomake an intervention or not, based onwhether this probability
has crossed some threshold.
In the third case study we only had a numerical target variable – at what the level
of pollutionwas at a given time. This had added challenges, as the target variable
in this case had a small number of very large outliers. If this were a categorical
variable we could re-balance the data set, training on an equal number of each
class. However, a simpler solution in this casewas to use a different training error
which would not penalise outliers by a large amount. Hence we used the Mean
Absolute Error.
6.2.2 Importance of Precision vs. Recall
In our first case study, both precision and recall were important. A false positive
would in this example be a case of telling a student that theywill fail, when in fact
they are likely to pass. This could cause a student to feel unnecessary stress. A
true negative in this case study would be a case of telling a student they will pass,
when they are in fact likely to fail. This could cause a student who could pass with
some extra level of effort to fail because they relax when they get this notifica-
tion. It is difficult to say which of these two cases are worse, however it shows
that we should not prioritise recall at the expense of precision or vice-versa. Be-
causeof this, we implementeda systemwhere if theoverall performanceof a clas-
sifier for an individual course (measured using ROC AUC) was not good enough,
we would not make interventions based on this classifier.
In our second case study precision was arguably more important than recall. A
false positive in this case would mean that a calf would receive an intervention
for suckling, when they did not actually suckle. Psychology would tell us that this
might mean that the calf would be confused about why it is receiving an inter-
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vention, and respond to the intervention in undesirable ways (Skinner, 1992). In
comparison, a true negative would mean that the calf performed the suckling ac-
tion without being penalised for it. This might reduce the effectiveness of the
intervention if the true negative rate is too low, however we would expect in the
long term that the calf would eventually associate the suckling action with the
intervention.
Precision and recall do not as easily apply to our third case study, since the tar-
get variable is strictly numeric. However we can imagine a scenario in which we
change this problem into a classification problem, for example by building a clas-
sifier which detects whether the target variable exceeds some critical threshold.
In this case which would bemore detrimental: False Positives or True Negatives ?
A false positivewould correspond to a false alert of a critically high pollution level,
whereas a true negative would correspond to not alerting an actual high level of
pollution. In this case, the costs of a false alarmare not very high, as a userwill typ-
ically not take expensive evasive action to avoid one instant of pollution. Hence,
we can imagine this case study as one in which precision is more important than
recall. This alignswith our choice in this case study to use themean absolute error
metric, instead of mean square error.
6.2.3 Real Time vs. Analysis
In our first case study the interventions were made once per week. This gave
us plenty of time to do analysis and double check the outputs of the classifiers.
Considering that we were intervening with human beings, and all of the ethical
considerations that brings (see Appendix 2), this was useful as it gave us time to
check that everything was functioning as it should do. If the interventions were
to be given in a matter of seconds for example, the
In our second case study, on the other hand, interventions had to bemadewithin
a number of seconds of detecting that a calf was suckling. This was therefor an
example of a real time application. We dealt with this in Section 4.3.7 by develop-
ing a method of trading off time to detection with precision.
In our third case study, we were doing an analysis only, with no intervention re-
quired. Hence we could take even more time to do analysis than we could for
our first case study. This was a clear example of an analysis problem. However,
in future we could extend this to a real time application for detecting excessive
levels of pollution on a smartphone for example.
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6.2.4 Deployment
In our first case study our deployment solutionwas centralised. Ourmodels were
stored on a central server and used to send emails and generate the contents of a
web application which students could read. This gave us a high degree of control
over our solution, as we could inspect and modify it as we felt was necessary.
In our second case study our deployed solution was decentralised. Our models
would have to be trained, and then loaded onto a device to be used in the wild.
This would give us no opportunity to update the models later. This made it very
important to gather as much data as possible prior to this and to make sure the
data was as varied as possible. It also made the process very conservative, as we
had to start small and scale up our solution, checking at every step of the way
that the models were behaving as expected.
6.2.5 Case Study Summary
We can see from the above the classifications of problem domains that the three
case studies we have chosen are extremely varied. This diverseness drove many
decisions in the process of applying machine learning to them. We will now ex-
amine this in the context of our hypothesis.
6.3 Hypothesis Evaluation
In this section we will examine each of the resulting models in the context of our
original research hypothesis. To restate our hypothesis, we have claimed that
“That problem-solving in diverse problem domains using Machine Learning ap-
plied to time series data requires diverse models in order to achieve the best
performance” . In Section 1.8 we introduced our reasoning for using the case
study research methodology.
In Chapter 2 we examined the relevant literature for each of these three case
studies. We found that there was much previous research on the first topic on
the application ofMachine Learning to education than therewas on the the other
two topics. For each of these sections we summarised the metrics, scores and
algorithms used. We then found that some algorithms have come into and out
of commonusageover theprevious 20 years, and in all cases neural networkdeep
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learning methods seem to be the most successful option currently.
We can see from Section 6.2 that the set of case studies gave us a diverse set
of problems. These differences were mostly driven from the fact that they were
selected fromdifferent problemdomains. From their respective chapters we can
see that their solutions were varied. The first case study was optimally solved
using a recurrent neural network. The second case study was optimally solved
using a random forest (with the caveat that large models would not have been
appropriate given the hardware and real-time constraints). The third case study
was optimally solved using a hybrid neural network. Each of these case studies
has provided evidence that the hypothesis is true, as they have each been drawn
from a different problem domain, and each was optimally solved by a different
model. Therefore our conclusion is that the hypothesis is verified: that each of
the three case studies required a different model to be solved effectively.
6.4 Future Work
In Section 3.9 we developed a method of using a deep neural network with VLE
log data to predict the endof semester performance of a student. This compared
favourably to ourmethodwithout using deep learningmethods, even thoughwe
were restricted to a single feature - the weekly VLE usage of that student. We
would like to extend this work by including more of the features developed in
Section 3.3 in our deep learning model.
In Chapter 4we investigated the problemof determiningwhether a calf was suck-
ling or not. In this chapter a deep learning approach was not taken because the
results of the non-deep learning approaches performed very well, and the con-
trained hardware of the sensors would not have enough capacity for a neural net-
work approach. In future work we would like to use an RNN to take into account
the time series nature of the data, rather than the smooting approach which we
have taken. We believe that this has the potential to improve the performance of
the classifier even more. We would also like to put this neural network on a chip,
given the recent advances on embedded devices designed for neural network in-
ference (Ionica and Gregg, 2015).
In Section 5.5 we asked the question - “what is the neural network learning?”. We
would like to explore this in detail in future work. In particular, we would like
to determine what are the visual features being learned. We suspect that it is
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learning concepts such as ‘traffic’ and ‘greenery’. However, as discussed earlier, it
could also be learning features which are specific to that data set, and potentially
overfitting by learning specific objectswhich are in the samepicture from twodif-
ferent people. If this is the case, the learned object may not have real connection
to the level of pollution in the environment. One approach to this problem is to
inspectwhat is actually learnt by the neural network. There ismuch prior work on
visualising what Convolutional Neural Networks learn (Girshick et al., 2014; Zeiler
and Fergus, 2014; Maaten and Hinton, 2008).
Another approach thatwewould like to take in futurework is to combine theCon-
volutional Neural Network with a Recurrent Neural Network so that the model
can take into account the context of theestimatedpollution levels before thepre-
diction was made. A precedent for combining a Recurrent Neural Network and
a Convolutional Neural Network can be found in Pinheiro and Collobert (2014),
where the authors use this model to do scene labelling.
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Appendix 2: Ethical
Considerations for the PredictED
Project
In this appendix we will describe the steps we took to get clearance from Dublin
City University to use the moodle data, as well as ethical and privacy issues that
we encountered inmanaging and using student data. In this project we used two
main sources of student data: logs from the Moodle LMS, and students’ exam
results from previous years. Note that much of the work in the appendix was
not solely performed by myself, but instead by a team of people involved in this
project. Hence, I am including this as an appendix, as I am not claiming that this
as entirely my own personal work.
6.5 Research Ethics Committee
Beforewe began collecting and analysing the student data, we first submitted an
application to the Research Ethics Committee of the University. This is required
for any research activity involving human participation and is a standard proce-
dure for researc of this nature and involved justifying our use of the data, and
defining the scope of the study. Following formal approval, we approached the
University’s Information Services & Systems (ISS) department to get access to the
Moodle log data. We also approached the university registry to collect the exam
results data. Together, and along with the University’s Data Protection Officer,
we agreed on a set of protocols for joining the two data sets together, anonymis-
ing the data, and the scope of the research. We were also helped in our analysis
by the student supports services department.
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One important point to make was that students who were not involved in our
project (i.e. the oneswho had been in college before this program ran andwhose
exam resultswewould beusing)were not included in the scopeof thedata agree-
ment. They did allow their data to be analysed as part of accepting the rules and
regulations of studying in DCU and this was deemed acceptable by the Univer-
sity’s Data Protection Officer.
We first used all the data to determine which courses/modules would be appro-
priate to run the intervention on. After this, we were only provided with data for
the 10 courses which we identified and where the performance of the classifier
was good enough that it would beworth running an intervention program on. At
the end of the semester the program was evaluating our predicted exam perfor-
mance for current students against the actual results achieved by the students.
6.6 Anonymisation
While doing this analysis, at all times the student data was anonymised except
where we needed to send email alerts to students. The staff at ISS developed a
special code which would allow me to link the results of the students together
with their Moodle ID number. However, this did not correlate with an ID number
which we could use to identify individual students, such as their student number.
6.7 Student Awareness of Monitoring and Opting into
Project
In addition to formal University approval via the Research Ethics Committee, we
asked individual module co-ordinators and Deans of Faculty if they would agree
to the project. We alsometwith theRegistrar, Deputy Registrar, Headof Informa-
tion and Systems Services, Head of Student Support Services and a full sitting of
the University’s Teaching Committee in order to appraise them of what we were
doing, to allay any fears or misconceptions they may of had.
At the beginning of the course/module, in the first year of the project, we vis-
ited each class in their lectures during the first week of the first semester to in-
form them directly of what we were doing. For the second year the students
were shown a video describing the project on their first connection to moodle
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so when the student first logged into their moodle page, they were shown a dia-
logue containing a plain language statement describing the experiment. As part
of this dialogue, they could choose to opt into or out of receiving email alerts.
They were also provided with a link, which was included in each email sent, which
allowed them to opt out of the emails. These are part of the standard protocol
for involving human subjects in research like this.
6.8 Data Protection
As part of our data protection obligations, we anonymised all the data, so that
none of the results could be traced back to an individual student. We kept the
data on a secure computer, locked behind a card swipe access door, and as part
of our agreementwith theUniversityweensured that this datawouldonly remain
on this computer and not stored on a cloud service.
6.9 Plain Language Statement
Below is the text of the plain language statement shown to students before they
are asked to opt into or out of the study.
Introduction to the Research Study The Insight Centre for Data Analytics
along with the School of Nursing and Human Sciences in DCU are conduct-
ing a study on predicting student success in a module based on Moodle in-
teraction. This study is part funded by the Learning Innovation Unit and is
supported by Student Support Services. You will probably have heard of this
as part of your first year orientation and your module XXXX has been chosen
to take part.
Whatdoes the study involve? Moodle is a Virtual Learning Environment that
lecturers and students use in order to communicate, upload and download
material. Throughout this study patterns of Moodle use will be used to pre-
dict success in a module. These predictions are also based on patterns of en-
gagement from previous years. Insight data analytics are working to create
as accurate a prediction of success as possible. Each week, you will receive
an email reminder to check a personalised online leaderboard which will dis-
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play the scores of all participants ranked based on levels of engagementwith
Moodle. This leaderboardwill highlight whether or not yourMoodle engage-
ment is in line with what our data predicts to lead to successful completion
of the module.
Is this a requirement for this course? No. We are gathering information
about how students complete everyday module exercises and you need to
do these tasks as part of the module. However, we are currently asking you
to consider taking part in this study and letting us use your data to inform
teaching practices and also for research purposes, and perhaps publication in
the future. This is above the requirements for the course and you are under
no obligation to do so. If you do not wish to allow us to use your data for
research purposes then please indicate this on the consent form that you
will be asked to complete following reading this Plain Language Statement.
Are there any risks anticipated It is not anticipated that taking part in the
study will involve any risks greater than those encountered in everyday life.
All that is being measured is the completion of academic work and atten-
dance and interaction in class.
Are there any benefits to me in taking part? An indirect benefit to you is
that it is hoped that this study will increase our knowledge of how best to
help students complete their modules successfully in the future.
What will happen to my data? The data on Moodle activity is collected by
ISS and analysed by the Data Analytics Team in Insight. This analysis allows
identification of at-risk students byMoodle engagement levels. This datawill
be put on a leaderboard on Moodle for your fellow classmates to see. Being
a user of the Moodle system, you have agreed to allow ISS the rights to your
Moodle usage data.
Do I have to take part? No. You are under no obligation to sign the consent
form indicating that you want to take part in this research study. Simply re-
turn a consent form indicating you do not wish to participate and wewill not
include you in the project. You do not have to give a reason.
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What happens if I don’t take part? There will be no penalties if you decide
not to take part. This will not affect your on-going university life.
Confidentiality Participant confidentiality will be protected to the extent
permitted by laws & regulations. While it is not anticipated that any concerns
could arise from participation is the study the procedures set out by the uni-
versitywill be followedunder any such instance. All the information collected
in this study will be treated in the strictest of confidence. Participant data
will be fully anonymised in any scientific publication. We ensure proper safe-
guards so that participation is confidential and data are securely stored and
protected. This study will be run with the approval of DCU Research Ethics
Committee (XXX insert Decision Number here XXX). In accordance with stan-
dard research data management practices data belong to you and your child
will be securely retained for 5 years after the study is completed.
What do I do if I have any questions about this? Please contact one of the
Investigators, Prof Alan Smeaton or Dr Sinead Smyth. Their contact details
are below.
Contact details. If you have any queries please contact: Details omitted.
If participants have concerns about this study andwish to contact an indepen-
dent person, please contact: The Secretary, Dublin City University Research
Ethics Committee, c/o Office of the Vice-President for Research, Dublin City
University, Dublin 9. Tel 01-7008000
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