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Characterization of Probability Law by Absolute Moments of Its Partial
Sums
Abstract
If Sn = X1 + . . . + Xn, where Xi are independent and identically distributed (i.i.d.) standard normal, then E|Sn|
≡ √2n/π, n ≧ 0. We show that no other symmetric law has exactly these “moments”; the general case remains
(stubbornly) open. If X is standard two-sided exponential, then E|Sn| = 2n2-2n(2n/n). We show the latter
moments are obtained exactly for all n also for Xi ~ B(2;0.5), the sum of two standard (± 1-valued) Bernoulli’s
as well as for many other laws including unsymmetrical ones: Xi ~ G - 1, where G is geometric with mean 1, is
one example.
Our interest in this delicate nonlinear inverse problem (which was initiated by Klebanov, cf. [12]) of inverting
the moments to recover the law was also drawn by the fact that it gives a way to study positive definite
functions through the formula E|Sn| = (2/π) ∫0∞Re(1 - φn(1 / u))du, n ≧ 0, expressing E|Sn| in terms of the
moments of φ, where φ is the characteristic function of X, φ(u) = Eexp(iuX). We show that if for some b > 0,
ψb (u) = φ (btan (u / b)) is a positive definite function then the distributions corresponding to φ and ψb have
the same E|Sn| moments for all n.
We show that if X is Bernoulli with zero mean and values ±1 then the moments characterize the distribution
uniquely even among nonsymmetric laws. In general however we expect that the moments do not characterize
the law, and this may well be the only nontrivial case of uniqueness.
We extend some of our results to the case of pth moments, p different from an even integer.
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independent identically distributed random variables, absolute moments of partial sums, induced measure of
characteristic function, symmetric and unsymmetric laws, positively defined function
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CHARACTERIZATION OF A PROBABILITY LAW BY ABSOLUTE
MOMENTS OF ITS PARTIAL SUMS*
M. BRAVERMAN, C. MALLOWS$, AND L. SHEPP$
Abstract. If Sn X1 /"" + Xn, where Xi are independent and identically distributed (i.i.d.)
standard normal, then EISn =_ /-/, n >= O. We show that no other symmetric law has exactly
these "moments"; the general case remains (stubbornly) open. If X is standard two-sided exponential,
2nthen EISn 2n2-Vn( n)’ n >__ 0. We show the latter moments are obtained exactly for all n also
for X B(2; 0.5), the sum of two standard (+/-l-valued) Bernoulli’s as well as for many other laws
including unsymmetrical ones: Xi G 1, where G is geometric with mean 1, is one example.
Our interest in this delicate nonlinear inverse problem (which was initiated by Klebanov, cf.
[12]) of inverting the moments to recover the law was also drawn by the fact that it gives a way to
study positive definite functions through the formula EISn (2/)f0 Re (1- n(1/u))du, n >= 0,
expressing EISn in terms of the moments of p, where is the characteristic function of X, (u)
Eexp(iuX)/ We show that if for some b > 0, b(U) (btan(u/b)) is a positive definite function
then the distributions corresponding to and b have the same E]Snl tnoments for all n.
We show that if X is Bernoulli with zero mean and values +/-1 then the moments characterize
the distribution uniquely even among nonsymmetric laws. In general however we expect that the
moments do not characterize the law, and this may well be the only nontrivial case of uniqueness.
We extend some of our results to the case of pth moments, p different from an even integer.
Key words, independent identically distributed randon variables, absolute moments of partial
sums, induced measure of characteristic function, symmetric and unsymmetric laws, positively defined
function
1. Introduction. Let A be a set of probability distributions with finite pth
moment and {Xk} independent identically distributed random variables (i.i.d.r.v.’s)
with a common distribution F A. We say that F is determined in A by the sequence
if whenever for all n N,
an E (n N),
E Xa E Y
k=l k=l
where {Yk} are i.i.d.r.v.’s with distribution G 4, then G
-= F. We say F is
determined (or is determined in general) if 4 is the set of all distributions.
M. Neupokoeva [12] proved that if 0 < p < 2 and 4 is the class of symmetric
distributions with characteristic function decreasing on [0, x) then each F 4 is
determined in 4. Braverman [1] then showed that Neupokoeva’s conditions can be
replaced by the following ones: (z) analytic near z 0; limsup (z) < 1 as z
--i.e., Cramer’s condition, C (for p > 0 not an even integer), again assuming 4 to be
the class of symmetrical laws. But what if the two hypotheses on , (a) is real
and (b) satisfies C, are removed? We show that if condition (b) is reInoved then
there may indeed be cases when for two symmetric distributions (one with a periodic
*Received by the editors July 29, 1994.
Math. Institute, Khabarovsk, Russia.
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CHARACTERIZATION OF A PROBABILITY LAW 239
characteristic function) (1.1) holds.
respective characteristic functions
A simple example is when X and Y have the
1 2(1.2) (z)= 2 and (z)=cos z,l+z
e-lXldx, and /2, thecorresponding to the two-sided exponential, P{Xk E dx}
-
symmetric Bernoulli distribution of order 2, P{Yk 2} P{Yk -2} 1/4, P{Yk
0}-- .1 We have that (1.1) holds (for p 1), and this is the first known example
of nonuniqueness. However, we believe the situation is that, except for the case of
symmetric one- and two-valued random variables X, unique characterization never
holds. We are very far from proving this however.
We show that there is no such (symmetric) partner for the standard normal law,
i.e., the standard normal is determined in the set, $, of symmetric distributions (in
distinction to the two-sided exponential which is not determined in S). Whether or
not the normal law is determined in general remains open and is a rather interesting
question, as we shall see.
We expect that "most" distributions in $1 with a characteristic function which is
decreasing, or which satisfies condition C, are not determined in $1. This is because,
as we shall show in 2, if (z) is any characteristic function (not necessarily real)
and if
(1.3) = btan
for some fixed b > 0, is also positive definite, i.e., p(z) is a characteristic function,
then the distributions with characteristic function and p have the same sequence
(1.1). as b --. oc, Pb(Z) (z) so one would "expect" (although it can fail) that Pb
is positive definite for sufficiently large b. Note the example in (1.2) has b 1 since
21/(1 + tan2z) cos z but we shall see that %(z) is actually positive definite for all
b _> 1 in this case.
We prove in 2 that (for p 1) the standard symmetric Bernoulli distribution
is determined in class /21; this is the onlywith P{X 1} P{X -1} ,
example of a distribution we know that is determined without any restrictions. We
show that a nonsymmetric two-point zero mean law is also determined in 1 (except
the trivial case
-Xk).
The method of characteristic functions, introduced by Neupokoeva, becomes hard
to use in the asymmetric case. Clearly if X1 is stable with index p < a < 2 and
arbitrary skewness, and Y1 is a suitable multiple of a standard symmetric stable with
the same a, then EIX -t-...-- Xnlp ftP/aEIX11 ElY1 +"" + Ynlp. Another
example (with p 1) of a symmetric and an asymmetric distribution having the same
sum-moments is given by B(2; 0.5) and G- 1, as seen in (2.15)-(2.16). On the other
hand, one of us would guess that the class of’unsymmetric laws is rich enough to
duplicate the sequence of moments in (1.1) for "most" symmetric laws, e.g., N(0, 1)
(the standard Bernoulli case is an exception (maybe the only one?) and is a boundary
case), but we have no idea how to prove anything like this, and another of us would
guess that B(3; 0.5) would provide another example of uniqueness.
In 2, we give proofs of our results for the case p 1; insofar as this is possible
we extend this result to p 7 1 in 3 except of course p cannot be an even integer,
since the values of EIX +...-- Xnlp clearly cannot determine the distribution since
any law with the same first p integer moments will give the same values.
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240 M. BRAVERMAN C. MALLOWS AND L. SHEPP
Another reason for interest in this class of problems, besides the study of charac-
teristic functions and distributions, is that the problem of recovering the distribution
from the moments of partial sums is a rather delicate inverse problem. Indeed, for
every distribution with zero mean and unit variance, the asymptotics of sequence
ElF?= XI
p
are the same, viz. v/2n/r (for p 1), as a consequence [2] of the cen-
tral limit theorem. This result of [2] motivated our problem: if the latter moments
hold not only asymptotically but exactly for all n, does this characterize N(0, 1)? The
spirit of t.he problem is close to that of characterizing a distribution from the mean
values of the order statistics [8], [11].
2. Proofs for the case p 1. The case p 1 is slightly simpler so we restrict
attention for clarity to this case here; the general case is treated in 3.
The reason that characteristic functions enter is because of the following formula,
valid for any r.v. X and its characteristic function, :
(2.1) EIX[
_w2 1-Re(t)t2 dt P. V. _1 fff 1-u(u)2 du.
To prove (2.1) merely note that for any real a,
(2.2) lal
_2 ff 1- t2csat at.
Set a X and take expectations using Fubini’s theorem, and note that (-u)
so the last integral in (2.1) takes the real part. If EX 0 and EX < then
(1 -(u))/u L and the principal value in (2.1) can be dropped.
Applying (2.1) to S X1 +’." + X we obtain
(2.3) ElSe] 2 1- Re(t) 2 (p(1))t dt-
-
1 Re
-u du,
after substituting t 1In.
If now is real then the real part in (2.3) involves just (1/u) itself and so the
ordinary moments of (1/u) enter in (2.3). We write for a real characteristic function
andA c [-1,1]
{ (1) }(2.4)
where Leb is Lebesgue measure. Note that H(A) < if A C [-1, 1- e] for any
> 0 but H[-1, 1] Leb ([0, ]) . We may call H the induced measure of the
characteristic function of l/u, and we obtain from (2.3), so long as is real,
z H (dz),
It is now obvious that if two characteristic functions have the same induced mea-
sure H then the pseudomoments, EII, will be the same. For real characteristic
functions the converse is also valid (shown by Neupokoeva [12] and Braverman [1]).
Thus real and have the same moments (2.5) if and only if H He. Motivated
by this we try to find a periodic counterexample and set for fixed b > 0
/ Z
o/
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CHARACTERIZATION OF A PROBABILITY LAW 241
If it turns out that Cb is positive definite, then its induced measure He will be
the same as that of p. To verify this, it is easiest to argue directly from (2.1) using
(-oc, oc) instead of (0, oc) for convenience since is even. We have
1 (t) I [ 1 n(b tan (t/b))
t dt j_ t2 dr.
Taking into account that @b has period br we may write (2.7) in the form
Applying the well-known formula
(2.9)
kE=-o (krb+t)2-b2sin2(t/b)
2
and making the change of variables b tan (t/b) u, see (t/b)dt du, we get
2 2
since bgtan (t/b), so that the values of (2.3) are the same for both and )b. If
is real (note (2.6)-(2.10) are valid even for complex ) then it follows from (2.5)-(2.10)
that the induced measures H and H are the same and so the respective moments
EISnl are the same (of course must be a characteristic function).
Indeed it was the attempt to make the induced measures the same for a decreasing
and a periodic that led us to the transformation (2.6).
Note that Cramer condition C fails to hold for periodic functions % so there is
no contradiction with the theorem of Braverman [11].
If now we take
q(z)
1 + z
2  xp(-Ix  xp(ixz)d ,
2"and we take b 1 in (2.6), then (z) (tanz) cos z is indeed positive definite
since (z) E exp(iYz), where Y B(2, ) is the sum of two +1 valued Bernoulli
variables which gives (1.2). Actually,. we have
(2.11) b(bz)
21 cos z
1 + b2tan 2z 2b2-(b2- 1) cos z
is positive definite for any b _>_ 1, as is easily checked by expanding out the right side
of (2.11) in powers of cos z since we get all positive coefficients. For 0 < b < 1, b(bz)
is not positive definite, as can be seen by calculating
V{Xb 2}
7I"
(1 + b2tan 2z) -1 cos2zdz-2b b -1(b + 1) 3 < 0.
In general since )b(Z) (btan (z/b))---+ p(z) as b --+ oc, it is reasonable to expect
that for sufficiently large b, b(Z) will indeed be positive definite since it converges to
a positive definite limit. Although is probably true for "most" , it is not true for
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242 M. BRAVERMAN C. MALLOWS AND L. SHEPP
the standard normal since (z) exp{-(b2/2)tanz} is not positive definite for any
b because of the theorem [10, Chap. 7] that if a characteristic function, , is analytic
in a circle Izl < R then it is analytic in the strip lira z < R, but (z) has an essential
singularity at z r/2; note that in (2.11) the value z /2 merely becomes a zero of
. Further examples of this type can be given if we take p (z) to be the characteristic
function whose density function is c exp(-Izla). Function (z) is analytic for every
choice of 1 < a <__ 2. We suspect that exp(-b Itan zl a) is positive definite for large b for
1 < a < 2 which would show that there are distributions with the same sum-moments
as the symmetric stable laws, but we can’t prove this.
Next we show that each of (z) is uniquely determined by its pseudomoments
EISnl n >= 1, among the class of all symmetric laws. Note that if the characteristic
function p is even and decreasing on (0, x), then (t) 0 for all t. Really, in the
opposite case p(t)
-
c < 0 as t
-
oc, which implies
lira 1 ST (t) dt- c < O.
But the last limit cannot be negative since it equals the jump at zero of the respective
distribution function [10, p. 54].
THEOREM 2.1. If (z) is analytic and if (z) decreases to zero as z c in
such a way that H has a continuous Radon-Nicodyrn derivative in (0, 1) in z on(0, ], and if b in (2.6) is not positive definite for any b > 0, then the law of
is determined by the sum-moments among the class of all symmetric distributions.
Proof. We have seen that H H since the equality of the pseudomoments
implies that the induced measures are the same if and are both real. If (z) is
also monotonic in z on [0, ) then (2.4) implies easily that (1/u) (1/u) and so
and the laws are identical. Consider now when is not decreasing on [0,
Show that if C2, then C. Indeed, EX < c. From [2] it follows that the
latter relation is equivalent to EISI O(n/2). In view of the equality of moments
of respective sums, we have EY < c which gives the statement we need.
Suppose there is some point a e (0, oo) for which 0 < (1/a) < 1 and ’(1/a) 0.
Then H,(dA) has an infinite Radon-Nicodym derivative at the point b b(1/a)
(0, 1). This is because in (2.4)
1 Leb{0 < u < oo"
(2.12)
}1{<5 => Leb u:
)ll --4because for u near a, (1/u) b + c(u a) + o((u a)2), where c (l/a) a
since ’(1/a) 0. Hence the right-hand side tends to x as 5
-
0. But H and He
must have the same Radon-Nicodym derivative because H He. So if a (0, c)
and ’(1/a) 0 then (1/a) 0 or 1, the only points where H can have an infinite
Radon-Nicodym derivative.
We assumed that is not decreasing on [0, ). But since its first derivative
vanished at zero, the second derivative is negative, then (u) decreases at zero from
the right. Then there exists a > 0 point a such that ’(a 0 and ’(t) < 0 for
0 < t < a. This implies that (a) 0 and two cases are possible: (1) there exists
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CHARACTERIZATION OF A PROBABILITY LAW 243
a point c > a such that (c) 1 and (t) increases on (a,c); (2) the function
increases on (a, c).
In the first case must be periodic and from H He it follows that (2.6)
holds, i.e., (z) Cb(Z) for some b > 0. But we have assumed in Theorem 2.1
that Cb(t) is not positive definite. So the case (1) is impossible. Let assumption (2)
hold. Then (t) tends to some limit d __< 1 as t . Show that d 1. Note that
the determinant j (t- tj), where (t, t2, t3) (0, a, t), must be positive. But
11 33 1, 91 1 0, and j 1 for other values of and j. So the
determinant tends to -1 as t- .
Applying the known inequality [9, p. 208]
[(t + h) (t)] 2 (1
which true for all t and h, we can get another proof. Supposing h we obtain
(t) 1 for all t, which contradicts the previous relations.
So d < 1. (2.4), relation H He, and the fact that and decrease near zero
imply that (1/u) (1/u) for u sufficiently large, i.e., (t) (t) near zero. Since
is anMytic near zero, then the lst equMity holds for 11 t (see [6, Chap. 1]). The
theorem is proved.
It is easy to see that p(z) exp(-z/2) stisfies the hypothesis (the sme holds
for (z) as defined bove for 1 < < 2)
d d
_(x/u) d 1dxH((O,x))- Leb{c x}- dx 2 logl/x
1(.)
x(ogX/)/’
which is finite nd continuous for 0 < x < 1 s required. The fact that respective Cb
are not positive definite functions ws stated above. One cn show (we omit the proof)
that functions (z) defined above satisfied the theorem’s ssumptions for 1 < < 2.
In the unsymmetricM cse, there is still measure H induced as in (2.5) but it
lives on the unit disk, D, rather than on the intervM [-1, 1]. However, for rel a
measure on the disk is not determined from the vlues of
(2.a) j( z) d,(),
since if p is uniform mesure on circle of radius r which is contained in {[z[ < 1}
then (2.14) is independent of r because 1-z is hrmonic fimction on the disk D. Of
course such a measure is not an H for characteristic function . Thus the complex
or unsymmetrical cse is very different from the case of rel , where the moments in
(2.5) uniquely determined H. We next give n example of a pir of distributions with.
the same pseudomoments with one symmetrical nd one unsymmetrical. It follows
that in general the moments (2.14) do not determine even if p is mesure induced
by a characteristic function.
We have seen in (2.11) that 11 b(Z) for b 1 re characteristic functions, with
H M1 the sme. Now we will show that there re unsymmetric laws hving complex
characteristic functions, , with the sme moments, hence the mesure H is not sup-
ported on [-1, 1] nd so the moments (2.14) do not determine p even for characteristic
functions if we can find such lw. We gave another example below (1.3) using stable
lws for a > 1.
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244 M. BRAVERMAN C. MALLOWS AND L. SHEPP
First we show by direct calculation that the common moments for all Cb, b >__ 1,
in (2.11), which are easily seen to be
(2.15) E[Sn[ 2n2-2n (2:), n__> 1,
are also obtained for the unsymmetrical law G- 1 where G is geometric, with P{G
j} 2-(j+l), j 0, 1, 2, The moments for G- 1 are
(2.16) ZP{G1 +... + Gn k} Ik- n[ 2 E P{G +... + Gn k} (k- n)
k=0 k=n
since E(G1 +... + Gn- n) 0 so the sum on 0 <__ k __<_ n is the same as that on
n __< k < oc. But we have explicitly that
(2.17) P{G +... + Gn k} (n + k-1)
so that the sum in (2.16) can be written as the telescoping sum
2-n E rt + k- 1 _(k_) k + kn-1 2 2- (k+l
k--n
which is the same as (2.15). So the measure H induced by (z) Ee(c-)z
--iz eize /(2- ), which is not concentrated on [-1, 1], is certainly different from the
measures HCb (which are all the same), which are concentrated on [-1, 1]. The trick
used in (2.8) provides us with a convenient formula whenever the random variable X
has lattice support. Suppose the characteristic function of X is
iat
wherez=e Then
a f dz )2 (1 fin(z)),(2.19) EISnl- i (1- z
where the integral goes round the unit circle. Now take p(z) (z + 1)2/(4z), corre-
B2, and substitutesponding to the random variable 7
(2.20)
in (2.19). We find that for all q from [1, 3], the random variable with characteristic
function
1( e_iat l eiat eiat)_l)(2.21) q +3-q+- (1-0q
has the same sum-moments as B2, provided we take a 2/q, 0 (q- 1)/q. (2.21) is
the characteristic function of B2 when q 1 and is that of G- 1 when q 2.
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CHARACTERIZATION OF A PROBABILITY LAW 245
The substitution (2.20) fails to provide a distribution whose sum-moments match
those of B3. It is still not clear to us whether B3 is uniquely determined by its
sum-moments.
We have seen that N(0, 1) is determined by its pseudomoments in the class of
symmetric distributions but what if symmetry is dropped? It would seem to one
of us that the class of all distributions is rich enough to include one with EIS
v/-ff-/r, n >__ 1. Of course such an unsymmetric distribution must have zero mean
and unit variance by [EJ], but it is still a wide class. On the other hand, the same
intuition would indicate that there would be many symmetric distributions with the
same pseudomoments and this is not so, as we have seen. It appears to be a delicate
question; the problem is that the representation of EIS given in (2.3) appears not
to be useful in the complex case, especially because in the form (2.5) the measure H
is not even determined.
Remark. Numerical calculation shows that there is no distribution with support
on {(j 2) h, j 1, 2,...} for any h with the same first 13 sum-moments as N(0, 1).
There is at least one distribution which is determined in general (even among
nonsymmetric distributions). We know of only this one case and the proof does not
use (2.3) at all. This case is the Bernoulli distribution with one degree of freedom:
Note we have seen in (1.2) that if there are two degrees of freedomP{X :kl} .
(and hence for any efe number of degrees of freedom) then the distribution is not
determined the cases of 3, 5,..., degrees of freedom remain open although it may
be shown using the method of Theorem 2.1 that these laws are each unique among
symmetric laws.
k > 1 and Sn XI +... + Xn then it is easy to verifyIf P{Xk +1} 5,
that for n >__ 1,
because P{S2n-1 0} 0. But if {Yk} are i.i.d.r.v.’s which satisfy (2.22) even for
n 1, then it follows from Jensen’s inequality that there are no pair of values a, b
in the support of the com.mon distribution for which a and a + b are nonzero and
of opposite sign. Since Yk must have zero mean and unit variance because of the
asymptotics of E[Sn[, it follows easily that Y must be standard Bernoulli.
The previous argument can be extended if one allow unsymmetric laws and ex-
cludes the "trivial" nonuniqueness, X
-
-X. There is then at least one family of
distributions which is determined in general (even among nonsymmetric distributions).
This family is the two-point mean zero laws, which we will take to be the centered
Bernoulli distribution X Bq -q mentioned in 1. We have the explicit formula [5]
(2.23) EISI 2 (nq + C)
nq + C
qq/(1 q)n--nq--+l
where nq + is the smallest integer larger than nq.
q a/b with (a, b) 1,
It follows that if q is rational,
(2.24)
Now suppose the smallest interval containing the support of X is (f, g), where neces-
sarily f < 0 < g. Then to achieve (2.24) it is necessary that
P{-g < Qb-1 < -f} O.
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Suppose the support of X includes some point h, f < h < g. Then (by an easy
induction) each of the gaps (if any) in the support of Sb- is at most max(g-- h, h- f),
which is < g- f, so (2.25) cannot happen. If q is irrational a more delicate argument
is needed. By [4, p. 155] we can define a constant Cl and a sequence n, n2,..., such
that
-
[nq] -nkq < cln- 1. By (2.22) we have
(2.26) EISI- EIS_I </ 33/.
We observe by [2] that a2 Var X < is finite, since by (2.22) E]Snl- O(-1/2)
Now we appeal to a pair of theorems of Shepp [13], according to which if the support
of X is nonlattice, then
(2.27) P{-g S -f} (g- f)(2nka2)-1/,
nd if the support is lttice, then in (2.27) the factor g- f must be replaced by the
number of support-points in (f, g). In both cases we have
-g<x<-f
which is of the wrong order, unless S_1 is lattice with no support in (-g,-f), which
forces X to have only two points of support.
3. The case p 1. In this section 11 distributions considered are supposed to
be symmetric. rning to this case we face some difficulties because the nalogue of
the formul (2.1) is more bulky if p 1. Let us recall that if p is different from an
even integer, then p 2m + q, where m is a nonnegtive integer and 0 < q < 2.
Lt () R(), where, bo, () i th htristic f.tio of dom
variable. Then
(a.1) lXl c(p) (_)+1() (0)t
j=0
(t) t-P-dt,
where c(p) is a constant (see [7]). The following statement holds [1, 6]. Suppose
is real nd put
(.2) H,(A)-L {0 < < . (-/’) e A},
where, s above, A C [-1, 1].
LEMMA 3.1. Let p be different from an even integer. Suppose and are real
characteristic functions and (1.1) holds for the corresponding laws. Let X have finite
.second moment (this assumption is nontrivial for p < 2 only). Then H,p tI,p.
Suppose is periodic and 2a is its period. Then we my cMculte He,p([-1, y]).
Indeed, since (t) is even, then (t + a) (-t- a) (-t + a). So, denoting
Lb {t e (0, a): (t) < V}, w gt
L{ > 0: (-/) < V}
=Leb{u>0: (2k+l) a-s<u-x/p<(2k+l) a+s}
k=0
(3.3) E (((2k + 1)a- s) -p- ((2k + 1)a + s) -p) Xa,p(S).
k=0
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Suppose there is an interval (0, c), where c <__ a, such that
(1) (t) is decreasing on (0, c),
(2) (c) > sup{b(t)" c < t < a}.
Then the conditions b(c) < y < 1 and a- c < s < a are equivalent and we have
(3.4) (a s) y,
ifa-c<s<a.
Let p(t) be real and decreasing on (0, x). Denoting v H,p([-1, y]), we get
p(v-1/p) y. From here and the previous statement the next lemma follows.
LEMMA 3.2. Let and be real characteristic functions. Suppose is periodic
with the period 2a and there is a positive c <= a such that the conditions (1) and (2)
hold. Suppose is decreasing on (0, c). Then the relation
H,p([-1,y]) H,p ([-1, y]) ((c) < y < 1)
(a.) (t) (x2,1/(- t)) (o < t < ).
Proof. Indeed, from (3.2)-(3.4) (a- s) y (X-,lp/P(s)) for a-c < s < a.
Putting t a- s, we get (3.5), which completes the proof.
One may easy verify that )/a,1 (s) /(2a)tan (s/(2a)) (0 < s < a), which yields
-
(a s) 2a tan ( )(3.6) a,1 8
So, if , the, (3.) giws .(.6) with /.
The following lemma plays the main role in the sequel. Put
m-
2
where [z] is the integer part of real z.
LMMa g.g. Sppose is 2m + 2 times differentiable, p is not an integer, (.)
holds, ad one of the followi9 conditions holds:
( < p < + ( o, , .;
(2) 4 + 1 < p < 4 + a ( O, 1,...) ad is 4 + 6-times differentiable.
Then the periodic fctio is ot positive definite for a .
Pro@ The proof is based on the investigation of the asymptotic behavior of
near ero. Denoting
k=l
we obtain from (a.a), ,( t) t
-
o,(t). rom this and (a.5)
It follows from (a.7) that 0,p(0)= 0 and
(. o’,(o
--
--1.
k=l
is equivalent to
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(3.10) (1-tPOa,p(t)) -1/p 1 +c(a,p)tp+I +o(tp+I)
as t 0, where c(a,p) 20’a,p(O)/p. Since is 2m-times differentiable, then
(3.11)
m+l
9(t) 1 + E (-1)JcJ t2j + (t2"+)’
j=l
where cj is the moment of the degree 2j divided by (2j)! Since p + 3 < 2m + 2, we get
from (3.8), (3.10), and (3.11)
m
(t)- 1 + -,(-1)Ycytej- 2cec(a,p)t+ + o(t+)
j=l
asx
-
+0.
Let. condition (1) hold and p < 1. Then m 1 and we get from (3.12) (t)
21-ct?- 2c2c(a,p)tp+a +o(tP+3). If is a characteristic function, then n (1-(t)) >
1- (nt) for all real t and integer n [9]. From here and the above one may easy derive
that c(a,p) > c(a, p)np+I for all n E N, which contradicts c(a,p) > O.
Suppose p > 1 and (1) holds again. Then m 2k + 1 and (3.12)implies
is 2m-times differentiable at zero. If is a characteristic function, then so is
)(t)/(e)(0). But the latter is 1- bt tp+a-e o(t+a-e-c + ast +0,
where b and c are positive constants, and the above leads to the contradiction.
In case (2) we have 4k + 6 2m + 2 > p + 3. Since is supposed to be 2m + 2-
times differentiable and p is not an integer we get a contradiction to (3.12) and the
proof is complete.
Remark. Let us clarify why p has to satisfy condition (1). Suppose 1 < p < 3.
Then (t) 1 t /2 + b t4 tp+3 o(t+a-c + as t 0 and the reasoning fails. We
don’t know whether or not the lemma is true in case (2) without additional assumption
O .
We may also extend Theorem 2.1 for p 1. Denote by A the class of all
symmetric distributions with finite pth moment if condition (1) of Lemma 3.3 holds
and with finite (4k + 6)th moment if (2) holds.
THEOREM 3.1. If p is different from an integer and is analytic near zero and
decreases to zero an infinity roughly smooth so thatH has continuous Radon-Nicodym
derivative on (0, 1) then the law of is determined among the class Ap.
Proof. Using Lemma 3.1 and the reasons of the proof of Theorem 2.1 we reduce
the proof to the cse of the periodic . Lemmas 3.2 and 3.3 complete the proof.
Remark. In some sense the conditions of Theorem 3.1 are weaker thn those of
Theorem 2.1. Indeed, here we don’t need to assume that is not positive definite for
any a. Example (1.2) shows that the last assumption is essential for p 1.
Now let us turn to the case when p is n odd integer. In this case the function
-1/p (a t) is analytic near zero and tends to infinity as t a. So, we may use the
reasoning of 2 and conclude that the standard normal law is determined among the
class of all symmetric distributions with finite absolute pth moment. The same is true
for th’e laws with the densities c exp(-lzl), 1 < < 2. we expect that for all odd
integer p there is an example of the type (1.2), but we cannot find one.
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he stated after our work was finished. He asked if it was possible for two random
variables to have identically sequences of absolute sum-moment, and each of them
satisfy the Cramer condition. It is doubtful that the answer is positive, although we
can give only numerical reasoning. We think there exists a symmetric random variable
with decreasing (for positive values of argument) characteristic function, which has
the same absolute sum-moments as e- 1, where e is an exponentially distributed
random variable. The proof consists of the fact that we can write the formula for
the characteristic function with these absolute sum-moments (which were explicitly
represented in our paper), and numerical calculations show that the characteristic
functions are positive definite, i.e., the Fourier transform is definite. It seems to us
that it is impossible to construct an example of this type with two symmetric random
variables, but we have no proof. If it is true then it confirms that unsymmetrical
random variables give more freedom for reproduction given sequence of sum-moments.
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