ABSTRACT. We find an exact formula of Gelfand-Kirillov dimensions for the infinitedimensional explicit irreducible sl(n, F)-modules that appeared in the Z 2 -graded oscillator generalizations of the classical theorem on harmonic polynomials established by Luo and Xu. Three infinite subfamilies of these modules have the minimal Gelfand-Kirillov dimension. They contain weight modules with unbounded weight multiplicities and completely pointed modules.
INTRODUCTION
In 1960s, Gelfand-Kirillov [8] introduced a quantity to measure the rate of growth of an algebra in terms of any generating set, which is now known as Gelfand-Kirillov dimension. In 1970s, Vogan [23] and Joseph [13] used the Gelfand-Kirillov dimension to measure the size of the infinite-dimensional modules. Gelfand-Kirillov dimension has been an important invariant in the theory of algebras over a field for the past forty years. Although it is rarely exact, it has the advantage over Krull dimension of being both symmetric and ideal invariant. It has been applied successfully to enveloping algebras, Weyl algebras, and more generally to filtered and graded algebras. But in general, the Gelfand-Kirillov dimension of an infinite-dimensional module is not easy to compute.
A module of a finite-dimensional simple Lie algebra is called a weight module if it is a direct sum of its weight subspaces. Let M be an irreducible highest-weight module for a finite-dimensional simple Lie algebra g. Then M is naturally a weight module with finite-dimensional weight subspaces. Denote by d M its Gelfand-Kirillov dimension. We fix a Cartan subalgebra h, a root system ∆ ⊂ h * and a set of positive roots ∆ + ⊂ ∆. Let ρ be half the sum of all positive roots. Suppose that β is the highest root. It is well known that d M = 0 if and only if M is finite-dimensional, in which case irreducible modules are classified by the highest-weight theory. From Vogan [24] and Wang [26] , we know that the next smallest integer occurring is d M = (ρ, β ∨ ). We call them the minimal Gelfand-Kirillov dimension module. These small modules are of great interest in representation theory. A general introduction can be found in Vogan [24] . Fernando [7] showed that the only simple Lie algebras which have simple torsion-free modules (or cuspidal modules, i.e.,weight modules on which all root vectors of the Lie algebra act bijectively) are those of types A n or C n . He also showed that these finitely generated torsion-free U(g)-modules have the minimal Gelfand-Kirillov dimension. A similar result was independently obtained by Futorny [6] . In the last 20 years cuspidal modules have been extensively studied by Benkart, Britten, Grantcharov, Hooper, Khomenko, Lemire, Mathieu, Mazorchuk, Serganova and others (see e.g. [3] , [4] , [9] , [10] , [18] ). 2010 Mathematics Subject Classification. Primary 22E47; Secondary 17B10.
Benkart, Britten and Lemire [1] generalized Fernando's work. They proved that infinitedimensional weight modules, whose weight-subspace dimensions are bounded, have the minimal Gelfand-Kirillov dimension and exist only for finite-dimensional simple Lie algebras of types A n and C n . Britten and Lemire [5] described all weights ω ∈ h * such that the corresponding irreducible highest-weight sp(2n, C)-module L(ω) has bounded multiplicities. Sun [22] classified genuine irreducible lowest-weight modules of sp(2n, C) with minimal Gelfand-Kirillov dimension. But other examples of minimal Gelfand-Kirillov dimension modules are not well-known.
In classical harmonic analysis, a fundamental theorem says that the spaces of homogeneous harmonic polynomials are irreducible modules of the corresponding orthogonal Lie group (algebra) and the whole polynomial algebra is a free module over the invariant polynomials generated by harmonic polynomials. Bases of these irreducible modules can be obtained easily (e.g., cf. [27] ). The algebraic beauty of the above theorem is that Laplace equation characterizes the irreducible submodules of the polynomial algebra and the corresponding quadratic invariant gives a decomposition of the polynomial algebra into a direct sum of irreducible submodules, namely, the complete reducibility. Algebraically, this can be interpreted as an (sl(2, R), o(n, R)) Howe duality. Recently Luo and Xu [17] established the Z 2 -graded oscillator generalizations of the above theorem for sl(n, F), where the irreducible submodules are Z 2 -graded homogeneous polynomial solutions of deformed Laplace equations. An important feature of the irreducible modules in [17] is that the corresponding representation formulas are simple and bases are easily given. In fact, these are explicit infinite-dimensional highest-weight irreducible sl(n, F)-modules. The goal of this paper is to find an exact formula of Gelfand-Kirillov dimension for them. It turns out that these Gelfand-Kirillov dimensions are independent of the double grading and four infinite subfamilies of these modules have the minimal Gelfand-Kirillov dimension. In general, our result will be useful in studying the sl(n, F)-modules with a given Gelfand-Kirillov dimension. Below we give more detailed technical introduction.
Throughout this paper, the base field F has characteristic 0. For convenience, we will use the notion i, i + j = {i, i + 1, i + 2, ..., i + j} for integers i and j with i ≤ j. Denote by N the additive semigroup of nonnegative integers. Let E r,s be the square matrix with 1 as its (r, s)-entry and 0 as the others. Moreover, we always assume that n ≥ 2 is an integer. Denote B = F[x 1 , ..., x n , y 1 , ..., y n ]. Fix n 1 , n 2 ∈ 1, n with n 1 ≤ n 2 . Changing operators ∂ xr → −x r , x r → ∂ xr for r ∈ 1, n 1 and ∂ ys → −y s , y s → ∂ ys for s ∈ n 2 + 1, n in the canonical oscillator representation E i,j | B = x i ∂ xj − y j ∂ yi for i, j ∈ 1, n, we get the following non-canonical oscillator representation of sl(n, F) on B determined by
The related variated Laplace operator becomes
y s ∂ xs and its dual
Luo and Xu [17] proved that for any
is an irreducible highest-weight sl(n, F)-module. Moreover, the homogeneous subspace
is a direct sum of irreducible submodules. In some special cases, they obtained more general results. The following is the main theorem of this paper.
We find that some of these irreducible highest-weight sl(n, F)-modules have the minimal Gelfand-Kirillov dimension. The result is as follows. 
From Benkart-Britten-Lemire [1] , an infinite-dimensional weight module is called completely pointed if its weight spaces are all one-dimensional. Using the results on modules for Weyl algebras, they provided the whole list of simple infinite-dimensional completely pointed modules. These modules are described in terms of multiplication and differentiation operators on "polynomials". Comparing with their result [1] , we can give different realizations for some of these simple infinite-dimensional completely pointed modules. 
Benkart-Britten-Lemire [1] showed that when infinite-dimensional simple sl(n, F)-modules have bounded weight multiplicities, they must have the minimal GK-dimension n − 1. From our formula and Luo-Xu [17] , we can easily find that the converse doesn't hold. For example, when n 1 = n 2 = 1 < n, the irreducible highest-weight module H −1,−1 has a highest weight vector x 1 y 2 of weight −4λ 1 + λ 2 . But it doesn't have bounded weight multiplicities.
In Section 2 we recall the basic definition of the Gelfand-Kirillov dimension. In Section 3, we give the formula on the Gelfand-Kirillov dimensions of these highest-weight modules H ℓ1,ℓ2 . In Section 4, we give a proof for our formula. The proof is given in a case-bycase way. In Section 5, we give a corollary about the sl(n, F)-modules which have the minimal Gelfand-Kirillov dimension.
PRELIMINARIES ON GELFAND-KIRILLOV DIMENSION
In this section we recall the definition and some properties of the Gelfand-Kirillov dimension. The details can be found in Refs. [2, 12, 15, 20, 23, 25] . Definition 2.1. Let A be an algebra (not necessarily associative) generated by a finitedimensional subspace V . Let V n denote the linear span of all products of length at most n in elements of V . The Gelfand-Kirillov dimension of A is defined by: 
In particular, let g be a complex Lie algebra. Let A = U(g) be the enveloping algebra of g, with the standard filtration given by A n = U n (g), the subspace of U(g) spanned by products of at most n-elements of g. By the Poincaré-Birkhoff-Witt theorem (see Knapp [14, Prop. 3.16] ), the graded algebra gr(U(g)) is canonically isomorphic to the symmetric algebra S(g). Suppose M is a U(g)-module generated by a finite-dimensional subspace
Then grM becomes a graded S(g)-module. We denote dim(M n ) by ϕ M (n). Then we have the following lemma. 
where Ann S(g) (grM ) = {D ∈ S(g)|Dv = 0, ∀v ∈ grM } is the annihilator ideal of grM in S(g), and S(g) is identified with the polynomial ring over g * through the Killing form of g.
Remark 2.2. From the definition of Gelfand-Kirillov dimension, we know
the subset of homogeneous polynomials of degree ≤ n. Then
Then we have GKdim(M ) = k.
A FORMULA ON THE GELFAND-KIRILLOV DIMENSION
We keep the same notations with the introduction. Write
From Luo-Xu [17] , the followings are detailed irreducible highest weight sl(n, F)-modules:
irreducible module with a highest-weight vector x 
PROOF OF THE MAIN THEOREM
Now we want to compute the Gelfand-Kirillov dimension of the sl(n, F)-module H ℓ1,ℓ2 for all cases. Suppose its highest weight vector is v λ with highest weight λ.
We simply write E i,j | B as E i,j . Take
as a Cartan subalgebra of sl(n, F) and the subspace spanned by positive root vectors:
Correspondingly, we have
From the highest-weight module theorem we know that H ℓ1,ℓ2 = U(g)v λ = U(g − )v λ . In the following we will compute the Gelfand-Kirillov dimension of U(g − )v λ in a caseby-case way.
Firstly we need the following two well-known lemmas.
Lemma 4.1. (Multinomial theorem)
Let n, m be two positive integers, then
Lemma 4.2. Let p, n be two positive integers, then
where B k denotes a Bernoulli number.
From these two lemmas, we can get the following several propositions.
for some constant a.
Proof. From the definition of M k , we know that all the elements in M k are monomials and they must form a basis for Span R M k . Thus
, for some constant a.
Proposition 4.2. Let k ∈ N and we denote
N k =      1≤i≤n1 n1+1≤t≤n (x i x t − y i y t ) hit | 1≤i≤n1 n1+1≤t≤n h it = k, h it ∈ N      .
Then we have
Here c 0 , c 1 , c 2 and c 3 are some positive constants which are independent of k.
Proof. When n 1 = 1, we have
for some positive constant c 0 . The case for n 1 = n − 1 is dual to the previous case. When n 1 = 2 < n − 1, we have
On the other hand, we have
, for some positive constant c 1 . The case for 1 < n 1 = n − 2 is dual to the previous case.
When n 1 = 3 < n = 6, we have
, for some positive constant c 2 .
When 3 = n 1 < n − 3, we have
for some positive constant c 32 . So we must have
, for some positive constant c 3 . The case for 3 < n 1 = n − 3 is dual to the previous case.
When 3 < n 1 < n − 3, we can use the same inductive argument with the above case and get
for some positive constant c 3 .
Proposition 4.3.
Let k ∈ N. Suppose 2 < n 1 + 1 ≤ n 2 < n − 1 and we denote
for some constant c.
Proof. When n 1 = 2 < n 2 < n − 1, then from Prop 4.2 we have
≈c 00 k 2n−3 , for some constant c 00 .
So we must have
, for some positive constant c. From Prop 4.2, we can use the similar argument to compute the other cases. And for these cases we still have d
, for some positive constant c.
Next, we will compute the Gelfand-Kirillov dimensions of our modules in a case-bycase way.
4.1. Case 1. n 1 + 1 < n 2 < n. In this case we have:
Then the above E j,i forms a basis for the subalgebra sl(n, F) − .
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N with m 1 + m 2 ≥ n 2 − n 1 − 1,
Let g 1 be the subalgebra of sl(n, F) spanned by the following set:
Let g 2 be the subalgebra of sl(n, F) spanned by the following set: {E s,i , E t,i , E t,s |i ∈ 1, n 1 , s ∈ n 1 + 1, n 2 , t ∈ n 2 + 1, n}.
So we get
Observe that
We denote this space by M 0 . Then M 0 is a subspace of the space spanned by the homogeneous polynomials of degree m 1 + m 2 in F[x 1 , ..., x n1 , y n2+1 , ..., y n ]. So M 0 is finite-dimensional.
Thus
Now we take any base element
Let k be any positive integer. We want to compute dim(U k (g 2 )M 0 ), and get the Gelfand-Kirillov dimension of U(g 2 )M 0 .
We denote
From the definition we know
+ lower degree part of y s .
Then we must have
Using the same idea with inequality 4.7, we can also get
Then using proposition 4.3, we can get
We know
Then from the definition, we know that the Gelfand-Kirillov dimension of
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N with m 2 − m 1 ≥ n 2 − n 1 − 1, H m1,−m2 has a highest-weight vector x The arguments for these two cases are similar to the above case, and we have the same Gelfand-Kirillov dimension 4.2. Case 2. n 1 + 1 < n 2 = n. In this case we have:
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N, H m1,m2 has a highest-weight vector x 4.3. Case 3. n 1 + 1 = n 2 < n. In this case we have:
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N, H −m1,−m2 has a highest-weight vector
The arguments for these three cases are similar to case 1, and we have the GelfandKirillov dimension equal to
4.4. Case 4. n 1 + 1 = n 2 = n. In this case we have:
Then the above E j,i forms a basis for the subalgebra sl(n, F) − . In this case, we denote
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N with m 2 ≤ m 1 , H −m1,m2 has a highest-weight vector x The arguments for these two cases are similar to case 2, and we have the GelfandKirillov dimension equal to n − 1.
For m 1 , m 2 ∈ N + 1, H m1,m2 has a highest-weight vector η m1+m2 (x m2 n−1 y −m1 n ) of weight m 2 λ n−2 + (m 1 − m 2 − 1)λ n−1 . Then similar to the the arguments in case 2, we have the Gelfand-Kirillov dimension equal to n − 1.
4.5. Case 5. n 1 = n 2 < n − 1. In this case we have:
In this case, recall (4.33)
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N, the subspace H −m1,−m2 has a highest-weight vector x Then from Prop 4.2 we have the Gelfand-Kirillov dimension equal to
4.6. Case 6. n 1 = n 2 = n − 1. In this case we have:
E n,i | B = −x i x n + y i y n for i ∈ 1, n − 1. Then the above E j,i forms a basis for the subalgebra sl(n, F) − .
In this case, we denote (4.36) ζ 1 = x n−2 y n−1 − x n−1 y n−2 .
From Luo-Xu [17] we know that for m 1 , m 2 ∈ N, the subspace H −m1,−m2 has a highest-weight vector x Then similar to the the arguments in case 2, we have the Gelfand-Kirillov dimension equal to n − 1.
4.7. Case 7. n 1 = n 2 = n. In this case we have:
E r,i | B = −x i ∂ xr − y i ∂ yr for 1 ≤ i < r ≤ n (4.37)
From Luo-Xu [17] we know that the subspace H −m1−m2,m2 is finite dimensional and has a highest-weight vector x m1 n ζ m2 1 of weight m 2 (1 − δ n,2 )λ n−2 + m 1 λ n−1 . Obviously its Gelfand-Kirillov dimension is equal to 0.
This completes the proof of our formula.
MINIMAL GELFAND-KIRILLOV DIMENSION MODULE
Let M be an irreducible highest-weight module of sl(n, F). We denote its GelfandKirillov dimension by d M . From Vogan [24] and Wang [26] , we know that the minimal Gelfand-Kirillov dimension is d M = n − 1. The corresponding modules are called the minimal GK-dimension module.
From Luo-Xu [17] and our formula 1.8, we find the following result.
Corollary 5.1. Let n(≥ 2) be a positive integer. Fix n 1 , n 2 ∈ 1, n with n 1 ≤ n 2 . The irreducible highest-weight sl(n, F)-module H ℓ1,ℓ2 has the minimal Gelfand-Kirillov dimension if and only if (1) n 1 < n 2 = n.
(2) n 1 = n 2 = 1. (3) n 1 = n 2 = n − 1.
We denote A = F[x 1 , ..., x n ]. Fix 1 ≤ n 1 < n. Changing operators ∂ xr → −x r and x r → ∂ xr in the canonical oscillator representation E i,j |A = x i ∂ j for r ∈ 1, n 1 , we obtain the following non-canonical oscillator representation of sl(n, F) determined by:
−x j ∂ xi − δ i,j if i, j ∈ 1, n 1 ; ∂ xi ∂ xj if i ∈ 1, n 1 , j ∈ n 1 + 1, n; −x i x j if i ∈ n 1 + 1, n, j ∈ 1, n 1 ; x i ∂ xj if i, j ∈ n 1 + 1, n.
For any k ∈ Z, we denote
It was presented by Howe [11] that for m 1 , m 2 ∈ N with m 1 > 0, A −m1 is an irreducible highest-weight sl(n, F)-submodule with highest weight m 1 λ n1−1 − (m 1 + 1)λ n1 and A m2 is an irreducible highest-weight sl(n, F)-submodule with highest weight −(m 2 + 1)λ n1 + m 2 (1 − δ n1,n−1 )λ n1+1 . By a similar argument with our formula, we have the following corollary. 
