The seasonal and heterogeneous character of absence experience among employees can be described by a stochastic model which provides probability statements about the distribution of absences in a population as well as the uninterrupted periods of work.
This paper will consider a new approach to a conceptual model for absenteeism and its translation into the mathematical vernacular. Its application to actual data as an epidemiological tool will be illustrated.
While several recent papers (Beall and Cobb, 1961; Luynx and Murry, 1961; and Chiang, 1965) have discussed methodological approaches relevant to certain areas of absenteeism, quantitative measures of absenteeism are largely confined to the following classic rates:
Frequency rate (F.R.) or the average number of absences per individual per unit time.
Severity rate (S.R.) or the average duration, in days, of an absence.
Disability rdte (D.R.) or the average number of days absent per individual per unit time.
Furthermore, we note D.R.= (F.R.) x (S.R.). We may contrast the frequency rate to the severity rate by noting that the frequency rate refers to the average number of absences in a fixed time period. The severity rate refers to the average length of a typical absence.
These rates, while quite useful, confine themselves solely to the average values of the number and lengths of absenteeism experience in the population. They impart no information on the crucial quantity of the distribution of these absenteeism events related to individuals. As will be seen, they also neglect several important physical features of the absenteeism process.
Absenteeism Model
To proceed to the model itself, one approach is to view the problem much as a taxonomist classifies a new species, and that is by first finding the genus to which the organism belongs. To this -GV) Phase i, at work Phase 2, absent end, the absenteeism process is characterized as a particular case of a more general phenomenon. In common with many chronic diseases, the absenteeism process consists of a period of affliction, i.e., absence, followed by a period of remission, i.e., uninterrupted work time. Absenteeism then may be thought of as a special case of a remittent disease process.
This generalization offers access to a large body of statistical and mathematical methodology called Renewal Theory (Cox, 1962) . A Renewal Model for absenteeism offers a different conceptual approach which may yield useful insight into the problem. There is, however, a close connection between the basic measures of absenteeism and the parameters of the model. In this model, the industrial population is taken to be represented by a total of M workers who may be divided into specific subgroups on the basis of meaningful characteristics. Considering one of these subgroups, an individual worker may be in one of two states or stages of his work history on any given day: state 1, at work; or state 2, absent ( Figure 1) .
Each worker spends a length of time, residence time, in one of the two stages. The length of uninterrupted residence in a state is a random variable whose distribution is a function of some probability law. Mathematically this is expressed as follows: If X represents the length of uninterrupted work time before an absence, then the probability that X is less than a given length t is F(t) and is written as
Upon completion of a stage, the worker moves into the alternate state which in this case is State 2, that is, a period of absence. The residence time in this subsequent state is described by another random variable. The length of his absence, L, is distributed according to the probability function G(l). Thus G (1) is the probability distribution for length of absence episodes. The successive residence tim?s in these two states form the work history of an individual worker ( Figure 2) .
The length of the solid-line segment represents the uninterrupted work period of an individual. This corresponds to the value of the random variable X. The length of the dotted line gives the length of the absence period which corresponds to the value of L. The two stages taken together form a cycle that renews itself in that it begins again.
The absentee pattern corresponds to an Alternating Renewal Process. Like the basic rates defined above the renewal model takes two viewpoints of the absentee process. We shall show that the two viewpoints are equivalent, and may be expressed by a fundamental relationship.
Case /
We may measure the number of events that an individual has in a fixed time
x----; period. In general we may define a random variable Nt: the number of occurrences in a fixed interval of time t.
Thus we may set the time interval at six months and measure the number of absences for each worker. Within this period the employees generate a distribution of the number of occurrences. Hence we fix the length of time and measure the number of absences. This is analogous to the traditional measure of annual birth and death rates in which the numerator is the number of such events generated in the population at risk. We are dealing with a renewal model in that each individual can generate multiple occurrences of absence in fixed time periods.
Case 11 We may also measure the time it takes each worker to complete his first absence cycle from the start of the observation period. The workers combined will generate a distribution of the length of time required until the first cycle is completed. In general, we may consider a random variable not only as the length of time to complete the first cycle, but rather the length of time to complete a given number of cycles.
Thus we may define a random variable S.: the length of time until the rth absence occurs.
The principal feature is that we record the length of time required for this specified number of events to occur. Hence we fix the number of say absences and measure the time required for this to occur. This is analagous to the average survival times used as an evaluative measure of medical intervention in cancer treatment.
We can now show the relationship between these two measures. The relationship is important conceptually as well as analytically since it may be more convenient, say, to measure the number of absences in a fixed time period, while we may principally wish to make probability statements about the lengths of time until a certain number of absences has occurred.
Explicitly the relationship is expressed symbolically as follows: Prob (S.>t)=Prob (Nt<r) .
[Equation 2]
This merely states that the probability that the rth cycle occurs at a time greater than t is equal to the probability that the number of events in time t is less than r.
This general formulation represents the mathematical abstraction of the model. But these distributions, as yet unspecified, must conform to two realworld constraints that are present in the absentee behavior of workers. 1. The model must take into account the seasonal influence which affects the magnitude of the absenteeism during the year. While the inclusion of a seasonal effect adds to the mathematical complexity of the model, it is a vital consideration in assessing the validity of any absenteeism model. To date, there has been little formal consideration of the seasonal effect.
2. The analysis recognizes that individuals will differ among themselves in terms of the inherent variability as manifested in their absenteeism behavior patterns. Thus the model in effect must quantify the heterogeneous nature of absenteeism liabilities among individuals in some group of workers.
Seasonalily
The question of the presence of seasonality is a key one, not only for purely descriptive purposes but also to detect the nature of seasonal effects in analytically distinguishing between risk experience of the subgroups of the population in time.
To quantify and compare these cases let M1(t) In the case of a nonseasonal risk pattern ( Figure 3 ) we can see that this risk will be a constant, no matter what the value of t (time of year) assumes.
In the case of a cyclic or seasonal pattern A, (t), the risk function clearly will fluctuate in some fashion relative to the time of year (Figure 3 ). Suppose we assume that it will be at a low in summer and at a high point during the winter. This gives us a cyclic or wave-like function for XA (t) . Cyclic functions can be represented often by the use of trigonometric functions.
In this case the specific form used for
] where A represents an average (over the year) value for an individual. The A [cos (tt) ] term either adds a numerical quantity to describe higher than average risk in the winter, or subtracts a quantity for a lowered absence liability in the summer.
The differential effects of the assumption of seasonal or nonseasonal influence on absence liabilities are illustrated in Figure 3 . An individual would then follow one of these two patterns. Note that the average value of the seasonally influenced intensity function is the same as that of the constant, nonseasonal process. However, the effect on the distribution of absences over the year is quite marked as will be demonstrated subsequently by example.
Heterogeneous Distribution of the Absence Intensity Function
Having quantitatively characterized the liability of an absence, collaterally the distribution of this factor in a study group is of equal importance. This is in effect to say that Ai(t), the absence liability level of a worker, has a probability distribution which is characteristic of some population. This distribution, if it can be found, would be quite instructive. For instance, it may be that worker-to-worker distributions of absence liabilities are uniformly distributed over a range of values-that is, composed of an equal number of workers with low, medium, and high absenteeism liabilities. On the other hand, a distinctly different case would obtain if the liability distribution were bellshaped with the majority of workers concentrated around a mean liability level. The impact on individual absence experience would be dramatically different.
Two features emerge: One, the probability distribution has, healthwise. a potentially important epidemiological tool to differentiate among subgroups; and two, if we wish to characterize a variety of different absence liability experiences, then we require an extremely flexible distribution with respect to the shapes that it can assume.
In this case the gamma distribution satisfies the requirement of flexibility, and has historically been used in similar studies of accident proneness (Arbous and Kerrich, 1951) .
It is with these relatively simple mathematical notions that we can build into our model important conceptual distinctions of the illness process.
Data
The data analyzed in this paper were generated by the absence experience of OCTOBER, 1970 
Length of Uninterrupted Work Time
Of central interest to this paper is the demonstration that both the heterogeneous liability and seasonal factors may be considered simultaneously. As previous sections have indicated, these factors reflect both in the number of absences seen in a time period, and in the often neglected effect on the length of uninterrupted work time. The uninterrupted work time naturally represents the continuity of work experience. As such, one would expect, heuristically, that this measure would be quite sensitive to the seasonal effect, somewhat resembling differing mortality experience; those who "survive" the high-risk period would then experience a relative attenuation of uninterrupted work time during a low-risk period. The expected experience of the distribution of uninterrupted work time would differ markedly under the assumption of a seasonally influenced absence experience, relative to a model with a stationary or constant absence liability. A crucial test of the model is its sensitivity in detecting or describing seasonal effects on work experience. The techniques previously sketched permit contrasting these two cases. For the seasonal model the steps are essentially as follows:
(a) From the number of absences per month we find the specific form of the absence liability function. The general form of this equation was given previously (Equation 3 ). The statistical method used to estimate the parameters is called modified minimum x2.
(b) To incorporate the nonheterogeneous nature of the population, the above expression is integrated, or compounded with the gamma distribution. This mathematical operation produces the probability function that describes the distribution of the number of absences under seasonal and heterogeneous absence liability patterns. Utilizing the relationship given in Equation 2, we have the distribution for the uninterrupted work time. We will illustrate this by considering the length of uninterrupted work time to the first absence episode in age 2union category (UC) 1. The general form of this distribution is given by
where Pr(S1<t) means the probability or proportion. of first absences that have occurred by a time of length t as measured from the beginning of the year.
Using the data for the observed absence experience (age 2-UC 1), we contrast the expected behavior of this group under both the stabile, homogeneous model, and the seasonal, heterogeneous model. Table 2 gives the results of this exercise while Figure 4 displays the same cumulative probabilities graphically. We note that the model, incorporating the seasonally influenced and heterogeneous absence liabilities, is in closer conformity with the observed experience. The model assuming a constant worker liability and no seasonal influence departs radically from the observed behavior. The manner in which the seasonal model reproduces the cyclic nature of absenteeism can be seen in the several inflection points shown in Figure 
4.
These distributions were fit to a total of six age-UC groups, and employing a x2 goodness of fit test criterion (Table   3 ). We note that in only one group did significant departures from the seasonal, heterogeneous absenteeism model occur in the observed experience of the employees. It should be noted that, except for the mean value, all parameters were estimated from the data of a prior period. The seasonal trend was assumed to be common to all the groups considered. Thus the model was fit under relatively stringent conditions to de- termine the general applicability of the assumptions on which it was based. We note that the observed behavior of absenteeism experience presents a seemingly erratic curve. This is due of course to the piling effect of absences in the winter months, with a corresponding attenuation during the summer. The model considering these factors produces estimated values in agreement with the observed data, while the stationary nonseasonal based model does not.
These results are crucial considerations in projecting or analyzing absenteeism experience for reference periods of time which are less than one year. Secondly, this type of model formulation illustrates the fact that complex phenomena can be described by the use of simple closed mathematical expressions.
Application of a Gamma Distribution as a Summarizing Distribution of Absence Liability
If the gamma distribution is justified it assumes that, at least population-wide, this is a stabile distribution. This implies that the absence liability, denoted as 1i(t), will not experience wild shifts in its distribution from year to year. Thus this premise of the distribution should be investigated empirically. This investigation will also illustrate one aspect of the construction of the model as well as the utility of the output.
We can use the data to specifically demonstrate this concept of the model. We do this by comparing the experience of an age-UC-specific group in 1961 with that of the same group of individuals in 1962. As shown in Table  4 , we use the joint distribution of the number of absences by individuals in two successive years (age group 2, union category 1. If there is a liability factor then there should be a relationship between the number of absences in one year and the number in a succeeding year. Table 4 bears out this relationship as we note that the mean number of absences in 1962 rises directly with the number that were observed in 1961 for the same individuals. We can also see that the expected number of absences as predicted, assuming a gamma distribution of underlying absence liabilities, produces a close agreement with the actual observed behavior of the group.
The hypothesized gamma distributions were constructed and are displayed in Figure 5 , where Xi represents the vary- Comparing the two age-union category groups we note that the forms of the absence liability distributions differ markedly. This serves to illustrate the rather different patterns of liability that may be encountered among groups of workers. The epidemiological implications are obvious, not only in terms of the expectation of differing experience but in explicitly describing the distribution of individuals that compose the group in terms of their liabilities.
It should be emphasized that the procedure calls first for a test of the stability of the underlying factor as a prerequisite to meaningfully discussing its particular form in a subgroup of the sample population.
The data can be extended to examine the differential liability levels in subgroups of interest. As in the case of absences, this distribution is stabile within these subgroups in time and quite different in form among the various subgroups that comprise the industrial population.
Summary
The principal finding that emerges from this study is that the obvious seasonal and heterogeneous nature of absence experience among employees can be described by a stochastic model. The model provides probability statements concerning the distribution of the lengths of uninterrupted work-time segments as well as the distribution of the number of absences in the population under consideration.
The characterization of the absence liability factor in subgroups of the total population can be utilized as an important epidemiological tool. This is particularly true if one considers assessing shifts through time in absence behavior either through changes in the popula-tion itself, or in designing or evaluating programs to decrease absenteeism.
The use of the more usual, stationary type of models is by definition insensitive to the dynamic and changing nature of the actual-illness process. Furthermore, as illustrated, the distribution of the relative risk levels of a subpopulation can be constructed and tested for statistical goodness of fit even though they cannot be directly observed.
These methods may be utilized to examine the recurrent type of diseases in greater conformity with the known physical attributes of the phenomenon, and as a dynamic time-dependent proc-ess with unequal impact in the populations at risk.
