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We investigate the properties of a distinguishable single excited state impurity pinned in the center
of a trapped Bose-Einstein condensate (BEC) in a one-dimensional harmonic trapping potential by
changing the bare mass of the impurity and its interspecies interaction strength with the BEC.
We model our system by using two coupled differential equations for the condensate and the single
excited-impurity wave function, which we solve numerically. For equilibrium, we obtain that an
excited-impurity induces two bumps or dips on the condensate for the attractive- or repulsive-
interspecies coupling strengths, respectively. Afterwards, we show that the excited-impurity induced
imprint upon the condensate wave function remains present during a time-of-flight (TOF) expansion
after having switched off the harmonic confinement. We also investigate shock-waves or gray-solitons
by switching off the interspecies coupling strength in the presence of harmonic trapping potential.
During this process, we found out that the generation of gray bi-soliton or gray quad-solitons (four-
solitons) depends on the bare mass of the excited-impurity in a harmonic trap.
PACS numbers: 67.85.Hj, 05.30.Jp, 67.85.De
I. INTRODUCTION
Certainly, the physics of trapped condensates has
emerged as one of the most exciting fields of physics in
last few decades. During last few years, substantial ex-
perimental and theoretical progress has been made in the
study of the properties of this new state of matter. The
remarkable experimental realization of a Bose-Einstein
condensate mixture composed of two spin states of 87Rb
[1, 2] has a rapid compelling interest in the physics of
a new class of quantum fluids: the two or more species
Bose-Einstein condensates [3–6]. Multi-species conden-
sates (MSC) offer new degrees of freedom, which give
rise to a rich set of new issues [7, 8], at the heart of many
of these issues is the presence of interspecies interactions
and the resulting coupling of the two condensates. Previ-
ous theoretical treatments have shown that due to inter-
species interactions, the ground state density distribution
of MSC can display novel structures that do not exist in a
one-species condensate [9, 10]. The investigation of a hy-
brid system requires progress on several different fronts.
For example, from last few decades, many theoretical and
experimental researchers focus on a single-particle impu-
rity control in a many-body system for the detection and
engineering of strongly correlated quantum states [11–
16].
Individually controllable impurities in a quantum gas
grants access to a huge number of proposed novel appli-
cations [17–20]. In the direction of quantum information
processing, atomtronics applications are envisioned with
single atoms acting as switches for a macroscopic sys-
tem in an atomtronics circuit [21]; two impurity atoms
immersed in a quantum gas can be employed for a trans-
fer of quantum information between the atoms [22], or
individual qubits can be cooled preserving the internal
state of coherence [23, 24]. Adding impurities and, hence,
polarons one by one allow experimentalists to track the
transition even to the many-body regime and, moreover,
yield information about spatial cluster formation [25–
28]. Furthermore, adding single impurities one-by-one
to an initially integrable system, such as a quasi one-
dimensional Bose gas [29], allows one to controllably in-
duce the thermalization of a non equilibrium quantum
state. The coupling of impurities with condensed matter
helps to understand material properties such as molecule
formation and electrical conductivity [30–34].
Recently, we investigated static and dynamical prop-
ertied of a single ground state impurity 133Cs in the cen-
ter of a trapped 87Rb BEC [35]. We studied the physi-
cal similarities and differences of bright shock waves and
gray/dark bi-solitons, which emerge for an initial nega-
tive and positive interspecies coupling constant, respec-
tively [35]. In this letter, we want to extend our pre-
vious work to the single excited impurity in the center
of a trapped BEC. In the following, in Sec. II, we de-
fine two coupled one-dimensional differential equations
(1DDEs), where one equation is nothing but a quasi one
dimensional Gross-Pitaevskii equation (1DGPE) with a
potential term stemming from the excited-impurity and
the second equation is a typical Schro¨dinger wave equa-
tion with an additional potential originating from the
BEC. Afterwards, we show that the single excited state
impurity (SESI) imprint upon the condensate wave func-
tion strongly depends upon whether the effective SESI-
BEC coupling strength is attractive or repulsive. Subse-
quently, the dynamics of the SESI imprint upon the con-
densate wave function is discussed in detail in Sec. III.
Here, we note that for an attractive interspecies coupling
strength the excited-impurity imprint does not decay but
decreases for a repulsive interspecies coupling strength in
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2FIG. 1: Numerical density profile of BEC for (a) negative and (b) positive values of gIB as mentioned in the figures for the
experimental coupling strength value GB = 4.71 in dimensionless units.
a time-of-flight (TOF). In the same Sec. III, we discuss
the creation of shock-waves or gray quad-solitons in a
harmonic trap, by switching off the attractive or repul-
sive Rb-Cs coupling strength. Finally, in Sec. IV we make
concluding remarks and comment on the realization of
the proposed model system.
II. MODEL
We assume an effective quasi one-dimensional setting
with ωz  ωr, so the theoretical model for describing the
time evolution of two-component BECs is the following
coupled GP equations as
i~
∂
∂t
ψ(z, t) =
{
− ~
2
2mB
∂2
∂z2
+
mBω
2
z
2
z2 +GIB|ψI (z, t) |2
+GB|ψ(z, t)|2
}
ψ(z, t),
(1)
i~
∂
∂t
ψI (z, t) =
{
− ~
2
2mI
∂2
∂z2
+
mIω
2
Iz
2
z2 +GBI|ψ (z, t) |2
}
×ψI (z, t) .
(2)
where ψ(z, t) denotes the macroscopic condensate wave
function for the 87Rb BEC and ψI (z, t) describes
133Cs
single excited state impurity with z being the spatial co-
ordinate, here mB and mI stands for the mass of the
87Rb and 133Cs atom, respectively. In the above Eq. (1),
GB = 2NBaB~ωr represents the one-dimensional 87Rb
coupling strength, where NB = 200 denotes the num-
ber of 87Rb atoms, and the s-wave scattering length is
aB = 94.7 a0 with the Bohr radius a0. In the first equa-
tion, GIB = NIgIB stands for the impurity-BEC cou-
pling where gIB = 2aIB~ωrf (ωIr/ωr) and f (ωIr/ωr) =
[1 + (mB/mI)] / [1 + (mBωr) / (mIωIr)] represents a geo-
metric function [35], which depends on the ratio of the
trap frequencies, and NI = 1 stands for the number of
excited-impurity atoms, and aIB = 650 a0 expresses the
effective Rb-Cs s-wave scattering, which can be modi-
fied by Feshbach resonance [31, 36–39]. Here GBI =
NBgIB describes the BEC-impurity coupling strength.
Presently, we let that the excited-impurity and the BEC
are in the same trap, therefore, ωIr = ωr = 2pi×0.179 kHz
and ωIz = ωz = 2pi × 0.050 kHz. When the impurity
atom decays to its ground state, it emits photon with en-
ergy corresponding to the difference between the excited
and ground states of 133Cs atom. In our case, we let
that the decay of the excited-impurity atom is damped
by using the quantum zeno effect [40–42]. The quantum
zeno effect is an aspect of quantum mechanics, where
a particle’s wave function time evolution can be seized
by measuring it frequently enough with respect to some
chosen measurement setting. If the period between mea-
surements is short enough, the wave function usually col-
lapses back to the initial state [40–42]. In order to make
Eq. (1) and Eq. (2) dimensionless, we establish the di-
mensionless coordinate as z˜ = z/lz, the dimensionless
time as t˜ = ωzt, and the dimensionless wave function
as ψ˜ = ψ
√
lz(ψ˜I = ψI
√
lz), where the oscillator length
lz =
√
~/(mBωz) is given by 28742.3 a0 for the above
mentioned experimental values. With this Eq. (1) and
Eq. (2) can be rewritten in dimensionless form
i
∂
∂t˜
ψ˜
(
z˜, t˜
)
=
{
−1
2
∂2
∂z˜2
+
z˜2
2
+ G˜B|ψ˜
(
z˜, t˜
) |2+G˜IB
×|ψ˜I(z˜, t˜)|2
}
ψ˜
(
z˜, t˜
)
, (3)
i
∂
∂t˜
ψ˜I
(
z˜, t˜
)
=
{
− α˜
2
2
∂2
∂z2
+
z˜2
2α˜2
+ G˜BI|ψ˜(z˜, t˜)|2
}
×ψ˜I
(
z˜, t˜
)
. (4)
here, the first equation (3) describes the dynamics of
the BEC, and the second equation illustrates the dy-
namics of the SESI. In the above equations, α˜ = lIz/lz
has the value 0.808, here G˜B = 2NBωraB/ωzlz, and
3FIG. 2: Time-of-flight evolution of BEC density (a,d), excited-impurity density (b,e) and BEC depleted density nB (z, t)DD =
nB (z, t) gIB − nB (z, t) gIB=0 (c,f) versus time and position for different values of gIB = −40 (a-c), and gIB = 80 (d-f) by using
the two coupled dimensionless Eqs. (3) and (4) in dimensionless units.
g˜IB = 2aIBωrf (ωIr/ωr) /ωzlz are the dimensionless Rb-
Rb and Rb-Cs coupling strengths, respectively. By us-
ing above mentioned experimental values, we obtained
the dimensionless Rb-Rb and Rb-Cs coupling strengths
as G˜B = 4.71 and g˜IB = 0.16, respectively. From here
on, we will drop all the tildes for simplicity. To find
the numerical excited state of a Cs impurity, we start
with a trial excited state wave function for the impu-
rity as summarized in appendix A, here the impurity
dimensionless energy EI depends upon the dimensionless
imaginary time.
In order to determine the equilibrium excited-impurity
imprint on the condensate wave function, we solve numer-
ically the two coupled dimensionless quasi 1DGPE (3)
for the BEC and the differential equation (4) for the
excited-impurity by using the split-operator method [43–
46]. In this way, we demonstrate that the 133Cs excited-
impurity leads to two bumps or two holes at the center
of the 87Rb BEC density for attractive or repulsive in-
terspecies coupling strength gIB as displayed in Fig. 1(a)
and Fig. 1(b), respectively. For stronger attractive gIB
values two bumps can increase further as depicted in
Fig. 1(a), but for strong repulsive gIB values two dips
in the BEC density gets deeper and deeper until BEC
fragmented into three parts as illustrated in Fig. 1(b).
Additionally, the SESI effective mass increases quadrat-
ically for interspecies coupling strength gIB as presented
in appendix B. In this manuscript, we have utilized the
zero-temperature GP mean-field theory, however, as a
matter-of-fact, elementary excitations can arise from the
thermal and/or quantum fluctuations [47], and the BEC
dynamics may be considerably affected by the motion of
the excited atoms around it (thermal cloud), and by the
dynamical BEC depletion [48]. To give a rough estimate
to our reader, first of all, we let that the excited-impurity
in our proposed model does not affect the mean-field de-
scription of our system. The mean-field approximations
hold so long as the impurity-BEC interaction does not
significantly deplete the condensate, leading to the con-
dition [49–51]
|aIB|ξ−1  1. (5)
Here, ξ−1 = lr/
√
2n1DaB is the 1D healing length. The
dimensionless peak density of the BEC at the center of
the condensate is n˜1D = 0.355(0.164) for the dimension-
less Rb-Rb coupling strength G˜B = 10(100) and the cor-
responding value |aIB|ξ−1 = 0.0020(0.0014), respectively.
Which shows that our treatment of the single excited-
impurity in a BEC system neglects the phenomenology of
strong-coupling physics, e.g., near a Feshbach resonance
[52], which lies beyond the parameter range of Eq. (5).
Therefore, we restrict the following calculation of the va-
lidity range of the mean-field analysis to a BEC without
any excited-impurity. Additionally, in appendix C, we
regulate how quantum and thermal fluctuations within
the Bogoliubov theory restrict the validity range of our
mean-field description.
III. DYNAMICS OF THE BEC AND THE
EXCITED-IMPURITY
To investigate the dynamical evolution of the conden-
sate wave function and the excited-impurity, we investi-
gate numerically two quench scenarios. In the first sce-
nario, we investigate the standard time-of-flight (TOF)
4FIG. 3: Evolution of the BEC density (a,c) and the excited-impurity density (b,d) in a harmonic trap, when the interspecies
interaction strength is switched off, versus time and position for different values of gIB = −40 (a-b) and gIB = 80 (c-d) in
dimensionless units.
expansion after having switched off the external har-
monic trap when the excited-impurity and BEC inter-
species interaction strength is still present. In the second
case, we consider an inverted situation where the excited-
impurity and the BEC interspecies interaction strength is
turned off by letting the harmonic confinement switched
on. This represents an interesting scheme to generate
matter waves like shock-waves or solitons depending on
either the initial excited-impurity and BEC interaction
strength is attractive or repulsive.
In the first scheme, we turn off the magnetic trap at
time t = 0, the BEC and the SESI is allowed to ex-
pand in all directions. At t = 0, the confining potential
vanishes, and further acceleration results from inter- and
intra-species interactions strength. For the attractive or
repulsive interspecies coupling strength, two bumps or
dips decay slowly during the temporal evolution as shown
in Figs. 2(a) and 2(d). The relative speed of decaying of
these bumps or dips from each other is zero. The SESI
imprint bumps or dips are not only decaying but also
moving away from their stationary positions as demon-
strated in Figs. 2(c) and 2(f).
In the second scenario, we introduce a numerical model
of matter-wave self-interference resulting from the at-
tractive and repulsive interspecies strength is switched
off and within a remaining harmonic confinement, which
leads to the shock waves and gray quad-solitons, re-
spectively, as predicted in Figs. 3(a) and 3(c). We ob-
served that in every scenario, approximately t < 0.045
dimensionless time is required to generate shock-waves
or quad-solitons as shown in Figs. 3(a) and 3(c), re-
spectively. For an initial attractive interspecies coupling
strength gIB = −40, we examine that two excitations
of the condensate are generated at the SESI position,
which travel in different direction with identical center-
of-mass speed, are reflected at the harmonic confine-
ment boundaries and then collide at the SESI position
as depicted in Fig. 3(a). We have done different calcula-
tions, by changing the value of gIB < 0, in all cases, we
observed that the appearance of shock wave structures
as shown in Fig. 3(a). The density of depleted atoms
around shocks becomes, at most, larger than depletion
density far away from perturbations. The corresponding
excited-impurity self-interference pattern starts breath-
ing with dimensionless frequency ωI/ωz = 2 at the cen-
ter of the harmonic trap as shown in Fig. 3(b). For small
attractive/repulsive interspecies scattering strength the
excited-impurity self-interference fringes show smaller
strength as discussed in appendix D. We can deter-
mine the breathing frequency of the SESI in a har-
monic trap by defining the single excited-impurity wave
function ψI (z, t) =
√
2/ [
√
piA(t)3] ze
− z2
2A(t)2
−iz2R(t)
, here
A(t) defines the dimensionless width of the SESI and
R(t) = −A′(t)/2α2A(t) describes the variational param-
eter which defines the momentum of the SESI. We write
the equation of motion for the width of the excited-
impurity by determining the Euler-Lagrangian equation
of the system in
A′′(t)− α
4
A(t)3
+A(t) = 0 . (6)
where the equilibrium state is A (t = 0) = A0 = α and
α = lIz/lz has the equilibrium value 0.808. We solve
5FIG. 4: Dynamical evolution of the BEC density (a,d) and the excited-impurity density (b,e), when interspecies interaction
strength is switched off, versus time and position for values of α = 0.2 (a-c) and α = 1.5(d-f) in dimensionless units. In figure
(c) and (f) we plot the excited-impurity density at dimensionless time t = 10.
Eq. (6) and get the time dependent width of the excited-
impurity A(t) =
√
[α4 + (A40 − α4) cos(2t) +A40] /2A20.
Thus, in order to get the excited-impurity out of equilib-
rium we can let A0 = α± δ, where δ is a small quantity.
From the time dependent width of the excited-impurity,
we identify the dimensionless breathing oscillation fre-
quency to be ωI/ωz = 2.
And for the repulsive interspecies coupling strength
gIB = 80, we inspect gray quad-solitons, traveling with
the same speed as shown in Fig. 3(c). In the case
of harmonic confinement with a dimensionless potential
Vext = z
2/2, the frequency of the oscillating soliton dif-
fers from the trap frequency by a factor ωs/ωz = 1/
√
2
as exhibited in Fig. 3(c), which was predicted in [53–56]
and experimentally observed in [57, 58]. At the maxima
of excited-impurity wave function two gray-solitons are
generated which have zero relative phase, and they travel
in opposite directions as displayed in Fig. 3(c). On the
other hand two gray-solitons are generated at the min-
ima of the excited-impurity wave function, they also have
zero relative phase from each other and zero phase dif-
ference as compared to the two gray-solitons which were
created at the maxima of excited-impurity wave func-
tion. If two gray-solitons have a relative phase difference
of zero, they attract to each other when they come near
to each other [59], as demonstrate in Fig. 3(c) near to di-
mensionless time t ≈ 2.2. This phenomena happens when
two solitons reaches at the trap boundary approximately
at the same time t ≈ 2.2, the latter one tries to cross
the first one, therefore they collide with one another and
then reflected, and surprisingly this attractive phenom-
ena does not affect the oscillation frequency of the soli-
tons in a harmonic trap as depicted in Fig. 3(c). Further-
more, quad-solitons collide at their originated position
and go through each other without any disturbance as
exhibited in Fig. 3(c) near to dimensionless time t ≈ 4.2.
On the contrary, the single excited-impurity exhibit self-
interference fringes as demonstrated in Fig. 3(d). As
excited-impurity wave function has one maxima and one
minima, therefore when the repulsive interspecies cou-
pling strength is switched off, then the single excited
state impurity self-interference patterns are generated
as demonstrated in Fig. 3(d). These self-interference
patterns represent a clear evidence for the spatial co-
herence of excited-impurity, while the special patterns
repeat themselves with a unique frequency ωI/ωz = 2
as shown in Fig. 3(d), which we calculated by solving
Eq. (6). We also find out that the excited-impurity den-
sity self interference patterns does not pass through each
other at z = 0, which is quite clear as they do not exhibit
solitonic behavior as demonstrated in Figs. 3(b) and 3(d).
To illustrate a more general case for the generation
of the solitons by pinning the excited-impurity in the
center of the BEC, we investigate different masses im-
purities, which basically change nothing in our proposed
model but the value of parameter α =
√
mI/mB. For
the value of α = 0.2, we witness a new kind of phe-
nomena where only two gray-solitons are generated as
the distance between the maxima and the minima of the
excited-impurity wave function is quite small therefore
solitons get the overall shape of the sculpted BEC as de-
picted in Fig. 4(a). The shape of these gray bi-solitons
is totally different than the shape of the solitons for pa-
rameter α = 0.808 as demonstrated in Fig. 3(c). For the
case α = 0.2, near to the trap boundary, soliton does
not attract each other, as they express unite identity, as
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FIG. 5: Dimensionless energy decay in dimensionless imag-
inary time. Here a rectangular widow is separating the tran-
sition region from excited to ground state from left to right,
respectively. In inlet we plot the excited-impurity and the
ground-state wave functions.
demonstrated in Fig. 4(a). Additionally, these bi-solitons
oscillate in a harmonic trap with the same dimensionless
frequency ωs/ωz = 1/
√
2 as predicted in the previous
case. In Fig. 4(d), we use α = 1.5, in this scenario, again
quad gray-solitons are generated, which reveal similar
properties as discussed for the case of α = 0.808. Fur-
thermore, the SESI interference fringes height decreases
with increasing bare mass of the excited-impurity and
vise versa as demonstrated in Fig. 4(c) and Fig. 4(f).
On the other hand, we observe that the number of inter-
ference fringes increases with increasing the bare mass of
the excited-impurity as illustrated Fig. 4(c) and Fig. 4(f).
Additionally, as the bare mass of the SESI increases, the
width of center-of-mass of the solitons decreases as shown
in Fig. 4(a) and Fig. 4(d), the reason for this is quite sim-
ple and clear as solitons depth increases with increasing
mass, therefore, they can not move away from their cen-
tral position.
IV. DISCUSSION
Our studies elucidate the role of single excited state im-
purity pinned in a 87Rb BEC. We model our system in
the mean-field regime by writing the one-dimensional two
coupled differential equations, this approximation is valid
for relatively weak interspecies interaction and for single
excited-impurity. We pinned the excited-impurity in the
condensate center and diminished its decay by using the
quantum zeno effect. We found out that the BEC deple-
tion induced by the single excited state impurity, cause
the BEC density to split into three parts. During our
calculation, we have found out that the excited-impurity
imprint decays marginally for the attractive interspecies
coupling strength, and in repulsive interspecies coupling
strength, it starts decay significantly as compared to the
small value of the interspecies interaction strength. We
have used the numerical simulation to analyze generation
and the dynamics of gray quad-solitons or bi-solitons in
the Bose-Einstein condensate. We disclose that the shape
of newly generated solitons depends on the bare mass of
the excited state impurity. We would like to remark that
even though in our analysis we use an idealized poten-
tial for the excited-impurity, but such an approximation
is known to, not only, encapsulate the basic physics, but
can also be a good approximation to experimental setups.
Appendix A: Impurity energy
With ψI (z, t) = ψI (z) e
−iEIt, where EI is the impu-
rity dimensionless energy, we plotted in Fig. 5, the impu-
rity dimensionless energy vs the dimensionless imaginary
time when there is no condensate present at the back-
ground of the impurity. To find the numerical excited
state of a Cs impurity, we start with a trial excited state
wave function for the impurity
ψI (z) =
√
2√
piA3
ze−
z2
2A2 , (A1)
here A is the dimensionless width of the first excited state
of the wave-packet, for the excited state A = α where
α = lIz/lz has the value 0.808. For the single excited
state, the excited-impurity state is durable for it ' 70.
It means that in our numerical simulation the excited-
impurity can be seen for a specific dimensionless imagi-
nary time interval which later decays to its ground state
as shown in Fig. 5.
Appendix B: Effective mass
The effective mass of the excited-impurity is denoted
as meffI = ~/
(
l2Izωz
)
, where the excited-impurity oscilla-
tor length lIz =
√
2σ come from the standard deviation
σ =
√
< z2 > − < z >2, with < • >= ´ • |ψI(z)|2 dz rep-
resenting the expectation value. Figure 6 shows the ratio
of the effective mass of the 133Cs impurity with respect
to the bare mass mI, which increases quadratically for
interspecies coupling strength −10 < gIB < 10 as shown
in the inlet of Fig. 6, and becomes marginally saturated
for interspecies coupling strength gIB > 80. Here, we
utilize the mean-field regime to determine the effective
mass of the excited-impurity. Through this connection,
one may extend this work to investigate polaron physics,
in order to include the impact of quantum and thermal
fluctuations [26, 27, 60, 61].
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FIG. 6: (Color online) Effective mass of 133Cs impurity versus
the impurity-BEC coupling strength gIB. Inlet shows that
effective mass increases quadratically for small impurity-BEC
coupling strength gIB in dimensionless units.
Appendix C: Mean-field analysis
To give a rough estimate to our reader, first of all we let
that the excited-impurity in our proposed model does not
affect the mean-field description of our system. There-
fore, we restrict the following calculation of the validity
range of the mean-field analysis to a BEC without any
excited-impurity. In the following, we regulate how quan-
tum and thermal fluctuations within the Bogoliubov the-
ory restrict the validity range of our mean-field descrip-
tion.
Quantum depletion
According to the Bogoliubov theory the three-
dimensional quantum fluctuation term is defined in
Thomas-Fermi approximation:
n3DQF (r) = n
3D
0B (r)− n3DB (r) =
8
3
√
pi
[
NBaBn
3D
B (r)
]3/2
.
(C1)
We assume an effective one-dimensional setting with
ωz  ωr, so we decompose the BEC wave-function
ψB(r, t) = ψB(z, t)φB( r⊥, t) with r⊥ = (x, y) and
φB( r⊥, t) =
e
− x2+y2
2l2r√
pilr
e−iωrt . (C2)
We integrate out the transversal degrees of freedom from
equation (C1) to get an effective one-dimensional setting
n1DQF (z) = n
1D
0B (z)− n1DB (z) =
16
9pilr
[
NBaBn
1D
B (z)
]3/2
.
(C3)
We know that for larger inter-particle interaction
strength the BEC density is characterized by the
Thomas-Fermi (TF) profile n1DB (z) =
µ1D
G1DB
(
1− z2R2z
)
with R2z =
2µ1D
mBω2z
. With this we calculate the one-
dimensional quantum fluctuation depleted term with re-
spect to the number of particles NB = 200 by using
N1DQF =
´
n1DQF (z) dz and get
N1DQF
NB
=
31/3
4
(
a4BNB
l2r l
2
z
)1/3
. (C4)
We evaluate this relative depletion for the system pa-
rameters of our study. With this we obtain from (C4)
N1DQF
NB
= 0.0022, so that the quantum fluctuations are, in-
deed, negligible.
Thermal depletion
Correspondingly, the one-dimensional thermal de-
pleted term with respect to the number of particles fol-
lows from Bogoliubov theory to be
N1DTF
NB
= γ
(
T
Tc
)2
(C5)
with the dimensionless prefactor
γ =
52/5pi2
23/2 × 33/5
{
N
1/3
B
ξ (3)
8/3
a2B
l
4/3
r l
2/3
z
}1/5
. (C6)
For our system parameters we obtain γ = 0.046 and the
critical temperature Tc =
~
kB
(
ω2rωz
NB
ξ(3)
)1/3
= 14.7 nK.
Thus, choosing a reasonable ratio of the thermal depleted
term
N1DTF
NB
= 0.001, we estimate the temperature of the
system to be
T = Tc
√
1
η
N1DTF
NB
= 2.15 nK (C7)
With this we conclude that, if the temperature of the sys-
tem is lower than T = 2.15 nK, the thermal fluctuations
are not affecting the Bose-Einstein condensate.
Appendix D: Excited-impurity self-interference
patterns
The single excited-impurity wave packet display self-
interference patterns as demonstrated in Fig. 7. As
excited-impurity wave function has one maxima and one
minima, therefore when the attractive/repulsive inter-
species coupling strengths are switched off, then the
excited-impurity self-interference patterns are generated.
8FIG. 7: Evolution of the excited-impurity density in a harmonic trap, when the interspecies interaction strength is switched
off, versus time and position for different values of interspecies interaction strength (a) gIB = −10, (b) gIB = −40, (c) gIB = 20
and (d) gIB = 80 in dimensionless units.
We find out that the excited-impurity density self in-
terference patterns does not pass through each other at
z = 0, which is quite clear as they do not exhibit soli-
tonic behavior as demonstrated in Fig. 7. As we can see
from the Fig. 7, for small attractive/repulsive interspecies
scattering strength the excited-impurity self-interference
fringes demonstrate smaller strength and vise versa.
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