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Abstract—Event mining is becoming a challenging area of re-
search. Events in system analysis is not a new concept. It has
been used in Petri nets, stochastic modeling, etc. However,
there are new opportunities that come from the lage amount
of data that is stored in various databases. In this paper we
will focus on formulating the event mining tasks that consider
observations of the system as well as internal and external
events.
Keywords— event mining, temporal data mining, telecommuni-
cations.
1. Introduction
Data mining have many industrial and scientiﬁc applica-
tions. However, the existing algorithms consider limited
information about the events. Recently, an increased im-
portance of events in modeling and understanding complex
systems can be observed. D. Luckham [5] provides us with
a framework for thinking about complex events and for de-
signing systems that use such events (see also [6]). The
event mining is new and challenging area of research and
applications. Events are especially challenging for real-time
analysis. Gartner Inc., a technology research and advisory
ﬁrm, deﬁnes real-time as the complete compression of lag
between the detection of an event, the reporting of that
event, the decision-making, and the response. They further
observe that the real-time enterprise (RTE) is an enterprise
that competes by using up-to-date information to progres-
sively remove delays to the management and execution of
its critical business processes. Therefore, real-time com-
puting might be the focal point of IT departments because
it allows companies to provide on-line information for ef-
fective decision making.
A key to understanding events is knowing what caused them
and having that knowledge at the time the events happen.
Another issue is the knowledge about the consequences of
events. The ability to track event and consequences is an
essential step toward on-line decision support and an im-
portant challenge for new algorithms for event mining.
Many existing enterprise systems are distributed and event-
driven. Events might be described by structured and un-
structured information. The structured information is well
recognized and is stored in databases. However, the orga-
nizations are working on improvement of the analysis of
the external environment and inﬂuence of this environment
on the performance of the organization. Environmental
scanning is a new term and it means the acquisition and
use of the information about events, trends, and relation-
ships in an external environment. Therefore, the methods
of dealing with unstructured information about events are
especially important. The example of an event detection
from online news documents is presented in [7].
Event mining might have various applications. On the busi-
ness level it is the business activity monitoring (BAM).
BAM is deﬁned (by Gartner Inc.) as a concept that pro-
vides a real-time access to critical business performance
indicators to improve the speed and eﬀectiveness of busi-
ness operations. BAM involves alerts, triggers, sensors,
and agents that determine a transaction or event that is
meaningful. Another group of applications are on the level
of the network infrastructure of the company. Computer
networks produce a large amount of event-based data that
can be collected for network analysis. These data include
alerts from ﬁrewalls and intrusion detection systems (IDS),
log ﬁles of various software systems, routing informa-
tion from the Internet and so on. An example of use of
the concept of events for network analysis can be found
in [4].
2. Basic deﬁnitions
We have a system which is inﬂuenced by internal and exter-
nal events and the behavior of the system can be monitored
(see Fig. 1).
Fig. 1. The events and observations.
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– event mining models.
2.1. An event
Definition 1: An event ei is something that hapen in the
system or its enviroment and can be described by a set of
parameters.
Let us consider the ﬁnite set of events
E = {e1,e2, . . . ,en} .
We can distinguish past and future events:
The set of past events:
Ep = {e1,e2, . . . ,ee} .
The set of future events:
E f = {ee+1,e2, . . . ,en} ,
E = Ep∪E f .
A formal deﬁnition of the event.
Definition 2: Let Aei = {a1,ei ,a2,ei . . . ,am,ei} be the set of
attributes for an event ei and Va j,ei be the domain of at-
tribute a j,ei ∈ Aei . An event is deﬁned as (m + 2)− tuple
(a1,ei ,a2,ei . . . ,amei ,ei , t,∆t), where a j,ei ∈Va j,ei , t is the time
of occurence of the event, ∆t is the duration of the event.
If ∆t = 0 then then we have a point event and for ∆t 6= 0
we have an interval event. Each event might have diﬀerent
number of attributes and attributes of diﬀerent types (nu-
merical, textual, etc.) Attributes for interval event might
change over time. We assume in this paper that attributes
do not change at the time interval ∆t.
2.2. Observations
Events might inﬂuence the behavior of the system.
An information system O of a set of observations can be
deﬁned as follows:
O = (O,V,ρ,T,R), (1)
where: T – is a nonempty set whose elements t are called
moments of time, R – is an order on the set T (here we
assume linear order), O – is ﬁnite and nonempty set of
observations, V =
⋃
o∈O Vo, Vo is the set of values of obser-
vation o ∈O, called the domain of o, ρ – is an information
function: ρ : O×T →V .
We assume that we will have the set of observations:
O = (o1,o2, . . . ,ol) , (2)
T = (t1, t2, . . . , tn) .
For simplicity instead of ρ(oi, t) we will use oi,t .
2.3. Observations pattern
Observations pattern pi is a distinguishable sequence of
observations:
(oˆ1(t), oˆ2(t), . . . , oˆn(t))⇒ pi t ∈ ∆t .
Pattern pi might be described by a set of parameters, etc.
We can have set of patterns:
P = (p1, p2, . . . , pp) .
2.4. Event mining models
There are various tasks of modeling that consider events.
In this paper we will focus on relations of events and
changes of observations (Fig. 2).
Fig. 2. Relations: system, models, events, observations.
The objectives of modeling:
1. For signiﬁcant changes of observations ﬁnd events
that are the reasons of these changes
if change detection after event(O,ws) then the rea-
sons are the events: e1,e2, . . . ,ek ∈ Ep,
ws is an observation window after the event that oc-
cure at time ti.
2. Prediction of future events by analysing the changes
of observations
if change before event(O,wp) then there is a proba-
bility of future events e1,e2, . . . ,ek ∈ E f ,
wp is an observation window before the event that
occure at time ti.
3. Prediction of changes of observations after the event
occurs
if e1,e2, . . . ,ek ∈ Ep then there will occure pattern pi
of changes of observations O.
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The Table 1 have a colum “events”, where there is
an information about a set of events Eti that occure at
time ti. Sometimes it is diﬃcult to dettermine the exact





t1 /0 o1,t1 o2,t1 . . . on,t1
t2 /0 o1,t2 o2,t2 . . . on,t2
t3 Et3 o1,t3 o2,t3 . . . on,t3
. . . . . . . . . . . . . . . . . .
Eti – the set of events that occure at time ti
3. The faults of the network
In this section we will present a simple illustrative exam-
ple. We are considering a small network with several ATM
switches [2] (see Fig. 3). We have two observations of
Fig. 3. The network.
Fig. 4. The observation o1.
Fig. 5. The observation o2.
the network o1 (Fig. 4) and o2 (Fig. 5) and we know that
two events (faults of one connection) occured at time
15:01:30 and 15:19:45. The data is shown in Table 2.
Table 2
Event mining table (training data)
Time Events o1 o2
. . . . . . . . . . . .
15:01:30 e1 419 103 94 570
15:01:45 /0 0 433 335
15:02:00 /0 0 931 090
. . . . . . . . . . . .
15:19:45 e2 23 783 1 563 489
15:20:00 /0 20 038 2 108 248
. . . . . . . . . . . .
We have the following two apriori known events:
e1 = (t = 15:01:30, a = “fault of the connection of port 3
(switch 1) to port 2 (switch 5)”),
e2 = (t = 15:15:45, a = “fault of the connection of port 1
(switch 4) to port 2 (switch 1)”).
We can observed signiﬁcant changes of observations af-
ter the occurence of events. These changes can be easily
detected by statistical algorithms (see [1, 3]). However,
the correlation of patterns of changes of observations and
events requires an representative training set of cases of
faults and set of observation data that fully cover behavior
of the system.
4. Conclusions
The observations of the system give an important infor-
mation about the internal state of the system. However,
ﬁnding the relations between observations of the system
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and internal or external events gives the possibility of ﬁnd-
ing the reasons of changing the behavior of the system.
This paper shows mathematical formulation of event min-
ing tasks basd on the set of observation of the system.
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