Channel estimation for single-input multipleoutput (SIMO), possibly time-varying, channels is considered using only the first-order statistics of the data. The time-varying channel is assumed to be described by a complex exponential basis expansion model (CEBEM). A periodic (non-random) training sequence is arithmetically added (superimposed) at a low power to the information sequence at the transmitter before modulation and transmission. Recently superimposed training has been used for time-invariant channel estimation assuming no mean-value uncertainty at the receiver. We propose a different method that explicitly exploits the underlying cyclostationary nature of the periodic training sequences. It is applicable to both time-invariant and time-varying systems. Unlike existing approaches we allow mean-value uncertainty at the receiver. Illustrative computer simulation examples are presented.
INTRODUCTION
Consider a time-varying SIMO (single-input mnltipleoutput) FIR (finite impulse response) linear channel with N outputs. Let {s(n)} denote a scalar sequence which is input to the SIMO time-varying channel with discretetime impulse response {h(n; l ) } (N-vector channel response at time n to a unit input at time n -1). The vector channel may be the result of multiple receive antennas and/or oversampling at the receiver. Then the symbol-rate, channel output vector is given by L x ( n ) := h(n; l ) s ( n -1).
(1)
1=0
In a complex exponential basis expansion representation [6] it is assumed that Q h(n;l) = h, (l) eJwqn (2) y=,
where N-column vectors h,(l) (for q = 1,2, . . , Q) are t i m e invariant. Eqn. (2) is a basis expansion of h(n; 1 ) in the time variable n onto complex exponentials with frequencies { w q } .
The noisy measurements of x ( n ) are given by
A main objective in communications is to recover s(n) given noisy {~( n ) } .
This requires knowledge of the channel impulse response. In training-based approach, s(n) = This material is based upon work supported in part by the US Army Research Office under Grant DAAD19-01-1-0539 and in part by the US National Science Foundation under Grant ECS-
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c(n) = training sequence (known to the receiver) for (say) n = 1 , 2 , . . . : M and s ( n ) for n > h-I is the information sequence (unknown apriori to the receiver) [5] . Therefore, given c(n) and corresponding noisy x ( n ) , one estimates the channel via least-squares and related approaches. For timevarying channels, one has to send training signal frequently and periodically to keep up with the changing channel. This wastes resources. An alternative is to estimate the channel based solely on noisy x ( n ) exploiting statistical and other properties of Is(.)} 151. This is the blind channel estimation approach. In semi-blind approaches, there is a training sequence but one uses the non-training based data also to improve the training-based results: it uses a combination of training and blind cost functions. This allows one to shorten the training period. More recently [1]- [3] have explored a superimposed training based approach for time-invariant systems where one takes s(n) = c(n) + b(n), { b ( n ) } is the information sequence and {c(n)} is a nonrandom periodic training (pilot) sequence. Exploitation of the periodicity of {c(n)} allows identification of the channel without allocating any explicit time slots for training, nnlike traditional training methods. There is no loss in information rate. 
in (1) where {b(n)} is the information sequence and c(n) = c(n + m P ) 'dm, n is a non-random periodic sequence (superimposed training) with period P. Assume the following:
The time-varying channel {h(n; l ) } satisfies (2) where the frequencies wq (q = 1: 2 , . . . , Q) are distinct and known with wq E [ 0 , 2 r ) . (H5) c(n) = c(n + m P ) 'dm, n is a non-random periodic sequence with period P. proposes the choice c(n) = E, a6(n -kP) where 6(n) is the Kronecker delta function. As noted in [2], the choice of 131 leads to a poor peakto-average power ratio of the transmitted signal which is highly undesirable if the transmit power amplifier has some nonlinearity. In [2] a more general approach is provided where general periodic superimposed training sequences are considered. A method to synthesize "optimal" channelindependent training sequences is provided in [2]; these training sequences of [2] yield the same channel estimator performance independent of the underlying unknown channel. The training sequence can be selected to yield a peak-to-average power ratio much better than that of [3] .
In this paper we follow the basic ideas of [1]-[3] but propose a different method (it explicitly exploits the underlying cyclostationary nature of the periodic training sequences) which works for nonzero m in (H4) as well as for timevarying systems described by a CE-BEM (complex exponential basis expansion model) (2).
SUPERIMPOSED TRAINING-BASED SOLUTION By (1)-(3) and (H5), we have
Since { c ( n ) } is periodic, we have
,=0
where
The coefficients c, s are known at the receiver since {c(n)} is known. Assume that cm # 0 Vm. Therefore, we have 
Suppose that we pick P to be such that 
---l T Cy(n)e-l(%+"ml". 
We summarize our method in the following Lemma: Lemma. Under (Hl)-(H5), the channel estimator (15) is consistent in probability if the periodic training sequence is such that cm # 0 Vm, P 2 L + 2 and P is such that + a , # 0 Vq and m # 0.
Remark 1.
For time-invariant channels (Q = 1 and 
S I M U L A T I O N E X A M P L E S

3.1.
Take N = 1: Q = 1 and w1 = 0 in (2) to get E x a m p l e 1: Time-Invariant SISO C h a n n e l ,were taken to be mutually independent complex random variables with independent real and imaginary parts, each uniformly distributed over the interval [-1,1].
L y ( n ) = C h ( l ) [ b ( n -l ) + c ( n -l ) ] + v ( n ) . (16)
The training sequence was chosen to have P = 6 with {~( n ) } as in [Z] , namely ,=U {c(n)}i=o = j2.01, -0.87,0.35, -0.14,0.08, 1.02). (17) Let a; and denote the average power in the information sequence { b ( n ) } and training sequence {~( n ) } , respectively. As in [2] define a power loss factor and power loss -1Olog(a) dB, as a measure of the information data power loss due to the inclusion of the training sequence. Here
The training sequence was scaled to achieve a desired power loss. Complex white zerc-mean Gaussian noise was added to the received signal and scaled to achieve a desired signaltc-noise (SNR) ratio at the receiver (relative to the contribution of {~(n)}). A mean-value m was added to the noisy received signal to achieve a specified DCAC power ratio -2
Eliv(")--u(n)I21 '
Normalized mean-square error in estimating the channel impulse response averaged over 100 Monte Carlo runs: was taken as the performance measure for channel estimation. 
3.2.
This example is exactly as Example 1 except for the training sequence which was taken to an m-sequence (maximal length pseudo-random binary sequence) of length 7 (=P) E x a m p l e 2: Time-Invariant SISO C h a n n e l {c(n)}Lo = (1, -1,-1,1,1,1,-1} .
The peak-to-average power ratio for this sequence is one (the best possible). The results of averaging over 100 Monte Carlo runs are shown in Fig. 2 for various SNRs and DCAC power ratios for a record length of T=140 symbols and a power loss of 2dB. Our proposed method and that of [Z] were simulated. The method of [3] does not apply to this model. It is seen that as for Example 1, the proposed method is insensitive to the presence of the unknown mean m whereas the method of [2] is very sensitive. Unlike Example 1, for m = 0, the performance of our method is now slightly superior to that of [2].
3.3.
In ( 2 ) take N = 1, Q = 2 and E x a m p l e 3: Time-Varying S I S O C h a n n e l
We consider a randomly generated channel in each Monte Carlo run with random channel length L t {0,1, Z} picked with equal probabilities and random channel coefficients hq (l) , 0 5 1 5 L, taken to be mutually independent complex random variables with independent real and imaginary parts, each uniformly distributed over the interval [-1, 11. Normalized mean-square error (MSE) in estimating the channel coefficients hq (l) , averaged over 100 Monte
Carlo runs: was taken as the performance measure for channel identification. It is defined as (before Monte Carlo averaging)
The training sequence was taken to he an m-sequence of length 7 specified by (20). The input information sequence
Our proposed method using L = L, = 4 in (15) was applied for varying power losses due to the training sequence. The power loss is defined in Example 1 as -1Olog(u) dB where a = A. Fig. 3 shows the simulation results. Power loss = -1Olog(a) dB where a is as in (18).
