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Abstract
We characterize the graphs with loops whose degree sequences have no repeated
values and find their adjacency spectrum. In the case of simple graphs, such graphs
are called anti-regular graphs and are examples of threshold graphs. The spectrum is
found by using the known relationship between tri-diagonal matrices and orthogonal
polynomials.
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1. Introduction
It is well-known that a simple graph has at least two vertices with the same degree and it
is therefore natural to ask if there are any graphs whose degree sequence has exactly two
repeated values. This question was answered in [3] where it was shown that there are only
two such non-isomorphic graphs for each n ≥ 2; they come in complementary pairs, one
is connected and its complement is disconnected. Such graphs have been given the name
anti-regular [11] since they are in some sense opposite to regular graphs (see [1, 4] for a
more general concept of “opposite to regular graph”). Anti-regular graphs are examples of
threshold graphs [9, 10].
The purpose of this note is to show that if one allows loops in a graph then for each n ≥ 1
there are also two non-isomorphic graphs on n vertices whose vertex degrees are all distinct
and we fully characterize the adjacency spectrum of such graphs. Perhaps not surprisingly,
these graphs with loops have as their underlying simple graph the anti-regular simple graphs.
To characterize the spectrum of the anti-regular graphs with loops, we use the relationship
between tri-diagonal matrices and orthogonal polynomials [5].
2. Threshold graphs with loops
We begin with the definition of a graph-with-loops.
Definition 2.1. A graph-with-loops is a graph without multiple edges in which there is at
most one loop at each vertex. The degree of a vertex is the number of edges incident to the
vertex with loops counted once.
1Department of Mathematics, State University of New York, Geneseo, NY (aguilar@geneseo.edu)
1
Hence, a graph-with-loops G = (V,E), with vertex set V = V (G) = {1, 2, . . . , n}, has
edge set E = E(G) that can contain 2-element multi-sets of V , that is, multi-sets of the form
{i, i} for some i ∈ V . Henceforth, by a graph G we mean a graph-with-loops and in the case
that G has no loops, and we want to emphasize this, then we will call it a simple graph.
Anti-regular graphs are examples of threshold graphs [9, 10] both of which have been
the subject of several recent works [11, 13, 2, 7, 8, 6]. The most convenient way to define
a threshold graph is with a binary sequence α = (α1, α2, . . . , αn) ∈ {0, 1}
n and a recursive
process using the join and union graph operations. Start with vertex 1 and add the loop
{1, 1} if and only if α1 = 1. Then add vertex 2 and connect 2 with {1, 2} if and only
if α2 = 1. Iteratively, if the vertices {1, 2, . . . , k} have been added, add vertex vk+1 and
connect it to all vertices {1, 2, . . . , k + 1} if and only if αk+1 = 1. If αj = 1 we call j a
dominating vertex, otherwise we call it an isolated vertex. The reader familiar with the same
recursive construction of a threshold simple graph will notice that the only difference is that
a loop is added at a new dominating vertex. It is readily seen that the adjacency matrix of
the threshold graph with binary sequence α = (α1, α2, . . . , αn) is
A =


α1 α2 α3 · · · · · · αn
α2 α2 α3 · · · · · · αn
α3 α3 α3 · · · · · ·
...
...
...
...
. . .
... αn
...
...
...
...
. . .
...
αn αn · · · · · · αn αn


Several properties of A have been obtained in [2] in the case of simple graphs.
3. Anti-regular graphs with loops
Definition 3.1. A graph G = (V,E) is called an anti-regular graph if all vertices have
distinct degrees.
For any graph G = (V,E) we denote its degree sequence by d(G) = (d1, d2, . . . , dn),
and we assume w.l.o.g. that deg(vi) = di for i ∈ {1, 2, . . . , n} and d(G) is a non-decreasing
sequence. The number of non-decreasing sequences (d1, d2, . . . , dn) with no repeated entries
and such that di ∈ {0, 1, . . . , n} is clearly n+ 1. Each such sequence is characterized by the
number in {0, 1, . . . , n} not present in the sequence. For n = 1 there are two anti-regular
graphs on n vertices; one is the null graph with one vertex which we denote by H1 and the
second is the graph with one vertex and one loop which we denote by G1. Thus, d(H1) = (0)
and H1 is disconnected, and d(G1) = (1) and G1 is connected. If G is an anti-regular
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graph on n ≥ 2 vertices with degree sequence d(Gn) = (d1, d2, . . . , dn) then if dn = n then
necessarily d1 = 1 and if d1 = 0 then necessarily dn = n− 1. We have therefore proved the
following.
Lemma 3.1. If G is an anti-regular graph on n ≥ 1 vertices then either d(G) = (1, 2, . . . , n)
or d(G) = (0, 1, . . . , n− 1).
We now characterize the anti-regular graphs (with-loops). The proof is similar to that of
Theorem 2 in [3] where simple graphs are considered.
Theorem 3.1. For each n ≥ 1 the following hold:
(i) There are two non-isomorphic anti-regular graphs with n vertices, which we denote by
Gn and Hn.
(ii) The graphs Gn and Hn are complementary, and one of them is connected and the other
is disconnected.
(iii) If Gn is the connected one, then d(Gn) = (1, 2, . . . , n) and d(Hn) = (0, 1, . . . , n− 1).
(iv) Both Gn and Hn are threshold graphs whose binary codes are alternating.
(v) The binary code of Gn begins with n mod 2.
(vi) The binary code of Hn begins with (n+1) mod 2 and is obtained by flipping the bits in
the binary code of Gn.
Proof. The proof is by induction. The base case n = 1 has been proved above. By induction,
assume that we have proved the claim for some n ≥ 1. Hence, Gn and Hn denote the anti-
regular graphs on n vertices, where Gn is connected, Hn is the complement of Gn and is
disconnected, d(Gn) = (1, 2, . . . , n), and d(Hn) = (0, 1, . . . , n − 1). The binary code of Gn
begins with n mod 2 and Hn has binary code beginning with (n + 1) mod 2. Let Gn+1 be
the threshold graph obtained by adding the dominating vertex vn+1 to Hn. Then clearly
d(Gn+1) = (1, 2, . . . , n, n+ 1), Gn+1 is connected, and Gn+1 has binary code beginning with
(n+ 1) mod 2. On the other hand, let Hn+1 be the threshold graph obtained by adding the
isolated vertex vn+1 to Gn. Then clearly Hn+1 is disconnected and after a relabelling of the
vertices we have d(Hn+1) = (0, 1, 2, . . . , n). The binary code of Hn+1 begins with n mod 2 ≡
(n + 1) + 1 mod 2. By construction and the induction hypothesis, Hn+1 is the complement
of Gn+1. If now G is an anti-regular graph on n + 1 vertices with d(G) = (1, 2, . . . , n + 1)
then the graph G−vn+1 has degree sequence (0, 1, . . . , n−1) and therefore G is Gn+1 by the
induction hypothesis. On the other hand, if G has degree sequence d(G) = (0, 1, . . . , n) then
G−v1 has degree sequence (1, 2, . . . , n) and thus G is Hn+1 by the induction hypothesis.
If An denotes the connected anti-regular simple graph on n vertices then ⌊n/2⌋ is the
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repeated vertex degree. Hence, to obtain Gn from An we simply add loops to all vertices of
An of degree ≥ ⌊n/2⌋.
4. The spectrum of anti-regular graphs
For a graph G = (V,E) we use A(G) to denote its adjacency matrix. We begin with the
following lemma.
Lemma 4.1. Let Gn be the connected anti-regular graph on n vertices. Then A(Gn) is
permutation similar to the Hankel matrix
Mn =


0 0 · · · · · · 0 1
0
...
... . .
.
. .
. ...
...
... . .
.
. .
.
· · · 1
... . .
.
. .
.
· · · · · ·
...
0 1 1 · · · · · · 1
1 1 1 · · · · · · 1


.
Proof. We first note that for n ≥ 3
Mn =


0 0T 1
0 Mn−2 1
1 1T 1


where M1 = 1. The proof of the lemma is by strong induction. For n = 1, we have
A(G1) = M1 and for n = 2 we have A(G2) = M2, and so the claim is trivial for these cases.
Assume by strong induction that the claim is true for all k ∈ {1, . . . , n} where n ≥ 2. Using
the labelling of the vertices corresponding to the binary code creation of Gn+1 we have
A(Gn+1) =
[
A(Hn) 1
1T 1
]
. (1)
Similarly, using the labelling of the vertices corresponding to the binary code creation of Hn
we have
A(Hn) =
[
A(Gn−1) 0
0T 0
]
.
It is not hard to see that A(Hn) is permutation similar to[
0 0T
0 A(Gn−1)
]
.
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By the induction hypothesis, A(Gn−1) is permutation similar to Mn−1 and therefore A(Hn)
is permutation similar to [
0 0T
0 Mn−1
]
.
Therefore, from (1) it follows that A(Gn+1) is permutation similar to

0 0T 1
0 Mn−1 1
1 1T 1

 = Mn+1.
We now determine the eigenvalues of Mn. First of all, it is straightforward to show by
induction that
det(Mn) = − det(Mn−2) = (−1)
⌊(n−1)/2⌋.
More importantly, by inspection we have
M−1n =


0 0 0 0 · · · 0 −1 1
0 0 0 0 · · · −1 1 0
...
...
...
... . .
.
. .
. ...
...
0 0 −1 1 · · · 0 0 0
0 −1 1 0 · · · 0 0 0
−1 1 0 0 · · · 0 0 0
1 0 0 0 · · · 0 0 0


If n is even let σ : {1, 2, . . . , n} → {1, 2, . . . , n} be the permutation
σ =
(
1 2 3 · · · n
2
n
2
+ 1 n
2
+ 2 · · · n− 1 n
2 4 6 · · · n n− 1 n− 3 · · · 3 1
)
that is σ(k) = 2k for k = 1, 2, . . . , n
2
and σ(n
2
+ j) = n− (2j − 1) for j = 1, 2, . . . , n
2
. If n is
odd then let σ : {1, 2, . . . , n} → {1, 2, . . . , n} be the permutation
σ =
(
1 2 3 · · · n−1
2
n+1
2
n+1
2
+ 1 · · · n− 1 n
2 4 6 · · · n− 1 n n− 2 · · · 3 1
)
.
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Let P be the corresponding permutation matrix for σ such that Px = (xσ(1), xσ(2), . . . , xσ(n))
for x ∈ Rn. Then it can be shown that
Xn = P
TM−1n P =


0 1 0 0 0 · · · 0 0 0
1 0 −1 0 0 · · · 0 0 0
0 −1 0 1 0 · · · 0 0 0
0 0 1 0 −1 · · · 0 0 0
...
...
...
...
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 · · · (−1)n−1 0 (−1)n
0 0 0 0 0 · · · 0 (−1)n (−1)n+1


.
Let ξ = (ξ0, ξ1, . . . , ξn−1) be an eigenvector of X with eigenvalue λ. It is not hard to see that
if ξ0 = 0 then ξ = 0. We may therefore assume that ξ0 = 1. It follows that ξk 6= 0 for all
k = 0, 1, . . . , n− 1. The first n− 1 rows of the equation Xξ = λξ can be written as
ξ1 = λξ0
ξ2 = ξ0 − λξ1
ξ3 = ξ1 + λξ2
ξ4 = ξ2 − λξ3
... =
...
ξn−1 = ξn−3 + (−1)
nλξn−2
Hence, the coordinates of ξ satisfy the general three-term recurrence polynomial relation
Vk+1(x) = Vk−1(x) + (−1)
kxVk(x), k = 2, 3, . . . (2)
with initial conditions V0(x) = 1 and V1(x) = x. This recurrence relation defines a sequence
of orthogonal polynomials {Vk(x)}
∞
k=0 [5]. The last row of the equation Xξ = λξ is
(−1)nξn−2 + (−1)
n+1ξn−1 = λξn−1
which after multiplying by (−1)n and re-arranging can be written as
ξn−2 + (−1)
n−1λξn−1 − ξn−1 = 0. (3)
Using (2) with k = n− 1 produces
ξn = ξn−2 + (−1)
n−1λξn−1. (4)
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Combining (3) and (4) yields
ξn(λ)− ξn−1(λ) = 0 (5)
which is an n-th order polynomial equation in λ and therefore f(x) = ξn(x)− ξn−1(x) is the
characteristic polynomial of Xn. It is possible to explicitly determine the roots of (5). To
that end, let {Tk(x)}
∞
k=0 denote the Chebyshev polynomials of the first kind defined as
Tk(x) = cos(k arccos(x)).
Hence, T0(x) = 1, T1(x) = x, T2(x) = −1 + 2x
2, etc. It is well known, see for instance [5],
that the Chebyshev polynomials satisfy the three-term recurrence relation
Tk+1(x) = −Tk−1(x) + 2xTk(x), k ≥ 1.
Let
Pk(x) := Tk(x/2)
for k ≥ 0. Then {Pk(x)}
∞
n=0 satisfy the recurrence relation
Pk+1(x) = −Pk−1(x) + xPk(x) (6)
for k ≥ 1 where P0(x) = 1, P1(x) = x/2.
Lemma 4.2. Let {Vk}
∞
k=0 be the sequence of polynomials defined by the recurrence (2). For
each k = 1, 2, 3, . . . it holds that
V2k−1(x) = (−1)
k−1
(
2
k∑
j=1
P2j−1(x)
)
and
V2k(x) = (−1)
k
(
P0(x) + 2
k∑
j=1
P2j(x)
)
.
Consequently,
V2k(x)− V2k−1(x) = (−1)
k
(
P0(x) + 2
2k∑
j=1
Pj(x)
)
(7)
and
V2k+1(−x)− V2k(−x) = (−1)
k+1
(
P0(x) + 2
2k+1∑
j=1
Pj(x)
)
. (8)
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Proof. The claim follows easily for k = 1. By induction, assume the claim holds for some
k ≥ 1. Then, using the recurrence (2) and the induction hypothesis, we have
V2(k+1)−1 = V2k+1 = V2k−1 + (−1)
2kxV2k
= (−1)k−1
(
2
k∑
j=1
P2j−1
)
+ x(−1)k
(
P0 + 2
k∑
j=1
P2j
)
= (−1)k
(
−2
k∑
j=1
P2j−1 + 2x
k∑
j=1
P2j
)
+ (−1)kxP0
= (−1)k2
k∑
j=1
(−P2j−1 + xP2j) + (−1)
kxP0.
Using the recurrence (6) and the identity xP0 = 2P1, we have
V2k+1 = (−1)
k2
k∑
j=1
P2j+1 + (−1)
k2P1
= (−1)k
(
2
k∑
j=0
P2j+1
)
= (−1)k
(
2
k+1∑
j=1
P2j−1
)
.
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Similarly,
V2(k+1) = V2k+2 = V2k + (−1)
2k+1xV2k+1
= V2k − xV2k+1
= (−1)k
[
P0 + 2
k∑
j=1
P2j
]
− x
[
(−1)k
(
2
k∑
j=0
P2j+1
)]
= (−1)k
(
P0 + 2
k∑
j=1
P2j − 2xP1 − 2x
k∑
j=1
P2j+1
)
= (−1)k
(
P0 − 2xP1 + 2
k∑
j=1
(P2j − xP2j+1)
)
= (−1)k
(
P0 − 2xP1 − 2
k∑
j=1
P2j+2
)
= (−1)k
(
−P0 + (2P0 − 2xP1)− 2
k∑
j=1
P2j+2
)
= (−1)k
(
−P0 − 2P2 − 2
k∑
j=1
P2j+2
)
= (−1)k
(
−P0 − 2
k∑
j=0
P2j+2
)
= (−1)k
(
−P0 − 2
k+1∑
j=1
P2j
)
= (−1)k+1
(
P0 + 2
k+1∑
j=1
P2j
)
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Thus, the claim holds for k + 1. To prove (7), we expand
V2k(x)− V2k−1(x) = (−1)
k
(
P0(x) + 2
k∑
j=1
P2j(x)
)
− (−1)k−1
(
2
k∑
j=1
P2j−1(x)
)
= (−1)k
(
P0(x) + 2
k∑
j=1
P2j(x) + 2
k∑
j=1
P2j−1(x)
)
= (−1)k
(
P0(x) + 2
2k∑
j=1
Pj(x)
)
.
Finally, to prove (8), since Pj(x) is an odd function when j is odd and is even when j is
even, we have
V2k+1(−x)− V2k(−x) = (−1)
k
(
2
k+1∑
j=1
P2j−1(−x)
)
− (−1)k
(
P0(−x) + 2
k∑
j=1
P2j(−x)
)
= (−1)k
(
−2
k+1∑
j=1
P2j−1(x)− P0(x)− 2
k∑
j=1
P2j(x)
)
= (−1)k+1
(
P0(x) + 2
2k+1∑
j=1
Pj(x)
)
.
For the next lemma, we use the following known formula
Dn = 1 + 2
n∑
j=1
cos(jθ) =
sin
(
(2n+1)
2
θ
)
sin(θ/2)
.
for the nth Dirichlet kernel [12].
Lemma 4.3. Let {Vk}
∞
k=0 be the sequence of polynomials defined by the recurrence (2). For
n ≥ 2, the roots β1, β2, . . . , βn of the n-order polynomial g(x) = Vn(x)− Vn−1(x) are
βj = 2(−1)
n cos
(
2j
2n+ 1
pi
)
, j = 1, 2, . . . , n.
Proof. Suppose that n is even. Then from (7) we have
g(x) = Vn(x)− Vn−1(x) = (−1)
n/2
(
P0(x) + 2
n∑
j=1
Pj(x)
)
.
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Since Pj(x) = Tj(x/2) = cos(jθ) where θ = arccos(
x
2
), we have
g(x) = (−1)n/2
(
1 + 2
n∑
j=1
cos(jθ)
)
= (−1)n/2
sin
(
(2n+1)
2
θ
)
sin(θ/2)
where we have used the formula for the Dirichlet kernel. Hence, g(x) = 0 if and only if
2n+1
2
arccos(x/2) = jpi for j = 1, . . . , n and θ 6= 0. Therefore, g(x) = 0 if and only if
x = 2 cos
(
2jpi
2n+ 1
)
, for j = 1, 2, . . . , n.
Now suppose that n is odd. Then from (8) and using the Dirichlet kernel we have
g(−x) = V2k+1(−x)− V2k(−x) = (−1)
(n−1)/2 ·
sin
(
(2n+1)
2
θ
)
sin(θ/2)
.
Therefore, g(x) = 0 if and only if 2n+1
2
arccos(−x/2) = jpi for j = 1, 2, . . . , n, that is,
x = −2 cos
(
2jpi
2n+ 1
)
, for j = 1, 2, . . . , n.
As a consequence, we obtain the following.
Theorem 4.1. Let Gn be the connected anti-regular graph on n vertices. The eigenvalues
λ1, λ2, . . . , λn of the adjacency matrix of Gn are
λj =
1
2 cos
(
2j
2n+1
pi
) , j = 1, 2, . . . , n
if n is even and
λj = −
1
2 cos
(
2j
2n+1
pi
) , j = 1, 2, . . . , n
if n is odd.
The eigenvalues of the disconnected anti-regular graph Hn are zero and those of Gn−1.
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