Abstract-Automated screening of diabetic retinopathy plays an important role in diagnosis of the disease in early stages and preventing blindness in patients with diabetes. Various machine learning approaches have been studied in literature with the purpose of improving the accuracy of the screening methods. Although the performance of the machine learning algorithm depends on the application and the type of data, yet there is no comprehensive analysis of different approaches in the diabetic retinopathy screening to choose the best approach. To this end, in this study a comparative analysis of nine common classification algorithms is performed to select the most applicable approach for the specific problem of screening diabetic retinopathy patients. Individual algorithms are optimized with respect to their tunable parameters, and are compared together in terms of their accuracy, precision, recall, and F1-score. Simulation results demonstrate the difference between the performances of individual classification algorithms and can be used as a deciding factor in method selection for further research.
INTRODUCTION
Diabetic Retinopathy (DR) is an eye disease, which is caused by the damage occurs in the retina due to diabetes. Typically, DR is asymptomatic until it becomes a serious threat for vision; therefore, diagnosing DR at early stages can be crucial to increase the chances of early treatment [1] [2] [3] . In 2010 alone, 126.6 million people diagnosed with DR, and the predictions are showing a growth of up to 191 million people by 2030. Also the number of people with vision-threatening DR will increase from 37.3 million to 56.3 million by 2030 [4] .
Generally, DR is diagnosed by a careful investigation of retinal images by an experienced ophthalmologist. The images, called fundus images, are examined to spot existence of microaneurysms, hemorrhages, neovascularization, and exudates [5] [6] [7] . Based on the existence of individual conditions, the ophthalmologist decides whether or not DR is present. This task, not only is highly subjective and prone to individual error, but also needs a highly experienced ophthalmologist to perform. Therefore, the common procedure for DR diagnosis seems to be inefficient to screen diabetic patients and to diagnose signs of DR at early stages [8] .
By implementing automatic screening systems, DR can be detected in early stages while minimizing subjectivity and human errors in the manual approach. Typically, microaneurysms and exudates are the earliest signs of DR that are used for clinical DR diagnosis; therefore, they can be used in automated DR detection. Using these features of the fundus images, as well as leveraging the recent progress in machine learning algorithms, researchers have been trying to develop automated DR screening systems to help physicians to screen potential DR patients in early stages [3] .
Due to recent interests in machine learning algorithms and big data science, there has been an increase in the studies of automatic screening of DR using different features and algorithms. Some investigations attempt to use certain features for diagnosis such as microaneurysms [9, 10] , exudates [11] [12] [13] [14] , hemorrhages [15] , and neovascularization [16] . Osareh applied Neural Network (NN) classifier with three layers for detection of exudates for DR diagnosis [11] . Another NN-based method was conducted by Bhatkar [17] , in which a multilayer perceptron NN is used to detect DR in DIARETDB0 data set. Priya applied Support Vector Machine (SVM) and Bayes classifiers for DR detection [18] . In the technique proposed in [19] K-Nearest Neighbors (KNN) was applied to the Messidor and DRIVE data sets. As an effort in comparing different available techniques, Conde applied Naive Bayes, NN, KNN, and SVM classifiers for DR screening, while the best classifier out of these four was selected as KNN with 68.7% F-score performance [5] .
As various studies show different classification results, finding an ideal technique to perform machine learning for DR screening using fundus images (or features) needs to be studied thoroughly. In this paper, a comparative analysis of nine common classifiers is performed. Individual classifiers are implemented and their performance is analyzed in terms of varying classifier parameters. These chosen classifiers are, Neural Network, Support Vector Machine, Adaptive Boosting, K-Nearest Neighbors, Decision Tree, Random Forest, Naive Bayes, Gaussian Process, and Quadratic Discriminant Analysis. All of the classifiers are tested and optimized for DR screening. A comparison between these classifiers in terms of their accuracy, precision, recall, and F1-score is discussed to determine the best approach for classifying this data set. In this paper, the dataset from UCI Diabetic Retinopathy is used [20] , which is extracted from publicly available Messidor database by applying various image processing algorithms.
The rest of the paper is organized as follows. Section II briefly explains the data set that is used for classification as well as an overview of the selected classifiers. Section III discusses the methodology of comparison of individual classifiers. The results of the simulations and the comparison of the classifiers are presented in Section IV, while Section V concludes the paper.
II. OVERVIEW OF DATASET AND SELECTED CLASSIFIERS

A. Diabetic Retinopathy Dataset
The dataset from UCI Diabetic Retinopathy is used in this paper. Features of this dataset have been extracted from the publicly available Messidor database of 1151 fundus images of patients. The feature extraction method is thoroughly discussed in [21] . The extraction approach is an integration of multiple image processing algorithms from different literature to perform image quality assessment, multi-scale AM/FM based feature extraction, microaneurysm detection, exudate detection, macula detection, and optic disc detection. Figure 1 demonstrates a sample image from the database noting multiple abnormalities related to diabetic retinopathy [22] . Interested reader can refer to [21] for more information about feature detection algorithms and their implementation.
After the feature extraction step, 20 attributes for each image are extracted which constitute the UCI database. First attribute, is the binary result for quality assessment, where 0 and 1 mean bad quality and sufficient quality, respectively. Feature is also binary and the result of pre-processing where 1 indicates severe retinal abnormality. Features represent the number of microaneurysms found at the confidence levels , respectively. consist of the same information as microaneurysms' features for exudates. Feature is the Euclidean distance between the centre of optic disk and the centre of macula, while represents the diameter of the optic disk. Feature is the binary result of AM/FM classification and finally consists of the class labels, where 0 means the image contains no sign of DR and 1 means the presence of DR [20] . 
B. Selected Classifiers 1) K-Nearest Neighbours
KNN is a well-known classifier that attempts to find the class of a sample based on the known classification of its neighbours [23] . KNN stores all the samples in the training set and classifies new samples based on a majority vote of its neighbours. In this algorithm is an arbitrary positive integer number that shows the number of neighbours around the unknown sample. Selecting this parameter is important and can influence the classification performance. The distance between the new sample and the classified samples can be obtained using different methods. The most common distance function is Euclidean distance function [24] . The Euclidean distance between points and is defined as .
( 1) 2) Decision Tree Decision Tree algorithm classifies data in the form of a tree structure by breaking-down the complex decision-making process into subsets of simpler decisions [25] . The algorithm contains a root node, internal nodes, and leaf nodes, which the root node is the best predictor in a tree. Every node except the root has exactly one incoming edge. Leaf nodes represent the final result or the class labels. Decision Tree chooses an attribute at each step that best splits the set of items by making a series of locally optimum decisions. ID3 is a well-known algorithm for data portioning being used in Decision Tree and uses entropy and Information Gain to construct a decision tree and splitting attributes. The attributes with the largest Information Gain are selected as the root node and internal nodes. The stop rule to stop splitting is the impurity of the nodes. A node is pure if it contains only observations of one class [26] . Another stop rule is maximum tree depth, which is the maximum node from the root node of the tree.
3) Naive Bayes
Naive Bayes classifier is developed based on the Bayes' theorem. At beginning, the algorithm assumed that the variables are independent from each other. For classifying a new data, it will then calculate the posterior probability by implementing the Bayes rule as shown in (2), where is the posterior probability of class (target) for a given predictor (attribute), is the prior probability of class, is the likelihood which is the probability of predictor given class, and is the prior probability of predictor [24] .
In addition, considering variable independency, the total posterior probability of a class with respect to all features is defined as .
The posterior probability determines the class, which the unknown sample belongs to, based on the probability of its features.
4) Random Forest
Random Forest classifier consists of a collection of decision trees. At the first step, it divides the training data set into a number of subsets in which the samples are chosen randomly, and then each of these subsets makes a decision tree. For class prediction of a new sample from test data, each tree gives a classification for the new data. In other words, the trees vote for that class. Finally, the forest chooses the classification having the most votes [27] .
5) Adaptive Boosting
Adaptive Boosting is a classification algorithm, which tries to reach higher accurate prediction by combining many weak and inaccurate classifiers. Because of the inaccuracy of the weak classifiers, some samples would be misclassified during each round of training. Therefore, a new weighted weak classifier is added to the ensemble for improving the classification in each of the iterations. Equation (4) demonstrates the output of the final classifier , which consists of the integration of weak classifiers . is set based on the classification error as defined in (5) and is used to update the weights of the classifiers for reducing error [28] . (4) ( 5 )
6) Quadratic Discriminant Analysis (QDA)
QDA attempts to find a quadratic boundary for dividing classes by using statistical methods. This approach assumes that each class has its own covariance matrix , for class . QDA employs a Bayes classifier rule as ,
where is the discriminant function of the classifier and is defined as .
In (7), is the mean of class , and is the probability of data point being from class . As the decision boundary in (7) is quadratic with respect to , the classifier rule in (6) returns the for which the discriminant function attains its largest value [29].
7) Gaussian Process
This classifier places a Gaussian process over the latent values, which are functions that are used to have a convenient formulation of the model by defining a distribution for the target in a case, and then squashes these latent values through the logistic function of (8) to calculate the class probability . ( 8 ) where is the latent function [30] .
8) Support Vector Machine
SVM is developed based on finding a decision boundary parameterized by in order to distinguish different classes [31] . For two classes with the labels , SVM attempts to maximize the margin between two lines that are defined by .
In classification problems that classes are not linearly separable, SVM uses a suitable kernel function to transform the feature space to a higher dimensional feature space in which the classes can be separated linearly. Some of common kernel functions are linear, polynomial, and Gaussian Radial Basis Function (RBF) [32] . Table I demonstrates the common kernel  functions.   TABLE I. TYPICAL KERNEL FUNCTIONS
Type Function
Linear Polynomial Gaussian RBF
In Table I , is the polynomial degree, is the RBF's width, and and are feature vectors. Also, determines the Euclidean distance of the vectors.
9) Multi Layer Perceptron (MLP) Neural Network
MLP consists of layers of neurons in which weights , and biases , are applied on the inputs of the neurons at the first step. Then output of each neuron , is developed as the result of an activation function . This concept can be defined as
. (10) The output of the network, which is formed by the weights and biases of the last layer, will determine the decision boundary by its sign [33] . Various activation functions have been studied in the literature, and the performance of the most common ones is analyzed in this paper.
III. COMPARISON METHODOLOGY
To measure the performance of the classifiers and as a systematic comparison approach, four typical parameters of accuracy, precision, recall, and F1-score are implemented. These parameters are widely being used and an integration of their values can act as a proper indicator of the performance of a classification algorithm. 
IV. RESULTS AND DISCUSSION
The data from UCI Diabetic Retinopathy is used as the baseline for the classification problem. The input data includes 20 attributes of each of the 1151 images, which includes the images features as discussed in Section II, as well as the existence of diabetic retinopathy. The classification algorithms were implemented in Python environment utilizing the NumPy package as a powerful tool to handle n-dimensional array objects with high computational power.
For training and testing phases of the classifiers, 30 percent of the available data has been selected randomly as the testing set, while the others are being used as the training set. The testing and training sets are kept the same for all simulations, to keep the results comparable.
Depending on the type of classifier each classifier has been implemented regarding its tunable parameters. Various values of these parameters have been tested so the reader can easily verify the trend of the effect of different parameter on the classification algorithm performance.
Some classifier methods such adaptive boosting, Naive Bayes, QDA, do not possess a tunable parameter, so the results reported for these classifiers are just based on one-time implementation.
Two of the algorithms have one tunable parameter. These algorithms include decision tree and KNN, which for the former one the maximum depth of the algorithm to develop the leaf nodes is optimized, while for the later the number of neighbors which are included in the classification is optimized. Figure 2 demonstrates the accuracy of these classifiers with respect to the variations in their tunable parameter. As shown in this figure the accuracy of the decision tree classifier does not change drastically with changing the depth. Also, the KNN classifier accuracy is increasing rapidly for the first 25 neighbors, and then it almost converges to a fixed accuracy. For random forest technique the number of the trees in the forest as well as the depth of each tree leaf nodes (or the total depth of all the trees) are the parameters that can be optimized. For Gaussian process approach the latent function is chosen as a Gaussian RBF function as in Table I . However, it is assumed that the function parameters set includes both and a gain value. Figure 3(a) shows that the number of estimators won't affect the accuracy in random forest technique, while the depth should be larger than 20 for acceptable accuracies. Also, Fig. 3(b) shows that as long as the is larger than 1, the RBF function gain does not affect the accuracy of classification. The SVM classifier is implemented with all three different kernel function including three different degrees of polynomial kernel. In order to enhance the result of the classification an error penalty factor is also employed. The penalty factor is a common parameter in the literature and is employed here to study its effect. The results of SVM classification are shown in Fig. 4(a) . As it is demonstrated in this figure, the sigmoid kernel accuracy is considerably lower than the other methods. Based on this figure, the linear SVM and the RBF kernel are having the best results, as long as the penalty factor is larger than almost 10. However, the accuracy of the polynomial kernel with degree of 3 is increasing with the penalty factor and is not converging. Therefore, we extended the simulation for other penalty factors until the accuracy converges to a constant number. The result of this extension is shown in Fig. 4(b) .
The MLP classifier is implemented based on different numbers of hidden layer in the range of (1, 500), the penalty factor, and three different activation functions. The activation functions chosen are the most common types of sigmoid , hyperbolic tangent , and rectified linear unit function . Figure 5 demonstrates the results of MLP classifiers for three different activation functions. Different colors in the graph demonstrate different values of the hidden layers. As it is shown in this figure the rectified linear unit activation function has the best results along with other functions. Also, although for many of the hidden layer values, the accuracy is not changing to a lot extent, but one can maximize the accuracy by choosing a proper value (the optimum value) from the graph. Fig. 4 shows that SVM classifier with linear and RBF kernel functions can demonstrate proper performance as well. However, the performance of the Gaussian process classifier is considerably better than all other approaches, which makes this algorithm as an acceptable classification algorithm in the application of automatic diabetic retinopathy detection. 
V. CONCLUSION
In this paper a comparative analysis of nine common classifier algorithms is studied in the application of automatic screening of diabetic retinopathy cases. Each classification technique was optimized based on its tunable parameters. This analysis was performed to act as a deciding factor for choosing proper classification algorithm (which is highly applicationdependent) in future research. The study results demonstrate a trend in how the parameters are affecting the accuracy of each classification technique and which techniques are having the best performance. Based on the results, the Gaussian process classifier shows the most promising performance for detecting cases with diabetic retinopathy, while SVM and adaptive boosting approaches can also be tuned for acceptable performance. 
