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Introduction
Multiple description coding (MDC) is a source coding scheme that achieves robustness over erasure channels by generating and sending two or more different descriptions of the same message over separate channels. Each description describes the source message with an acceptable fidelity and when more than one description is available at the receiver they are combined to enhance the fidelity. Communication systems with channel erasures such as data networks with packet losses and wireless channels with deep fades find MDC an attractive alternative for traditional source coding specially when there are delay constraints. Information theoretic study of the achievable rate distortion bounds for MDC can be found in [1] . [2] provided the first theoretical framework for the practical implementation of multiple description scalar quantizers. Recently, a significant amount of research has been done in MDC and many methods have been developed to generate multiple descriptions from a source. In this paper we use the multiple description coding technique presented in [2] .
Most of the work in MDC concentrates on channel erasures assuming an error free delivery of non erased descriptions to the receiver. In a communication system such as wireless network this would require a channel coding scheme capable of correcting all the channel errors caused by transmission impairments. Although Shannon's coding theorem [3] proves the existence of channel codes capable of achieving an arbitrarily small channel error probability when the transmission rate is less than the channel capacity it would require infinitely long complex codes. In this work we consider a more practical situation where there are channel errors in addition to erasures and use channel codes which may not be able to correct all the errors.
Descriptions of the same message are essentially correlated since each has to describe the source with an acceptable quality in the absence of others. The amount of correlation depends on both the source statistics and the encoder. This correlation structure can be used constructively in combination with the error control code to improve the error correcting capability and hence the SNR at the receiver. This can be considered as a joint source channel decoding problem since the knowledge of the source is used in combination with the channel code to improve the performance at the decoder. This issue is addressed previously in [4] and [5] both exploiting the correlation between descriptions in an iterative decoding scheme which resembles turbo decoding. In delay constrained systems where MDC finds more potential applications such iterative decoding schemes may not be suitable due to their long decoding delay. Joint trellis decoding algorithm described in [6] is another approach to design the joint decoder where the state spaces of the separate convolution encoders are combined to form a super trellis for decoding the received sequences combined. However this algorithm has a complexity that increases exponentially with the number of bits in a description.
The approach presented in this paper to exploit the description correlation in a joint decoder is based on list Viterbi algorithm (LVA) which eliminates both the delay problem in iterative decoding and complexity problem in joint A block of source samples is multiple description coded to obtain two description sequences which are then separately convolution encoded and transmitted over separate channels. When both the codewords are available at the receiver they are decoded with two list Viterbi decoders. A list Viterbi decoder finds n best paths in a trellis. Out of the available n x n possible sequence pairs we select the pair which maximizes the a posteriori probability as our output.
Multiple Description Coding
In this section we briefly discuss multiple description scalar quantization (MDSQ). Fig. 1 shows a MDSQ system with two channels. Each source sample x is mapped to an index l L = {1,2,…,N} by the scalar quantizer. Index assignment IA is a mapping from the quantizer output l on to an index pair (i, j) where i I 1 = {1,2,…,M 1 }, j I 2 = {1,2,…,M 2 }, with N . M 1 x M 2 . IA can be represented by an assignment of each quantizer output index l to a unique cell in an M 1 x M 2 matrix, referred to as IA matrix. The correlation between descriptions is mainly determined by the fraction of cells used in the IA matrix. Indices i and j are transmitted over two independent erasure channels. If both the indices are received the central decoder reconstructs the source sample. On the other hand if only a single description is received corresponding side decoder reconstructs the source sample.
Joint Trellis Decoding
The joint trellis decoding scheme described in [6] is based on combining the state spaces of the separate convolution encoders so that when more than one codeword is available a joint trellis search is performed to decode them. Consider a two channel MDC system where the two description sequences are separately convolutional coded with encoders of memory m1 (2 m1 state) and m2 bits ( 2 m2 states). In this case, the pair of convolutional encoders is equivalent to a single convolutional encoder with a memory of (m1 + m2) bits (2 m1+m2 states), accepting the two description sequences as inputs and generating two output sequences. When both codewords are available at the receiver, the trellis with 2 m1+m2 states can be searched to decode them. The joint trellis decoding is an optimum decoding algorithm and hence results in a significant performance improvement compared to separate decoding. The main disadvantage here is the exponential increase in the complexity which restricts the use of the algorithm only to simple convolution codes.
List Viterbi Algorithm Based Joint Decoding
Consider the system shown in Fig. 2 where a block of source samples x = {x 1 , x 2 , …, x n } is multiple description coded to obtain the two description sequences u (1) = {u 1 (1) , u 2 (1) , …, u n (1) } and u (2) = {u 1 (2) , u 2 (2) , …, u n (2) } which are then separately convolutional coded to obtain the channel input sequences v (1) and v (2) . If only a single channel output sequence (r (1) or r (2) ) is available at the receiver it is decoded by the corresponding side convolutional decoder. On the other hand if both the sequences r (1) and r (2) are available they are decoded by the joint decoder.
Given both the channel output sequences r (1) and r (2) , MAP estimate for the MD encoder output u = (u (1) , u (2) ) is obtained by maximizing the probability P(u/ r (1) ,r (2) ) with respect to u which is intern equivalent to maximizing the joint probability P(u, r (1) ,r (2) ).
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Note here P(u (1) ,u (2) ) takes in to account the description correlation while P(r (1) /u (1) ) and P(r (2) /u (2) ) take in to account the channel coding. If the source is iid, MAP sequence estimations in side convolutional decoders are essentially involved with the separate maximization of P(r (1) /u (1) ) and P(r (2) / u (2) ). Therefore, if the correlation between u (1) and u (2) is high, their estimates in the joint decoder can significantly differ from those in side convolutional decoders.
If it is possible to find P(r (i) / u (i) ), i=1,2 for each of the possible sequence u (i) , the MAP sequence pair can be found by maximizing (1) . However this is not an easy task even for a moderate value of block length n. Because, if u k 8, ) 3.1 2,0 complexity while achieving a better performance than separate decoding. One way to achieve this is to use a list Viterbi decoder for each of the received sequences r (i) , which gives n best estimates for u (i) . Out of the resulting n x n sequence pairs the one which maximizes (1) is selected as the output of the joint decoder. The performance of the joint decoder depends on the list size. Therefore the reconstruction quality can be improved flexibly by increasing the list size while trading off the complexity. This type of joint decoding is well suited for broadcast type applications where there are users of different complexity capabilities. This is another advantage of the LVA based joint decoding.
Experiment
In the experiment, an iid Gaussian source with unit variance is MD coded with the MDSQ given in table 1. Design of the scalar quantizer and the decoders were done as described in [2] where as the index assignment is obtained by simulated annealing as described in [7] . A source sample is encoded in to two descriptions at the rate 2 bits/description. Out of the 16 possible index pairs only 9 is assigned to the scalar quantizer output. Description 1 and 2 are separately convolutional coded in blocks with the encoder given in table IV of [8] and transmitted over two binary symmetric channels. Joint decoder is implemented with the parallel LVA described in [9] . The complete blocks of the two received sequences are processed before making a decision. We simulate the system to find the performance of the joint decoder and hence we consider the case where both the codewords are available at the decoder. We use the performance measure signal to distortion ratio SDR which is defined as Fig. 3 shows the variation of SDR with bit error rate BER for different sizes of blocks with constant list size 20. Performance of the joint decoding is better than separate decoding at all the bit error probabilities and block lengths. However, joint trellis based decoding performs considerably better than LVA based joint decoding due to the optimality of joint trellis decoder. There is a decrease of SDR with the block length in LVA based deocder. This is because of the exponential increase in the number of possible input sequences with the block length. Therefore, when the list size is kept constant, the increase in the block length causes an exponential decrease in the fraction of sequences selected. Fig. 4 shows the variation of SDR with BER for different list sizes of the LVA when the block length is 100. The performance of the joint decoder improves with the list size as expected.
Conclusion
From the experimental results it is observed that there is a significant improvement in the performance in the joint decoder compared to separate decoding. Therefore we can conclude that the redundancy introduced by multiple description encoding can be effectively used to improve the robustness to channel errors when there are no channel erasures.
