Abstract In theaters and the filmmaking industry, video streams, images, audio streams and scalar data are commonly used. In these fields, one of the most important magnitudes to be collected and controlled is the light intensity in different scene spots. So, it is extremely important to be able to deploy a network of light sensors which are usually integrated in a more general Wireless Multimedia Sensor Network (WMSN). If many light measurements have to be acquired, the simpler and cheaper the sensor, the more affordable the WMSN will be. In this paper we propose the use of a set of very cheap light sensors (photodiodes) and to spectrally and directionally correct their measurements using mathematical methods. A real testing of the proposed solution has been accomplished, obtaining quite accurate light measurements. Testing results are also presented throughout the paper.
Introduction
There are many practical situations where distributed lighting monitoring systems are used for improving illuminance control, human health and comfort, industrial security or power efficiency. In those cases a common approach is to deploy a Sensor Network which can integrate, not only light information, but also some other magnitudes or pieces of information (sounds, images, pollution levels, temperature…). The communication of all these sensors are usually achieved through wireless connections creating what it is called a Wireless Multimedia Sensor Networks (WMSN).
The increasingly use of WMSN has been enabled by the availability, particularly in recent years, of sensors that are ever smaller, cheaper, and more intelligent. These sensors are usually equipped with wireless interfaces with which they can communicate with one another to build up a network. The comply with these features and often require directional correction devices (usually superimposed lenses) and spectral compensation (optical filters and/or the combined use of different types of sensors). These correction mechanisms increase the price of each sensor.
In this work a different approach is proposed where it is shown that light measurement can be corrected both spectrally and directionally by numerical methods without requiring any additional hardware at each sensor. This allows low cost distributed systems with numerous spots of light measurements in a theater installation or film set. This paper describes the process and provides the necessary correction values for different lighting conditions. Similar solutions have been reported for calibration of wearable light exposure devices [10, 24] where only one light spot is needed and more sophisticated light sensors are used.
In section 2, a particular light sensor is selected and its performance measuring light intensity is derived. Section 3 addresses the problem of the sensor's spectral sensitivity, obtaining the analytical background for spectral correction. In section 4 the photodiode's behavior under different light direction is tackled, presenting the method for directionally correcting the sensor's measurements. The application of the proposed system is undertaken in section 5, where the main results are also described. Eventually, section 6 emphasizes the main paper's contributions and conclusions.
The sensor
For an easier understanding of the proposed method we will make our description, not only for an abstract sensor, but also applying the results to a specific device. For measuring light intensity we will use a photodiode OSRAM SFH 213 as the sensor device. We look for the relationship between light intensity and electric current in lighting conditions with different spectral compositions and various directional distributions. In a photodiode, the equation governing the behavior of the device [27] includes a term which is a function of the light intensity:
where i d is the current in the diode under a voltage v d . The parameter I s is the reverse-bias saturation current. The parameter V T is the thermal voltage (a constant at a certain temperature). The parameter n is the emission coefficient (in the range 1 ≤ n ≤ 2). In (1) I P = K v E v , where E v denotes the illuminance, i.e., the visible light power received per unit area in the diode, and K v is a constant for every photodiode. The electric current in the photodiode when it is reverse biased (v d < 0) is a good light intensity meter because the term
is negligible compared to I p . In these cases
In the case of the used photodiode it is possible to determine the proportionality constant from the values (I R = 1nA; I p = 135μA @ E v = 1000lx) obtained in its data sheet [28] . Indeed, we start by determining the value of I s .
Additionally
These measurements are made with a standard type A light (corresponding to an incandescent lamp) and in a front direction with respect the photodiode. In the following sections the relationship between light intensity and electric current will become clear, in cases of lighting with different spectral compositions and different directional distributions.
Spectral sensitivity
The radiant flux Φ e is defined as the total power emitted by a light source or received by a light sensor. On the other hand, the luminous flux Φ v is defined as the visible power emitted by the source or received by the sensor. Illuminance E v (lux) is also defined as the visible power received per unit area. For sensor with area A
The spectral response of the human eye is not equal for all wavelengths (colors) of light. Although it can vary slightly from one individual to another and depends on lighting conditions, the photopic V λ (in daylight conditions) response is standardized in [16] . If the spectral density of the radiant flux emitted by certain type A light source is denoted as Φ eλ , the spectral density Φ vλ of luminous flux (perceived by human eye) will be
If a sensor with spectral sensitivity S λ is used to measure visible light, the spectral density of luminous flux measured by the sensor will be
The function of the spectral sensitivity of the sensor can be determined from its data sheet. A standard light source is one that emits light with a certain (standardized) spectral distribution. For example, a standard type A light [15] is the light corresponding to a lamp with a tungsten filament at 2856°K of temperature corresponding to a standardized spectral distribution Φ eAλn . Any type A light source, will have a distribution Φ eAλ with the same shape as the standard one, but multiplied by a constant L A , that is,
Other standard light sources of interest are type D lights [15] , corresponding to natural daylight, and the family of type F lights [6] corresponding to different types of fluorescent lights (F1 to F12). Suppose we have a standard type A light source with a spectral distribution of radiant flux given by (9) . The radiant flux emitted by the type A light source will be
an expression in which
value obtained integrating the curve of the spectral distribution of radiant flux of type A light. Analogously, considering the luminous flux (perceived by the human eye), Φ vA = L A Φ vAn , where
And considering the flux perceived by the sensor, Φ sA = L A Φ sAn , where
Values of Φ vAn and Φ sAn are obtained integrating the corresponding curves of the spectral distribution of a type A light and its perception by the eye and the sensor. It is called normalized spectral sensitivity, in this case for a type A light, the value
From the above expressions it is possible to develop and get that
In the case of our sensor, normalized spectral sensitivity to type A light value is
From the above expressions it is possible to deduct that
From (3) we can see that the current supplied by the photodiode in the case of excitation with light A will be
, we can substitute in the above expression and obtain finally that
In the case of our sensor, the value of the constant K s is
Suppose now that we have a generic light source with a spectral distribution of radiant flux given by Φ eλ . The luminous flux (perceived by the human eye) will be
Meanwhile the flux perceived by the sensor will be
It is called normalized spectral sensitivity for any type of light
The current supplied by the photodiode in the case of a generic excitation light will be
The relationship between the current supplied by the photodiode when excited with generic light and when excited with type A light is called spectral correction factor σ, assuming that both are illuminated with the same luminous flux. This relationship can be expressed as
This value, properly calculated, can be used to determine the current provided by the photodiode
Applying these criteria to the sensor illuminated with a type D (daylight) light, we find that its normalized spectral sensitivity is
This value is obtained integrating the corresponding curves of the spectral distribution of a D light and its perception by the eye and the sensor. The spectral correction will therefore be
Similarly, considering the case of a light sensor illuminated by a type F1 light (fluorescent light), we find that its normalized spectral sensitivity is
This value is obtained integrating the corresponding curves of the spectral distribution of type F1 light and its perception by the eye and the sensor. The spectral correction will therefore be
For other illuminations of type F family lights, the results for the normalized spectral sensitivity and the spectral correction are shown in the following table. 
Directional sensitivity
In the data sheet of the sensor which has allowed us to obtain the relationship between light intensity and electric current two considerations are made: that light is of type A and falling on the photodiode in a front direction. The first of these issues has been addressed in the previous section. In this section the consequences of light falling on the sensor not frontally will be discussed.
Suppose that a sensor is illuminated with a light radiation of a certain source. M v denotes the illuminance (lumen/m 2 ), that is, the light power (visible) per unit area emitted by the source. Φ v denoted the luminous flux (visible) received by the sensor. For a sensor with an area A 0 subjected to a uniform perpendicular illuminance, the relationship between the two magnitudes is
For the case in which the sensor is subjected to a uniform lighting luminous emittance inclined at an angle φ relative to the perpendicular, the relationship becomes [23] 
It is called directional sensitivity of the sensor the expression
In this case
known as the Lambert's cosine law [31] . With the above definitions we can write
It can be shown similarly (the complete demonstration is omitted for space reasons) that expressions allowing one to calculate the correction factor with any lighting conditions ( Fig. 1) and with a sensor (blue segment in the figure) inclined an angle θ, are the following:
Where
and H v (α, ε) is the density of emittance for a certain azimuth α and elevation ε into the room's reference system (X, Y, Z) defined as
The variable β is the angle between the sensor plane and the light. In these expressions a change of variables is needed to express all the elements as a function of the azimuth α ′ and elevation ε ′ into the sensor's reference system (X ′, Y ′, Z ′). The change of variables is, after some basic trigonometric operations,
Application and results
Results of previous sections have been applied to a specific situation in testing conditions. The measurements were performed in a hall with all the (fluorescent) lights on, and doors and Similarly, Fig. 3 shows the measurements of electric current obtained by the sensor depending on the elevation ε for different values of azimuth (α). Figure 4 performs a 3D representation of the measurements obtained by the sensor for the entire hall space. If this information about the light spatial distribution is not available, it can be estimated for the measurements of a grid of sensors [7, 26, 34] . 
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-180º -120º -60º 0º 60º 120º ( ) Fig. 3 Measurements of the photodiode current for various elevations (variable azimuth) For a certain elevation ε and azimuth α, the relationship between measures of electric current and lighting intensity can be derived from (15) and (28)
expression in which ϕ represents a small opening angle on the measure of the sensor where H v can be considered constant. In order to experimentally determine the values of the spectral correction (σ) and directional (ψ) factors, a reliable measure of the illumination values for each angle is needed. For this purpose we use a commercial PCE-172 luxmeter [30] . This device incorporates the cosine correction (uniform directional sensitivity); and it has a spectral response adjusted to the normalized photopic response. With this luxmeter, lighting for different angles is determined. Substituting (32) in (26) , it can be written that
expression in which the values of I P (α, ε) (experimentally determined) are known; the value of K v (from the data sheet of the sensor; see previous sections); and also the value of ϕ (opening angle), geometrically determined from the dimensions of the cylinder in which the photodiode is introduced. The only unknown value is the coefficient of spectral correction σ. The value of the emittance without spectral correction, denotedM ṽ
In Fig. 5 both the experimental results obtained using the luxmeter are presented, and the theoretical values of M v (θ) derived from (35) for different values of σ.
As shown in the graph, a spectral correction factor value σ = 0.17 achieves a good fit between experimental and theoretical values. However, such adjustment can be optimized by numerical methods. Indeed, let's denominate E v (θ i ) the experimental illuminance measured by the light meter for an inclination θ i ; and let's denominate M v (θ i ) the theoretically calculated emittance for this same angle θ i , with N inclinations angles being considered. The mean square error obtained for a given value of the spectral correction factor will be
Minimizing the mean square error MSE, the optimum spectral correction factor is obtained, which in our case is σ = 0.17813. Figure 6 shows the fit between the experimental and theoretical values with the optimal σ. If we assume both a 5 % error in inclination and also in illuminance measures, every experimental dot stays inside the error bands depicted in the figure.
The obtained spectral correction value is close to the range corresponding to type F luminaires (0.102 ≤ σ ≤ 0.156). The difference may be explained, in addition to experimental error, for the incidence on the sensor of light reflected by the room (not directly from the luminaire) that obviously alters the spectrum of light and therefore the spectral correction factor.
To determine the value of the directional correction factor ψ the expression (25) is applied, where the value of M v (θ) is given by (33) , and the value of M va (θ) is derived substituting (32) in (27) ,
expression in which we know every value. Figure 7 depicts the experimental and theoretical values of the illuminance (emittance) for both the photodiode (M va ) and for the luxmeter (M v ). In the photodiode case a 10 % error band in inclination and also in illuminance measures is depicted. The quotient between the above two curves (25) is just the directional correction factor ψ. As expected, its value depends on the orientation (θ) as it is shown in Fig. 8 .
For the final directional correction of the illuminance measurement the real inclination of the sensor has to be considered. The spectrally and directionally corrected photodiode As can be seen the error in the photodiode measurement also depends on inclination. In Fig. 10 this error is shown. The maximum error for any inclination is 65 %. For inclinations covering direct (or almost direct) lights, the errors are about 20 %. And for the indirect lights areas the errors are below 10 %. These results are similar to the 57 % maximum error reported for an RGB photosensor [10] , and much better results than the 152 % error stated for a threecolor sensors equipped device [24] . The proposed method equals or supersedes previously reported research while using less complex (and cheaper) sensors.
Although having a 65 % maximum error in the illuminance is not a good figure for laboratory measurements, it could be acceptable for applications where the goal is to control the light subjective perception, like in stage lighting. In fact, the relationship between illuminance level and brightness (subjective perception) is logarithmic [37] , following Fechner's Law [11] . The error of the proposed method in brightness terms is about a 10 % or below for most inclinations, and never higher than 20 % (Fig. 11 ). 
Conclusions
From the theoretical and experimental work described in the previous sections, it follows that it is possible to use a simple (and cheap) sensor (photodiode) as a light meter capable of providing quite accurate measurements of the illuminance and brightness. Low cost sensors, as the one proposed, require spectral and directional corrections which have been derived throughout the paper. The error analysis has demonstrated that our approach equals or supersedes results obtained in previous research, despite the fact that we use much simpler sensors.
This affordable approach permits the integration of a high number of light sensors in a more general WMSN. It has been shown that its use is possible in stage light monitoring building up Wireless Multimedia Sensor Networks. The use of this technology in theaters and filmmaking industry is proposed, integrating many spots light measurements with other multimedia information (video, images, audio and other scalar data). 
