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Abstract: 
Density functional theory, the most widely used theoretical model in chemistry and material 
science, is gaining more predictive power at the cost of being more complicated. We believe, 
however, that it is possible to reach higher accuracy while retaining simplicity. Here we 
present a novel, and coherent concept of viewing exchange energy of an inhomogeneous 
electron density as a gradual progression between the perfectly uniform electron gas, and the 
Coulombic decay when asymptotically far away from nuclei. The concept leads to a simple 
functional; and despite its unique simplicity, it is one of the most accurate exchange 
functional to date. The interpolating variable is further interpreted as an expansion of 
separating distance between neighboring electrons. Connections between the topology 
interpretation and the applications for identifying chemical bonds are briefly discussed. 
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Density functional theory is a theoretical model that predicts the behavior of molecules and 
bulk material, and has been widely used in many fields of physical sciences.1,2 The theory 
states that the total energy of a molecule is a function of an electron density surrounding the 
nuclei. It breaks down the total energy into five contributions: the kinetic and the potential 
energy, the Coulomb repulsion among the electrons, the exchange energy due to the Pauli 
exclusion principle, and the correlation energy.3 Recently, there has been a growing concern4 
that the mathematical functions describing these energy contributions are becoming too 
complex with too many fitting parameters that the model is losing the physical concepts that 
motivate each mathematical function. 
 
Here we present a simple concept of how to view the behavior of the exchange energy which 
leads to a very simple functional; and despite its unique simplicity, it is one of the most 
accurate exchange functional to date. The functional is of the form 
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where ( )r  is the total electron density; and unifx  is the Dirac exchange energy for the 
uniform electron gas. The above expression already takes into account the inhomogeneity of 
electron density through the gradient  ; hence it is applicable to a system of electrons in 
general. 
 
Traditionally,3 an exchange functional is constructed based on several criteria which govern 
the behavior of the exchange energy; for example, i) the behavior when electrons are 
uniformly distributed, ii) the behavior when electrons are asymptotically far away from 
nuclei, iii) the spin-scaling relation,5 iv) the Lieb-Oxford bound,6 and others. A mathematical 
function is then proposed; and within it, there exist a few adjustable parameters in order to 
satisfy the chosen criteria. The more criteria one aims to satisfy, the more complex the 
mathematical function becomes. 
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FIG. 1. Gradual progression of electron inhomogeneity. The volume slice of the benzene 
molecule shows the calculated 4 3   on the plane using the color scale red, white, and 
blue corresponding to the value [0, 20] as shown on the horizontal axis.  
 
In this work, we offer a novel, and simple coherent concept of how to view the exchange 
energy of an inhomogeneous electron density. Figure 1 illustrates the concept using a 
benzene molecule as an example. In the proximity of the molecule, electron density varies 
only moderately. In this region, the density is uniform at the chemical bonds or in the middle 
of the molecule, and becomes denser toward the nuclei core. Inside the molecule, the 
“inhomogeneity” is small because the electron density varies slowly, or more specifically, 
relatively slowly compared to the other region. 
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Moving outward, far away from the molecule, we arrive at the other region. In the outer rim, 
the electron density decays very rapidly causing the inhomogeneity to be very high. 
Mathematically, the inhomogeneity is defined as proportional to the reduced density gradient7 
2 1 3 4 32(3 )s     . We shall return to the intuitive interpretation of this definition in the 
later paragraphs. 
 
The two extreme regions, as illustrated by the benzene molecule, are 1) in the middle of the 
molecule where the inhomogeneity is zero, and 2) extremely far outside the molecule where 
the inhomogeneity is infinite (most rapidly decaying). The behavior of the exchange energy 
(per electron) for the two extreme regions are drastically different. For the case of zero 
inhomogeneity, Dirac derived8 that exchange energy was unif 1 3
3 3
( )
4x
 

  . For the case of 
infinite inhomogeneity, March elaborated9 that the exchange energy decays similar to a 
Coulomb potential far
1
2x r
  . 
 
In order to map out the full range of the exchange energy between the two regions, we 
propose a simple interpolating function that merges the two exchange energy behaviors into a 
single smooth curve. As shown in Eq. (2), we enlist the weighting function ( ) 1 ( 1)w s ds   to 
merge the unifx  and 
far
x  together, using the reduced density gradient s  as an interpolating 
variable. 
 
unif far( ) 1 ( )x x xw s w s              (2) 
 
Starting from the origin of the horizontal axis, color coded in red in Fig. 1 where s  is zero, 
the weighting function ( ) 1w s  . This causes the unifx  to dominate. As the inhomogeneity 
increases into the white region, the weight is progressively shifted toward the farx . Finally we 
reach the blue colored outer rim of the molecule where s , in which case the farx  
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becomes the dominating term instead. After a few mathematical deductions and 
simplifications as elaborated in the supplementary material, we arrive at the expression in Eq. 
(1). 
 
In short, the concept is to view the entire behavior of the exchange energy as a gradual 
progression from the perfectly uniform electron gas, to the slowly varying region, and finally, 
to the rapidly decaying electron density. 
 
 
FIG. 2. Comparisons between this work and the three well-established exchange functionals. 
The DFT exchange energies were computed at the Hartree-Fock densities using the 6-31G* 
basis set. 
 
Tests on hydrogen through krypton atoms are summarized in Fig. 2 where the percent error of 
a few well-established exchange functionals are compared: the Becke-88,10 the Perdew-
Burke-Ernzerhof,11 and the MVS12 exchange functionals. The MVS functional exhibits the 
top performance among the state-of-the-art meta-GGA group.13 As shown by the graph, the 
functional in Eq. (1) is the most accurate. It has an average absolute error of 0.12% compared 
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to the Becke-88’s 0.16% error. The MVS’s error is very close to Becke-88’s; whereas the 
PBE functional exhibits a systematic underestimation of the exchange energy. The accuracy 
presented here are calculated using the Hartree-Fock exchange energy and density as a 
reference. 
 
Historically, the exchange energy is defined by the Hartree-Fock method.14 Quantum 
mechanics dictates that electrons obey the Pauli exclusion principle. Two electrons of the 
same spin cannot be at the same place at the same time. This means the wave function of the 
system 1 2 3( , , , )x x x , the function that is related to the probability, must be an odd function 
with respect to the swapping of the two electrons’ coordinates. In other words, 
( , , ) ( , , )x x x x 2 1 1 2 .  
 
To put it simply, an odd function ( )f x  is a function that reverses its   or   sign when 
swapping between the left and the right side of the x-axis, ( ) ( )f x f x   . Exactly at the 
origin, (0) (0)f f   cannot be true unless the value of the function itself is zero at the origin. 
In the same sense, when the wave function is an odd function, its sign must reverse when the 
coordinates of the two electrons are swapped, or are “exchanged”. This guarantees that when 
the two coordinates approach each other until they eventually overlap at the same place at the 
same time, the wave function is exactly zero in the same way an odd function (0) (0)f f   is 
zero at the origin. If the wave function is zero under this circumstance, the probability is also 
zero. This means it is not possible for the two electrons to be at the same place at the same 
time if we mathematically demand that the wave function is an odd function with respect to 
the “exchange” of the two electrons. 
 
Hartree-Fock method14 is used to compute exactly how the energy of the system is lowered 
when electrons avoid each other through the Pauli exclusion principle. Within the density 
functional theory (DFT), however, it is not easy to compute the exchange energy because, in 
DFT, the individuality of each electron is destroyed. It is not straight forward how to 
interchange the two electrons because all electrons are averaged out into a single electron 
density function ( )r . Since the original idea was conceived in the 1920s by Thomas and 
Page 7 of 22 
Fermi,3 progress has been made continuously in the field including the seminal work of 
Becke10 in 1988 which brought the error of the exchange energy down to less than 1% (as 
compared to the exact Hartree-Fock exchange). The Becke-88 functional is also the key 
ingredient in constructing the B3 hybrid functional,15 the top 10 most cited paper of all time.2 
The equivalently notable success is the non-empirical PBE exchange functional11 whose 
parameters are derived from four theoretical criteria. An even larger set of criteria, 17 
conditions, is satisfied by the SCAN exchange-correlation functional16 which belongs to the 
state-of-the-art meta-GGA group. The meta-GGA functionals17 use the electron density ( )r , 
its gradient ( )r , and additionally the gradient of molecular orbitals n  to evaluate the 
exchange energy. Continuous advances are also being made in the high temperature 
conditions.18 Up until now, however, none of the previous exchange functional is firmly 
based on the idea of an interpolation between the two limits of the exchange energy. 
 
 
FIG. 3. The physical interpretation and the applications of the interpolating variable s. (a) The 
dashed line depicts a sphere encompassing exactly one electron. (b) Each white marker at the 
center is the average position of the encapsulated electron. (c)-(e) The two isosurfaces 
represent the uniform electron region (red), and a more inhomogeneous region (gray). 
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The interpolating variable 2 1 3 4 32(3 )s      used to measure the degree of inhomogeneity 
has an intuitive physical interpretation, complementary to the recent interpretation as the 
kinetic energy of boson particles.19 Here we offer an alternative topological view point as 
supposed to the dynamical one. As illustrated in Fig. 3(a), consider an electron density which 
increases along the horizontal axis. Using the model first proposed by Wigner,20 we view 
each electron as a localized sphere (dashed line). Each sphere encompasses exactly one 
electron. Figure 3(b) shows multiple spheres, each of which contains one electron. In the high 
density region, the sphere is small because its radial arm needs not go very far to engulf an 
electron. On the other hand, if the density is low, the sphere’s radius must be larger to 
sufficiently gather the total of one electron. Mathematically, because the volume is 34 3r , 
the radial arm of each sphere is 1 3(3 4 )r  . 
 
The white marker at the center of each sphere in Fig. 3(b) depicts the average position of each 
electron in the system. The larger the radius r , the farther apart the electrons are from their 
neighbors. Note how the separation increases in reverse to that of the density. It is simple to 
derive that the gradient of the sphere’s radius is 4 3
1 3
1
(36 )
r  

   . In other words, 
4 3   represents an expansion of the separating distance among the neighboring 
electrons. 
 
Returning to Fig. 1, at the extreme red color coded region in the middle of the benzene 
molecule, the density is uniform, meaning the electrons are evenly spaced; hence, there is 
zero expansion of the separating distance or 4 3 0   . Drifted into the intermediate white 
region, the electrons might be squeezed near the nuclei core; or their separations might vary 
moderately inside the molecule. Traveling far out into the other extreme, the blue color coded 
region, there is almost no electron population to be found, meaning electrons are increasingly 
farther apart, analogous to the outer rim where it is harder and harder to find a pocket of 
human settlement. In this region, the expansion of the separating distance 4 3   
approaches infinity. 
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As evident from Fig. 2, the successful concept of using 4 3   to delineate the full 
spectrum of electron inhomogeneity prompts further speculation that the parameter might not 
merely be a mathematical tool to evaluate the exchange energy, but also a physical quantity 
which can be used to identify different types of chemical features such as chemical bonds, 
and shell structures. Figure 3(c)-3(e) are the preliminary demonstrations of such hypothesis. 
In all three panels, the region of uniform density is represented by the red wireframe 
isosurface 4 3 1.2   ; while the smooth transparently gray isosurface 4 3 2.4    
corresponds to a more inhomogeneous region. Figure 3(c) shows a benzene molecule. Visual 
inspection reveals that the red wireframes coincide with covalent bonds. The gray transparent 
surface contains both the outer face depicting the outer region of the molecule and the inner 
cavity mimicking the shell structure. Figure 3(d) shows that the red wireframe volumes are 
increasingly thicker as the number of bonds increases. Note how the gray transparent surface 
shows the shell structure for oxygen and nitrogen as well. Figure 3(e) highlights the shell 
structure characteristics of the silver ion. 
 
Indeed, the connection between the reduced density gradient s  and chemical bonds has most 
recently been discussed based on the notion of kinetic energy.19 However, the topology 
interpretation of s  as proportional to the expansion of electron neighboring distance may 
offer another explanation as to why a certain value of isosurface 4 3   consistently 
depicts a specific chemical feature as shown in Fig. 3(c)-3(e). Topological analysis of 
electron density has previously been explored by the influential work of Bader as well.21 We 
encourage further studies in this direction. Finally, we argue that the natural progression of 
this study, from a simple idea of interpolation, to the validation by remarkable accuracy, to 
the topology interpretation, and to the preliminary identification of chemical bonds; would 
have been much more difficult without the exchange functional’s simplicity, guiding the 
study, one eureka step at a time. 
 
In conclusion, we have presented an exchange energy functional which is an important part 
of density functional theory. Its simplicity, its lack of fitting parameter, and its remarkable 
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accuracy warrant an understanding about the nature of electron’s exchange energy, an 
understanding drawn from the method in which this work is derived. That is, the exchange 
energy for an inhomogeneous electron system may likely be a gradual progression between 
the perfectly uniform electron gas, and the Coulombic decay when asymptotically far away 
from nuclei. With appropriate adaptations, the concept of interpolation may also lead to a 
simple and accurate electron correlation energy for density functional theory. 
 
 
Supplementary Material: 
See supplementary material for the detailed mathematical consideration leading to Eq. (1). 
 
 
Acknowledgements: 
Support by ThEP grant No. ThEP-60-PET-NU9 is gratefully acknowledged. We thank our 
families for the unconditional supports. 
 
 
Page 11 of 22 
References: 
1W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965). 
2R. V. Noorden, B. Maher, and R. Nuzzo, Nature 514, 550 (2014). 
3R. G. Parr and W. Yang, Density Functional Theory of Atoms and Molecules (Oxford 
University Press, Oxford, 1989). 
4M. G. Medvedev, I. S. Bushmarinov, J. Sun, J. P. Perdew, and K. A. Lyssenko, Science 355, 
49 (2017). 
5G. L. Oliver and J.P. Perdew, Phys. Rev. A 20, 397 (1979). 
6J. P. Perdew, in Electronic Structure of Solids, edited by P. Ziesche and H. Eschrig 
(Akademie Verlag, Berlin, 1991), pp. 11–20. 
7A. Zupan, K. Burke, M. Ernzerhof, and J. P. Perdew, J. Chem. Phys. 106, 10184 (1997). 
8P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 26, 376 (1930). 
9N. H. March, Phys. Rev. A 36, 5077 (1987). 
10A. D. Becke, Phys. Rev. A 38, 3098 (1988). 
11J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996). 
12J. Sun, J. P. Perdew, and A. Ruzsinszky, Proc. Natl. Acad. Sci. 112, 685 (2015). 
13L. A. Constantin, E. Fabiano, and F. Della Sala, J. Chem. Phys. 145, 84110 (2016). 
14A. Szabo and N. S. Ostlund, Modern Quantum Chemistry: Introduction to Advanced 
Electronic Structure Theory (Dover Publications, New York, 1996). 
15A. D. Becke, J. Chem. Phys. 98, 5648 (1993). 
16J. Sun, A. Ruzsinszky, and J. P. Perdew, Phys. Rev. Lett. 115, 36402 (2015). 
17J. Tao, J. P. Perdew, V. N. Staroverov, and G. E. Scuseria, Phys. Rev. Lett. 91, 146401 
(2003). 
18V. V. Karasiev, T. Sjostrom, J. Dufty, and S. B. Trickey, Phys. Rev. Lett. 112, 76403 
(2014). 
19R. A. Boto, J. Contreras-García, J. Tierny, and J. P. Piquemal, Mol. Phys. 114, 1406 (2016). 
20E. P. Wigner, Phys. Rev. 46, 1002 (1934). 
21R. F. W. Bader, Atoms in Molecules: A Quantum Theory (Clarendon Press, Oxford, 1994). 
Page 12 of 22 
Supplementary Material 
Contents                Page 
Theoretical consideration leading to Eq. (1)       12 
The choice of weighting function 𝑤(𝑠) =
1
𝑑𝑠+1
        15 
Clarification on the novelty of this work’s interpolation scheme    17 
Methods: Tests on hydrogen through krypton atoms      17 
Methods: Isosurfaces of selected molecules       19 
Table S1: Geometries of the molecules in Fig. 3(c)-3(e)     20 
Table S2: Complete list of Hatree-Fock exchange energies for selected atoms  21 
References           22 
 
 
Theoretical consideration leading to Eq. (1) 
Traditionally, the dimensionless parameter 𝑠 ≡ |∇𝜌| 2(3𝜋2)1 3⁄ 𝜌4 3⁄⁄  was used to quantify the 
inhomogeneity of electron density, which was different from the parameter 𝑥 in Eq. (1) by a 
mere constant. In addition, the exchange energy density was written with an “enhancement 
factor” 𝐹(𝑠), 
 
𝜀𝑥 = 𝐹(𝑠)𝜀𝑥
unif.     (3) 
 
As the electron density deviated from the homogeneous case 𝑠 = 0, the function 𝐹(𝑠) 
increased from the baseline value of 1, effectively enhancing the strength of the exchange 
energy from that of the uniform electron gas 𝜀𝑥
unif.  
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As March elaborated,9 in the asymptotic limit 𝑠 → ∞, the exchange energy density needed to 
behave as 𝜀𝑥 → − 1 2𝑟⁄ . Also asymptotically, the electron density decayed exponentially 
𝜌(𝑟) → 𝑁𝑒−𝑎𝑟. This asymptotic behavior is not specific to a hydrogen atom but occurs in 
general22 where the parameter 𝑎 is related to the ionization potential. Therefore, to satisfy the 
limit, the enhancement factor was thought to take the form 𝐹(𝑠) =
𝑐𝑠
ln 𝑠
 , which, however, 
diverged to infinity at 𝑠 = 1. Therefore, as the first step, we first proposed the following 
modification. 
 
𝑠 → ∞:            𝐹(𝑠) =
𝑐𝑠
ln(𝑐𝑠+1)
 ;     𝑐 =
4𝜋
9
      (4), 
 
which was well behaved in the entire range 𝑠 ∈ [0, ∞) with an additional advantage: 𝐹(0) =
1. It was easy to show that for the 𝜀𝑥 → − 1 2𝑟⁄  in this limit, the constant 𝑐 had to be equal to 
4𝜋 9⁄ . 
 
The next step was to merge 𝐹(𝑠) in Eq. (4) with the slowly varying case. It was known23,24 
that in this region the enhancement factor grew quadratically as 1 + 𝜇𝑠2. In his pioneering 
work, Becke attempted to incorporate this dependence by putting the quadratic term in the 
numerator of his formula.10 We, however, tried a simpler approach. 
 
Ignoring altogether the 𝜇𝑠2 behavior in the beginning and conjecturing that the quadratic 
dependence would have emerged naturally after the interpolation, we simply tried to 
interpolate between the perfectly uniform electron gas 𝐹(𝑠) = 1 in the (𝑠 = 0) limit, and the 
𝐹(𝑠) =
𝑐𝑠
ln(𝑐𝑠+1)
 in the asymptotic limit (𝑠 → ∞) with the simplest interpolation scheme 
possible, namely 
 
𝐹(𝑠) = 1 ∙ 𝑤(𝑠) +
𝑐𝑠
ln(𝑐𝑠+1)
∙ [1 − 𝑤(𝑠)].     (5) 
 
Page 14 of 22 
Here, 𝑤(𝑠) was the weighting function which took a value between [0,1]. Its role was to 
choose which of the two terms in Eq. (5) would dominate. We used 𝑤(𝑠) =
1
𝑑𝑠+1
 with the 
constant 𝑑 controlling how rapidly the weighting function migrated from the slowly varying 
limit to the asymptotic limit. Substituting the 𝑤(𝑠) into Eq. (5) yielded 
 
𝐹(𝑠) =
  𝑑𝑐𝑠2+ln(𝑐𝑠+1)
(𝑑𝑠+1) ln(𝑐𝑠+1)
.        (6) 
 
The last step was to determine the constant 𝑑 using the Taylor expansion of the Eq. (6) up to 
the second order: 
 
𝑠 ≪ 1:            𝐹(𝑠) ≈ 1 + 0 ∙ 𝑠 +
1
2
(𝑑𝑐)𝑠2,      (7) 
 
which could be readily compared to the known 1 + 𝜇𝑠2 behavior of the slowly varying 
density. However, there were still discrepancies as to what the proportionality constant 𝜇 
could have been.23 The lower bound estimate of 𝜇 =
10
81
  was not very successful; and it was 
argued23 that a more appropriate value should have been doubled. Becke10 utilized fitting, 
using the noble gas He through Rn as the training set. We, however, tried a different 
approach. We used the value 𝜇 =
8
27
=
24
81
 from the high frequency plane-wave expansion 
derived by Kleinman,24 yielding 
 
 
1
2
(𝑑𝑐) =
8
27
     or     𝑑 =
8
27
2
𝑐
=
4
3𝜋
.      (8) 
 
Putting the constant 𝑑 and 𝑐 back into Eq. (6) and define another variable 𝑥 ≡ 𝑐𝑠 =
|∇𝜌|
𝜌4 3⁄
2
9
(
𝜋
3
)
1 3⁄
 ,we finally arrived at the Eq. (1). 
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The choice of weighting function 𝒘(𝒔) =
𝟏
𝒅𝒔+𝟏
 
There are many available weighting functions which meet the basic interpolation 
requirements i) 𝑤(0) = 1 and ii)  𝑤(∞) → 0; for example, 𝑤(𝑠) = 𝑒−𝑑𝑠, 𝑤(𝑠) =
1 − erf(𝑑𝑠), and others. Here we argue that only the weighting function 𝑤(𝑠) =
1
𝑑𝑠+1
 is 
consistent with the behavior of an exchange energy. 
 
Consider a hydrogen atom whose normalized electron density is 𝜌(𝑟) =
1
𝜋
𝑒−2𝑟. Recall that 
the electron repulsion energy 𝐸𝑒−𝑒 =
1
2
∬ 𝑑3𝑟1𝑑
3𝑟2
𝜌(𝑟1)𝜌(𝑟2)
|𝑟1−𝑟2|
   of the Kohn-Sham DFT is 
always there in the formalism regardless of the physical system under study. However, there 
is only one electron in hydrogen atom; hence, the role of the exchange energy in this case is 
to cancel exactly the 𝐸𝑒−𝑒 in the Kohn-Sham formalism. 
 
First, we work out the detail for the 𝐸𝑒−𝑒 for hydrogen atom using spherically symmetric 
electron density 𝜌(𝑟) =
1
𝜋
𝑒−2𝑟. 
 
𝐸𝑒−𝑒 = ∫ 𝑑
3𝑟1𝜌(𝑟1) [
1
2
∫ 𝑑3𝑟2
𝜌(𝑟2)
|𝑟1 − 𝑟2|
]   = ∫ 𝑑3𝑟1𝜌(𝑟1) [𝑒
−2𝑟1(−
1
2
) + (1 − 𝑒−2𝑟1)
1
2𝑟1
]    
 
We could drop the subscript 1 because 𝑟1 is only an integrating variable; and also please note 
the term 𝑒−2𝑟 and (1 − 𝑒−2𝑟)  highlighted in blue. 
 
𝐸𝑒−𝑒 = ∫ 𝑑
3𝑟𝜌(𝑟) [𝑒−2𝑟(−
1
2
) + (1 − 𝑒−2𝑟)
1
2𝑟
]    
 
Coming back to the exchange energy which for the case of hydrogen atom must cancel this 
unintended self-interaction, we have 
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𝐸𝑥 = ∫ 𝑑
3𝑟𝜌(𝑟)𝜀𝑥(𝜌)  = − ∫ 𝑑
3𝑟𝜌(𝑟) [𝑒−2𝑟(−
1
2
) + (1 − 𝑒−2𝑟)
1
2𝑟
]   . 
 
Above, we do not know how 𝜀𝑥(𝜌) depends on the density 𝜌 (we eventually need to because 
this is the density functional theory after all); but we can first look at how it depends on 𝑟. 
 
𝜀𝑥 = 𝑒
−2𝑟(
1
2
) + (1 − 𝑒−2𝑟) (−
1
2𝑟
) 
 
Notice the curious pattern which mimics an interpolation in the above expression. The 𝑒−2𝑟 
represents the weighting function. Also in the asymptotic limit, all the weight will be shifted 
to the (−
1
2𝑟
), exactly the same as March’s expression.9 Therefore, it is reasonable, although 
not exact, to argue that: 
 
The weighting function 𝑤(𝑠) should decay exponentially as a function of 𝑟 . 
 
Now we look at the reduced density gradient 𝑠 for the case of hydrogen atom. Using 𝜌(𝑟) =
1
𝜋
𝑒−2𝑟, we have 𝑠 ∝ 𝑒2𝑟 3⁄ . In other words, 𝑠 is already exponential in 𝑟. If we chose the 
weighting function 𝑤(𝑠) = 𝑒−𝑑𝑠, the weight would decay way too fast. Therefore, another 
reasonable step is to propose that: 
 
To a good approximation 𝑤(𝑠) is inversely proportional to linear in s. 
 
A natural choice for the above discussion is 𝑤(𝑠) =
1
𝑑𝑠+1
, which is not exact by any mean. Is 
it a good approximation? Yes.  
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For example, one could work out the integral and compute numerically the exchange energy 
of hydrogen and get 𝐸𝑥 = −0.313. Comparing the value to this work’s exchange functional 
in Eq. (1) which is 𝐸𝑥
This Work = −0.311, we say that the weighting function is reasonable. 
 
 
Clarification on the novelty of this work’s interpolation scheme 
The use of a concrete interpolation function to construct an exchange energy functional is not 
new. In fact, the MVS meta-GGA uses a function 𝑓(𝛼) to merge between the “tight lower 
bound” and the UEG limit. Nevertheless, we argue that proposing a function that 
simultaneously satisfy two limits is not the same as using an interpolation scheme. For 
example, Becke-88 exchange functional satisfies the two limits. But it is not clear what the 
interpolating function is being used. An interpolation scheme is never incorporated directly 
into the derivation of the functional form. It is not concrete what controls the progression 
from one limit to the other. Therefore, this work is novel in that it applies an interpolation 
scheme between the two specific limits of the exchange energy. 
 
 
Methods: Tests on hydrogen through krypton atoms 
The calculations were done using Siam Quantum software package25 which used Gaussian-
Type Orbital (6D/10F) to construct molecular orbitals, eventually squared summed to form 
an electron density of the system. Only the basis set “6-31G*”, downloaded from the Basis 
Set Exchange in the Gamess-US format, was used throughout this work for consistency. The 
options used to compute various exchange energy are available in the version 1.2.12 which 
will be online after the publication.  
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The unrestricted Hatree-Fock density provided two types of electron densities: 𝜌𝛼(𝑟), 𝜌𝛽(𝑟), 
for the spin-up and the spin down electrons respectively. The DFT exchange energy was then 
calculated using a numerical quadrature grid (75 radial points and 302 angular Labedev 
quadrature points). The full expression for both spin densities were: 
 
𝐸𝑥 = ∫ 𝑑
3𝑟 𝜌𝛼(𝑟)𝐹(2𝜌𝛼 , 2|∇⃗⃗𝜌𝛼|)𝜀𝑥
unif(2𝜌𝛼) + ∫ 𝑑
3𝑟 𝜌𝛽(𝑟)𝐹(2𝜌𝛽 , 2|∇⃗⃗𝜌𝛽|)𝜀𝑥
unif(2𝜌𝛽) 
 
Note the factor of 2 inside the argument of the enhancement factor and the uniform electron 
gas exchange energy density. The gradient of the densities were first evaluated analytically at 
numerical sampling points 𝑟𝑛 to compute the product 𝜌𝛼(𝑟𝑛)𝐹(2𝜌𝛼 , 2|∇⃗⃗𝜌𝛼|)𝜀𝑥
unif(2𝜌𝛼). The 
contribution from all sampling points then were summed together to compute the total 
integral. 
 
𝐸𝑥 ≈ ∑ 𝑤𝑛[𝜌𝛼(𝑟𝑛)𝐹(2𝜌𝛼 , 2|∇⃗⃗𝜌𝛼|)𝜀𝑥
unif(2𝜌𝛼) + 𝜌𝛽(𝑟𝑛)𝐹(2𝜌𝛽 , 2|∇⃗⃗𝜌𝛽|)𝜀𝑥
unif(2𝜌𝛽)]
𝑛
 
 
The weight 𝑤𝑛 are from the Labedev quadrature multiplied by the weight from a radial 
quadrature. 
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Methods: Isosurfaces of selected molecules 
The Siam Quantum software is used to compute the Hartree-Fock electron density. With an 
additional option “-GRADOVER43”, the volumetric data for the scalar function 
|∇𝜌|
𝜌4 3⁄
 is then 
created and saved as the .XSF text file format. The VMD software26 is then used to visualize 
the isosurfaces at the isovalue 1.2 and 2.4 respectively. The basis 6-31G* is used for all 
molecules in Fig. 3(c)-3(d), except for the Fig. 3(e) which uses 3-21G because a silver atom 
is not available in the former basis set. The molecular geometries are optimized at the 
HF/Basis Set prior to extracting the electron density information. All molecules are in singlet 
spin state for direct comparison. 
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Table S1: 
Geometry of the molecules listed in Fig. 3(c)-3(e). 
 
Benzene optimized @HF/6-31G* 
 C        0.000000       1.386104       0.000000 
 C        1.200460       0.693093       0.000000 
 C        1.200460      -0.693093       0.000000 
 C        0.000000      -1.386104       0.000000 
 C       -1.200460      -0.693093       0.000000 
 C       -1.200460       0.693093       0.000000 
 H        0.000000       2.461775       0.000000 
 H        2.131948       1.231035       0.000000 
 H        2.131948      -1.231035       0.000000 
 H        0.000000      -2.461775       0.000000 
 H       -2.131948      -1.231035       0.000000 
 H       -2.131948       1.231035       0.000000 
 
 
H2 optimized @HF/6-31G* 
 H        0.000000       0.000000       0.002126 
 H        0.000000       0.000000       0.732074 
 
 
Singlet O2 optimized @HF/6-31G* 
 O       -0.000036      -0.000036       0.017205 
 O        0.000036       0.000036       1.182795 
 
 
N2 (singlet) optimized with HF/6-31G* 
 N       -0.000028      -0.000028       0.060813 
 N        0.000028       0.000028       1.139187 
 
 
Ag[NH3]_2 1+ optimized @HF/3-21G Q=1 
 Ag        0.000033    0.000025    0.000045 
 N        -0.488462    0.457151    2.211900 
 N         0.488324   -0.457259   -2.212110 
 H        -0.785861    1.417862    2.309335 
 H        -1.229201   -0.149198    2.535231 
 H         0.330114    0.308177    2.785167 
 H         0.450132   -1.453509   -2.376268 
 H        -0.180590   -0.000179   -2.815889 
 H         1.414841   -0.123559   -2.438229 
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Table S2: 
The complete list of Hatree-Fock exchange energies for atoms were calculated with 6-31G* 
(6D/10F) basis set. The energies are in Hartrees. 
 
 
 
Below are from Siam Quantum using 6-31G* basis set
Atom HF This Work Becke MVS PBE
H -0.3144 -0.3129 -0.3115 -0.3144 -0.3076
He -1.0269 -1.0296 -1.0257 -1.0318 -1.0139
Li -1.7865 -1.7863 -1.7808 -1.7869 -1.7627
Be -2.6829 -2.6812 -2.6752 -2.6729 -2.6527
B -3.7875 -3.7843 -3.7782 -3.7673 -3.7491
C -5.0300 -5.0324 -5.0271 -5.0001 -4.9915
N -6.5306 -6.5307 -6.5269 -6.4994 -6.4839
O -8.1359 -8.1502 -8.1485 -8.1099 -8.0974
F -10.0523 -10.0650 -10.0653 -10.0377 -10.0040
Ne -12.1264 -12.1442 -12.1471 -12.1313 -12.0753
Na -14.0005 -14.0092 -14.0145 -13.9940 -13.9350
Mg -15.9974 -15.9945 -16.0035 -15.9736 -15.9176
Al -18.0892 -18.0760 -18.0870 -18.0468 -17.9905
Si -20.2624 -20.2428 -20.2560 -20.2111 -20.1482
P -22.6140 -22.5781 -22.5934 -22.5554 -22.4737
S -24.9772 -24.9426 -24.9608 -24.9107 -24.8293
Cl -27.5384 -27.4905 -27.5113 -27.4795 -27.3671
Ar -30.1813 -30.1250 -30.1486 -30.1205 -29.9912
K -32.6746 -32.6182 -32.6451 -32.5993 -32.4770
Ca -35.2070 -35.1572 -35.1888 -35.1378 -35.0121
Sc -38.0480 -38.0215 -38.0565 -37.9665 -37.8658
Ti -41.0066 -41.0072 -41.0458 -40.9289 -40.8407
V -44.1682 -44.1798 -44.2216 -44.0853 -44.0011
Cr -47.4043 -47.4358 -47.4813 -47.3332 -47.2453
Mn -50.7938 -50.8478 -50.8967 -50.7755 -50.6447
Fe -54.2958 -54.3708 -54.4235 -54.2997 -54.1552
Co -57.9540 -58.0463 -58.1025 -57.9718 -57.8180
Ni -61.6981 -61.8156 -61.8755 -61.7248 -61.5746
Cu -66.0394 -66.1712 -66.2315 -66.1334 -65.9063
Zn -69.7151 -69.8408 -69.9074 -69.8095 -69.5723
Ga -73.4633 -73.5779 -73.6476 -73.5594 -73.2947
Ge -77.3728 -77.4474 -77.5202 -77.4440 -77.1493
As -81.4125 -81.4392 -81.5147 -81.4627 -81.1249
Se -85.4208 -85.4264 -85.5057 -85.4550 -85.0978
Br -89.5787 -89.5485 -89.6308 -89.6189 -89.2038
Kr -93.7781 -93.7200 -93.8056 -93.8057 -93.3593
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