Protein structural class prediction (SCP) is as important task in identifying protein tertiary structure and protein functions. In this study, we propose a feature extraction technique to predict secondary structures. The technique utilizes bigram (of adjacent and k-separated amino acids) information derived from Position Specific Scoring Matrix (PSSM). The technique has shown promising results when evaluated on benchmarked Ding and Dubchak dataset.
Introduction
Determining the structure of a protein plays a very important role in fields like molecular biology, cell biology and medical science. The function of a protein is closely linked to its structure, thus making it easy to analyze the heterogeneity of proteins, protein-protein interactions and development of new drug designs [1] . Traditional techniques such as X-ray crystallography and Nuclear Magnetic Resonance are good experimental tools but require expensive equipment and are time consuming processes [2, 3] . To cope with the plethora of protein sequences generated by various scientific communities, computational methods are being explored to determine the structure of protein accurately and efficiently.
The concept of protein structural classes was first reported by Levitt and Chothia [4] after performing a visual inspection on polypeptide chain topologies in a dataset of 31 globular proteins. Out of the many classes explored, the biological community typically follows four primary structural classes labelled as all-α, all-β , α/β and α + β ; where all-α classes and all-β represent structures that primarily consist of α-helices and β -strands respectively, the α/β class includes a mixture of proteins with both α-helices and β -strands and the α + β class contains proteins with α-helices and antiparallel β -sheets. Accurate classifications of protein structural classes are found in the Structural Classification of Proteins (SCOP) database [5] . Predicting protein structural class is normally a two-step problem in which the amino acid sequence is first transformed to a fixed-length feature vector. The feature vector which is usually a good representation of the primary sequence is then given to a classifier and the prediction is noted.
In literature, various features have been extracted which can be broadly classified into three groups -sequential, physicochemical and evolutionary based features. Early prediction algorithms, mostly made use of composition based features [6] which shows poor performance on datasets with low sequence similarity also known as the twilight zone [7, 8] . To solve this problem, physicochemical based features were introduced which are based on physicochemical attributes, e.g. Hydrophobicity and Polarity [9] [10] [11] [12] [13] . Recently, evolutionary based features have become popular and are achieving good results [14, 15] . Evolutionary features are extracted from Position Specific Scoring Matrix (PSSM) and are basically a representation of a protein sequence which defines the probability of amino acids occurring at a particular position in the sequence. Representing a protein sequence by its PSSM solves problems such as having zero value components in bigram feature vector by Sharma et al. [16] .
In previous studies, various classification techniques have been explored and employed such as Linear Discriminant Analysis [17] , K-Nearest Neighbor [18] , Bayesian Classifier [19] , Support Vector Machine (SVM) [20, 21] , Artificial Neural Networks (ANN) [22, 23] and Ensemble classifiers [10, 24] . Out of the previously mentioned classification techniques, SVM-based classifiers has shown promising results [25] . However, it is shown in literature that to further improve the protein structural class prediction accuracy, a good combination of feature extraction technique as well as classification technique is needed for optimal structural class prediction as shown in [25, 26] . In this paper, relationships amongst amino acids pairs in a protein that need not necessarily be adjacent in the primary sequence are explored using amino acid occurrence probabilities present in PSSM. The proposed technique, called k-separated bigrams, models information directly from PSSM whereby it calculates the bigram transition probabilities between amino acids, however, these transitions need not be between adjacent amino acid positions. The k-separated bigrams are evaluated later on in this paper and their influence on classification is discussed.
Dataset
In this research, the benchmarked Ding and Dubchak (DD) protein sequence dataset is used [11] . The dataset consists of a training set for the creation of the model and an independent test set for testing queries against the model. The data set belong to the four major structural classes, α, β , α + β , and α/β . The training set consists of 311 protein sequences where any given pair of sequences does not have more than 35% sequence identity for aligned subsequences longer than 80 residues and the test set consists of 383 protein sequences where the sequence identity between any two given proteins is less than 40%.
Additionally, the extended Ding and Dubchak (EDD) dataset was also used to evalute the performance of the proposed technique. This dataset is generated by populating the DD-dataset with additional protein samples, which contains 3418 samples that belong to one of the four structural classes [27] . It does not contain a separate train and test set, therefore, the dataset was split into set of 60% for training and 40% for test. A summary of the datasets is provided in Table 1 .
Procedure
In this paper, PSSM for each protein sequence has been extracted from the DD and EDD datasets using PSI-BLAST tool with NCBI's non-redundant (NR) database [8, 15] . Upon extracting PSSM, the proposed feature extraction technique was applied to create the feature vector that was used for training a support vector ma- A flowchart depicting classification using kseparated bigrams.
chine (SVM) classifier. A summary of the method is illustrated in Fig. 1 and it has been discussed in more detail in the later sections.
Feature Extraction Technique
We propose a technique called k-separated bigrams that models bigram transition probabilities between amino acid pairs that are not necessarily adjacent in the primary sequence using information present in PSSM. The value of k in k-separated bigrams determines the degree of separation (spatially) between amino acid pairs in the protein sequence. For instance, k = 1 corresponds to amino acid pairs that are adjacent to each other whereas k = 2 corresponds to amino acid pairs that are separated by 1 amino acid in between. Similarly, k = 3, 4, . . ., K corresponds to amino acid pairs that are separated by 2, 3, . . ., K − 1 amino acids respectively. Bigram transition probabilities are mathematically calculated based on the formula described in Eq. (1).
In Eq. (1) stated above, P represents PSSM matrix for a given protein that has L rows (where L is the number of amino acids in the protein sequence) and 20 columns (since there are only 20 unique amino acids). k represents the transition distance ranging from 1 to K, whose optimal value has to be discovered experimentally. For every value of k, a different feature vector of 400 dimensions is generated for the same protein sequence. These feature vectors include the bigram transition probabilities for amino acid pairs with separation of k, which are represented by λ (k) in the equation. Upon applying the equation on a given protein sequence, λ (k) for k = are concatenated to form a feature vector λ of 400 × K dimensions.
Optimal Value Determination for K
The primary criteria used to determine the optimal value for K during the training phase was cross validation accuracy for λ (k) with k = 1, 2, 3, . . .. If a significant drop in accuracy was noticed, further evaluations of k are stopped. Other factors to take into consideration is the dimensionality of concatenated feature vector λ . As per general rule, as the dimensionality of λ increases, the computational requirements and degree of difficulty in classification also increases.
For the DD-dataset, the optimal range for k-separated bigrams was experimentally determined to be k = 1, 2, . . ., 6 with K = 6. For each λ (k), 10 fold cross validation with SVM classifier was applied upon the training set to determine the cross validation accuracy. Evaluations of λ (k) continued till k = 8 upon which it was determined that the optimal value for K is 6. As per the experimentation results shown in Table 2 , a significant drop in training accuracy is noticed with k = 7 and k = 8 and it was determined to use a threshold of 80.0% in the selection of k-separated bigrams for concatenation later to form λ . Therefore, further evaluations of λ (k) were terminated and k = 1, 2, . . ., 6 was determined to be the optimal range for applying k-separated bigrams.
Similar steps were taken to deduce the optimal value of K for the EDD-dataset. Through the experimentation on EDD-dataset ( Table 2) , it was determined to select all k-separated bigrams that produced more than 85.0% accuracy during training. Therefore, K = 8 was selected and the optimal range for k-separated bigrams was determined to be in k = 1, 2, . . ., 8.
Results and Discussion
As previously stated, the proposed technique was evaluated using the benchmarked DD and EDD datasets. Initially, the classification model was created using the training set and it was evaluated using the test set. Table 2 lists the cross validation accuracies on two training sets for different values for k-separated bigrams are quite high, which indicates that, relatively, there is significant amount of information present in the data that has been extracted. However, according to the approach being described in this paper, the different λ (k) were concatenated to form a single feature vector λ . We performed sensitivity and specificity analysis to evaluate the performance of the proposed technique relative to each structural class. The values for sensitivity and specificity were high, indicating a well balanced classification. The results are for the DD and EDD datasets are summarized in Table 3 .
For purposes of comparison and evaluation against some techniques that have been used for structural class prediction, k-separated bigrams are compared with Amino Acid Composition (AAC) with Hydrophobicity (H), predicted secondary structure based on normalized frequency of α-helix (X), polarity (P), polarizability (Z), van der Waals volume (V) [11] , pair-wise frequency type 1 and type 2 (PF1 and PF2) [28] , and PSSM bigrams [16] . The results are summarized in Table 4 . k-separated bigrams produced good results on both the benchmarked datasets achieving classification accuracies of 81.5% on the DD-dataset and 93.7% on the EDD-dataset.
In addition, the training and test sets were combined and the proposed technique was evaluated using cross validation paradigm for folds n = 5, 6, . . ., 10. As per the results, it can be seen that the proposed technique has performed significantly better than other techniques that employ methods to predict structural classes for proteins. The highest accuracy for DD-dataset was recorded as 86.0% while 95.2% was most noteworthy classification for EDD-dataset. The results are highlighted in Table 5 . 
Conclusion
In this paper, a feature extraction technique has been proposed, which is based on k-separated bigrams using PSSM. The technique extracts transition probabilities between amino acid pairs with varying degree of separation to create the features. It was clearly shown that there is substantial information present in adjacent and nonadjacent amino acid transitions, which can be extracted using k-separated bigrams to help improve classification in protein structural class prediction. The proposed technique gave promising results and the accuracies noted via cross validation on the combined DD and EDD datasets were 86.0% and 95.2% respectively.
