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The experimentally observed behavior in materials such as the size effect in failure strength, 
crack surface roughness and acoustic emission activity are directly related to the spatial material 
disorder present at the macroscopic and/or microscopic length scales. The classical continuum 
based theories fail to effectively address such issues and, therefore, spring-lattice models that can 
explicitly account for disorder are extensively used in statistical solid mechanics. The spring-
lattice models reported in the literature over the past few decades have been used to study elastic-
brittle and elastic-perfectly plastic transitions. The elastic-plastic-brittle spring lattice model 
proposed in this thesis is an extension of the existing spring lattice models that is more 
generalized and can simulate a wide range of material responses. The advantages of this model 
are demonstrated in this thesis by a thorough parametric study focusing on elastic-plastic 
transitions to understand the effects of the plastic hardening ratio and strength of disorder. The 
difference between elastic-plastic hardening and elastic-perfectly plastic behavior in anti-plane 
elasto-plastic medium is confirmed in terms of weak/strong nature of neighboring interactions 
and their implications in describing the problem as an uncorrelated/correlated percolation. Next, 
the damage localization in elastic-brittle transition is demonstrated and the roughness coefficient 
of the crack surface is estimated to be 0.7, which matches well with the previous studies. 
Absence of localization in the elastic-plastic transitions is attributed to the absence of stress 
concentrations near the yielded sites, as opposed to elastic-brittle transitions. Finally, usefulness 
of the proposed model is proved through a range of material responses that can be simulated 
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1.1 HISTORICAL BACKGROUND 
The presence of spatial disorder has a profound impact on the macroscopic properties of 
materials. However, different material properties show varied sensitivity to material disorder. 
Effect of disorder on transport properties like elastic modulus, thermal conductivity or on wave 
propagation phenomena etc. are extensively researched and becoming well understood topics [1]. 
Disorder also leads to a number of statistical effects observed in materials such as strength 
variation with size, acoustic emission activity, damage localization, roughening of fracture 
surfaces, fractal patterns of evolving sets of plastic grains etc. In depth understanding of these 
problems is important from theoretical as well as industrial perspectives, as material disorder is 
present in almost all the materials used in practice; at least at the microstructural scale, if not at 
the macroscopic scale.  
The first systematic mathematical analysis of size-effects in material strength can be dated back 
to Leonardo da Vinci, based on his experiments of tensile strength tests on wires of different 
lengths [2]. The size-effect in materials and its roots in material disorder were formally 
introduced by the works of Griffith [3] in the early twenties, and later formalized with statistical 
analysis by Weibull [4]. Several observations from experiments and numerical studies have 
revealed the presence of scaling laws in the breakdown phenomena, leading to search for 
analogies with phase transition and critical phenomena studied in condensed matter physics. As a 
result, apart from its relevance in the engineering applications, the statistical properties of 
fracture have also instigated great interest in the statistical physics community over the past few 
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decades. Characterization of these complex transition processes and understanding of the 
underlying principles are the key factors driving this field of research.  
1.2 FRACTAL NATURE OF FRACTURE SURFACES 
Mandelbrot et al. [5] for the first time characterized the experimentally observed fracture 
surfaces of metals as self-affine fractals in 1984. Their work has initiated a new research area 
dealing with the roughness coefficient ( ) of the fracture. It is now confirmed through 
experiments that       (out-of-plane or 3d) [6] is observed, in a material dependent scaling 
domain (~down to    length-scales and high crack propagation speeds) for many ductile as well 
as brittle materials [7]. At smaller length scales (~down to nm) and quasistatic conditions (low 
crack propagation speeds), another   in the range of          is reported which is often 
associated with the fracture process zone (FPZ) [8]. In the case of 2d fracture surface,   is 
obtained to be in the range of         by experiments (mainly on paper samples) [8]. 
The universality of   (at larger length-scales at least) suggests that the fracture surface 
roughening process is governed by a typical physical phenomenon independent of the material 
properties, much like the existence of Kolmogorov scaling in the inertial sub-range of isotropic 
turbulence [9]. Thus, the topic of crack surface roughness has attracted significant attention over 
the last 20 years. 
1.3 STATISTICAL MODELS OF DISORDER 
The continuum based approach to fracture mechanics (like the LEFM) does not account for the 
material disorder, and hence fails to explain the statistical effects observed experimentally as 
mentioned before. The homogenization methods prove to be irrelevant due to the large stress 
concentrations near the crack tips, and remain limited to the dilute damage cases. The Molecular 
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Dynamics (MD) based approach is also used by some researchers to simulate the effect of 
inhomogeneities on the crack propagation at the nano-scale for amorphous materials [10], but is 
limited to the atomistic length scales and very short time scales due to the very nature of MD and 
constraints on the computing resources. 
The discrete lattice modeling approach is particularly advantageous due to the explicit 
representation of disorder and elastic properties of the material. Additionally, failure and yielding 
is easily simulated at the spring level by simply modifying the spring stiffness values. These 
models also introduce a microstructure level length scale which disregards the mesh dependent 
behavior of fracture simulations generally observed in finite element methods. 
Thus, discrete lattice network based approach is widely used by researchers to study disorder-
related effects in fracture mechanics at microscopic and mesoscopic level. 
The statistical physics approach to fracture mechanics in disordered media is usually based on 
numerical simulation of spring/beam lattice model(s) representing disordered elastic medium 
[11]. The network of springs/beams represents an elastic/Cosserat medium and disorder in the 
failure limit is implemented at the spring/beam level.  
The Random Fuse Model (RFM) has comprehensively been studied by researchers over the past 
two decades, after it was first introduced by de Arcangelis et al. [12]. The RFM is just a discrete 
representation of a simple scalar or anti-plane elasticity problem. The spring lattice based 
approach simulates elastic-brittle transition as a quasi-static process, where the time scale of 
crack propagation is negligible compared to the stress redistribution time scale. Availability of 
the advanced computing resources has allowed simulations of larger lattice sizes and simulations 
in 2d or 3d settings, resulting in a better understanding of the physics involved [2]. The lattice 
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models have shown a good agreement with the experimental results and hence stand as an 
important statistical mechanics tool in the study of disordered media. 
A simple modification of RFM allows one to simulate an elastic-perfectly plastic media [13]. 
The yield surface obtained for the disordered perfectly plastic media is also found to be a self-
affine fractal (similar to the crack surface in elastic-brittle case) using PPRFM (anti-plane elasto-
plastic medium) [14] and PPRSM [13] (2d elasto-plastic medium).  
Apart from these studies based on the spring lattice models, the role of material randomness in 
elastic-plastic transition is analyzed by Li et al. [15] for different materials using FEM in 2d as 
well as 3d. In these studies, the evolving set of plastic grains is found to be a plane-filling fractal 
even for weak disorder introduced in the yield limit. Scaling laws are proposed based on the 
order parameters considering fully plastic state as the critical state, relating the stress measures 
and the morphology of the plastic grains (fractal dimension and volume fraction). The fractal 
patterns observed are qualitatively explained by describing elastic-plastic transition as a Markov 
random field (MRF) process analogous to the Ising model on a square lattice leading to 
correlated percolation [16] [17]. 
1.4 MOTIVATION 
As discussed above, the elastic-perfectly plastic and elastic-brittle transitions are widely 
researched topics using spring lattice models in 2d as well as 3d to achieve qualitative and 
quantitative understanding of the physics involved. A further extension of these spring lattice 
models to incorporate the elastic-hardening plastic and elastic-plastic-brittle responses can 
simulate a range of different material responses. Moreover, spring lattice models do not suffer 
from the restrictions put on FEM for the elastic-brittle simulations. Thus, this thesis focuses on 
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modeling a general elastic-plastic-brittle material with a discrete spring lattice to explicitly 
account for material disorder and study the related effects. 
The elastic-plastic part of the model is used to analyze the elastic-perfectly plastic transition 
process as a limiting case of the elastic-plastic hardening transition. The elastic-plastic-brittle 
model also allows investigation of the interplay between the macroscale plasticity and the crack 
formation process, both of which are extensively studied independently in the statistical material 
modeling. Incorporation of plasticity and fracturing results in a very rich model having ability to 
simulate multitude of phenomena observed in brittle as well as ductile materials.  
It should be noted that the model used in this study is fundamentally different than the one 
discussed by Zapperi et al. [18] based on the damage mechanics approach, where conductivity of 
the failed bond is decreased by a factor       and a new random threshold is assigned to 
account for microscopic rearrangements. Reducing the bond conductivity or equivalently spring 
stiffness does not result in elastic-plastic hardening transition, as the proposed model in this 
study does. 
1.5 THESIS OUTLINE 
The formulation and computational aspects of the elastic-plastic-brittle model are discussed in 
section 2. The section 3 focuses on the elastic-plastic transition for materials with different 
plastic hardening coefficient and disorder strengths. Moreover, formation of yield-line in the case 
of elastic-perfectly plastic medium is analyzed in the same setting. In chapter 4, the elastic-brittle 
transition and estimation of roughness coefficient of the final crack is presented. Chapter 5 
discusses the results obtained for elastic-plastic-brittle simulations. The important conclusions 
are summarized in the final section. 
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2 ELASTIC-PLASTIC-BRITTLE SPRING LATTICE 
MODEL 
2.1 ANTI-PLANE ELASTICITY 
Anti-plane elasticity is one the simplest forms of classical elasticity formulations. The 
displacement field of the formulation has the out-of-plane displacement component only: 
                            (1) 
Thus, we have to deal with only the out-of-plane shear components of stress and strain i.e. 
         and          respectively. The constitutive equation of the medium is reduced to the 
following form.  
             (2) 
The governing Lame’s equation then reduces to a Laplace equation in the out-of-plane 
displacement component i.e.        with the appropriate boundary conditions. 
2.2 THE SPRING LATTICE MODEL IN ANTI-PLANE ELASTICITY 
The model discussed in this study is a combination of the elastic-brittle and elastic-perfectly 
plastic random fuse models (RFM) that are extensively used for studying statistical properties of 
fracture [2]. In RFM one solves a set of Kirchhoff’s equations for the current flow which is 
analogous to solving an anti-plane elastic problem. The stress ( ), strain ( ) and local elastic 
modulus ( ) of the anti-plane elastic problem can be mapped into current density ( ), voltage 
drop ( ) and local conductance ( ) of a given fuse in RFM. The formulation discussed in this 
study incorporates the elastic-plastic hardening and elastic unloading responses in addition to 
 7 
 
elastic-brittle and elastic-perfectly plastic responses of the material modeled using RFM 
previously. This feature will allow us to study how localized plastic loading and unloading 
interacts in the elastic-brittle crack propagation. 
Before presenting the model formulation, the process of determining the spring constants that 
ensures correct representation of the elastic domain for given material properties is explained. A 
one-to-one relationship can be established between the spring stiffness values of the lattice 
model and the elasticity tensor of the medium through the energy equivalence principle [11]. The 
energy stored in the unit cell of the lattice is compared with the energy stored in the continuum 
under the uniform strain conditions as follows, 
           
  
 
            
 
 
∑     
  
   
  
     
     
     
                   (3) 
where,         
      
     is the position vector of the nodes which are connected through springs 
to the central node of the unit cell and 
( )bk is the spring constant of the spring indexed as  .    is 
the area under the square unit cell of side length   .    stands for the number of springs per unit 
cell. The general relation between spring constants and the elasticity tensor (     ) is given as 
follows 
      
 
  
∑     
  
   
  
     
     
     
   
 (4) 
For an anti-plane elastic medium the above equation reduces to the following. 
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∑    
  
   
  
     
   
 (5) 
In this study, an 8-spring square lattice model (    ) is used which allows for the second 
nearest neighbor interaction through the diagonal springs, enhancing accuracy of the spring 
lattice approximation. Spring stiffness values of the opposite springs pairs should be the same, to 
preserve the symmetry. A generalized anti-plane elastic medium can be modeled by the 8-spring 
lattice model using the following mapping 
      
    
 
              
    
 
                      
         (6) 
For an isotropic anti-plane elastic medium the mapping is further simplified as             
  and            . This implies that all the axial and diagonal springs should have the same 
spring stiffness value. Although, theoretically, the diagonal springs can have different stiffness 
values than axial springs, in this study we allow diagonal springs to have the same value as the 
axial springs to keep it simple. 
In effect, we can represent an isotropic anti-plane elastic medium using the 8-spring lattice 
model with spring constants calculated from the material properties.  
Now, the evolution rules implemented at the spring level that control the macroscopic material 
behavior are discussed. The elastic-plastic-brittle response of a given spring is bilinear in nature, 
as shown in the Fig. 1. The elastic-plastic transition is modeled by modifying the spring 
constants of the spring and applying appropriate correction forces, when the yielding criterion is 
satisfied by the spring. The correction forces ensure that the desired bilinear response is followed 
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by the springs. The fracture process in elastic-brittle transition is implemented similarly to what 
is done in the RFM model, by removing the springs satisfying the failure criteria.  
The elastic unloading feature of this model is particularly important as the microcracks appearing 
in a macroscopically plasticized domain result in localized loading/unloading, thereby affecting 
the local stress distributions.  
The model is summarized in Fig. 1 and the governing equations as given below. 
Elastic:      
Plastic:     (        )            
                                   
Brittle:                  
Elastic Unloading:                  
 (              )          
                           
(7) 
Where,                 and          are the magnitude of the change in length of a given spring 
when the yield, unloading and failure criteria are satisfied, respectively, by the corresponding 
spring, whereas   is the magnitude of change in length of a given spring at the current loading 
step. The spring stiffnesses before and after yielding are denoted as   and    respectively, which 
correspond to the elastic and plastic tangent moduli of the given material. The yield and failure 
threshold values are defined for each individual spring as in RFM simulations, representing 
quenched disorder.  
The simulation progresses in a way very similar to the quasi-static RFM simulation, while the 
boundary conditions are incremented in small steps. It is assumed that the stress redistribution 
within the system is much faster than the load incrementing rate. After a spring is yielded or 
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failed, the system of equations is solved again to account for local stress redistribution due to 
modified system stiffness. This process is repeated until the lattice falls apart in the case of 
elastic-brittle transition or until the fully plastic state is reached for elastic-plastic transition. 
2.3 COMPUTATIONAL CONSIDERATIONS 
The use of spring lattice simulation in studying statistical response of disordered media was 
restricted in the past due to the high computational costs associated with the large system sizes 
( ). Simulations with larger grid sizes are required to overcome the statistical errors in the results 
and reduce the finite size effects. 
Computational complexity involved in spring lattice simulations is twofold: first, for each failed 
or yielded spring, the global stiffness matrix is modified followed by solving a system of linear 
equations; secondly, due to a large number of realizations required for a given grid size to obtain 
good statistics by ensemble averaging. For elastic-brittle transition, the number of failed springs 
before complete failure of the system scales as ~       . In the elastic-perfectly plastic transition 
systems the number of plasticized springs scales as ~     , because the final stage of the 
transition process is the fully plastic state, where all the springs have yielded. Thus, elastic-
plastic transition simulations are relatively more expensive than the elastic-brittle simulations for 
a given system size. Although, multiple realizations are not required for the elastic-plastic 
hardening case as the final state for all realizations is the same for sufficiently large system size. 
Multiple realizations are required for elastic-brittle and elastic–perfectly plastic cases as the 
crack and yield line morphologies vary from realization to realization. 
It is shown by Nukala et al. [19] that the sparse multiple-rank (rank- ) Cholesky 
update/downdate algorithm originally proposed by Davis and Hager [20] [21] is well suited for 
simulating fracture using large lattice networks. The energy based iterative solvers, like the 
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Fourier accelerated conjugate gradient method, suffer from the critical slowdown as the system 
stiffness matrix approaches singularity near the macroscopic failure point. The critical slowdown 
is associated with the large number of iterations required to achieve the desired accuracy as the 
condition number of the stiffness matrix increases rapidly when the system approaches the 
macroscopic failure point,. Thus, in this study, the sparse implementation of the rank-  Cholesky 
downdate algorithm is used.  
The Cholesky factorization of any symmetric, positive definite matrix   is given as 
       ̃  ̃  (8) 
where,   and  ̃ are lower triangular matrices and   is a diagonal matrix. The global stiffness 
matrix of the lattice is symmetric and positive definite, enabling its Cholesky factorization. The 
Cholesky factorization reduces the computational complexity by converting a set of linear 
equations into a simple back substitution problem, thus significantly increasing the solution 
speed. 
Let the global stiffness matrix be modified from    to      after the  
   spring is failed. The 
new stiffness matrix is given as 
           
      
where   is the stiffness of the broken spring and 
  [        ]       
In the rank-1 Cholesky update/downdate algorithm, instead of modifying the stiffness matrix, an 
updated version      of the Cholesky factorization is directly obtained. Using the sparse 
 12 
 
implementation as given by Davis and Hager [21], the complexity of the updating process is 
merely proportional to the number of non-zero elements in   . The actual Cholesky factorization 
is thus performed only at the initial stage of the simulation and rank-1 downdating operation is 
performed whenever a spring is failed, significantly improving the simulation speed. 
For this study, the simulations are performed in Matlab (MathWorks Inc.). Further improvement 
in performance is anticipated if faster languages such as FORTRAN or C are used. The 
maximum lattice size simulated in the current study based on Matlab is L=256. 
The simulations are performed using the parallel computing resources provided as part of the 
Taub cluster by Computational Science and Engineering Program at the University of Illinois. 









3 ELASTIC-PLASTIC TRANSITION 
The random fuse network (RFM) is widely used to study the statistical properties of fracture in 
disordered media. Such spring lattice based models allow one to analyze material disorder driven 
variations in the fracture strength and crack roughness profiles. A simple modification of the 
evolution rule can be used to model elastic-perfectly plastic transition in a heterogeneous 
medium. The perfectly plastic random fuse model (PPRFM) is used to study statistical properties 
of the transition process and also to measure the surface roughness of the yield line formed [14]. 
PPRFM is a simple scalar representation of the elastic-perfectly plastic medium, while a 
vectorial representation is achieved by using perfectly plastic random spring model (PPRSM) 
[13]. The elastic-plastic-brittle model proposed in the previous section allows a more generalized 
treatment of the elastic-perfectly plastic transitions. 
In this section, an anti-plane elastic-plastic transition is analyzed using the spring lattice model 
presented in section 2.2. In this model, the elastic-perfectly plastic response can be obtained as a 
limiting case, where the plastic modulus of the material drops down to zero after yielding i.e. 
      , where    is the tangent modulus of the plastic regime. The goal of this study is to 
analyze effects of the      and strength of randomness on the response of the material in anti-
plane elastic domain, as two noticeably different behaviors are observed for plastic hardening 
and perfectly plastic responses in disordered media. 
3.1 RANDOM MATERIAL  
A random heterogeneous material is represented as a set               . Where,      is 
the sample medium and   indicates a specific deterministic realization from the sample space  
[1]. Spatial randomness is introduced through the material properties of the medium. For 
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example, the yield stress (  ) of the springs are randomly distributed based on the probability 
distribution      . In this discussion we take up uniform distribution about the mean yield stress 
(  
    ) of the lattice. While, power-law type distributions are also discussed in the later 
sections. 
This discussion is focused on the linear elastic-plastic materials. As shown in section 2.2, the 
constitutive response at the spring level is bilinear, with a kink at the elastic-plastic transition. In 
anti-plane elastic setting the elastic-plastic response (flow rule) follows these equations at the 
grain level 
               , when      or      and       
          
     
 
 , when      and       
(11) 
Here     is the plastic strain increment and      
 
 represents the hardening modulus of the 
material. The Tresca criterion is used to define the yield function (  ) 
                   (12) 
where    is the yield stress in shear of the given grain. 
Our simulations focus on isotropic materials so that, we have               and       
       . Similarly,      
       
    and      
       
    . The elastic modulus ( ) and 
plastic hardening modulus (  ) are given as 
          




where   is Poisson’s ratio. 
The tangent modulus (  ) of the material is given as              , and the two limiting 
cases of elastic-plastic transition are 
(1) Plastic hardening:       , or equivalently         and  
(2) Perfectly plastic:            . 
Study of the elastic-plastic transitions in these two extreme limits is presented after the important 
discussion on the representative volume element (RVE) size in the next section. 
3.2 HILL-MANDEL CONDITION 
The Hill-Mandel condition for linear elastic materials generates three sets of boundary conditions 
for homogenized response of the material such that the effective responses defined energetically 
and mechanically are equivalent i.e.    ̅̅ ̅̅̅   ̅   ̅[22]. These boundary conditions are: 
( ) Uniform displacement boundary condition (Kinematic) 
                   (14) 
(  ) Uniform traction boundary condition (Static) 
                 (15) 
(   ) Mixed orthogonal boundary condition 
                             (16) 
Here,    and    are constant strain and stress values that are used to calculate displacements ( ) 
and traction ( ) acting on the boundary of the domain      The Hill-Mandel analysis for linear 
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elastic materials also holds for plastic material behavior in the incremental setting [1]. The Hill-
Mandel boundary conditions when applied on a heterogeneous medium will generate equivalent 
responses if the sample length scale is large enough i.e. the RVE response will be achieved. The 
simulations performed next check whether the RVE response is obtained for       (the 
largest lattice size considered in this study). 
3.3 SIMULATION SETUP 
A comparison study is conducted by applying different Hill-Mandel boundary conditions on a 
desired domain size of          where the randomness in the material properties is 
implemented at the spring level. Each spring has a constant elasticity modulus ( ), plasticity 
modulus (  ) and Poison’s ration ( ). The randomness is introduced through the yield strength 
value (  ) of the spring in the spatial domain. The    value is chosen from a uniform probability 
distribution about the mean yield strength value (  ̅). For the Hill-Mandel boundary conditions 
comparison study, a uniform distribution within      of the average value   ̅ is considered. 
The effects of different levels of randomness on the response of the system are discussed in the 
later sections. 
The material constants considered for this study are as follows. 
                         ̅                 (17) 
The problem definition is completed with two sets of boundary conditions based on the Hill-
Mandel boundary conditions given as, 
Kinematic :         
 
     (18) 
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Static :         
 
    . 
The evolution of plasticity is obtained by tracking the yielding spring locations. Four images in 
Fig. 2 show plasticity evolution for some intermediate steps of loading during the elastic-plastic 
transition process. The fractal nature of these plastic sets is verified by using the box-counting 
method [23]. The number of boxes (  ) of size ( ) required to cover the set of plastic grains are 
calculated for deceasing values of  . The fractal dimension ( ) of the set is theoretically defined 
according to the box-counting method as, 
      
   
      
     
 (19) 
But for practical purposes, we calculate   by fitting a straight line for    calculated at different 
box sizes   on a log-log scale. The fractal dimension calculations for the four images shown in 
Fig. 2 by the box-counting method are given in Fig. 3. Just as it was shown for 2d [24] and 3d 
[15] domains, the evolving set of plastic grains is found to be a fractal in the anti-plane elastic 
setting also. 
Now, the overall responses of the system under two different boundary conditions in Eq. (18) are 
compared (Fig. 4). The closely matching responses for Hill-Mandel boundary conditions imply 
that we have reached the RVE size with          grid size. The parametric study conducted 
with this grid size to study the effects of different material properties on the elastic-plastic 
response is presented in section 3.5. 
3.4 ORDER PARAMETERS AND SCALING COEFFICIENTS 
The elastic-plastic hardening transition in random media is extensively analyzed in 2d and 3d by 
Li et al. using large scale FEM simulations [15] [16] [24]. In the FEM simulations, it is observed 
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that the plastic hardening ratio (    ) and the amount of randomness around the mean yield 
strength are the key parameters defining the nature of the evolution of set of plastic grains. It is 
also shown that the elastic-plastic transition for different material constants can be represented 
conveniently through power scaling laws defined for three reduced order variables, namely the 
reduced von-Mises stress ( ), reduced plastic volume fraction ( ) and reduced fractal dimension 
( ) defined as below [15]. 
  
         
  
   
      
      
   
 
  
   
  
 
  ̅   ̅ 
       
  




The order parameters     and   are defined such that their value decreases from 1 (for fully 
elastic state) to 0 (for fully plastic state) in the course of elastic-plastic transition process, similar 
to scaling variables defined for phase transition processes in condensed matter physics. The 
critical point in elastic-plastic transitions is the fully plastic state of the domain [15]. 
Reduced stress ( ) quantifies the mechanical response while reduced fractal dimension ( ) and 
reduced volume fraction ( ) quantifies the geometrical information about the evolving set of 
plastic grains. The scaling functions (Eq. (21)) correlate the stress-strain representation of elastic-
plastic transition with parameter   and geometry of the evolving plastic grains with parameters   
and  . 
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(21) 
The scaling functions are observed to be universal regardless of the specific values of the 
materials constants for 2d and 3d domains under pure shear loading as the fully plastic critical 
state is approached. The power indices      and   are thus the critical exponents of the elastic-
plastic transition. The reduced order parameters (    and  ) are used to study the elastic-plastic 
transition in anti-plane elastic medium in the next section. 
3.5 RESULTS 
3.5.1 Effect of plastic hardening ratio 
For plastic hardening case, the evolving set of plastic grains is a plane filling fractal with fractal 
dimension approaching the value 2 for fully plastic state. However, for the perfectly plastic case, 
a yield line is formed before the whole domain is plasticized causing the material to flow [13]. 
Clearly, there are two markedly different behaviors in elastic-plastic transition defined by the 
two extreme behaviors:        and       . To address this issue, a parametric study is 
conducted for materials with different      values and fixed amount of disorder in the yield 
limit of grains. The responses will be analyzed in terms of the reduced variables  ,   and   as 
defined in the previous section. The values of      chosen to conduct this parametric study are 
0.8, 0.4, 0.1, 0.05 and 0 (perfectly plastic) for uniform randomness of      about the mean 
yield strength. The simulations are performed on a square lattice of size       with uniform 
kinematic boundary condition defined by Eq. (18). Material constant values used are as given in 
Eq. (17). The results obtained are discussed next.  
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The normalized average stress variation with average plastic strain is presented in Fig. 5. All the 
macroscopic responses can be observed to approach the response of the homogeneous non-
random material with increasing loading. In all the cases with different      values except the 
perfectly plastic one, the common trend of a smooth transition from a completely elastic to a 
completely plastic state is observed. For perfectly plastic case, the lattice tends to flow i.e. form a 
macroscopic yield line for stresses less than the average yield stress of the distribution. 
For cases with nearly perfectly plastic response (      ) the plastic transition seems to be 
significantly slower compared to the other cases with higher      values. The smooth transition 
is a direct outcome of the randomness present in the yielding limit of the material. For a material 
with no randomness present in the yield limit, the transition is sudden with a kink at the yield 
stress value. 
The volume fraction of the evolving plastic set is calculated using the fraction of springs that 
have reached the yielding limit for each loading step. The reduced volume fraction ( ) is plotted 
against the average reduced stress ( ) in Fig. 6. The slowing down of the elastic-plastic transition 
process for lower      values can be observed as the curves tends to peel off with 
decreasing      values. 
Apart from the volume fraction of the evolving plastic set, its fractal dimension D is also of 
primary interest as it is a qualitative as well as quantitative measure of the morphology of the 
plasticized grains and  carries the information about the structural complexity of the evolving set 
of plastic grains. D is calculated using the box-counting method from the binary image generated 
using the locations of the yielded springs at each step. As D approaches the value 2 the fully 
plastic state is reached. The variation of a reduced fractal dimension ( ) with average reduced 
stress ( )  and reduced volume fraction ( ) is given in Figs. 7 and 8, respectively. 
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In Fig. 7, a reasonable collapse of different      responses suggests that though the volume 
fractions at different loading stages are noticeably different (Fig. 6), fractal dimension remains 
more or less the same. Figure 8 also supports this observation as same fractal dimension can be 
observed although the volume fractions for different      curves are different. 
The definition of the reduced stress ( ) order parameter is based on the observation that response 
of the random material approaches the response of the homogeneous material with the mean 
yield stress (  ) asymptotically with increasing loading. Theoretically,   should go to zero as the 
fully plastic state is achieved. But for the perfectly-plastic case,   does not go to zero as the 
lattice starts to flow at stresses lower than the mean yield stress of the lattice. Moreover, for 
probability distributions of the yield stresses other than the uniform distribution (for example 
power law) and higher disorder strength cases,   does not go to exact zero value after the system 
has reached the fully plastic state. Thus, we introduce another order parameter called reduced 
tangent modulus (  ) that is based on the instantaneous tangent modulus (  ) of the system, 
defined as following. 
   
     
    
 (22) 
For the completely elastic state,      as     , and for the fully plastic state,      
as      ;    is the plastic tangent modulus of the system. Thus, the elastic-plastic transition is 
reflected as    varies smoothly from 1 to 0. The main advantage of defining    is that it is 
independent of the mean yield stress value of the system and approaches exact zero value even 
for different types of disorder distributions. 
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For the same simulation, we now plot the reduced volume fraction ( ) against the reduced 
tangent modulus (  ) in Fig. 9. The behavior of elastic-plastic transition for different      
values can be clearly understood based on this diagram. For the limit       , the response 
approaches the straight line      (shown as dotted red line in Fig. 9). Slowing down of the 
transition process is observed as       . For the perfectly plastic case, the transition is 
finished for a non-zero value of   showing macroscopic yielding before reaching the fully plastic 
state (   ). The reasons behind slowing down of elastic-plastic transition in the anti-plane 
spring lattice model are discussed in the section 3.6. 
3.5.2 Effect of strength of disorder 
The elastic-plastic transition is also affected by the strength of disorder present in the material. 
The disorder strength can be increased by broadening the probability distribution       about the 
mean yield stress. We study the effect of disorder strength, first using a uniform probability 
distribution followed by a study based on a power-law type distribution. 
3.5.2.1 Uniform probability distribution 
A parametric study is conducted for different ranges of uniform probability distributions around 
the mean,           and     . The aim is to qualitatively analyze the effect of strength of 
disorder. 
The effect of disorder strength is analyzed in the reduced volume fraction ( ) and reduced 
tangent modulus (  ) order parameter space. Elastic-plastic responses for different disorder 
strengths and range of      values are plotted in Fig. 10. The effect of disorder strength can be 
observed to be substantial only for        cases. For       , the effect of disorder 
strength is negligible as the responses tend to collapse on a single curve. 
3.5.2.2 Power-law probability distribution 
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The uniform probability distributions used above does not have a tail towards zero strength 
which characterizes presence of very weak zones in the material. The tails of the strength 
distribution do play a key role in elastic-brittle transitions, as the microcracks are nucleated from 
the very weak sites. However, elastic-plastic transition is not as sensitive as elastic-brittle 
transition to the presence of very weak zone due to absence of stress concentration near the 
yielded zones. Nevertheless, effect of disorder strength is also analyzed by using a power-law 
type probability distribution of the yield strength, for the sake of completeness. 
The power-law probability distribution function   
  
  
     is obtained by assigning 
  
  
     
 , 
where   [   ] is a random variable chosen from a uniform distribution        and  controls 
the strength of the disorder. The smaller   is, the weaker is the disorder with respect to the 
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 . The effect of strength of disorder is performed by taking   as a 
parameter with values 0.1, 0.5 and 1 ranging from weak to strong disorder in the given order.  
The cumulative distribution functions for different  values are shown in Fig. 11. 
The elastic-plastic responses for different disorder strengths for different       values are 
plotted in the      parameter space in Fig. 12. It is observed that the effect of disorder strength 
is minimal for       , while for         further slowing down of the elastic-plastic 
transition is realized. 
Thus, effect of disorder strength studied using two different distributions point towards a similar 
trend as the one observed with uniform distributions in the previous section. We discuss the 




3.6.1 Shear band formation 
The parametric studies conducted in the previous section highlight the differences in the 
responses of the perfectly plastic (      ) and elastic hardening plastic (      ) response. 
The slower elastic-plastic transition seen for random materials with        can be attributed 
to strain localization due to weak post-yielding response of the material. 
The normalized effective strain contour plots for different cases for same volume fraction are 
shown in Fig. 13. Localized strain bands are noticeable and their strength increases as      
approaches 0. The formation of localized strain bands leading to non-uniform strain distribution 
is responsible for effective slowing down the elastic-plastic transition at the macroscopic level. 
For a material with high      value, stress carrying capacity of the yielded grains is comparable 
to that of the elastic grains. Hence, yielding of grains minimally affects the neighboring grains. 
The macroscopic elastic-plastic transition process progresses simply with spatially uncorrelated 
yielding without any hindrance. 
Conversely, for a material with low      value, stress carrying capacity of the yielded grain is 
considerably lower than the elastic grains. Although, no stress concentration near the yielded 
grain is observed like in the elastic-brittle case, where the spring forces suddenly drop to zero 
after reaching the yield threshold value. As shown in Barai et al. [13] the plastic forces in elastic-
plastic transitions tend to relieve the stress concentrations near the yielded springs and no 
localized damage is observed. But, strain localization at the shear bands tends to lower the strains 




For the perfectly plastic case i.e.        , one of the shear bands eventually forms a yield line 
separating the lattice into two halves. The out-of-plane displacements for the perfectly plastic 
case are plotted in Fig. 14, clearly showing the formation of macroscopic yield surface along 
with other shear bands scattered more or less uniformly over the entire domain.  
Next, coming to effect of disorder strength, it comes into picture only for       . For higher 
disorder strength, the presence of very low yield strength springs leads to early development of 
the shear bands during the transition process leading to further slowing down of the transition. 
But for       , the effect of disorder strength is almost negligible due to weak nature of the 
shear bands formed. 
3.6.2 Absence of localization 
It is shown using the PPRFM [14] and PPRSM [13] that for elastic-perfectly plastic transitions, 
the yield-line formation phenomena is very different than the crack formation observed in 
elastic-brittle transition simulated using RFM [2].  
In RFM (elastic-brittle transition), crack formation is controlled by the competition between 
material disorder and stress concentrations near the micro-cracks. As the peak load is reached, 
the damage is observed to be localized leading to formation of the final crack. After the initial 
distribution of the spatially uncorrelated micro-cracks, stress concentration and interaction of the 
micro-cracks dominates the disorder, driving the system to a macro-scale failure. 
In PPRFM on the other hand, no such localized damage near the yield line is observed even close 
to the perfectly plastic transition point. In PPRFM, perfect plasticity is implemented by removing 
the spring satisfying the yielding criteria from the network and plastic forces are applied at the 
nodes that smoothen out the possible stress concentrations. Hence, the cumulative yielding is not 
localized and yield line formation process is dominated by the disorder within the material. The 
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histograms of X-ordinates of the yielded spring locations for six cumulative fractions of failed 
springs at increasing loading stages shown in Fig. 15 also indicates absence of localized yielding 
even at the peak load, for a typical elastic-perfectly plastic simulation. 
The absence of yield localization even for elastic-perfectly plastic domain can be justified 
qualitatively based on the presence of many shear bands within the whole domain (as observed 
in Fig. 14) during the transitions. The localization would have been captured by the histograms 
in Fig. 15, if only one dominant shear band formation would have led to the final failure; much 
like the single macroscopic crack formation by coalescence and interaction of micro-cracks in 
elastic-brittle simulations. As this is not the case, no localization is observed.  
3.6.3 Elastic-plastic transition and percolation 
The elastic-perfectly plastic transition process is compared with the percolation problem with 
infinite disorder based on the PPRSM simulations by Barai et al. [13]. The connection between 
elastic-plastic transition and percolation is also discussed by Li et al. [24] based on the FEM 
simulations of random media in 2d. In their paper, the presence of fractal patterns in elastic-
plastic transition of random materials is explained based the Markov random field (MRF) 
description of the elastic-plastic transition process. It is also inferred by the authors that the 
elastic-plastic transition process is analogous to the Ising model and can be characterized by the 
correlated percolation problem. Although, the reference to percolation is made only to explain 
the fractal patterns observed. In the following discussion we investigate this issue further. 
Let us consider the limiting case        of the elastic-plastic transition first. As explained 
before, for this case the strain localization is minimal and strain distribution within the domain is 
more or less uniform during the transition process. In other words, the effect of neighbors on the 
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transition at the given site is negligible. The elastic/plastic transition at each grain is thus 
governed by the external loading and is independent of its neighborhood.  
In simple percolation on a 2d square lattice, one selects random sites within the domain with 
probability  . If the selected sites are considered to be equivalent to the grains turning plastic 
with increasing macroscopic loading, elastic-plastic transition (in the limit       ) is 
analogous to increasing the probability   in the uncorrelated percolation problem. Thus, the 
elastic-plastic transition for        can be mapped exactly onto a simple uncorrelated 
percolation (Bernoulli percolation) problem, appearing as a straight line     in Fig. 9. 
For        and, especially, for       , the interactions with the surrounding grains affect 
the elastic-plastic transition at a given site. Formation of shear bands shields other unyielded 
grains and delays their transition. The distribution of strain is non-uniform and highly localized 
for        as shown in Fig. 13. In the     
  order parameter space, we observe a deviation 
from the straight line      (Fig. 9), clearly indicating slower elastic-plastic transition with 
decreasing     . Thus, the elastic-plastic transition becomes much more complex due to strong 
interactions with the neighborhood for        , leading to a correlated percolation type 
behavior. 
Based on these observations we can make some comments on the nature of the Markov random 
field for elastic-plastic transitions, reproducing the mathematical terminology presented by Li et 
al. [24]. 
A binary random variable   is defined to describe elastic ( )/plastic ( ) state of a given spring, 
  {
                     




where    denotes the yield function for the given spring. The randomness in    is a direct result 
of the random distribution of yield thresholds on the 2d lattice               , where   is 
the lattice spacing and    are integers from 1 to  defining the lattice size. 
Now, for a given macroscopic uniform boundary conditions, either kinematic (  ) or static (   ) 
and a particular realization     the elastic/plastic state of the entire lattice is given as      
 . While the state at a specific location   is given as     . 
According to Ref. [24], the Markov property of the elastic-plastic transition process is based on 
the observation that the conditional probability of the spring at the location   being plastic for 
given loading and material parameters depends only on its nearest neighborhood  . Following 
argument defines   as a Markov random field. 
        |               |           (24) 
If the nearest neighbors are chosen as the adjacent grains only on the square grid, the formulation 
becomes analogous to the Ising model on a square lattice. 
Let us analyze Eq. (24) in light of the observations made for different      ratios. For      
  we observe that interactions with the neighborhood are minimal and elastic plastic transition is 
governed only by the external loading, leading to an uncorrelated percolation type behavior. 
Thus, The case of        is equivalent to the behavior of the system in the presence of 
external magnetization and absence of neighborhood interactions in the Ising model. The 
Markov property in this limit reduces to the following. 
        |                                   (25) 
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Whereas, for        there exist strong and complex interaction even beyond    as shear band 
formation within the whole domain affects the transition at  . Thus in Eq. (24), neighborhood   
can be much larger than the nearest neighbors due to presence of long-range elastic interactions 
for       . 
We can also comment about the nature of interactions based on the      values. For        
interactions are very weak as stated before. For       , the interactions are repulsive in 
nature as yielding of the neighboring grains tend to slower the transition at   with increasing 
external loads.  
Thus, the MRF description of the elastic-plastic transition process is based on the external 
loading and the plastic hardening ratio that defines the nature of interactions within the domain. 
Nevertheless, the explicit mathematical representation of the MRF or the equivalent Gibbs 
random field is out of the scope of this study. 
To summarize, elastic-plastic transition in general is very different compared to elastic-brittle 
transition due to absence of stress concentration near the yielded springs. Localized damage 
accumulation is not observed in elastic-plastic transition because of the same reason. However, 
for lower      values the elastic-plastic transition is comparatively slower due to strain 
localization resulting in shear band formation. For very low      values, transition to fully 
plastic state slows down critically. The extreme limit of which is obtained for perfectly plastic 
materials (      ), where the yield line dividing the domain in two parts is formed from a 
strain localized zone. For        the elastic-plastic transition resembles uncorrelated 
percolation characterized by weak interactions, while as       , correlated percolation 








Figure 2: (a)-(d): Evolution of set of plastic grains (black) for increasing kinematic boundary condition applied on a 
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Figure 5: Normalized average stress plotted against the average plastic strain for different ET/E values. The responses of 




















Figure 9: Reduced volume fraction (v) plotted against the reduced tangent modulus (eT) for different ET/E values. The red 





Figure 10: Reduced volume fraction (v) plotted against the reduced tangent modulus (eT) for increasing amount of 





Figure 11: Power-law cumulative distribution functions for D=0.1, 0.5 and 1. With increasing value of D, the width of the 





Figure 12: Reduced volume fraction (v) plotted against the reduced tangent modulus (eT) for different D values for range 
of ET/E values 0.8, 0.4, 0.2, 0.1 and 0. The red dashed line represents v=e





Figure 13: Normalized strain contour plots for ET/E values (a) 0.8 (b) 0.4 (c) 0.1 (d) 0.05 and (e) 0 (perfectly plastic). Shear 





Figure 14: Out-of-plane displacements for the elastic-perfectly plastic transition showing formation of shear bands and 





Figure 15: Histograms showing distribution X-ordinates of the yielded springs in the typical elastic-perfectly plastic 
simulation for L=256 at 6 incremental fractions of yielded springs. Localization of the damage is not observed even for the 




4 ELASTIC-BRITTLE TRANSITION 
The elastic-brittle transition is extensively studied by researchers over the past few decades using 
statistical models of fracture like RFM, RSM and random beam model in 2d as well as in 3d [2]. 
The advancements in computer hardware and development of efficient algorithms have made it 
possible to simulate larger and larger sized systems over the years. RFM represents scalar model 
of elasticity i.e. anti-plane elasticity. Other models such as the random spring model (RSM) or 
random beam model are used to simulate two dimensional elastic medium or a more generalized 
Cosserat medium respectively. Various problems in disordered media like strength variation with 
sample size, estimation of the roughness coefficient of the self-affine cracks etc. are successfully 
addressed using these models. It is shown by Nukala et al. [25] that the statistics obtained from 
RSM or random beam model for elastic-brittle transition are very similar to the ones obtained 
using the RFM model. Thus, RFM is considered as the representative model to study statistical 
properties of the elastic-brittle transition. 
In this section, the elastic-brittle transition is simulated using the anti-plane elastic spring lattice 
model described in the section 2.2. Understanding the crack formation process, origin of crack 
roughness and comparison of the crack roughness measurements with the ones available in the 
literature are the key objectives. 
4.1 SIMULATION SETUP 
The 8-spring lattice model for anti-plane elasticity is used. The bond strength ( ) is defined as the 
maximum strain the spring can sustain (For RFM,   is equivalent to the maximum current a fuse 
can take before burning out). Bond strength is assigned to all the bonds in the lattice from a 
distribution      between [      ]. Monotonically increasing displacement boundary conditions 
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are applied on the vertical faces of the lattice, while the horizontal faces are left free. At each 
loading step, a spring having the maximum value of              is removed from the lattice 
and the modified system of linear equations is solved again to allow stress redistribution. The 
removal process at a given loading step is continued until all possible springs are failed or the 
macroscopic failure with sudden drop in load carrying capacity is observed.  
The key factors governing the crack formation process are the strength of disorder and stress 
concentration zones near the microcracks. For weak disorder, stress concentration dominates the 
disorder in the initial stages leading to formation of a crack. Hence, no diffusive damage is 
observed. Whereas for strong disorder, disorder initially dominates over the stress concentrations 
leading to initial distribution of spatially uncorrelated cracks. The final crack is formed only 
when the peak load is reached leading to system failure. 
4.2 DIFFUSIVE FRACTURE AND BRITTLE FRACTURE 
Kahng et al. [26] have demonstrated using the electrical breakdown process in RFM that the 
elastic-brittle transition depends on two factors: the amount of disorder and the length scale of 
the medium under consideration. The schematic phase diagram of the elastic-brittle transition 
suggested in Ref. [26] is shown in Fig. 16. The strength of disorder is controlled by the factor   
such that      is a uniform distribution between [           ]     . Thus,     
corresponds to maximum disorder i.e. a uniform distribution between [       ]  
Two fundamentally different crack formation trends observed are termed as diffusive fracture 
(ductile fracture in Ref. [26]) and brittle fracture. The diffusive fracture is characterized by the 
appearance of spatially uncorrelated microcracks prior to the final catastrophic failure, which is 
observed generally for the systems with strong disorder. For systems with weak disorder, brittle 
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fracture is observed. In brittle fracture, the weakest element within the domain dominates the 
final crack formation process. Crack nucleates from the weakest element and proceeds in the 
span-wise direction due to high stress concentration near the crack tip, leading to final failure. 
The main idea proposed by the authors in the phase diagram (Fig. 16) is that for a given length 
scale ( ), there exists a critical level of disorder for which transition from brittle to diffusive 
fracture behavior is observed for increasing disorder strength. Whereas, for a fixed disorder 
strength ( ) the brittle fracturing is observed for increasing macroscopic length scale (  , except 
for     which according to the authors [26] approaches the percolation limit as    . 
It is observed by Kahng et al. [26] that the number of broken bonds for the failure is proportional 
to   for    . While in the case of    , the number of broken bonds increases faster than the 
system size  . Brittle fracture corresponds to the case of minimal disorder where the weak bond 
initially broken drives the system to failure. Thus, number of broken bonds scale as  . While for 
strong disorder, the scaling observed is          . Hansen et al. [9] have explained this difference 
by using the idea of ‘scale-invariant disorder’. The authors in [9] have proposed that the scaling 
properties in the elastic-brittle breakdown processes depend essentially on two numbers 
characterizing strength distribution of the bonds near 0 and  . Next section explores this idea of 
‘scale-invariant disorder’ in further details. 
4.3 SCALE-INVARIANT DISORDER  
The topic of insensitivity of the scaling behavior to the strength of disorder observed in a range 
of breakdown systems (similar to elastic-brittle transition) is addressed by Hansen et al. [9]. The 
probability distribution (    ) from which the bond threshold values ( ) are drawn from, is shown 
to be the controlling factor affecting the scaling properties of the system. The analysis is based 
on the understanding that macroscopic failure process is affected by very weak as well as very 
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strong bonds present in the lattice. Thus, the tails of the distribution close to   and   are 
concluded to be the key factors affecting the effective response, in Ref. [9]. The conclusion is 
based on the following arguments: 
The threshold distribution is supposed to be bounded between        . Then, based on 
extreme statistics, estimates of weakest (     ) and strongest (     ) bonds among the bonds of 
lattice size   is calculated as, 
∫        ∫       
  
     
 





where,                and                such that both       and       go to zero 
as    . Thus, 
         
     
                (27) 
and 
         
     
                (28) 
Therefore, without having     or     in the distribution     , the threshold distribution turns 
out to be of the no-disorder type in the limit    . Thereafter, the critical distributions near 0 
and  are characterized with following limits for a given     . 
   
     
(
          
     
)        (29) 
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In this study, we study a simple uniform distribution (         [   ]) for which      and 
       [9]. Inclusion of     in the distribution makes it a scale-invariant disorder, 
accounting for the effect of very weak sites. 
The simulation results based on such distributions are presented after short discussions on the 
importance of fracture surface roughness and methods to estimate the roughness coefficient that 
are employed in this study. 
4.4 FRACTURE SURFACE ROUGHNESS 
The experiments performed on several ductile as well as brittle materials have confirmed that the 
fracture surfaces are self-affine fractals in nature. For 3d fracture surfaces, out-of-plane 
roughness coefficient ( ) of ~0.8 is generally observed. While the experiments performed in 2d 
(for e.g. paper) have shown roughness coefficient in the range ~0.6-0.7 [8]. 
To complement the experimental results, many researchers have attempted to numerically predict 
  using the statistical models of fractures like RFM [27] [28] and RBM [29]. The numerically 
predicted values have shown good agreement with the experiments and have improved the 
understanding of the origin of the crack roughness. 
The understanding of diffuse fracture process using RFM/RSM/RBM with uniform or power law 
disorder suggests that, damage accumulation upto the peak loads is spatially uncorrelated [28]. 
The formation of final crack through spatially correlated damage occurs only at the peak load for 
mediums with strong as well as weak disorder. This leads us to the inference that the self-affine 
nature of the cracks should be independent of the disorder strength. It is shown by Nukala et al. 
[30] using RFM with power law disorder in the breaking threshold of the springs, that   of the 
crack surface formed is independent of the strength of disorder. The authors of Ref. [30] have 
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also conclude based on the RFM simulation results for different sizes of pre-existing notches that 
crack roughness does not depend on the size of fracture process zone (FPZ), but only on the 
presence or absence of FPZ. 
Independence of crack roughness on material properties or disorder strength points towards the 
universal nature of the fracture formation process and hence is important from theoretical as well 
as industrial perspective. Before presenting the simulation results, different methods used for 
crack roughness estimation are discussed in the following section. 
4.5 CRACK ROUGHNESS COEFFICIENT ESTIMATION 
Various methods are available for calculating   of the self-affine profiles, for e.g. rescaled range 
method, covariance method, power spectrum method, wavelet transform method, first-return 
probability method, box-counting method etc. [31] [32]. Reliable and accurate estimation of the 
roughness coefficient requires long crack profiles with large number of data points and high 
spatial resolution. But in numerical simulation based studies, such long profiles are not available 
in general due to the restrictions put on the system size   by the limited computational resources. 
Some of the methods mentioned above are compared on the basis of reliability, accuracy and 
precision in Ref. [32] specifically for finite sized profiles. The authors have concluded that 
frequency response based methods, covariance and rescaled range should be preferred in the 
mentioned order. Box-counting is not recommended by the authors for    estimation.  
Self-affinity of the surface or set of points is characterized using the crack roughness coefficient 
( ) or Hurst coefficient. A self-affine set of points         remains statistically invariant under 
an affine transformation given as follows. 
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In this study,   is estimated using two methods, covariance method [31] [32] and power 
spectrum method [31].  
4.5.1 Covariance method 
The crack profile obtained of size   is divided in to   number of bands, indexed according to the 
first element of the corresponding band,  . The standard deviation (     ) is calculated for each 
band   and averaged over the bands of same size, 
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 (31) 
Where,    is number of bands of size  . 
For self-affine profiles we have,       . Then   can be estimated by a best-fit line on a log-
log plot of      vs.  . 
4.5.2 Power spectrum method 
The power spectrum of the single-valued crack profile      is given as, 
      ̂    ̂       (32) 
where, 
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For self-affine profile      the power spectrum decays as              . Thus, slope of the 
best-fit line on a log-log power spectrum plot is used to estimate   in the method. 
4.6 RESULTS AND DISCUSSION 
Elastic-brittle simulations are performed using the 8-spring lattice model. The disorder 
introduced in the failure strength of the springs follows a uniform distribution between [      ]. 
Typical stress-strain response of the system is given in Fig. 17. The signature of accumulate 
damage is apparent in the non-linearity as the macroscopic failure peak load is approached. The 
damage accumulation with increasing loading can be observed in Fig. 18, where failed springs at 
different loading stages are plotted. Damage localization is observed only in the late stages of the 
loading near the peak load region. The distribution of the failed springs is spatially uncorrelated 
and uniform upto the peak load. 
To observe the damage localization more clearly, the X-ordinates of the failed springs are plotted 
in a histogram at 6 incremental fractions of failed springs (Fig. 19). For first 5 fractions of the 
failed springs, the distribution of X-ordinates of the failed springs is more or less uniform and no 
localization is perceptible. But, for the last fraction of failed springs, we observe strong 
localization of failed springs near the final crack formation zone, leading to final failure. Thus, it 
is clear that the final crack surface is created only in the final stages of loading, by establishing 
spatial correlations resulting in the damage localization. 
Every simulation performed resulted in formation of a single crack that separates the elastic 
domain in two parts. The crack is extracted as the interface formed between the two separated 
halves of the initially intact domain. The development of the crack can be clearly observed in 3d 
displacements plots, showing the out-of-plane displacement of each node at the different loading 
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stages (Fig. 20). A single valued crack profile (    ) is obtained by imposing solid-on-solid 
projection to remove any dangling ends in the crack profile. 
A large number of realizations ( ) for every domain size are simulated to minimize the statistical 
error. The estimation of   using covariance method and power spectrum method for   
                                and            are shown in Figs. 21 and 
22 respectively. The value of        is estimated from both the methods. Moreover, the 
estimated value is in good agreement with the one obtained using RFM by Zapperi et al. [28]. 
The anomalous scaling observed for RFM based simulations observed in Ref. [28] is also 
observed in our simulations i.e. global roughness coefficient (       ) scaling with the sample 
length ( ) is greater than the local roughness coefficient ( ). It is believed that the anomalous 
scaling is an artifact of overhangs and jumps in the crack profile, but the exact reasons are not 
clearly understood as such anomalous scaling is not observed in random beam lattice model 
(representing Cosserat elastic medium [11]) simulations in 2d [29] as well as 3d [33]. Thus, 
















Figure 18: Failed springs at different loading stages (a)-(d). The final crack leading to macroscopic failure is shown as 





Figure 19: Histograms showing distribution X-ordinates of the failed springs in the typical simulation for L=256 at 6 
incremental fractions of failed springs. Localization of the damage is observed only in the final fraction of the failed 





Figure 20: out-of-plane displacement plot for a L=32 system at increasing loading stages from (a)-(e) and final 











Figure 22: Estimation of ζ for L=64, 96,128 and 256 using the power spectrum analysis method. Slope of the dotted red 
line is 0.705. 
 61 
 
5 ELASTIC-PLASTIC-BRITTLE TRANSITION 
Understanding and characterizing complex nature of material failure is important from the 
theoretical as well as applications point of view. The elastic-brittle transition model discussed in 
the previous section can simulate failure in brittle materials in the elastic regime. But, there are 
many other materials (especially ductile metals) that can accumulate significant amount of 
localized plastic deformation as shear bands prior to the complete failure.  
The ductile RFM (DRFM) model proposed by Picallo et al. [34] is a simple extension of the 
PPRFM to simulate the variable amount of ductility observed before the final failure in different 
ductile materials. The DRFM model has the ability to simulate responses within the two extreme 
limits defined by perfectly brittle and perfectly plastic responses. The ductility of the material is 
parameterized in DRFM by allowing each element of the lattice to undergo a specific number of 
healing cycles before the final failure and another parameter that controls the amount of local 
deformation accumulated during each healing cycle. On the similar lines is the model proposed 
by Baret et al. [35] to simulate plasticity in amorphous materials based on progressive 
reinforcement of weak regions. Such models were aproposed previously in early 90s to describe 
the self-organization of faults and explain the power-law distribution of seismic events known as 
Gutenberg-Richer law [36] [37]. 
The elastic-plastic-brittle model presented in this thesis is clearly different from the DRFM, as 
the plastic hardening is explicitly modeled using the elastic-plastic feature of the model 
discussed in section 3. Moreover, none of the models mentioned above take into account the 
elastic unloading behavior which models the residual strains. In this section, results obtained 
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using the elastic-plastic-brittle model are presented to explore the capabilities in modeling 
different material responses. 
A similar study is conducted in the realm of fiber bundles models (FBM) based on bilinear 
response at an individual fiber level by Rinaldi [38]. This FBM model is characterized by the 
independent distributions of failure and yield strengths of individual fibers resulting in responses 
of range of different materials. The model proposed in this study is based on a similar idea of 
including the plastic and brittle response of the material together to simulate a range of different 
material responses, but in an anti-plane elasto-plastic setting.  
5.1 MODELING PARAMETERS 
The parameter space of the model is governed by the following factors: elastic modulus ( ), 
plastic tangent modulus (  ), mean yield strain of the system (  
    ), mean failure strain of the 
system (  
    ), distribution function of the yield thresholds (       
     ) and distribution 
function of the failure thresholds (       
     ). Note that the threshold distributions given in 
terms of limiting strain values are equivalent to the ones given in terms of stresses, as stress-
strain are related through the bilinear constitutive relations at the spring level. The probability 
distribution functions control the strength of disorder within the system which substantially 
affects the macroscopic response. In this section, the wide range of material responses that can 
be simulated by varying the model parameters are presented. 
In this study we consider power-law type distributions of the failure and yield strengths governed 
by   and   respectively such that,  (
  
  
    )  (
  
  
    )
 
  
 and  (
  
  
    )  (
  
  
    )
 
  
 . Larger 
is   or   stronger is the disorder in the failure limit and yield limit respectively. 
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A parametric study is conducted to see effect of different parameters on the effective response of 
the system. The effect of      value and disorder strength on the elastic-plastic transition is 
already analyzed in section 3.5. Here, we are interested in the interaction between elastic-plastic 
and elastic-brittle transitions based on the disorder strengths. The simulation parameters and 
results are presented in the next section. 
5.2 RESULTS 
The material properties are given as following, 
                      
                  (34) 
 In addition, we assume   
        
     for these simulations just to demonstrate the capability 
of the proposed model. Simulations are performed on system of size      . 
5.2.1 Effect of disorder strength in failure limit 
For the material given above we fix the disorder in the yield limit by keeping       and vary 
the amount of disorder in the failure limit with                 and  . The average stress-
strain responses for the four cases are shown in Fig. 23. 
The amount of ductility shown by the material after yielding and before the final failure point is 
observed to decrease with increasing   value. For very low   values, the distribution of failure 
limits is concentrated near   
    . Whereas, for high   values the distribution of the failure 
limits is broader resulting in early breakdown of the lattice, leading to lesser ductility in the 
effective response. 
5.2.2 Effect of disorder strength in yield limit 
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Now, the disorder in failure limit is fixed by keeping       and varying the amount of 
disorder in the yield limits with                 and  . The average stress-strain responses 
for the four cases are shown in Fig. 24. 
The effect of strength of disorder in the yield strength is different than the effect of disorder in 
failure limit. With increasing value of   the mean of yield threshold distribution can be 
observed to decreases. Moreover, the maximum failure stress of the response also decreases with 
increasing   due to favorable failure conditions created by localized strain bands for crack 
nucleation.  
5.3 DISCUSSION 
The parametric studies indicate that a range of different material behaviors can be simulated with 
the elastic-plastic-brittle spring lattice model. Apart from the material properties, strength of 
disorder in yield and failure limits is observed to have significant impact on the macroscopic 
response of the system. Only power-law distributions are simulated in this study, but other types 
















Formulation of a generalized elastic-plastic-brittle spring lattice model that can simulate a wide 
range of material responses is the prime goal of this thesis. Additionally, model’s effectiveness in 
analyzing elastic-plastic and elastic-brittle transitions is demonstrated as well. 
The mapping of anti-plane elasto-plastic medium on a discrete spring lattice based on energy 
equivalence principles is presented in section 2. The model accounts for quenched disorder in the 
yield limit as well as failure limits implemented at the spring level. The simulations performed 
are quasistatic in nature simulating all responses ranging from elastic-hardening/perfectly plastic 
to elastic-brittle materials. The computational complexity involved in these simulations led us to 
use the Cholesky rank-1 downdate algorithm for better performance over the energy based 
methods that suffer from the critical slowdown for nearly singular matrices. 
The elastic-plastic transitions are explicitly investigated in section 3. As reported in previous 
studies on 2d and 3d elastic-plastic transitions [15], the evolving set of plastic grains is observed 
to be a plane filling fractal. Then, the RVE response is confirmed for the system of size       
based on the identical responses obtained for different macroscopically uniform boundary 
conditions derived from the Hill-Mandel condition. Parametric studies conducted indicated 
effective slowing down of the transition process with decreasing plastic hardening ratio or even 
increasing strength of disorder in the yield limit. However, the effect of the strength of disorder 
is shown to be significant only for       . The slower elastic-plastic transition is attributed to 
formation of shear bands of increasing strength with decreasing     , resulting in the non-
uniform strain distribution and shielding of unyielded grains. The results indicate that the elastic-
plastic transition can be exactly mapped onto a Bernoulli percolation problem in the limit     
   While, for lower      values, interaction within the domain results into a correlated 
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percolation type problem. The observations suggest that nature of neighboring interactions 
gradually change from very weak to repulsive for the limiting cases of        and        
respectively. 
The elastic-brittle transitions are discussed in section 4 with a focus on fractal nature of the 
crack surface and the damage localization near the peak loads. The crack formation process is 
governed by the initial accumulation of the spatially uncorrelated damage dominated by disorder. 
Further, near the peak load due to the stress concentration near the crack tips and interaction of 
microcracks lead to damage localization leading to the final microscopic crack. The simulations 
are performed on different lattice sizes                   with large number of realizations 
in each case to suppress the statistical errors. The fracture roughness coefficient ( ) is estimated 
to be     for a uniform distribution of the failure strength which matches well with the previous 
results obtained using RFM [14]. 
An important difference between elastic-perfectly plastic (leading to yield line formation) and 
elastic-brittle process (leading to crack formation) highlighted in the thesis is the absence of 
localized yielding in the former case, while high damage localization is observed in the later. The 
reason for this is the absence of stress concentrations near the yielded springs in elastic-plastic 
transitions. 
Finally, elastic-plastic and elastic-brittle parts analyzed separately are put together into a single 
elastic-plastic-brittle model in section 5. The parametric studies demonstrate the range of 
different responses that can be obtained using the proposed model. The behavior of the model is 
controlled by the distribution of the quenched disorder in yield and failure limits. The proposed 
methodology can be further used to understand the interactions between strain localization due to 
yielding and the crack formation process. 
 69 
 
Having formulated the basic model, we can now extend it to include additional effects such as 
thermal, chemical, electrical, fatigue etc. by modification of the constitutive laws defined at the 
spring level. The model can also be extended to 2d and 3d elasto-plastic medium using random 
spring model or a more general random beam model representing Cosserat medium. Further 
studies will focus on crack formation in strain localized zones and evaluation of their surface 
roughness coefficient under different disorder strengths. In this study we dealt with only single 
phase random media, it will also be interesting to apply this model in two/multi-phase materials 
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