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Summary (English version)
Air pollution is a serious issue that affects human health, the environment and the climate at
levels from local to global scales. The main processes that affect air pollution levels are: emis-
sions, chemistry, transport and deposition. Air quality models (AQMs) are mathematical tools
that describe relevant physicochemical processes and quantify concentrations of air pollutants.
Therefore, AQMs can be used to develop and detail measures taken to reduce air quality prob-
lems.
Several AQMs are currently used and they have undergone a rapid evolution in recent years.
Computer capacity has increased during the last decade enabling us to use higher spatial reso-
lutions and more complex parameterizations schemes that resolve more complex atmospheric
processes. Moreover, previous research has shown that the feedbacks between meteorology and
chemistry are important in the context of many research applications. Therefore, this increase in
computing power allows accurately simulate those feedbacks (online modelling). Online models
are becoming more used in the atmospheric community.
The NMMB/BSC Chemical Transport Model (NMMB/BSC-CTM) is being developed through
an ongoing team effort at the Earth Sciences Department of the Barcelona Supercomputing Cen-
ter (BSC). The main motivation for this thesis is to contribute in the development of a unified
fully coupled chemical weather prediction system able to solve gas-aerosol-meteorology interac-
tions within a wide range of scales on local to global domains that can be used in both operational
and research applications. In this sense, the focus in this Ph.D. has been on the development and
evaluation of the tropospheric gas-phase chemistry within the online Global / Regional atmo-
spheric model NMMB/BSC-CTM. With the meteorological core NMMB as the starting point,
different parameterizations of several atmospheric chemistry processes such as dry deposition,
photolysis, wet deposition, gas-phase chemistry, and stratospheric ozone handling have been re-
viewed, implemented and evaluated during this Ph.D. thesis.
A complete spatial, temporal and vertical model evaluation of the relevant chemical species
using different observational data has been performed in this Ph.D. thesis. Observational data
has included ground-monitoring stations, ozonesondes, satellite data, climatologies and, aircraft
campaigns. This is the first time that the gas-phase chemistry of the NMMB/BSC-CTM has been
evaluated on a regional and global scales over a full year. Concerning the model evaluation in the
regional scale, we had the opportunity to participate in the Air Quality Model Evaluation Inter-
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national Initiative (AQMEII) Phase2 which aims to intercompare online coupled regional-scale
models over North America and Europe. In this sense, we were participating in this initiative in
the European runs with NMMB/BSC-CTM model. The model evaluations have shown a good
agreement with observations. Overall, the model performance corresponds to state-of-the-art
regional and global AQMs.
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Resum (Catalan version)
La contaminació de l’aire és un problema greu que afecta la salut humana i el medi ambient, tant
a escala local com global. Els principals processos que concerneixen els nivells de contaminació
de l’aire són les emissions, la química, el transport i la deposició. Els Models de Qualitat de
l’Aire (AQMS) són eines matemàtiques que descriuen aquests processos fisicoquímics i quan-
tifiquen les concentracions de contaminants de l’aire. Per tant, els AQMS es poden utilitzar per
desenvolupar i detallar les mesures preses per reduir la mala qualitat de l’aire.
Actualment, es fan servir diversos AQMS i aquests darrers anys han evolucionat molt ràpida-
ment. La capacitat de la computació ha augmentat durant l’última dècada, i això ha fet possi-
ble una resolució espacial més bona i uns esquemes de parametritzacions més complexos que
resolen més processos atmosfèrics. D’una altra banda, la investigació ha demostrat que els
feedbacks entre la meteorologia i la química són certament importants en moltes aplicacions de
recerca. Per tant, l’augment de la potència de càlcul permet simular acuradament aquests feed-
backs (modelizació online). Els models online són cada vegada més utilitzats en la comunitat
atmosfèrica.
El NMMB/BSC Chemical Transport Model (NMMB/BSC-CTM) es desenvolupa gràcies a un
esforç d’equip al Departament de Ciències de la Terra del Barcelona Supercomputing Center
(BSC). La principal motivació d’aquesta tesi és contribuir al desenvolupament i a l’avaluació
d’un sistema de predicció unificat que sigui capaç de resoldre les interaccions gas-aerosol-
meteorologia dins un ampli rang d’escales, des de dominis locals a globals, i que pugui ser
utilitzat tant en aplicacions operatives com d’investigació. En aquest sentit, el principal objectiu
d’aquesta tesi doctoral és el desenvolupament i l’avaluació de la química troposfèrica en fase
gasosa del model online global/regional NMMB/BSC-CTM. Utilitzant el nucli meteorològic
NMMB com a punt de partida, diverses parametritzacions de processos químics atmosfèrics com
ara la deposició seca, la fotòlisi, la química dels núvol, la química en fase gasosa i l’intercanvi
d’ozó entre estratosfera i troposfera han estat revisats, implementats i avaluats durant aquesta
tesi doctoral.
S’ha dut a terme una avaluació completa a nivell espacial, temporal i vertical de les espècies
químiques més rellevants mitjançant diverses observacions a escala global i regional. Aque-
stes observacions inclouen estacions a nivell de superfície, ozonosondes, dades de satèl·lit,
climatologies i campanyes d’aeronaus. És la primera vegada que la química en fase gasosa
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de l’NMMB/BSC-CTM s’avalua a escala global i regional durant un any complet. Respecte
l’evaluació del model a nivell regional, vam tenir l’oportunitat de participar en el projecte de
l’Air Quality Model Evaluation International Initiative (AQMEII) Phase2. L’objectiu principal
d’aquest projecte és la intercomparació de models online a escala regional sobre l’Amèrica del
Nord i Europa. El nostre grup va participar en aquesta iniciativa sobre el domini europeu util-
itzant el model NMMB/BSC-CTM. L’avaluació del model mostra una bona avinença amb les
observacions. En general, els resultats del model es corresponen amb l’estat de l’art dels AQMS
a escala regional i global.
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Chapter 1
Introduction
1.1 Air pollution
The atmosphere is a thin layer of gases and aerosols surrounding the planet Earth. Earth’s at-
mosphere is mainly composed of nitrogen (N) and oxygen (O), and with small amounts of other
trace gases such as water vapor (H2O), carbon dioxide (CO), nitrogen oxides (NOx), ozone (O3)
and methane (CH4) (Finlayson-Pitts and Pitts, 2000).
Many environmentally important trace gases are removed from the atmosphere mainly by ox-
idation chemistry avoiding any substantial accumulation of pollutants. This capacity of self-
cleansing process is called the oxidation capacity of the atmosphere. Oxidation in the tropo-
sphere is of key importance, without this process, atmospheric composition and climate would
be very different. The hydroxyl radical (OH) is the most important oxidant in the troposphere
which reacts with several pollutants controlling their atmospheric abundance and lifetime. Com-
plex series of chemical reactions involving tropospheric O3, CH4, CO, NMVOCs, NOx, solar
radiation and humidity, determine the tropospheric concentration of OH (Logan et al., 1981;
Thompson, 1992; Voulgarakis et al., 2013).
Air pollution occurs when some of these aerosols and gases in the air are found at concentrations
higher than their normal levels and can pose a danger to the environment and human health. The
substances that cause air pollution are called pollutants. Air Quality (AQ) is a measure of the
concentration of pollutants (Seinfeld and Pandis, 1998; Jacobson, 1999; Vallero, 2007). Nowa-
days, air pollution is a serious problem in many cities of the world (WHO, 2014). OMI satellite
image of NO2 Vertical Tropospheric Columns (VTC) in Figure 1.1 clearly shows that the prob-
lem of air pollution is affecting developed areas such as North America, Europe, China, and also
other developing countries such as South Africa, Chile, Cairo and India.
Transboundary pollution is the pollution that is originated in one country but, due to long dis-
tance transport, affects other countries. One of the main problems with transboundary pollution
is that the pollution is moved away from high emission sources and deposited onto regions with
comparatively low emissions.
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Figure 1.1: Global monthly mean NO2 vertical tropospheric columns for January and July 2014 in 1e15molec/cm2
measured by the OMI satellite instrument (source: http://www.temis.nl/airpollution/)
Air pollutants that are emitted directly into the atmosphere from sources are called primary
pollutants. The conversion of primary pollutants by a complex series of chemical reactions in
the atmosphere leads to the formation of secondary pollutants, many of which are even more
harmful than their precursors (e.g., tropospheric O3). The major air pollutants include sulphur
dioxide (SO2), NOx, tropospheric O3, ammonia (NH3), a number of volatile organic compounds
(VOCs) and particulate matter (PM). Some of the air pollution problems include photochemical
smog, acid deposition, Antarctic ozone depletion, and global climate change. Figure 1.2 shows
the most relevant air pollutants in Europe and their impact on human health, ecosystems and the
climate.
Figure 1.2: Relevant air pollutants in Europe, clustered according to impacts on human health, ecosystems and the
climate (source: EEA (2011))
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Ground-level O3, one of the major constituents of photochemical smog, is harmful to human
health and ecosystems. A common human health impact of tropospheric O3 is on the respiratory
track, aggravating chronic diseases and affecting children’s lung development. Tropospheric
O3 formation is driven by the oxidation of VOCs (emitted by vehicles, solvents, industry and
plants) in the presence of NOx (from vehicle and industry emissions) and sunlight (Atkinson,
2000). What is more, some of the NO2 can react with the VOCs to produce toxic chemicals such
as the peroxyacyl nitrates (PAN). The formation of O3 involving NOx is showed in Figure 1.3 in
the presence of VOCs. Therefore, O3 plays an important role in the tropospheric chemistry and
it is considered as a main indicator of air quality, reaching unhealthy levels at high concentra-
tions. Several European studies have reported that the daily mortality rate in Europe increases by
0.3% and that of heart diseases by 0.4% , per 10 µg/ m3 increase in O3 exposure (WHO, 2014).
For the protection of human health, the current global (based on the World Health Organization
(WHO) 2005 Air Quality Guidelines) and European (based on the Directive 2008/50/EC) target
values for O3 concentrations are 100 and 120 µg/m3 8-hour means, respectively.
Figure 1.3: Schematics of the reactions of the NO-NO2-O3 systems in the presence of VOCs (adapted from Atkinson
(2000)
Another important pollutant is SO2 which is mainly formed during the burning of fuels contain-
ing sulphur. SO2 can affect the respiratory system and the functions of the lungs, and causes
irritation of the eyes. Moreover, when SO2 combines with water, it forms sulfuric acid (H2SO4),
the main component of acid rain, which is also toxic to plants and causes deforestation. H2SO4
is also formed of the sulphate aerosol and can have seriously detrimental effects on the human
health.
Since the pre-industrial era, anthropogenic emissions have changed, modifying the regional and
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global distribution and concentrations of tropospheric trace gases (Lamarque et al., 2013). The
links between emissions and concentrations of air pollutants can only become well-understood
by means of air quality modelling. In addition, the development of detailed computer models
that solve reactions occurring in the atmosphere is required to evaluate the impacts and conse-
quences of different emission scenarios on atmospheric composition.
1.2 Air quality models
Air Quality Models (AQMs) can be defined as a mathematical representation of the relevant
physico-chemical processes occurring in the atmosphere, which are solved using numerical al-
gorithms to simulate the transport and emissions of air pollutants from their sources, chemical
reactions, physical transformation, and depositions (Tonnesen et al., 1998b; Jacobson, 1999).
AQMs mathematically represent different processes such as the gas-phase chemistry, the aerosol
chemistry, the aqueous chemistry, the wet and dry deposition, and the transport of pollutants.
Based on inputs such as meteorological data (solar radiation, wind, temperature, precipita-
tion, etc.), and source information (emissions, initial and boundary concentrations of chemical
species), these models are designed to describe primary pollutants as well as secondary pollu-
tants.
AQMs are essential tools to evaluate control strategies aimed at reducing air pollution and, there-
fore, can strongly contribute to air pollution health studies. These models are important to air
quality management because they are broadly used by agencies devoted to air pollution control
to both identify source contributions to air quality problems and help in the design of effective
strategies to reduce air pollution. Some applications of AQMs are, for example, to make sure
that a new source will not surpass the limit of ambient air quality or to decide on appropriate
additional control requirements. AQMs are also used to calculate pollutant forecast concentra-
tions from multiple sources after the implementation of a new regulatory programme, in order to
estimate the efficiency of the programme in reducing harmful exposures to humans and the en-
vironment. AQMs are also used for emissions scenarios to assess the effects of climate policies
on air pollution, and to estimate emission reduction potentials and costs (EPA, 2011). Further-
more, research applications use AQMs to understand the complex physico-chemical processes
occurring in the atmosphere.
EPA (2011) groups AQMs in several different ways depending on: the required model inputs
(i.e., meteorological data); the spatial scale (global; regional-to-continental; local-to-regional;
local); the temporal scale (short-term - 1-3 days, midterm - seasonal, long-term - climate mod-
els); the treatment of the transport equations (Lagrangian or Eulerian models); the treatment
of different physicochemical processes (chemistry, photolysis, wet and dry deposition, aqueous
chemistry, stratosphere-troposphere exchange); and the complexity of the approach. The selec-
tion of a model depends on the available data, the needs of the researcher and the computational
resources.
38
1.2. AIR QUALITY MODELS
1.2.1 Urban/Regional/Global/Multiscale Eulerian Air quality - Meteorological Mod-
els
Since the late 1940s, scientists have used computational models to simulate the weather, cli-
mate and air quality, on a wide range of temporal and spatial scales. Due to the limited com-
puter capacity available to the early models, many approximations were made to their governing
equations and coarse resolution where used in the simulations (Randell et al., 2007). Nowadays,
the AQMs contain more complex chemical mechanisms and aerosols physics and use sub-grid
scales to treat atmospheric turbulence and other processes. Moreover, computing power has in-
creased dramatically and, consequently, regional models are expanding their domain and global
models are increasing their resolution to converge in a common dynamic and physical frame-
work. High-resolution modelling systems are increasingly being considered as a necessary step
for improving the monitoring and predictions of air quality (Shrestha et al., 2009).
A multiscale model is designed to simulate atmospheric processes over a wide range of scales,
from the global scale down to the meso-gamma scale within a single modelling system (Ton-
nesen et al., 1998b; Janjic and Black, 2005; Arakawa et al., 2011). Multiscale modelling involves
two families of atmospheric models (Figure 1.4): one is the General Circulation Models (GCMs)
and the other is the Cloud Resolving Models (CRMs). In this figure, the x-axis is the horizontal
resolution and the y-axis is a measure for the degree of parametrization. These two families
of models have developed different parametrizations to run over different horizontal resolution.
The main idea is that GCMs and CRMs converge to a common single modelling system able to
solve both scales.
Figure 1.4: Multiscale modelling involving two families of atmospheric models with different parametrizations to
resolve the physics: General Circulation Models (GCMs) and Cloud Resolving Models (CRMs) (source: Arakawa
et al. (2011))
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1.3 Overview of regional and global online and offline meteorolog-
ical and chemical transport modelling
Weather is known to strongly influence air quality, and atmospheric composition can influence
both weather and climate (Forster et al., 2007). Modelling techniques are a valuable approach
to study such processes.
The development of Chemical Transport Models (CTMs) and Numerical Weather Predicitions
(NWPs) have traditionally proceeded in separate fields due to the scientific complexities and the
limitations in computational resources. This idea was plausible in the previous decades when
the resolution of NWPs was too low for the meso-scale air pollution forecasting (Baklanov and
Korsholm, 2007). Nowadays, due to a general increase in computing capacity this situation has
changed, leading to a different types of coupling the NWPs with atmospheric CTM.
There are two types of coupling the NWP with atmospheric CTM: online and offline. Different
studies discuss the main characteristics of online and offine approaches (Peters et al., 1995; Bak-
lanov et al., 2014; Baklanov and Korsholm, 2007; Zhang, 2008; Zhang et al., 2012a,b). Accord-
ing to Baklanov and Korsholm (2007) various levels of NWPs and CTMs coupling/integration
can be considered:
• Offline:
1. Separate CTMs driven by meteorological input data from meteo-preprocessors, mea-
surements or diagnostic models.
2. Separate CTMs driven by analysed or forecasted meteodata from NWPs archives or
datasets.
3. Separate CTMs reading output-files from operational NWPs models or specific Me-
teorological model (MetM) with a limited period of time.
• Online:
1. Online access models, when meteodata is available at each time-step.
2. Online integration of CTMs into NWPs, where feedbacks are considered, defined as
online coupled/integrated modelling.
Both offline and online models are actively used in current regional and global models. Figure
1.5 shows the structures of the offline and online air quality modelling systems, respectively,
normally used nowadays. Offline modelling has the advantage that the CTMs simulations only
need a single meteorological dataset to generate many chemical simulations. Although this ap-
proach requires lower computational capacity, it can cause a loss of essential information about
some atmospheric processes (e.g., cloud formation and precipitation) that have a time scale
smaller than the output time of the meteorological model (Grell et al., 2005; Zhang, 2008; Bak-
lanov et al., 2014). On the other hand, these feedbacks can be simulated in fully-coupled online
models, without space and time interpolation of meteorological fields but normally with higher
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computational costs. Over recent years, due to advances in computing power, online coupled
meteorology-chemistry global and regional-scale models have been developed and used by sci-
ence communities that recognize online models more realistic than offline models (Baklanov
et al., 2014).
Figure 1.5: Schematic diagram of offline and online coupled NWP and CTM modelling systems (from Baklanov
et al. (2014))
Both offline and online approaches are useful in different applications. Offline models are usu-
ally used in ensembles and operational forecasting, inverse/adjoint modelling, and sensitivity
simulations, while online models are used for applications in which the feedbacks between
the meteorology and chemistry are important, the local scale wind and the circulation system
changes quickly, and the coupled meteorology-air quality modelling is required for accurate
model simulations (Zhang, 2008). An overview on current offline models is discussed in Kukko-
nen et al. (2012).
Online coupling was first applied at the Novosibirsk scientific school (Marchuk, 1986; Penenko
and Aloyan, 1985; Baklanov, 1988), during the 1980’s, for modelling active artificial/ anthro-
pogenic impacts on atmospheric processes. During the 1990 the first online coupled (with two-
way feedback) regional air quality meteorological model worldwide, the GATOR-MMTD model
(Jacobson et al., 1996; Jacobson, 1997b,a), was developed in the USA and it still remains the
most advanced online coupled model, in terms of the complexity of the coupling. Since then,
American, Canadian and Europe institutions have been developing and using online coupled
models for air quality forecasting and for research.
Significant differences between the AQMs include those related to the horizontal and vertical
resolutions, the chemical mechanism, the photolysis scheme, the meteorological fields, the de-
position parametrization or the stratospheric chemistry scheme. An overview of regional and
global online and offline models currently used in the atmospheric communities are summarised
in Table 1.1 and Table 1.2, respectively.
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1.3. OVERVIEW OF REGIONAL AND GLOBAL ONLINE AND OFFLINE
METEOROLOGICAL AND CHEMICAL TRANSPORT MODELLING
1.3.1 Governing equations
The main objective of the AQM is to reproduce the concentration of pollutants, temperature,
moisture, pressure, and wind components. To provide a fundamental view of the atmospheric
modelling, a robust and fully compressible governing set of equations for the atmosphere is in-
troduced. The meteorological governing equations are based in laws of conservation of mass,
energy, momentum, and the ideal gas law. Moreover, AQMs include chemical governing equa-
tions for atmospheric trace gases. The governing equations and computational algorithms need
to be consistent and compatible with each component of the modelling system.
Following the formulation and nomenclature from Jacobson (1999) the basic physical equations
used in meteorological models and AQMs are:
A) Meteorological equations
1. Equation of motion (prognostic equation)
∂v
∂t
+(v ·∇)v =−2Ω× v∇Φ− 1
ρa
∇pa+
ηa
ρa
∇2v+
1
ρa
(∇ ·ρaKm∇)v (1.1)
where v is the velocity vector, Ω is the angular velocity vector, Φ is the geopotential vec-
tor, ρ is the air density, pa is the partial pressure of air, ηA is the dynamic viscosity of air
and Km is the eddy diffusion coefficients for momentum.
2. Ideal gas equation (a diagnostic relation).
pa =
naRTa
Va
(1.2)
where na is the number of air moles, R is the universal gas constant, Ta is the temperature
of air and Va is the volume of air.
3. Thermodynamic energy equation (prognostic equation)
∂θv
∂t
+(v ·∇)θv = 1ρa (∇ ·ρaKh∇)θv+
θv
cp,dTv
Ne
∑
n=1
dQn
dt
(1.3)
where θv is the potential virtual temperature, Kh is the eddy diffusion coefficients for en-
ergy, Tv is the virtual temperature, cp,d is the specific heat of dry air at constant pressure,
Qn diabatic energy sources and sinks and Ne is the number of these sources and sinks.
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4. Continuity equation for mass of air (prognostic equation)
∂ρa
∂t
+(v ·∇)ρa = 0 (1.4)
An aspect worth pointing out on this equation is that external sources and sinks (Rn) are
relatively small and, consequently, are ignored.
5. Continuity equations for water in its three phases: solid, liquid, and vapor (prognostic
equation)
∂qv
∂t
+(v ·∇)qv = 1ρa (∇ρaKh∇)qv+
Ne
∑
n=1
Rn (1.5)
∂qL,i
∂t
+(v ·∇)qL,i = 1ρa (∇ρaKh∇)qL,i+
Ne
∑
n=1
Rn (1.6)
∂qI,i
∂t
+(v ·∇)qI,i = 1ρa (∇ρaKh∇)qI,i+
Ne
∑
n=1
Rn (1.7)
where qv is the specific humidity of water vapor, qL,i is the moist-air mass mixing ratio
of liquid water in a size bin and qI,i is the moist-air mass mixing ratio of ice in a size
bin, Rn are the external sources and sinks processes affecting the specie and Ne is the
number of these external processes. In a model the total water content is estimate as:
qT = qv+∑Nei=1(qL,i+qI,i).
B) Chemical equations
1. Atmospheric trace gases continuity equation (prognostic equation):
∂cq
∂t
+(v ·∇)cq = (∇ ·Kh∇)cq+
Ne,t
∑
n=1
Remission+Rdeposition+Rreaction+Raerosol (1.8)
where cq is the concentration gas q, Remission is the rate of surface or elevated emissions,
Rdeposition is the rate of dry or wet deposition, Rreaction is the rate of photochemical pro-
duction or loss, and the Raerosol is the rate of aerosols production.
If one takes meteorology equations 1.1-1.7 and chemistry equations 1.8 separately, it may find
an uncoupled (or offline) approach, computationally very attractive. Nevertheless, this approach
cannot capture the climate-chemistry-aerosol-cloud-radiation feedbacks; consequently, impor-
tant information about atmospheric characteristics are lost. Online models solve not only the
chemical equation 1.8, but also contain a coupled meteorological model solving, some or all,
meteorological equations 1.1-1.7.
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1.4 Motivation
The Earth Sciences Department of the Barcelona Supercomputing Center - Centro Nacional de
Supercomputación develops and maintains the state-of-the-art air quality forecasting systems.
Since 2008, the group works in the development of a fully online unified global/regional air
quality and meteorological model, the NMMB/BSC-CTM. The new modelling system is in-
tended to be a powerful tool for research and to provide efficient global and regional chemical
weather simulations at sub-synoptic and mesoscale resolutions. The new model is developed
within the framework of three national research projects: (1) “Improvement of the Dust RE-
gional Atmospheric Model (DREAM) for prediction of Saharan dust events in the Mediter-
ranean and the Canary Islands” (CGL2006-11879/CLI) in which a mineral dust module was
developed and implemented “online” into the NMMB atmosperic global/regional atmospheric
model; (2) “Coupling of a Fully Online Chemical Mechanism Within the Atmosperic Global-
Regional UMO/DREAM Model” ( CGL2008-02818/CLI) in which a gas-phase chemical mod-
ule was implemented “online” into the NMMB atmospheric model; and (3) “Coupling of a fully
online multi-component aerosol module within the atmosperic global-regional NMMB model”
(CGL2010-19652), in which a multicomponent aerosol module for global relevant aerosols in
the troposphere was developed. Furthermore, the system is extended nowadays to higher reso-
lution within the framework of the BSC Severo-Ochoa project (SEV-2011-00067) of the Severo
Ochoa Program, awarded by the Spanish Government.
Currently the system is providing mineral dust forecasts to the World Meteorological Organi-
zation (WMO) Sand and Dust Storm Warning Advisory and Assessment System (SDS-WAS)
Northern Africa-Middle East-Europe (NA-ME-E) Regional Center managed by a consortium
of AEMET and BSC. Furthermore, the model has been selected as the reference mineral dust
model for the recently created First WMO Regional Meteorological Center specialized on At-
mospheric Sand and Dust Forecast, the Barcelona Dust Forecast Center.
The present Ph.D. thesis work is part of the project “Coupling of a Fully Online Chemical Mech-
anism Within the Atmosperic Global-Regional UMO/DREAM Model” (CGL2008-02818/CLI)
and the BSC Severo-Ochoa project, and has undertaken both implementation and evaluation
works of the gas-phase chemistry within the new modelling system NMMB/BSC-CTM.
1.5 Objectives of the Thesis
The main objective of this Ph.D. thesis is the implementation and evaluation of the tro-
pospheric oxidant gas-phase chemistry within the online multiscale atmospheric model
NMMB/BSC Chemical Transport Model (NMMB/BSC-CTM) to provide a basis for com-
puter modelling studies of O3, PM, visibility, acid deposition and air toxics and further
extend the range of applicability to study interactions between the meteorological and the
chemical processes occurring in the atmosphere. This main goal is divided into three main
specific objectives:
1. Contribute to the development of a new state-of-the-art online model implementing
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the oxidant gas-phase chemistry of the troposphere.
2. Design the configuration of the modelling system and prepare the required input
information to run the model at regional and global scales.
3. Evaluate the tropospheric gas-phase chemistry using a wide range of observational
datasets for a regional and a global model scenarios.
1.5.1 Model development
This Ph.D. thesis has contributed to the development of the new online global/regional atmo-
spheric model NMMB/BSC-CTM. The model developments are focused on the processes oc-
curring in the troposphere that involve the oxidant gas-phase chemistry.
One of the major aims is to review and implement the main physical and chemical processes
that affect pollutants in the atmosphere into the meteorological core, Non-hydrostatic Multiscale
Model on the B grid (NMMB), using a modular approach. The strategy followed is:
1. Review several state-of-the-art photochemical mechanisms (e.g., CB04, CB05, RADM,
RADM2, SAPRC07) that describe the chemical reactions, product yields and kinetics
data and select a computational efficient scheme to be implemented into the model.
2. Review the most used and extended state-of-the-art photolysis schemes (e.g., Fast-J, Fast-
JX, FAST-TUV, Madronich) and check which improvements can be introduced in Fast-J,
already implemented in the NMMB/BSC-CTM model. We focus in implement further
CB05 photolysis reactions and update their different cross sections and quantum yield
tables.
3. Extend the Wesely dry deposition scheme to all the gas-species considered by the CB05
chemical mechanism. The complex part of this scheme is to compute the canopy resis-
tance, Rc. However, other parameters used in these parameterizations need to be updated
(i.e., Effective Henry’s law coefficient, reactivity factors, diffusion coefficients). These
parameters describe soil type, vegetation and friction gas resistances.
4. Evaluate the cloud chemistry scheme, already implemented within the NMMB/BSC-
CTM.
5. Implement a simplified linear stratospheric ozone scheme to model the Stratosphere-
Troposphere O3 exchange properly with low computational cost. Since we are focused
in the tropospheric chemistry, we are not interested in including a detailed stratospheric
chemistry. Hence, simple parameterizations of stratospheric O3 are evaluated as an upper
boundary condition to model the O3 Stratosphere-Troposphere Exchange (STE).
The importance of lateral Boundary Conditions (BCs) in the regional AQMs is well recognized
by in the atmospheric community. For that reason, one of the specific technical implementations
related to the BC is to design an algorithm that read, adapt and prepare the BCs for the regional
configuration using the output data from a global or regional model.
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1.5.2 Experiment design
A second major aim of this Ph.D. thesis is the definition of the model configuration for runs at
different scales. Hence, it is important to set up the domain, the horizontal and vertical resolu-
tions, the meteorological model parameterizations, and all the required input data to execute the
model properly. In this sense, two main domains of study are defined:
1. Global annual simulation with a horizontal grid spacing of 1.4◦x1◦ and 64 vertical layers
up to 1 hPa (Global run).
2. Regional annual simulation over Europe with a horizontal resolution of 0.2◦x0.2◦. To
test the sensitivity of the results to the vertical grid discretization, two different vertical
configurations are defined: 1) 24 vertical layers up to 50 hPa, and 2) 48 vertical layers up
to 50 hPa (Regional run).
A critical part in an atmospheric chemistry model simulation is the required model inputs (i.e.,
meteorological initial and boundary conditions, geomorphological characterisation, chemistry
emissions). The main critial inputs to computed are the emission fluxes of the primary gases
under study. For that, emission inventories available in the community are used. Different
emission sources (e.g. human activity, sea, soil, vegetation, biomass burning, etc.) have a
relative contribution to the modelled final concentrations of the relevant pollutants. For that
reason, two main tasks are done:
1. Review and select different emissions inventories currently implemented in the AQMs
(ACCMIP and TNO).
2. Prepare emission inventory data as input to the regional and global modelling system
(conservative remapping to the model grid, temporal disaggregation, speciation into the
CB05 chemical mechanism, and pre-process the files into the model format).
1.5.3 Model evaluation
The third objective of this Ph.D. thesis is to perform a reference model evaluation in terms of the
relevant air pollutants in order to determine and quantify the model’s performance capabilities
and weaknesses. Therefore, the specific goals are:
1. Review the present air quality modelling evaluation studies in order to decide which sta-
tistical metrics and observational data are used for gas-phase species and which relevant
air pollutants are analysed.
2. Perform a complete model evaluation over a full year period for both Global and Re-
gional runs. This evaluation consists of several qualitative and quantitative comparisons
of the model results with the observational dataset selected (surface air quality monitoring
stations, ozonesondes, satellite, climatology studies, and aircraft campaigns).
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1.6 Outline of this thesis
This thesis is structured in six chapters each containing extracts or full-length journal publica-
tions as indicated in the beginning of each sub-chapter (where reference is given to the relevant
publication). For chapters that contain model results (3, 4, and 5) a short introduction and con-
clusion are provided.
A full description of the NMMB/BSC-CTM, including the meteorological driver and the gas-
phase chemistry module is given in Chapter 2. Chapter 3 describes the implementation of a
simplified chemical mechanism for the stratospheric ozone as an upper boundary condition to
model the Stratosphere-Troposphere ozone exchange at the global scale. Model evaluation re-
sults for a global and a regional runs are given in Chapters 4 and 5, respectively. Chapter 6
summarises the main findings and conclusions of this Ph.D. thesis with an outlook on ongoing
work and recommendations for future research.
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Chapter 2
Model description: NMMB/BSC
Chemical Transport Model
TheNMMB/BSC-CTM is a fully online multiscale chemical transport model for mesoscale to
global-scale applications (Jorba et al., 2012). The system is based on the meteorological Nonhy-
drostatic Multiscale Model on the B grid (NMMB; Janjic and Gall, 2012), developed at the En-
vironmental Modeling Center of National Centers for Environmental Prediction (NCEP), which
has been applied operationally as the North American Mesoscale model at NCEP since October
2011. The model couples online the meteorological driver with the gas-phase and aerosol conti-
nuity equations to solve the atmospheric chemistry processes with detail. Due to its fully online
coupling approach, the model can take into account the feedback processes of gases, aerosol
particles and radiation. In particular, it considers the radiative effect of aerosols while presently
ignoring cloud-aerosol interactions. Table 2.1 summarises the model characteristics.
As stated previously, this Ph.D. thesis is focused on the gas-phase chemistry, therefore only the
gas-phase module is presented here. No interaction between gas-phase and aerosol-phase is con-
sidered in all the works presented in this thesis. However, an aerosol module for primary and
secondary aerosols is being developed within the NMMB/BSC-CTM. Then, a proper representa-
tion of the gaseous species is a fundamental step for the correct formation of secondary aerosols .
In this chapter, a description of the model developments undertaken within the present thesis is
presented starting with a general overview of the meteorological core of the system NMMB.
2.1 The atmospheric driver
We have decided to use the Non-hydrostatic Multiscale Model on the B grid (NMMB; Janjic
and Black, 2005; Janjic and Gall, 2012) as the meteorological core. The main reasons behind
this decision are: (1) it was conceived for short- and medium-range forecasting over a wide
range of spatial and temporal scales from local (1 km2) to global simulations, (2) its unified non-
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Table 2.1: Model characteristics
Meteorology
Dynamics nonhydrostatic NMMB (Janjic and Gall, 2012)
Physics Ferrier microphysics (Ferrier et al., 2002)
BMJ cumulus scheme (Betts and Miller, 1986)
MYJ PBL scheme (Janjic et al., 2001)
LISS land surface model (Vukovic et al., 2010)
RRTMG radiation and GFDL (Mlawer et al., 1997; Fels and
Schwarzkopf, 1975)
Chemistry
Chemical mechanism Carbond Bond 05 (Yarwood et al., 2005)
Chemical solver EBI (Hertel et al., 1993)
Photolysis scheme online Fast-J photolysis scheme (Wild et al., 2000)
Dry deposition Wesley resistance approach from Wesely (1989)
Wet deposition Grid and sub-grid scale from Foley et al. (2010)
Ozone tropospheric upper boundary condition
COPCAT (Monge-Sanz et al., 2011) or Cariolle v2a (Cariolle
and Teyssèdre, 2007) linear stratospheric scheme
Biogenic emissions online MEGAN v2.04 (Guenther et al., 2006)
hydrostatic dynamical core allows regional and global simulations, (3) NMMB evolves from
the experience of previous mesoscale NWP models Eta and Weather Research and Forecasting
(WRF)-Non-hydrostatic Mesoscale Model (NMM) (Janjic et al., 2001; Janjic, 2003), (4) the re-
gional NMMB is the operational regional North American Mesoscale (NAM) model at NCEP
since October 2011, (5) its code is freely available, and (6) previous modelling systems used in
our department were based in the meteorological predecesors of NMMB (i.e., Eta model used
in BSC/DREAM8b).
The numerical schemes used in the NMMB were designed following the principles set up in
Janjic (1977, 1979, 1984, 2003). Isotropic horizontal finite volume differencing is employed so
a variety of basic and derived dynamical and quadratic quantities are conserved. Among these,
the conservation of energy and entropy (Arakawa, 1966) improves the accuracy of the nonlin-
ear dynamics. The hybrid pressure-sigma coordinate (Laprise, 1992) is used in the vertical and
the Arakawa B-grid is applied in the horizontal. The global model on the latitude-longitude
grid with polar filtering was developed as the reference version. The non-hydrostatic compo-
nent of the model dynamics is introduced through an add-on module that can be turned on or
off, depending on the resolution. The physical package includes: (1) the Mellor-Yamada-Janjic
(MYJ) level 2.5 turbulence closure for the treatment of turbulence in the Planetary Boundary
Layer (PBL) and in the free atmosphere (Janjic et al., 2001), (2) the surface layer scheme based
on the Monin-Obukhov similarity theory (Monin and Obukhov, 1954) with introduced viscous
sublayer over land and water (Zilitinkevich, 1965; Janjic, 1994), (3) the NCEP NOAH (Ek et al.,
2003) or the LISS land surface model (Vukovic et al., 2010) for the computation of the heat and
moisture surface fluxes, (4) the GFDL or RRTMG long-wave and shortwave radiation package
(Mlawer et al., 1997; Fels and Schwarzkopf, 1975), (5) the Ferrier gridscale clouds and micro-
physics (Ferrier et al., 2002), and (6) the Betts-Miller-Janjic convective parametrization (Betts,
1986; Betts and Miller, 1986; Janjic, 1994, 2000). Vertical diffusion is handled by the surface
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layer scheme and by the PBL scheme. Lateral diffusion is formulated following the Smagorin-
sky non-linear approach (Janjic, 1990).
2.1.1 The Unified Global/Regional Nonhydrostatic Multiscale Model NMMB
Historically, hydrostatic NWP models have been developed using the hydrostatic equation which
simplifies and stabilizes primary equations. Hydrostatic NWP models have achieved a high level
of reliability and accuracy. The majority of NWP and climate models use hydrostatic pressure,
or mass-based vertical coordinates, that guarantee the mass conservation. However, hydrostatic
approximation is not sufficient in the present weather forecasting models that have reached finer
horizontal resolutions. For that reason, many meteorological services and research institutions
consider a matter of priority the formulation and/or implementation of nonhydrostatic NWP
(Janjic et al., 2001). Efforts to use hydrostatic pressure as the vertical coordinates in nonhydro-
static models have been made (Laprise, 1992; Bubnová et al., 1995).
The NCEP-ETA weather forecast model (Janjic, 1990, 1994), in operational application at NCEP
since late 80ies until 2006, was replaced by a state-of-the-art regional model with improved dy-
namics and physics, the Nonhydrostatic Mesoscale Model WRF-NMMe (Janjic et al., 2001;
Janjic, 2003). WRF-NMMe became the next-generation NCEP mesoscale model for opera-
tional weather forecasting in 2006. WRF-NMMe was built on an evolutionary approach based
on the NWP experience by using the mass-based σ vertical coordinate and an add-on module
that includes the nonhydrostatic motions, preserving the favorable features of the hydrostatic
formulation (Janjic et al., 2001; Janjic, 2003). Later on, an evolution to an unified system was
developed at NCEP, theUnified Global/Regional Nonhydrostatic Multiscale Model on the B grid
NMMB (Janjic and Ferrier, 2006; Janjic, 2007; Janjic and Gall, 2012). The NMMB represents
the second generation of nonhydrostatic models developed at NCEP. NMMB has the same ca-
pabilities that WRF-NMMe, however, is faster and presents a better computational efficiency
(Janjic and Gall, 2012). The NMMB model is intended for wide range of spatial and temporal
scales (from meso to global). With just a simple switch, NMMB can achieve regional or global
domains solving the hydrostatic or nonhydrostatic equations. Recently, the system has been en-
hanced with the implementation of telescoping nest capabilities (one-way, two-way and moving
nests).
Here, we present a brief description of the model formulation. NMMB model uses the sigma
(σ) vertical coordinate (Laprise, 1992) that is mass conservative
σ=
pi−pit
m
(2.1)
where pi is the hydrostatic pressure, and m represents the difference in hydrostatic pressure be-
tween the base (pis) and top (pit) of the model column, i. e.,
m = pis−pit (2.2)
The model equations governing a dry, inviscid and adiabatic nonhydrostatic atmosphere are
(Janjic et al., 2001; Janjic, 2003; Janjic and Gall, 2012)
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∂m
∂t
=−
∫ 1
0
∇σ′ ·(mv)dσ′, (2.3)
pα= RT, (2.4)
Φ=Φs +m
∫ 1
σ
RT
p
dσ′, (2.5)
dv
dt
=−(1+ ε)∇αΦ−α∇αp+ f k×v, (2.6)
∂T
∂t
=−v·∇σT − σ˙ ∂T∂σ +
α
cp
[
v·∇σp− (1+ ε)
∫ σ
0
∇σ′ ·(mv)dσ′
]
+
α
cp
[
∂p
∂t
− (1+ ε)∂φ
∂t
]
, (2.7)
∂p
∂pi
= 1+ ε, (2.8)
w =
1
g
dΦ
dt
=
1
g
(
∂Φ
∂t
+v∇˙σΦ+ σ˙
∂Φ
∂α
)
, (2.9)
ε=
1
g
dw
dt
=
1
g
(
∂w
∂t
+v∇˙σw+ σ˙
∂w
∂σ
)
(2.10)
where v is the horizontal wind vector, p is the actual, nonhydrostatic pressure, R is the gas
constant from dry air, T is the temperature, Φ is geopotential and ΦS is the geopotential of the
Earth’s surface.
Equation 2.3 gives the tendency of the hydrostatic surface pressure, 2.4 is the equation of state,
2.5 is the hydrostatic pressure, equation 2.6 defines the horizontal part of the wind, 2.7 is the
basic equation of the thermodynamics, 2.8 is the vertical equation of motion, 2.9 is the nonhy-
drostatic continuity equation. Equation 2.10 refers to the definition of the parameter ε which
is the central point of the extended nonhydrostatic dynamics. As can be readily verified, if ε is
zero, 2.3-2.7 reduce to the hydrostatic equations. Thus, the nonhydrostatic module can be turned
on and off. Using this approach, useful features of hydrostatic models are preserved, however, it
is possible to extend these kind of models to nonhydrostatic applications.
In addition, a conservative, positive definite and monotone Eulerian scheme for the tracers is
applied (Janjic and Gall, 2012). The positive definitness is guaranteed by advecting the square
root of the tracer (c.f. e.g., Schneider (1984)). The conservation is achieved due to conservation
of quadratic quantities by the advection scheme. However, a forced conservative a posteriori
monotonization is used to prevent creation of new extrema (Janjic et al., 2009; Janjic, 2009).
2.1.2 Horizontal discretization: the Arakawa B grid
Basic discretization of any continuous system, using numerical analysis, needs to conserve im-
portant properties of the continuous system (Janjic, 2007). NMMB conserves the following
properties :
1. Energy and entropy
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2. First order and quadratic quantities
3. Properties of differential operators
Winninghoff (1968), and Arakawa et al. (1977) examined the frequencies of gravity-inertia
waves obtained using second-order centered differences on various types of rectangular hori-
zontal grids. These studies concluded that, in general, staggered grid C, and semi-staggered grid
B (or E) obtained higher accuracy of the exact frequencies quantities. NMMB uses Arakawa B
grid in contrast to the model WRF-NMM that uses E grid (see Figure 2.1).
Figure 2.1: The staggered grid C and the semi-stagged grids B, E and Z from Janjic (2003)
Here, the points denoted by h carry surface pressure, temperature, specific humidity, cloud wa-
ter, vertical velocity, turbulent kinetic energy as well as passive substances. The v points are
horizontal velocity vectors and carry u and υ components of the horizontal wind. In grid Z is
represented the velocity potential by χ and the stream function by ψ.
2.1.3 The NMMB hybrid vertical coordinate
The model uses a hybrid vertical coordinate, merging more than one type of vertical coordinate.
The hybrid coordinate is specified as non-dimensional (from 1 to 0) interface values which define
the model layers and their relative depths:
pt = 1 hPa
ptsgm = 300 hPa
eta levels = 1.000, 0.994, 0.982, 0.968, 0.950, 0.930, 0.908, 0.882, 0.853, 0.821,
0.788, 0.752, 0.715, 0.677, 0.637, 0.597, 0.557, 0.517, 0.477, 0.438, 0.401, 0.365,
0.330, 0.298, 0.268, 0.240, 0.214, 0.188, 0.162, 0.137, 0.114, 0.091, 0.068, 0.045,
0.022, 0.000
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where pt is the top pressure, ptsgm is the pressure that separate the two vertical regions (isobaric
and sigma) and eta levels are the sigma values (σ) defining the hybrid vertical coordinate.
The pre-processing to generate the model grid uses these values to define two vertical regions:
• terrain-following sigma layers near the ground (sigma realm)
• a relaxation with increasing altitude from terrain following to isobaric (isobaric realm),
thus, purely isobaric layers from ptsgm value to the model top are defined (see Figure
2.2).
Figure 2.2: Hybrid vertical coordinate distribution (Janjic, 2007)
Then the pressure is defined as, p, where:
p = (isobaric depth)∗ (iso f rac)+(sigma depth)∗ (sig f rac)+ pt (2.11)
With the hybrid coordinate, the coordinate surfaces are flat above and away from the mountains
(see Figure 2.3).
Figure 2.3: Example of hybrid vertical coordinate distribution applied in a mountain from Janjic (2007)
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2.2 Gas-phase chemistry module
A gas-phase module is implemented within NMMB/BSC-CTM to properly simulate the tropo-
spheric gas-phase chemistry of the NOx-VOCs-SOx. Different chemistry processes are imple-
mented in the model, which uses a modular approach to solve the advection, diffusion, chemistry
reactions, dry and wet deposition, and emission processes.
The Carbon Bond 2005 (CB05) (Yarwood et al., 2005) chemical mechanism is implemented.
The chemical solver used to solve the chemical reactions is the Euler Backward Iterative (EBI)
solver (Hertel et al., 1993) and the chemical time step employed is typically four times the fun-
damental dynamical timestep. The photolysis scheme is based on the Fast-J scheme (Wild et al.,
2000) , which has been coupled with the physics of each model layer (e.g., clouds, absorbers
as ozone), and it considers grid-scale clouds from the atmospheric driver. The Fast-J scheme
has been updated with CB05 photolytic reactions. The Wesely scheme (Wesely, 1989) is im-
plemented using a resistance analogy to compute the dry deposition velocities of CB05 gases.
The cloud chemistry scheme of Foley et al. (2010) has been implemented to model the wet de-
position. The processes included are: grid-scale scavenging and wet deposition, subgrid-scale
vertical mixing, scavenging, and wet deposition for precipitating and non-precipitating clouds.
Only incloud scavenging is considered in the current implementation. The transport of gases fol-
lows the same numerical schemes of NMMB for passive species. Advection is Eulerian, positive
definite and monotonic (Janjic and Gall, 2012). It is important to note that the inter-phase chem-
istry is not considered in the present version of the model and important sinks of reactive gases
may be underestimated. The following sections describe in more detail the different schemes
implemented in the gas-phase chemistry module.
2.2.1 Chemical Mechanism
The photochemical mechanism is the main component of an AQM. Species considered in a pho-
tochemical gas-phase mechanism are classified into two groups: inorganic compounds, such
as NOx, Ox, HOx and SOx; and organic compounds, essentially volatile organic compounds
(VOCs). There are two types of atmospheric reactions included in photochemical mechanisms:
(1) thermal reactions in which the collision of molecules or the vibrations of molecules causes
a reaction (e.g., thermal decomposition of PAN) or, (2) photochemical reactions in which the
absorption of a photon provides energy for reaction (e.g., photodissociation of O3 or NO2).
A fully explicit chemical mechanism for representing gas-phase atmospheric chemistry would
include around 20,000 reactions and thousands of species (Atkinson, 2000). Due to computa-
tional limitations, this would mean too many reactions and species to incorporate into a three-
dimensional photochemical model.
For the present study, the CB05 (Yarwood et al., 2005) is used. It is an updated version of
the Carbon-Bond IV (CB04) Gery et al. (1988). CB05 was developed in 2005 for use in US
Environmental Protection Agency (EPA) atmospheric modelling studies. Yarwood et al. (2005)
described CB05 as a condensed mechanism of atmospheric oxidant chemistry that provides a ba-
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sis for computer modelling studies of ozone, particulate matter (PM), visibility, acid deposition
and air toxic issues. CB05 core mechanism has 51 chemical species and solves 156 reactions.
It extends inorganic reactions from urban to remote tropospheric conditions. The rate constants
are updated based on evaluations of Atkinson et al. (2004) and Sander et al. (2006). A full list
of all gas-phase species and reactions are provided in Table 2.2 and Table 2.3 , respectively.
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Table 2.2: The chemical trace species of the CB05 chemical mechanism implemented in the gas-phase tropospheric
chemistry of NMMB/BSC-CTM.
Species Description Species Description
NO Nitric oxide SO2 Sulfur dioxide
NO2 Nitrogen dioxide MEO2 Methylperoxy radical
O3 Ozone MEOH Methanol
O
Oxygen atom in the O3(P) elec-
tronic state
MEPX Methylhydroperoxide
O1D
Oxygen atom in the O1(D) elec-
tronic state
FACD Formic acid
OH Hydroxyl radical ETHA Ethane
HO2 Hydroperoxy radical ROOH Higher organic peroxide
H2O2 Hydrogen peroxide AACD Acetic and higher carboxylic acids
NO3 Nitrate radical PACD
Peroxyacetic and higher peroxy-
carboxylic acids
N2O5 Dinitrogen pentoxide PAR Paraffin carbon bond (C-C)
HONO Nitrous acid ROR Secondary alkoxy radical
HNO3 Nitric acid ETH Ethene
PNA Peroxynitric acid (HNO4) OLE
Terminal olefin carbon bond (R-
C=C)
CO Carbon monoxide IOLE
Internal olefin carbon bond (R-
C=C-R)
FORM Formaldehyde ISOP Isoprene
ALD2 Acetaldehyde ISPD
Isoprene product (lumped
methacrolein, methyl vinyl
ketone, etc.)
C2O3 Acetylperoxy radical
PAN Peroxyacetyl nitrate TERP Terpene
ALDX
Propionaldehyde and higher alde-
hydes
TOL
Toluene and other monoalkyl aro-
matics
CXO3 C3 and higher acylperoxy radicals XYL
Xylene and other polyalkyl aro-
matics
PANX C3 and higher peroxyacyl nitrates CRES
Cresol and higher molecular
weight phenols
XO2
NO to NO2 conversion from
alkylperoxy (RO2) radical
TO2 Toluene-hydroxyl radical adduct
XO2N
NO to organic nitrate conversion
from alkylperoxy (RO2) radical
OPEN Aromatic ring opening product
NTR Organic nitrate (RNO3) CRO Methylphenoxy radical
ETOH Ethanol MGLY
Methylglyoxal and other aromatic
products
SULF Sulfuric acid (gaseous)
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Table 2.3: The gas-phase CB05 chemical mechanism reactions applied in the NMMB/BSC-CTM.
Reactants Products Rate expression
O + O2 + M → O3 + M 6.0E-34*(300/T)2.4
O3 + NO → NO2 3.0E-12*exp(T/1500)
O + NO2 → NO 5.6E-12*exp(180/T)
O + NO2 → NO3 K0= 2.5E-31*exp(300/T)1.8
K∞=2.2E-11*exp(300/T)0.7
O + NO → NO2 K0=9.0E-32*exp(300/T)1.5
K∞=3.0E-11
NO2 + O3 → NO3 1.2E-13*exp(T/2450)
O(1)D + M → O + M 2.1E-11*exp(102/T)
O(1)D + H2O → 2.000*OH 2.2E-10
O3 + OH → HO2 1.7E-12*exp(T/940)
O3 + HO2 → OH 1.0E-14*exp(T/490)
NO3 + NO → 2.000*NO2 1.5E-11*exp(170/T)
NO3 + NO2 → NO + NO2 4.5E-14*exp(T/1260)
NO3 + NO2 → N2O5 K0= 2.0E-30 *(300/T)4.4
K∞= 1.4E-12*(300/T)0.7
N2O5 + H2O → 2.000*HNO3 2.5E-22
N2O5 + H2O+
H2O
→ 2.000*HNO3 1.8E-39
N2O5 → NO3 + NO2 K0= 1.0E-03*exp(11000/T)3.5
K∞= 9.7E+14*exp(T/11080)0.1
Fc= 0.45
n= 1.0
NO + NO + O2 → 2.000*NO2 3.3E-39*exp(530/T)
NO + NO2 +
H2O
→ 2.000*HONO 5.0E-40
NO + OH → HONO 7.0E-31*exp(300/T)2.6
3.6E-11*exp(300/T)−0.1
OH + HONO → NO2 1.8E-11*exp(T/390)
HONO + HONO → NO + NO2 1.0E-20
NO2 + OH → HNO3 K0=2.0E-30*exp(300/T)3.0
K∞=2.5E-11
OH+ HNO3 → NO3 K0=2.4E-14*exp(460/T)
K2= 2.7E-17*exp(2199/T)
K3= 6.5E-34*exp(1335/T)
HO2 + NO → OH + NO2 K0=3.5E-12*exp(250/T)
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Table 2.3 Continued from previous page
Reactants Products Rate expression
HO2 + NO2 → PNA K0=1.8E-31*exp(300/T)3.2
K∞=4.7E-12
Fc=0.6
PNA → HO2+NO2 K0=4.1E-5*exp(T/10650)
K∞=4.8E15*exp(T/11170)
Fc=0.6
OH + PNA → NO2 1.3E-12*exp(380/T)
HO2 + HO2 → H2O2 K1=2.3E-13*exp(600/T)
K2=1.7E-33*exp(1000/T)
HO2+HO2+H2O → H2O2 K1=3.22E-34*exp(2800/T)
K2=2.38E-54*exp(3200/T)
OH + H2O2 → HO2 2.9E-12*exp(T/160)
O1D + H2 → OH + HO2 1.1E-10
OH + H2 → HO2 5.5E-12*exp(T/2000)
OH + O → HO2 2.2E-11*exp(120/T)
OH + OH → O 4.2E-12*exp(T/240)
OH + OH → H2O2 K0=6.9E-31*exp(300/T)1.0
K∞=2.6E-11
OH + HO2 → 4.8E-11*exp(250/T)
HO2 + O → OH 3.0E-11*exp(200/T)
H2O2 + O → OH + HO2 1.4E-12*exp(-2000/T)
NO3 + O → NO2 1.0E-11
NO3 + OH → HO2+ NO2 2.2E-11
NO3 + HO2 → HNO3 3.5E-12
NO3 + O3 → NO2 1.0E-17
NO3 + NO3 → 2.000*NO2 8.5E-13*exp(T/2450)
XO2 + NO → NO2 2.6E-12*exp(365/T)
XO2N + NO → NTR 2.6E-12*exp(365/T)
XO2 + HO2 → ROOH 7.5E-13*exp(700/T)
XO2N + HO2 → ROOH 7.5E-13*exp(700/T)
XO2 + XO2 → 6.8E-14
XO2N + XO2N → 6.8E-14
XO2 + XO2N → 6.8E-14
NTR + OH →
HNO3+ HO2 + 0.330*FORM+
0.330*ALD2+ 0.330*ALDX-
0.660*PAR
5.9E-13*exp(360/T)
ROOH + OH → XO2+ 0.500*ALD2 +0.500*ALDX 3.01E-12*exp(190/T)
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Table 2.3 Continued from previous page
Reactants Products Rate expression
OH + CO → HO2 K1= 1.44E-13
K2=3.43E-33
OH + CH4 → MEO2 2.45E-12*exp(T/1775)
MEO2 + NO → FORM + HO2+ NO2 2.8E-12*exp(300/T)
MEO2 + HO2 → MEPX 4.1E-13*exp(750/T)
MEO2 + MEO2 → 1.370*FORM+ 0.740*HO2+0.630*MEOH 9.5E-14*exp(390/T)
MEPX + OH → 0.700*MEO2+ 0.300*XO2+0.300*HO2 3.8E-12*exp(200/T)
MEOH + OH → FORM + HO2 7.3E-12*exp(T/620)
FORM + OH → HO2 + CO 9.0E-12
FORM + O → OH + HO2 + CO 3.4E-11*exp(T/1600)
FORM + NO3 → HNO3+HO2+ CO 5.8E-16
FORM + HO2 → HCO3 9.7E-15*exp(625/T)
HCO3 → FORM + HO2 2.4E+12*exp(T/7000)
HCO3 + NO → FACD+ NO2 + HO2 5.6E-12
HCO3 + HO2 → MEPX 5.6E-15*exp(2300/T)
FACD + OH → HO2 4.0E-13
ALD2 + O → C2O3 + OH 1.8E-11*exp(T/1100)
ALD2 + OH → C2O3 5.6E-12*exp(270/T)
ALD2 + NO3 → C2O3+ HNO3 1.4E-12*exp(T/1900)
C2O3 + NO → MEO2 + NO2 8.1E-12*exp(270/T)
PAN → C2O3 + NO2 K0= 4.9E-3*exp(12100/T)
K∞= 5.4E16*exp(T/13830)
Fc=0.3
C2O3 + HO2 → 0.800*PACD+ 0.200*AACD+0.200*O3 4.3E-13*exp(1040/T)
C2O3 + MEO2 → 0.900*MEO2+ 0.900*HO2+FORM+ 0.100*AACD 2.0E-12*exp(500/T)
C2O3 + XO2 → 0.900*MEO2+ 0.100*AACD 4.4E-13*exp(1070/T)
C2O3 + C2O3 → 2.000*MEO2 2.9E-12*exp(500/T)
PACD + OH → C2O3 4.0E-13*exp(200/T)
AACD + OH → MEO2 4.0E-13*exp(200/T)
ALDX + O → CXO3 + OH 1.3E-11*exp(T/870)
ALDX + OH → CXO3 5.1E-12*exp(405/T)
ALDX + NO3 → CXO3 + HNO3 6.5E-15
CXO3 + NO → ALD2+ NO2+ HO2+XO2 6.7E-12*exp(340/T)
CXO3 + NO2 → PANX K0=2.7E-28*exp(300/T)7.1
K∞=1.2E-11*exp(300/T)0.9
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Table 2.3 Continued from previous page
Reactants Products Rate expression
Fc=0.3
PANX → CXO3 + NO2
PANX + OH → ALD2 + NO2 3.0E-13
CXO3 + HO2 → 0.800*PACD+ 0.200*AACD+0.200*O3 4.3E-13*exp(1040/T)
CXO3 + MEO2 →
0.900*ALD2+ 0.900*XO2+
HO2+ 0.100*AACD+
0.100*FORM
2.0E-12*exp(500/T)
CXO3 + XO2 → 0.900*ALD2+ 0.100*AACD 4.4E-13*exp(1070/T)
CXO3 + CXO3 → 2.000*ALD2 + 2.000*XO2+2.000*HO2 2.9E-12*exp(500/T)
CXO3 + C2O3 → MEO2+ XO2+ HO2+ ALD2 2.9E-12*exp(500/T)
PAR + OH →
0.870*XO2+ 0.130*XO2N+
0.110*HO2+ 0.060*ALD2-
0.110*PAR+ 0.760*ROR+
0.050*ALDX
8.1E-13
ROR →
0.960*XO2+ 0.600*ALD2+
0.940*HO2- 2.100*PAR+
0.040*XO2N+ 0.020*ROR+
0.500*ALDX
1.E+15*exp(T/8000)
ROR → HO2 1.6E+3
ROR + NO2 → NTR 1.5E-11
O + OLE →
0.200*ALD2+ 0.300*ALDX+
0.300*HO2+ 0.200*XO2+
0.200*CO+ 0.200*FORM+
0.010*XO2N+ 0.200*PAR+
0.100*OH
1.E-11*exp(T/280)
OH + OLE →
0.800*FORM+ 0.330*ALD2+
0.620*ALDX + 0.800*XO2+
0.950*HO2- 0.700*PAR
3.2E-11
O3 + OLE →
0.180*ALD2+ 0.740*FORM+
0.320*ALDX+ 0.220*XO2+
0.100*OH+ 0.330*CO+
0.440*HO2 - 1.000*PAR
6.5E-15*exp(T/1900)
NO3 + OLE →
NO2+ FORM+ 0.910*XO2+
0.090*XO2N+ 0.560*ALDX+
0.350*ALD2- 1.000*PAR
7.0E-13*exp(T/2160)
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Table 2.3 Continued from previous page
Reactants Products Rate expression
O + ETH → FORM+ 1.700*HO2+ CO+0.700*XO2+ 0.300*OH 1.04E-11*exp(T/792)
OH + ETH → XO2+ 1.560*FORM+0.220*ALDX+ HO2 K0=1.0E-28*exp(300/T)
0.8
K∞=8.8E-12
O3 + ETH →
FORM+ 0.630*CO+
0.130*HO2+ 0.130*OH+
0.370*FACD
1.2E-14*exp(T/2630)
NO3 + ETH → NO2+ XO2+ 2.0*FORM 3.3E-12*exp(T/2880)
IOLE + O →
1.240*ALD2+ 0.660*ALDX+
0.100*HO2+ 0.100*XO2+
0.100*CO+ 0.100*PAR
2.3E-11
IOLE + OH → 1.300*ALD2 + 0.700*ALDX +HO2 + XO2 1.0E-11*exp(550/T)
IOLE + O3 →
0.650*ALD2 + 0.350*ALDX
+ 0.250*FORM + 0.250*CO
+ 0.500*O + 0.500*OH +
0.500*HO2
8.4E-15*exp(T/1100)
IOLE + NO3 → 1.180*ALD2 + 0.640*ALDX +HO2 + NO2 9.6E-13*exp(T/270)
TOL + OH →
0.440*HO2 + 0.080*XO2 +
0.360*CRES + 0.560*TO2 +
0.765*TOLRO2
1.8E-12*exp(355/T)
TO2 + NO → 0.900*NO2 + 0.900*HO2 +0.900*OPEN + 0.100*NTR 8.1E-12
TO2 → CRES + HO2 4.2
OH + CRES → 0.400*CRO + 0.600*XO2 +0.600*HO2 + 0.300*OPEN 4.1E-11
CRES + NO3 → CRO + HNO3 2.2E-11
CRO + NO2 → NTR 1.4E-11
CRO + HO2 → CRES 5.5E-12
OPEN + OH → XO2 + 2.000*CO + 2.000*HO2+ C2O3 + FORM 3.0E-11
OPEN + O3 →
0.030*ALDX + 0.620*C2O3
+ 0.700*FORM + 0.030*XO2
+ 0.690*CO + 0.080*OH +
0.760*HO2 + 0.200*MGLY
5.4E-17*exp(T/500)
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Table 2.3 Continued from previous page
Reactants Products Rate expression
OH + XYL →
0.700*HO2 + 0.500*XO2 +
0.200*CRES + 0.800*MGLY
+ 1.100*PAR + 0.300*TO2 +
0.804*XYLRO2
1.7E-11*exp(116/T)
OH + MGLY → XO2 + C2O3 1.8E-11
O + ISOP →
0.750*ISPD + 0.500*FORM +
0.250*XO2 + 0.250*HO2 +
0.250*CXO3 + 0.250*PAR
3.6E-11
OH + ISOP →
0.912*ISPD + 0.629*FORM +
0.991*XO2 + 0.912*HO2 +
0.088*XO2N + ISOPRXN
2.54E-11*exp(407.6/T)
O3 + ISOP →
0.650*ISPD + 0.600*FORM +
0.200*XO2 + 0.066*HO2 +
0.266*OH + 0.200*CXO3 +
0.150*ALDX + 0.350*PAR +
0.066*CO
7.86E-15*exp(T/1912)
NO3 + ISOP →
0.200*ISPD + 0.800*NTR +
XO2 + 0.800*HO2 + 0.200*NO2
+ 0.800*ALDX + 2.400*PAR
3.03E-12*exp(T/448)
OH + ISPD →
1.565*PAR + 0.167*FORM +
0.713*XO2 + 0.503*HO2 +
0.334*CO + 0.168*MGLY +
0.252*ALD2 + 0.210*C2O3 +
0.250*CXO3 + 0.120*ALDX
3.36E-11
O3 + ISPD →
0.114*C2O3 + 0.150*FORM
+ 0.850*MGLY + 0.154*HO2
+ 0.268*OH + 0.064*XO2 +
0.020*ALD2 + 0.360*PAR +
0.225*CO
7.1E-18
NO3 + ISPD →
0.357*ALDX + 0.282*FORM
+ 1.282*PAR + 0.925*HO2
+ 0.643*CO + 0.850*NTR +
0.075*CXO3 + 0.075*XO2 +
0.150*HNO3
1.0E-15
TERP + O → 0.150*ALDX + 5.12*PAR +TRPRXN 3.6E-11
TERP + OH →
0.750*HO2 + 1.250*XO2 +
0.250*XO2N + 0.280*FORM +
1.66* PAR + 0.470*ALDX +
TRPRXN
1.5E-11*exp(449/T)
65
2.2. GAS-PHASE CHEMISTRY MODULE
Table 2.3 Continued from previous page
Reactants Products Rate expression
TERP + O3 →
0.570*OH + 0.070*HO2 +
0.760*XO2 + 0.180*XO2N +
0.240*FORM + 0.001*CO +
7.000*PAR + 0.210*ALDX +
0.390*CXO3 + TRPRXN
1.2E-15*exp(T/821)
TERP + NO3 →
0.470*NO2 + 0.280*HO2 +
1.030*XO2 + 0.250*XO2N +
0.470*ALDX + 0.530*NTR +
TRPRXN
3.7E-12*exp(175/T)
SO2 + OH → SULF + HO2 + SULRXN K0= 3.0E-31*exp(300/T)3.3
K∞= 1.5E-12
OH + ETOH →
HO2 + 0.900*ALD2 +
0.050*ALDX + 0.100*FORM +
0.100*XO2
6.9E-12*exp(T/230)
OH + ETHA → 0.991*ALD2 + 0.991*XO2 +0.009*XO2N + HO2 8.7E-12*exp(T/1070)
NO2 + ISOP →
0.200*ISPD + 0.800*NTR +
XO2 + 0.800*HO2 + 0.200*NO
+ 0.800*ALDX + 2.400*PAR
1.5E-19
Numerical Method to solve chemical reactions
Computation of a full transport-chemistry system involves a huge number of stiff Ordinary Dif-
ferential Equation (ODE) integrations. For their numerical solution, commonly the operator
splitting approach is followed. A major computational task is, then, the numerical integration of
the stiff ODE system describing the chemical transformations. The main idea of stiffness is that
the equation includes some terms that can lead to rapid variation in the solution.
ODEs are differential equations with one independent variable, such as time. We consider solv-
ing the Initial Value Problem (IVP) of first order ODEs
du(t)
dt
= f (t,u(t)), given u(0) = u0 (2.12)
for u(t) ∈ ℜN , 0≤ t ≤ T .
An example of stiff ODE systems describing the kinetics of a chemical system, called Production-
Loss ODE, can be written as:
dc(t)
dt
= f (t,c(t)) = P(t,c(t))−L(t,c(t))c(t) (2.13)
or for every concentration of the ith chemical as:
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dci(t)
dt
= Pi(t,c(t))−Li(t,c(t))ci(t) (2.14)
where c(t)= (c1(t), ...,cm(t))T is the concentration vector and each ci corresponds to the con-
centration of the ith chemical compound, m is the number of compounds, and P and L (diagonal
matrix) are the chemical production and loss terms, respectively. Note that both Pi and Li are in
general functions of other concentrations, and, consequently, equations 2.13 and 2.14 constitute
a system of coupled ODEs.
The aim of the numerical method is to approximate solutions of the ODE systems by numerically
solving the IVP (equation 2.12) using discretization of the interval into mesh points. This gives
approximations:
un ≈ u(tn) n = 1,2, ...,N
with step size
∆t = tn+1− tn
Sometimes it is taken a constant step size to make easier the calculations so that: tn = n∆t,
t0 = 0, t1 = N∆t = T .
The EBI is used for solving the chemical equations. The corresponding scheme is the following:
un+1 = un+∆t f (tn+1,un+1), n = 0,1,2, ... (2.15)
As a result, if the EBI is applied to production-loss ODEs (see equation 2.14 ) the approximation
scheme is written as:
cn+1i = c
n
i +∆t(P
n+1
i −Licn+1i ) (2.16)
The EBI is widely used in the CTM and due to the linear nature of equation 2.15, the chemical
mass balance is preserved exactly.
2.2.2 Photolysis Scheme
The chemistry of the atmosphere is strongly driven by sunlight by dissociating certain key
molecules into fragments which are frequently highly reactive. The splitting or decomposition
of a chemical compound by means of light energy or photons is called photolysis (or photodisso-
ciation). Photolysis reactions are of major importance to the atmospheric chemistry determining
tropospheric composition. Photolysis is responsible for the majority of the smog buildup detri-
mental to humans, animals, plant life and materials. In order to accurately predict and model the
effects of air pollution, accurate J− values must be estimated. Hence, in CTMs is essential the
simulation of the enhanced photochemical rates above and in the upper levels of clouds as well
as the reduced rates below optically thick clouds and absorbing aerosols (Logan et al., 1981).
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Table 2.4: Photolysis reactions applied in the NMMB/BSC-CTM
Reactants Products Cross section reference
NO2 +hv → NO + O Carter (January, 2000)
O3 +hv → O Atkinson et al. (2004)
O3 +hv → O1D Atkinson et al. (2004)
NO3 +hv → NO2 + O Carter (January, 2000)
NO3 +hv → NO Carter (January, 2000)
HONO +hv → NO + OH Atkinson et al. (2004)
H2O2 +hv → 2.000*OH Carter (January, 2000)
PNA +hv → 0.610*HO2 + 0.610*NO2 + 0.390*OH+ 0.390*NO3 Atkinson et al. (2004)
HNO3 +hv → OH + NO2 Atkinson et al. (2004)
N2O5 +hv → NO2+ NO3 Atkinson et al. (2004)
NTR +hv → NO2+ HO2+ 0.330*FORM+ 0.330*ALD2+ 0.330*ALDX-
0.660*PAR
(Atkinson et al., 2004)
FORM +hv → 2.000*HO2 + CO Carter (January, 2000)
FORM +hv → CO Carter (January, 2000)
ALD2 +hv → MEO2 + CO + HO2 Barnard et al. (2004)
PAN +hv → C2O3 + NO2 Atkinson et al. (2004)
PANX +hv → CXO3 + NO2 Atkinson et al. (2004)
PACD +hv → MEO2 + OH Yarwood et al. (2005)
ALDX +hv → MEO2 + CO+ HO2 Carter (January, 2000)
The light available to a molecule in air for absorption and photodissociation including direct,
scattered and reflected radiation coming from all directions is called actinic flux (Finlayson-Pitts
and Pitts, 2000). The calculation of the actinic flux, which is the quantity needed for J− values
calculations, begins with the solar radiation incident at the top of the atmosphere and must take
into account absorption and scattering of the light in the atmosphere (by gas molecules, cloud
droplets and aerosols particles) and at the ground surface. As a result, clouds and aerosols can
both modify, reducing and enhancing, the actinic flux depending on their optical properties, so-
lar zenith angle, and the position of the layer of interest relative to the observation point.
The rate of photodissociation of a molecule, A, upon light absorption,
A+hv→ B+C (2.17)
can be described as a first-order process with a rate constant, J, called photolysis rate constant
or J− values:
d[A]
dt
=−J[A] (2.18)
An expression for photolysis rate constant J, measured in s−1, is
J =
∫
λ
c︷︸︸︷
ϑ(λ)
b︷︸︸︷
Σ(λ)
a︷ ︸︸ ︷
F(λ)dλ (2.19)
where J depends on three terms:
1. intensity of available light that the molecule can absorb, called actinic flux F (a).
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2. the intrinsic strength of light absorption in that region by A, called absorption cross section
Σ (b).
3. the quantum yield for photodissociation, ϑ (c).
As in the majority of photolysis schemes, the solar spectrum is divided up into a number of
wavelength bins, then, the actinic flux is calculated for each bin, and, finally, the contribution
to the total photolysis rate is summed, given the mean absorption cross-section for each species
over each bin (see equation (2.20)). Thus equation (2.19) becomes:
Ji =
λi
∑
λ
ϑav(λ)Σav(λ)Fav(λ) (2.20)
where λ is the wavelength, ϑav is the primary quantum yield for the photolysis of the molecules
averaged over the wavelength interval ∆λ, centered at λ, Σav is the absorption cross section, base
e, averaged over the wavelength interval ∆λ, centered at λ, and Fav is the actinic flux in photons
summed over the wavelength interval ∆λ, centered at λ. Actinic flux, F(λ), is given by:
F(λ) =
∫
φ
∫
θ
I(λ,θ,φ)sin(θ)dθdφ (2.21)
where I is the radiance or intensity, and θ and φ represents zenith and azimuth angles, respec-
tively. The radiance is defined as the intensity of the incoming light at angle θ (see Figure 2.4).
Hence, actinic flux depends on many factors, such as geographical location, time, season, pres-
ence or absence of clouds, and the total amount of O3 and particles in the air which scatter light
as it passes through the atmosphere.
Following Chandrasekhar (1960) the basic equation of radiative transfer for a scattering atmo-
sphere with an incoming solar beam is defined as
µ
dI(τ,µ,φ)
dτ
= I(τ,µ,φ)− ω(τ)
4pi
∫ +1
−1
dµ′
∫ 2pi
0
dφ′p(τ,µ,φ,µ′,φ′)− ω(τ)
4
p(τ,µ,φ,−µ0,φ0)Se−τ/φ0
(2.22)
where φ and φ0 are, respectively the azimuth angle and the solar azimuth angle, µ and µ0 are,
respectively, the cosine of zenith angle and the cosine of solar zenith angle and ω is the single
scattering albedo at optical depth level τ, and S is the solar flux.
Table 2.4 shows the photolysis reactions considered. To compute the photolysis rates, we have
implemented the Fast-J (Wild et al., 2000) online photolysis scheme. Fast-J has been coupled
with the physics of each model layer (e.g., clouds, absorbers as ozone). The optical depths of
grid-scale clouds from the atmospheric driver are considered by using the fractional cloudiness
based on relative humidity (Fast et al., 2006). The main advantages of Fast-J are the optimization
of the phase function (equation 2.22) expansion into Legendre polynomials and the optimization
of the integration over wavelength (Wild et al., 2000). The Fast-J scheme has been upgraded
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Figure 2.4: Typical light ray striking a thin layer of air in the atmosphere (from Finlayson-Pitts and Pitts (2000))
with the CB05 photolytic reactions. The quantum yields and cross section for the CB05 photol-
ysis reactions have been revised and updated following the recommendations of Atkinson et al.
(2004), Sander et al. (2006) and Barnard et al. (2004). The Fast-J scheme uses 7 different wave-
length bins appropriate for the troposphere to calculates the actinic flux covering from 289 to
850 nm (see Table VIII from (Wild et al., 2000)). Figure 2.5 displays the photolysis rates for the
NO2 (top panel) and PAN (bottom panel) used in this model at the surface (left panel) and the
Top Of the Atmosphere (TOA) (right panel) for the first of July 2004 at 12 UTC.
2.2.3 Dry deposition
In general terms, dry deposition is defined as the transport of particulate and gaseous pollutants
from the atmosphere onto surfaces in the absence of precipitation. Dry deposition of gases and
particles is a basic process that removes air pollutants from the atmosphere. As a consequence
of this process, the deposition of pollutants onto the ground can damage the ecosystem.
Usually, the parameter used to model the deposition rate is the deposition velocity vd whose
product with the concentration at a specified height (z) results in the mass flux density as:
vd =−Fccz (2.23)
where Fc is the flux density and cqz is the concentration at height z.
Approximation of deposition velocities (vd) represents the main output of the dry deposition
70
2.2. GAS-PHASE CHEMISTRY MODULE
Figure 2.5: Photolysis rate used in the NMMB/BSC-CTM for the NO2 (top panel) and PAN (bottom panel) for the
first of July 2004 (12 UTC) at the surface (left panel) and the TOA (right panel).
models which, for gases, is computed from a formula comparable to Ohm’s law in electrical
circuits (Wesely, 1989).
An online implementation is used to characterize the dry-deposition of several atmospheric
species based on the Wesely (1989) scheme. Wesely (1989) developed a methodology for the
parametrizations of surface resistances to gaseous dry deposition in regional-scale modelling
over a variety of species, land-use types and season, thus, replacing the previous systems which
presented simple look-up tables or bulk surface resistances.
The magnitude of vd is the following:
|vd |= (ra+ rb+ rc)−1 (2.24)
Equation above is composed by three resistances: ra is the aerodynamic resistance (the same to
all species), rb is the quasilaminar sublayer resistance (depends on the landuse specific friction
velocity and molecular characteristics of gases), and rc is the canopy (surface) resistance (de-
pends on surface properties such as moisture level, pH of the surface solubility and reactivity of
the gas) (Baldocchi et al., 1987; Wesely, 1989; Wesely and Hicks, 1997; Garland, 1977).
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Figure 2.6: Scheme of pathway resistances used in Equation 2.25 (from Byun et al. (1990)).
Generally, the canopy resistance rc is the most difficult of the three flux resistances to evaluate
theoretically. Under ideal conditions, rc could be related to the surface conditions, time of the
day and season.
Wesely (1989) assumed that ra and rb were evaluated using existing techniques and suggested a
method to estimate rc for the five seasonal categories and 11 landuse types employed with the
module. Analogously to Ohm’s law in electrical circuits, rc is divided into various resistances:
rc =
[
1
rs+ rm
+
1
rlu
+
1
rdc+ rcl
+
1
rac+ rgs
]−1
(2.25)
where
rs= leaf stomata resistance;
rm= mesophyll resistance;
rlu= resistance of outer surface of leaves in the upper canopy ;
rdc= resistance of gas-phase transfer affected by buoyant convection in canopy ;
rcl= lower canopy resistance (uptake pathways at the leaves, twigs, bark, etc.);
rac= transfer resistance for processes that depend only on canopy height and density; and
rgs= a resistance of soil, leaf litter, and other ground material.
These resistances are illustrated in Figure 2.6. The tabulated values of seven components of
baseline resistances :
72
2.2. GAS-PHASE CHEMISTRY MODULE
(r j,rlu,rac,rgsS,rgsO,rclS,rclO)
for five categories of seasons and for eleven land-use types are listed in Table 1 of the Wesely
(1989) work. On these tables both SO2 and O3 (respectively subscripts S and O of the tabulated
values) are taken as base species, meaning that estimated resistance of other gases are calculated
by scaling according to several chemical properties, such as measures of aqueous solubility and
oxidizing capacity of SO2 and O3.
Figure 2.7 shows the ozone dry mean velocity for the first day of July 2004.
Figure 2.7: Ozone dry mean velocity (cm/s) for the first of July 2004.
2.2.4 Wet deposition
Clouds play an important role in the boundary layer meteorology and air quality. Gases and
aerosol particles can go inside cloud droplets through absorption/condensation (of soluble gases)
and activation and impact scavenging (of aerosol particles) (Flossmann et al., 1985; Pruppacher
and Klett, 1997). Once inside the cloud or rain water, some compounds can dissociate into
ions and/or react through aqueous chemistry (Seinfeld and Pandis, 1998). Cloud chemistry con-
tributes to the chemical processing of NOx, SO2, and NH3 and ultimately to wet deposition
of N and S onto the ground. Hence, wet deposition removes several air pollutants from the
atmosphere but at the same time the deposition of air pollutants onto the ground may lead to
ecosystem damage (e.g. acidification). Clouds and fog droplets also affect gas-phase species
concentrations by attenuating solar radiation below the cloud base which has a significant im-
pact on the photolysis reactions, or by scavenging species from the gas-phase and mediating the
formation of secondary products in the heterogeneous reactions (Jacob, 2000).
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Pollutant concentrations are affected by several processes (vertical-convective mixing, scaveng-
ing, aqueous chemistry, and removal by wet deposition) occurring in clouds. The overall wet
flux of the species is the sum of the transfer of the species from clouds to rain plus the transfer
effect due below-cloud scavenging. Cloud’s processes are summarised on Figure 2.8.
Figure 2.8: Conceptial framework of cloud chemistry processes
The cloud chemistry scheme of Byun and Ching (1999) and Foley et al. (2010) has been imple-
mented within NMMB/BSC-CTM in order to resolve the cloud processes affecting the concen-
tration of air pollutants. The wet deposition of 36 gases from the CB05 chemical mechanism are
considered here. The processes included are grid-scale scavenging and wet deposition, subgrid-
scale vertical mixing, scavenging and wet deposition for precipitating and non-precipitating
clouds. Only incloud scavenging is considered in the current implementation. The incloud scav-
enging process is computed using the Henry’s Law equilibrium equation. The rate of change for
incloud pollutant concentration is given by:
∂Cicld
∂t
=Cicld
e−aiτcld −1
τcld
(2.26)
αi =
1
τwashout(1+ TWFHi )
, (2.27)
where Cicld is the gas concentration within the cloud [ppm], τcld is the cloud timescale [s], αi
is the scavenging coefficient for the gas specie, H i is the Henry’s Law coefficient for the gas
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specie [M/atm], total water fraction (TWF)=ρH2O/(WT RT ) is the total water fraction (where WT
is the total mean water content) [kg/m3], R is the Universal gas constant, and T is the incloud air
temperature [K]), and τwashout is the washout time [s] representing the amount of time required
to remove all of the water from the cloud volume at a specified precipitation rate [m/s]. The
washout time is given by:
τwashout =
WT 4 zcld
ρH2OPr
(2.28)
where 4zcld is the cloud thickness [m] and Pr is the specified precipitation rate [m/s]. Both
grid-scale and subgrid-scale scavenging are computed with equation 2.26, where τcld is 1 hour
for subgrid-scale clouds, and the chemistry timestep for grid-scale clouds. Wet deposition is
computed following the algorithm of Chang et al. (1987), which depends upon Pr and Cicld .
Thus, the wet deposition is given by:
wdepi =
∫ τcld
0
CicldPrdt (2.29)
The sub-grid cloud scheme implemented solves the convective mixing, scavenging and wet de-
position of a representative cloud within the grid cell following the Community Multi-scale Air
Quality Model (CMAQ) and Regional Acid Deposition Model (RADM)v2.6 models schemes
(Byun and Ching, 1999; Chang et al., 1987). Precipitating and non-precipitating sub-grid clouds
are considered. The latter are categorized as pure fair weather clouds and non-precipitating
clouds and may coexists with precipitating clouds (Byun and Ching, 1999; Foley et al., 2010).
2.2.5 Tropospheric upper boundary condition
In applications focused on the troposphere, such as AQMs, the stratospheric chemistry may be
solved in a simplified approach avoiding complex stratospheric chemistry schemes.
Mixing rations of several species (NO, NO2, N2O5, HNO3, and CO) are initialised each day
from a climatology of a global chemical model Model for OZone And Related chemical Trac-
ers (MOZART)-4/NCEP (Emmons et al., 2010). These mixing rations are implemented above
100hPa.
Ozone is an important reactive gas with complex chemistry in the stratosphere, therefore, needs
a better representation there. Two different linear ozone stratospheric scheme, Cariolle v2a
(Cariolle and Teyssèdre, 2007) and COPCAT (Monge-Sanz et al., 2011), are implemented in
the current version of the model in handling stratospheric ozone as an upper boundary condition
within the model NMMB/BSC-CTM. These two linear photochemical ozone models are also
implemented above 100hPa.
Linear stratospheric schemes
Cariolle and Déqué (1986) where the first to include a linearized ozone stratospheric scheme,
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namely Cariolle v1.0, in a three-dimensional CTM model. The change in ozone with time due
to the local chemistry is given by:
C =
dχ
dt
= (P−L)[χ,T,Φ] (2.30)
where (P−L) represents the ozone tendency, the square brackets denote a functional dependence
on χ the ozone mixing ratio (kgkg−1), the air temperature T(K), and Φ the column of ozone
above the point under consideration (kgm−2) where :
Φ= 1/g
∫ l
TOA
χ d p (2.31)
The integral runs over all pressure levels from the top of the atmosphere (TOA) down to level l,
where l is the level under consideration.
Equation (2.30) is expanded to the first order Taylor series
C =
dχ
dt
= (P−L)0+
a︷ ︸︸ ︷
∂(P−L)
∂χ
∣∣∣∣
0
(χ−χ0)+
b︷ ︸︸ ︷
∂(P−L)
∂T
∣∣∣∣
0
(T −T0)+
c︷ ︸︸ ︷
∂(P−L)
∂Φ
∣∣∣∣
0
(Φ−Φ0)
(2.32)
The second term in the expansion accounts for the variations in the local ozone amount (a),
the third term for the temperature (b) and the last term, called radiation term, accounts for the
influence of non-local ozone on the amount of solar radiation reaching the considered level(c).
Specific terms in this equation are coefficients applicable at the equilibrium state (represented
with the subscript 0) which can be either climatological values or have been pre-calculated with
a complete photochemical model. In Cariolle v2a (Cariolle and Teyssèdre, 2007), these co-
efficients are obtained at equilibrium from the MOBIDIC 2-D photochemical model (Cariolle
and Teyssèdre, 2007). These terms are presented as functions of latitude, model level and month.
Heterogeneous processes describing the polar stratospheric chemistry are non-linear and depend
on the three-dimensional structure of the atmosphere. The original Cariolle v1.0 considered only
gas-phase, hence, no heterogeneous chemistry was included. The reason was that the ozone hole
chemistry was not well known when this scheme was first developed. Later, Cariolle v2a incor-
porates an additional ozone destruction term (-Khetχ) on the equation 2.32 to compensate for that
lack of heterogenous chemistry. This term describes an specific ozone destruction process when
conditions for polar stratospheric cloud (PSC) formation are reached, consequently, it must be
used only if temperature is less than 195 K and during daytime (for solar zenith angles lower
than 87◦) at high latitude (over 45◦ latitude).
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The new approach COPCAT (Monge-Sanz et al., 2011), based on the Cariolle v1.0 linear ap-
proach, uses the TOMCAT/SLIMCAT full-chemistry CTM (Chipperfield, 2006) to calculate the
coefficients of the equation 2.32. In COPCAT no additional heterogeneous term is required be-
cause this new scheme has been calculated considering complete heterogeneous and gas-phase
chemistry. Then, it considers heterogeneous and gas-phase chemistry to be consistent when
are applied in this linear ozone parametrization. This kind of parametrization is in better agree-
ment with the current state of knowledge of stratospheric heterogeneous chemistry than previous
schemes (Monge-Sanz et al., 2011).
2.3 Initial and Boundary Conditions
Before starting a simulation, it is necessary to determine the initial concentration of the chemical
species used in the model, called the Initial Conditions (IC). In addition, when using a regional
configuration it is also necessary to determine concentrations of all model species at the bound-
aries of the domain, called the BC. Appropriate IC and BC are required in order to solve the set
of stiff differential equations included in AQMs.
In principle, observational data would be preferred for providing chemical IC and BC. However,
such high-resolution observations are generally not available and other approaches are used. The
methods applied for setting the IC and BC into the model range from the use of 1) default back-
ground values predefined by the user, 2) previous run outputs, and 3) the output from a regional
or global AQM.
Numerous studies show the influence of IC and BC in the concentration results. Berge et al.
(2001) suggests that running an appropriate spin-up prior to the simulation could minimized the
influence of IC considering that the influences of IC basically depend on species lifetime. Liu
et al. (2001b) presents that the influence of BC decreases during the downwind transport, and
is significant to a specific region where the arrival time of the boundary condition is short and
the species lifetime is long. Hence, influences of BC are more important for regions near the
domain boundaries. Jiménez et al. (2007) focuses on the conditions within the PBL in the north-
eastern Iberian Peninsula, and proves that using a 48-h spin-up is sufficient to reduce the impact
factor of IC to 10% or less for O3 concentrations since the influence of pervasive local emissions.
For the global domain, a spin-up of one year 2004 is applied to achieve the chemical equilibrium
before the actual simulation is performed. On the other hand, the regional configuration applies
a spin-up of 10 days starting from ideal background concentrations.
2.4 Emissions
Emission inventories are one of the main critical parts of an AQMs due to their uncertainties
(Zhao et al., 2011; Guenther et al., 2006; Smith et al., 2011). Emissions can be divided into:
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anthropogenic (influenced by humans or human-induced activities) and natural. Anthropogenic
sources include: industrial activities, power generation, on-road traffic, ports, airports, agricul-
ture, etc. Although many natural emissions are from biogenic origin, i.e., produced by living
organisms, there are other natural sources such as soil, biomass burning, volcanoes and light-
ning that need to be taken into account. Natural emissions depend strongly on meteorological
fields (e.g., temperature, solar radiation, precipitation) and vegetation cover (e.g., leaf area in-
dex, land use, vegetation cover) and are considered the most uncertain source of total emissions
(Zhang, 2008). Most pollutants are emitted both by natural and by anthropogenic sources.
Emissions estimates are developed using emissions models combining descriptions of various
processes (EEA, 2013; IPCC, Japan, 2013; Olivier et al., 1999). These models combine esti-
mates of process rates and Emission Factors (EFs) to produce an estimate of the emissions from
a particular source (e.g., industrial facility, road traffic, biogenic emission). In models, such as
Model of Emissions of Gases and Aerosols from Nature version (MEGAN) (Guenther et al.,
2006), biogenic emissions are calculated for each Plant Functional Type (PFT) and are a func-
tion of sunlight and temperature. The processing of emissions is an important step that prepares
the emission files to be used by the AQMs later on. The emission module converts point, area,
and mobile source emissions to hourly emissions of the model species in each grid cell. There-
fore, emissions inputs are built to be well-matched with the chemical mechanisms used in the
model, and with the model resolution. This conversion method consists in a sequence of steps
called temporization, speciation, and gridding. These files, normally, consist of hourly, spatially
gridded estimates of the emissions of primary pollutants such as CO, NO, NO2, SO2, HNO2 and
of the various primary VOCs that treated in the chemical mechanism.
The quality of the available emission inventories varies from high quality inventories to less
available or reliable emissions information in other regions, especially in developing countries
due to lack of test based in EFs (Klimont and Streets, 2007). The resulting uncertainty leads to
a range of possible emission outcomes for a given source. Hence, emissions are one of the most
uncertain inputs into AQMs (Tonnesen et al., 1998a; Pierson et al., 1990; Geron et al., 1994;
Simpson, 1995; Smith et al., 2011).
Several emission inventories have been developed (http://accent.aero.jussieu.fr). These
emission sources covers different domains: POET (Granier et al., 2005), RETRO (Schultz et al.,
2007), EDGAR-FT2000 (Olivier et al., 1996), ACCMIP Lamarque et al. (2013), GAINS (Janusz
Cofala and Markus Amann and Zbigniew Klimont and Kaarle Kupiainen and Lena Höglund-
Isaksson, 2007) or GEIA (GEIA/ACCENT, 2005) are examples for the global domain, EPA-
2006 (http://www.epa.gov/airtrends/) for United States, EMEP (EEA, 2007; Vestreng and
Støren, 2000) and TNO-MACC (Kuenen et al., 2014) for Europe, REAS (Ohara et al., 2007) for
Asia, TRACE-P (Streets et al., 2006) for China, and HERMESv2.0 (Guevara et al., 2013) for
Iberian Peninsula and Canary Islands are examples for regional domain inventories.
Pollutant emission fluxes significantly vary between emission inventories. The case of CO emis-
sions is highlighted in Table 2.5 . Table 2.5 presents regional and global anthropogenic and
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biomass burning emissions for CO (Tg CO) for the year 2000. This table comes from Lamarque
et al. (2013).
Table 2.5: Regional and global anthropogenic and biomass burning emission inventories for CO (Tg CO) for the year
2000 (Lamarque et al., 2013). In addition, TNO-MACC (Kuenen et al., 2014) for the year 2009 is also added to this
comparison.
Anthro. EDGAR-FT2000 RETRO GAINS
EPA-
2006
EMEP-
2004 TRACE-P ACCMIP
TNO-
MACC
Global 548 476 542 - - - 611 -
US 74 56 75 102 - - 93 -
Europe 30 19 38 - 31 - 31 38.2
China 98 95 128 - - 100 121 -
Bio. burn. GFED-v2 GICC ACCMIP
Global 427 467 459
In this Ph.D. thesis, the global run experiment uses anthropogenic and biomass burning emis-
sions based on the Atmospheric Chemistry and Climate Model Intercomparison Project (AC-
CMIP) inventory Lamarque et al. (2013), and soil and ocean emissions based on Precursors
of Ozone and their Effect on the Troposphere (POET) inventory (Granier et al., 2005). These
emissions are described in Section 4.2.1. Biogenic emissions are computed online with the
MEGANv2.04 (Guenther et al., 2006), described in Section 2.4.1. Global anthropogenic emis-
sions of NO for January and July 2004 used in the global model simulation are displayed in
Figure 2.9.
Figure 2.9: Anthropogenic emissions of NO (mg/m2/day), from ACCMIP inventory Lamarque et al. (2013) , for
January (left) and July (right) 2004 used in this model simulation
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For the regional experiments, the anthropogenic emissions are based on the The Netherlands
Organisation for Applied Scientific Research (TNO)-Monitoring Atmospheric Composition and
Climate (MACC) database (Kuenen et al., 2011, 2014; Pouliot et al., 2012), described in Section
5.2.1. Concerning to natural online emissions, only biogenic emissions are considered as a
natural source in the regional scale and are computed with the MEGANv2.04 model.
2.4.1 Online biogenic emissions
In the NMMB/BSC-CTM, biogenic emissions are computed online with the MEGANv2.04
(Guenther et al., 2006). MEGAN is a modelling system for estimating the net emission rate
of gases and aerosols from terrestrial ecosystems into the above-canopy atmosphere at specific
location and time. Driving variables include landcover and weather. Weather driving variables
considered are temperature at 2m and short wave radiation. MEGAN canopy-scale emission
factor differs from most other biogenic emissions models, which use a leaf-scale emission fac-
tor. The emission-factor maps used in MEGAN are updated periodically and the algorithms are
refined. MEGAN can be applied at regional or global scale with a horizontal resolution up to
1 km2. MEGAN estimates the emission of more than 130 non-methane volatile organic com-
pounds (NMVOCs). All the MEGAN NMVOCs are speciated, following the CB05 chemical
mechanism; thus, emissions for isoprene, lumped terpenes, methanol, nitrogen monoxide, ac-
etaldehyde, ethanol, formaldehyde, higher aldehydes, toluene, carbon monoxide, ethane, ethene,
paraffin carbon bond, and olefin carbon bond are considered within the chemical processes of
the NMMB/BSC-CTM model. Biogenic emissions are computed every hour in order to account
for evolving meteorological changes in solar radiation, surface temperature, moisture and pre-
cipitation. Figure 2.10 (upper and bottom panels) shows the emission of isoprenes and terpenes
(Tg/year) for January (left) and July (right) 2004 used in this model simulation.
Land cover, emission factors, and meteorological parameters are important driving variables
of MEGAN, and the uncertainties of estimated biogenic volatile organic compounds (BVOCs)
emissions and their impacts on surface ozone are hence associated with uncertainties in these
inputs. Ashworth et al. (2010) evaluates the effect of varying the temporal resolution of the
weather input data on isoprene emission estimates generated by the MEGAN. This study sug-
gest that using daily or monthly data instead of hourly data a reduction of 3% and 7% is obtained.
Moreover, the impact on a local scale can be more significant with reductions of up to 55% at
some locations when using monthly average data compared with using hourly data. Another
study, Marais et al. (2014), performs several sensitivity model runs to study the impact of differ-
ent model input and model settings on isoprene estimates and resulted in differences of up to ±
17% of the reference isoprene total. In our study, weather inputs are based on previous day 24h
averages and data of the hour of interest.
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Figure 2.10: Biogenic emissions of isoprene (upper panel) and monoterpene (bottom panel), from the online model
MEGANv2.04 for January (first column) and July (second column) 2004 used in this model simulation
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Chapter 3
Inter-comparison of two ozone
stratospheric linear models within the
online global model
3.1 Introduction
Ozone is one of the dominant chemical species in the stratosphere. The majority of the ozone
in the atmosphere, around 85 - 90%, is found in the stratosphere (Holton et al., 1995). The
distribution of ozone in the stratosphere is a combination of chemical, dynamical and radiative
processes. Ozone budgets in the upper troposphere and lower stratosphere (UTLS) are also
controlled by Stratosphere-Troposphere Exchange (STE). Anthropogenic pollution increases in
relation to STE events (Santer et al., 2003; Holton et al., 1995). Some regional air quality mod-
elling results have shown a strong impact on ozone boundary conditions (obtained from global
Chemical Transport Model (CTM)) in background ozone concentrations with the troposphere
(Im et al., 2014a; Giordano et al., 2014). In this sense, proper STE treatment is demanded from
global CTMs to properly model the ozone budget in the atmosphere.
A detailed description of the photochemistry of the ozone involves hundreds of chemical species
and reactions. This significantly increases the complexity of numerical models a requiring large
amount of computer time. In applications such as NWP or CTMs, with focus on the tropospheric
chemistry, it is not feasible to implement full ozone photochemistry throughout the whole atmo-
sphere. Consequently, a simple and faster ozone photochemistry approach for the stratosphere
is preferable.
In the last two decades, a new generation of linear stratospheric photochemistry schemes and
ozone distributions were developed using coefficients derived from a photochemical model with
more detailed chemistry (Cariolle and Déqué, 1986; Cariolle and Teyssèdre, 2007; McLinden
et al., 2000; McCormack et al., 2004, 2006; Monge-Sanz et al., 2011). These schemes are based
on Cariolle and Déqué (1986), Cariolle v1.0, which uses a linear parameterization depending
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only on temperature and ozone amount in their coefficients. Cariolle v1.0 model lacks a hetero-
geneous term to treat the ozone polar loss, however, in the later versions a heterogeneous term
is included in the parametrization since the coefficients included only gas-phase chemistry (Car-
iolle and Teyssèdre, 2007). However, a new linear ozone scheme COPCAT (Monge-Sanz et al.,
2011) incorporates implicitly heterogeneous chemistry in their four coefficients and, hence, does
not need an extra term accounting for the heterogeneous chemistry on its parametrization. Thus,
both gas- phase and heterogeneous processes are included in a consistent way in the COPCAT
linear approach providing a better representation of the stratospheric ozone in comparison with
the current knowledge than in previous schemes (Monge-Sanz et al., 2011). Linear stratospheric
photochemistry schemes have been implemented in many models (climate, CTM, NWP). The
Cariolle and Déqué (1986) model has been introduced in the ARPEGE-Climate General Circu-
lation Model and the European Centre for Medium-Range Weather Forecasts (ECMWF) model
(Andersson et al. (2003)) for operational forecasts. It has also been used within 3D SLIMCAT
stratospheric CTM for the study of ozone trends (Hadjinicolaou et al. (2005)). Parameterizations
from Cariolle and Teyssèdre (2007) have been implemented within the MOCAGE CTM (Josse
et al., 2004) and a 5 year simulation, 2000-2004, has been run with wind and temperature fields
from the ECMWF operational analyses. Monge-Sanz et al. (2011) compare the new O3 scheme,
COPCAT, within the same CTM used to calculate it, the TOMCAT/SLIMCAT (Chipperfield,
2006). COPCAT agrees mainly with TOMCAT/SLIMCAT full-chemistry. In addition, COP-
CAT is compared with the current ECMWF scheme based on Cariolle and Teyssèdre (2007) for
stratospheric O3 and it is observed that COPCAT performs better the Antarctic ozone hole and
also at northern high latitudes (Monge-Sanz et al., 2011).
The principal motivation of this specific study is that a simple linear stratospheric ozone scheme
is a good option to model the STE and gives a valuable alternative to the introduction of complex
and computationally costly chemical schemes into a CTM that mainly focuses on tropospheric
chemistry.
In this Ph.D. thesis, we implement and evaluate two different linear parameterisations for the
stratospheric ozone within the global CTM model NMMB/BSC Chemical Transport Model
(NMMB/BSC-CTM). The two linear schemes evaluated are the last version of CD86, Cari-
olle v2a (Cariolle and Teyssèdre, 2007) and the COPCAT scheme (Monge-Sanz et al., 2011).
The ozone vertical structure is evaluated with ozonesondes, and Halogen Occultation Experi-
ment (HALOE) and SCanning Imaging Absorption spectroMeter for Atmospheric CHartogra-
phY (SCIAMACHY) satellite retrievals. Both, the ozone vertical profile and the total ozone
column are analysed. Special analysis on the stratosphere-troposphere ozone transition is pre-
sented.
Chapter 2 summarises the main characteristics of the modelling system applied (NMMB/BSC-
CTM), including a description of the ozone linear stratospheric models implemented (see Sec-
tion 2.2.5). The model setup is described in Section 3.2. Observations used to evaluate the model
are briefly described in Section 3.3. Results and conclusions of this work are given in Sections
3.4 and 3.5.
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3.2 Model setup
For the present work, the model NMMB/BSC-CTM is configured as global. It solves the chem-
istry of the troposphere and the stratospheric ozone with the linear scheme. The global domain
is configured with a horizontal grid spacing of 1.4◦ x1◦ and 64 vertical layers. The top of the
atmosphere is set at 1 hPa. The atmospheric model fundamental time step is set to 180s and the
chemistry processes are solved every 4 fundamental time steps. NCEP/Final Analysis (FNL) is
used as initial conditions for the meteorological driver. The meteorology is reinitialised every
24 h. To initialise the chemistry on the first day of simulation, initial conditions from the global
atmospheric model MOZART-4/NCEP (Emmons et al., 2010) are used and a spin-up of 1 year
is then run. After this spin-up, one year simulation is used for the model evaluation. Above
100hPa, two different model configurations are defined to establish the most suitable scheme for
the performance of the stratospheric ozone: (1) the NMMB/BSC-CTM coupled with the Cariolle
v2a linear model (hereinafter referred to as CAR experiment), and (2) the NMMB/BSC-CTM
model coupled with the COPCAT linear model (hereinafter referred to as COP experiment).
The year of simulation is 2004. Table 3.1 shows the main configuration of the model and the
experiment set-up.
Table 3.1: Model characteristics and experiment configuration
Chemistry
Tropospheric ozone (below 100hPa) Chemical mechanism CB05 (Yarwood et al., 2005)
Stratospheric ozone (above 100hPa) Experiment 1: Cariolle v2a (Cariolle and Teyssèdre, 2007)
Experiment 2: COPCAT (Monge-Sanz et al., 2011)
Resolution and Initial conditions
Horizontal resolution 1.4◦ x 1◦
Vertical layers 64
Top of the atmosphere 1 hPa
Chemical Initial condition MOZART-4 (Emmons et al., 2010)
Meteorological Initial condition Final Analysis (FNL) NCEP
Spin-up 1 year
3.3 Ozone observational data
3.3.1 SCIAMACHY data
Total O3 columns are compared with SCIAMACHY (http://www.sciamachy.org/) satellite
data and used in this model evaluation to provide some insight into the spatial distribution of
the model. SCIAMACHY (on board ENVISAT that was operational from March 2002 to April
2012) is a passive remote sensing spectrometer measuring backscattered, reflected, transmitted
or emitted radiation from the atmosphere and the Earth’s surface with a wavelength range be-
tween 240-2380 nm. The SCIAMACHY instrument has a typical spatial resolution of 60 x 30
km2. The SCIAMACHY Level-2 data product, used here, provides retrieved daily total ozone
columns (Lerot et al., 2014). Total O3 error is generally less than 0.5% at moderate solar zenith
angle (SZAs) and may reach 2% at SZAs larger than 80◦ (Weber, M., 2014). Moreover, Borchi
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and Pommereau (2007) present a validation of several satellites, including SCIAMACHY, in
comparison with several series of profiles obtained by long duration balloon measurements dur-
ing 2003 and 2004. The ozone relative biases reach +5.5% for the SCIAMACHY satellite prod-
uct.
3.3.2 HALOE data
The vertical structure of stratospheric O3 is compared against available HALOE data. HALOE
recorded data is at almost every sunrise (SR) and sunset (SS) event of middle atmosphere com-
position and temperature on board the Upper Atmosphere Research Satellite (UARS). The ob-
served coverage is from 11th of October 1991 until 21st of November 2005 with a few obser-
vations for some individual months. HALOE uses solar occultation to measure simultaneous
vertical profiles of ozone with a very high vertical resolution (2 km) (see Russell et al. (1993b)
for further details of the experiment). Brühl et al. (1996) successfully intercompare HALOE ver-
tical profiles of ozone with 400 profiles of other sounders including ozonesonde, lidars, ballons,
rocketsondes and other satellites with coverage of almost all seasons and all latitudes. From this
intercomparison, Brühl et al. (1996) conclude that the quality of HALOE ozone data is excel-
lent throughout the whole stratosphere. Bhatt et al. (1999) find an agreement, after averaging
HALOE data, to within 10% of their corresponding ozonesonde measurements down to 100 hPa
at tropical/subtropical latitudes and to 200 hPa at extratropical latitudes. Several studies esti-
mate uncertainties of single profile HALOE retrievals and state that its accuracy decreases near
the tropopause (Eyring et al., 2006; Brühl et al., 1996; Harries et al., 1996; Park et al., 1996;
Russell III et al., 1996). In Remsberg (2008) 14 years (1991-2005) of ozone-versus-pressure
profiles from the HALOE are analysed and concluded that the solar occultation technique of
HALOE provided adequate sampling and enough vertical resolution for obtaining the solar cy-
cle response in stratospheric ozone. HALOE Version 19 daily data for SR and SS experiments
during the complete year of 2004 has been used in this study with different geolocation by lati-
tude and longitude displayed in initialis 3.1.
3.3.3 Ozonesondes: WOUDC, GMC and SHADOZ
Available ozonosondes of the World Ozone and Ultraviolet Radiation Data Center ozonosonde
network (WOUDC;http://www.woudc.org/), the Global Monitoring Division (GMD; ftp:
//ftp.cmdl.noaa.gov/ozwv/ozone/) and the Southern Hemisphere Additional Ozonesondes
(SHADOZ; http://croc.gsfc.nasa.gov/shadoz/; Thompson et al., 2003a,b) are used in
this model evaluation to complement the vertical ozone analysis. Most of the ozonesonde sta-
tions provide between 4 to 12 profiles per month each year with a precision of ± 3-8 % in
the troposphere (Tilmes et al., 2012). A total of 23 ozonesonde stations, following the study
of Tilmes et al. (2012) are selected for the present evaluation. Figure 3.1 displays the location
of these selected ozonosondes. Following a similar criteria as Tilmes et al. (2012), regional
aggregates are formed in combining stations with similar O3 characteristics.
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Figure 3.1: Monthly HALOE locations used in this model evaluation
3.4 Results
3.4.1 Total ozone column
To know the capability of two linear schemes to simulate stratospheric ozone in time and space,
the monthly zonal mean total column of ozone in Dobson Units (DU) from the two model sim-
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Figure 3.2: Ozonesondes locations used in this model evaluation
ulations are compared with the SCIAMACHY observations. CAR (first column), COP (second
column) and, SCIAMACHY satellite retrievals (third column) for January to June are displayed
in Figure 3.3, and July to December 2004 in Figure 3.4. To make a proper comparison, data
from the model simulation is compared only when satellite data is available at each time and
location of each overpass.
In general, both COP and CAR simulations show a realistic seasonal cycle, where: (1) in the
NH extratropics, ozone values are highest during spring and lower during Sept-Oct, due to the
poleward and downward transport of the ozone by the large-scale Brewer-Dobson circulation
(Brewer, 1949; Dobson, 1956; Weber et al., 2011), (2) in the tropics, where there is slow large-
scale ascent, the ozone columns are lower mostly during Nov-Jan when the upwelling branch
of the Brewer-Dobson circulation is strongest, (3) in the south pole, low values of the Antarctic
ozone hole are seen during the Antarctic spring, (4) over the circum-Antarctic belt the highest
ozone concentrations are seen during Sep-Nov when ozone rich air is brought down by a large-
scale descendent.
Figure 3.3 shows that during the first part of the year (January-April), both simulations result in
low column values over northern high latitudes with respect to the satellite data. This underes-
timation is particularly large for the COP simulation (50 DU less). During late spring and the
beginning of summer, a reduction in ozone concentrations is observed in northern high latitudes.
COP is able to capture this ozone descendent with similar values, and CAR has higher values
in comparison with the satellite data. Moreover, COP modelled ozone values are in agreement
with the satellite data over the north hemisphere during autumn and summer. Larger biases be-
tween April and November are noticeable through CAR simulation (∼ 25-100 DU). Over the
Equator latitudes (-5◦ to 5◦) both simulations have positive bias throughout the year, except in
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November-January, and is more significant in February-March and July-August of the order of
25-50 DU. Total column differences (DU) with respect to TOMS satellite data for SLIMCAT
runs using the COPCAT and the Cariolle v2a are presented in Monge-Sanz et al. (2011). Results
from this comparison show a clear underestimation: from -30 to -20 DU for COPCAT and less
than 10 DU in the case of Cariolle v2a over the Equator latitudes. These results are different from
what we see in our model simulation suggesting a possible limitation in the parameterization of
the radiation scheme (underestimation of the aerosol attenuation) in our model over this area.
Having said that, the positive O3 bias over the tropics requires further investigation. Lower con-
centrations over the tropics are observed during December-February when the Brewer-Dobson
circulation is strongest. Over the north tropical Pacific, both simulations underestimate ozone
concentrations during the year, more significantly in late autumn and winter seasons. From De-
cember to May, CAR and COP simulations have a tendency to overestimate concentrations over
southern mid and high latitudes. Higher values are particularly large by 50 DU in these latitudes
for the COP simulation during December-February. Moreover, Figure 3.4 shows that from June-
August CAR simulation has a tendency to overestimate O3 at southern high latitudes by 25 DU.
The Antartic ozone hole is most commonly defined as the region at high southern latitudes en-
closed by the 220 DU of ozone (Newman et al., 2004). Figure 3.4 shows that over the Antarctic,
the ozone hole during September-October is well-simulated by COP capturing its extension and
magnitude. On the other hand, CAR captures the ozone decrease during the Antarctic spring
but clearly overestimates ozone concentrations by 25 DU compared to satellite data. This result
may be due to the different heterogeneous chemistry treatment adopted in each scheme. Note
that, both simulations have a shorter duration of the ozone hole in comparison to the satellite
data that has lower concentrations during November. In addition, higher values in the belt above
the Antarctic are well-simulated by both CAR and COP models with significant overestimation
by CAR during Sept-Nov, and also by COP only during November.
Total column ozone field is also computed in previous studies such as Inness et al. (2013) using
the MACC reanalysis. The MACC reanalysis system assimilates ozone satellite retrievals from
several satellite sensors. Over the NH, the MACC reanalysis is able to simulate higher values
(> 400 DU) during winter and spring; lower values are seen in CAR (only for winter) and
COP in comparison with the MACC reanalysis. Similar values between the NMMB/BSC-CTM
simulations and MACC reanalysis are seen from -45◦ to 45◦ latitudes throughout the year, with
the exception of the positive bias already observed in the Equator for February-March and July-
August. Over the SH, the MACC reanalysis has lower values in comparison to COP and CAR
from December-May, but it is in agreement with COP successfully simulating the Antarctic
ozone hole during the months of September-October.
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Figure 3.3: Total O3 (DU) between the two simulations, CAR (first column) and COP (second column), and the
SCIAMACHY satellite data (third column) for the months of January to June (from the first row to the last, respec-
tively) .
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Figure 3.4: Total O3 (DU) between the two simulations, CAR (first column) and COP (second column), and the
SCIAMACHY satellite data (third column) for the months of July to December (from the first row to the last, respec-
tively) .
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3.4.2 Stratosphere vertical structure
Total ozone columns are complemented with the stratospheric ozone vertical profiles from the
HALOE retrievals and upper tropospheric ozone vertical profiles from WOUDC, GMD and
SHADOZ ozonesondes in order to assess the vertical distribution of ozone in the stratosphere-
upper troposphere. Upper tropospheric vertical profiles are discussed in the next section. The
comparison is made only when HALOE retrievals are available; thus, only the same data from
the model and the observations is compared.
Figure 3.5 shows the seasonal average (DJF for December, January and February, MAM for
March, April and May, JJA for June, July and August, and SON for September, October and
November) simulated vertical profiles of ozone for the model simulations, CAR and COP, and
HALOE observations. Results in Figure3.5 are displayed by latitude bands of 50N-90N, 20N-
50N, 20S-20N, 50S-20S, 90S-50S (from top to bottom rows). The number of observations
available is added on the top of each sub-figure. Measurements are represented by the solid red
line and the model results COP by the solid black line, and CAR by a solid blue line. To know
the variability of data, standard deviation is plotted in each vertical layer for both models (black
and blue for COP and CAR, respectively) and observations (red) in horizontal lines.
As in all previous studies using linear ozone schemes, major features are well captured by both
simulations. These major features include: (1) the maximum stratospheric ozone concentra-
tion is seen around 6-10hPa, (2) higher ozone values are observed in the tropics (20N-20S) and
lower in the mid-high latitudes (90N-50N and 50S-90S) and, (3) the ozone concentration de-
crease from the maximum to the tropopause is well-captured.
These results show that CAR has a tendency to overestimate the maximum stratospheric ozone
concentration during the whole year, which is more significant in the tropical and north extratrop-
ical regions. This result is consistent with the higher total ozone values by the CAR simulation
seen in Figs. 3.3 and 3.4. On the other hand, COP underestimates the ozone maximum between
50N-20S latitudes. In addition, COP has a tendency to underestimate the ozone above 10 hPa.
The underestimation of the maximum stratospheric ozone and the ozone concentrations above
10hpa is consistent and already seen in the study by Monge-Sanz et al. (2011), which compares
the annual average from the year 2000 ozone profiles between the COPCAT parameterization
and the HALOE measurements in the tropics (4 ◦ N). However, CAR has a positive bias above
10 hPa in most of the latitudes compared with the COP, of the order of 2ppm, and HALOE
observations, of the order of ∼ 1-2ppm. The ozone is well-captured in the mid/low stratosphere
between 50N-50S for both simulations. Nonetheless, both simulations underestimate the ozone
in the low stratosphere between 90N-50N during DJF and MAM. This result is consistent with
the comparison against the ozone total columns from SCIAMACHY seen for this latitudes at
this period. During MAM, JJA and SON CAR there is a significant positive bias at 90N-50N
latitudes. Over high southern latitudes, we have seen in Figure 3.4 that COP tends to overes-
timate O3 concentrations during (the months of) DJF and MAM. With the results of the ozone
vertical profiles, we see that this overestimation is located in the mid/low stratosphere below 20
hPa. During the JJA, the same results are seen for both simulations, that underestimate ozone in
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Figure 3.5: O3 (ppb) comparison of HALOE measurements (red lines) and simulated (black lines) seasonal vertical
profiles and standard deviations (horizontal lines) for the latitude bands of 30N-90N (top row), 30S-30N (middle row)
and 90S-30S (bottom row). To emphasize that the parametrizations were implemented above 100 hPa, an horizontal
grey line was added in this pressure level.
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the lower stratosphere especially in latitudes between 90S-50S. In spring, the vertical profile of
ozone at high northern latitudes is well-captured by COP. Furthermore, the ozone hole in the
south pole during autumn is successfully simulated, by the COP simulation. This result is con-
sistent with the previous analysis of the ozone tropospheric columns (see Figure 3.4).
3.4.3 Upper troposphere vertical structure
Since the main purpose of this study is to evaluate two different simple parameterizations for the
stratospheric ozone as an upper boundary condition to model the tropospheric ozone chemistry,
we are interested in evaluating in more detail the model performance around and below 100 hPa,
where the transition between the linear schemes and the comprehensive tropospheric chemical
mechanism is located. For that reason, the vertical structure of the upper troposphere is assessed
with ozonesonde observations. Hence, the model results are compared with available ozoneson-
des that have a better accuracy near the tropopause level than the HALOE measurements. Figure
3.6 compares the seasonal average mean simulated vertical profiles of ozone for both the model
simulations and observations. Figure 3.6 shows (from left to right) four panels: DJF, MAM,
JJA and SON for each region. The location and the number of profiles of the ozonesondes is
depicted in Figure 3.6. The ozonesonde profiles are averaged by regions following Tilmes et al.
(2012): USA, W. Europe, Equator and Japan. Measurements are represented by the solid red
line, the COP model results by the solid black line, and CAR model results by the solid blue
line. To know the variability of data, standard deviation is plotted in each vertical layer for both
model (black for COP and blue for CAR) and observations (red) in horizontal lines.
To summarise, both simulations well-captured the ozone around the tropopause level. The agree-
ment for the O3 vertical profiles over USA, W. Europe, Equator and Japan, is very good for both
simulations in particular during MAM. Over Europe, a slight ozone underestimation (<10ppb)
during winter is seen by CAR simulation. In the summer, the ozone concentrations are over-
estimated in most of the stations, in particular over Japan and W. Europe (<300ppb). Higher
differences between the two simulations are seen over the polar stations. Over the N. Polar
stations, CAR has higher concentrations throughout the whole year with a better performance
during the spring than COP below 100 hPa. On the other hand, the ozone inflection in the
tropopause level is better-simulated by COP during DJF and MAM. Significant overestimation
(<1ppm) is seen in the S. Polar stations for the COP simulation during DJF and MAM. On the
other hand, COP shows a better performance, with lower concentrations, during JJA and SON
in the south polar stations. As it has been shown in Sections 3.4.1 and 3.4.2, the ozone reduction
during SON in the south polar stations by the COP simulation, is in good agreement with the ob-
servations; CAR, on the other hand, overestimates (<1ppm) the intensity/duration of the ozone
hole. Part of the ozone bias in the troposphere might be attributed to the net influx of ozone
around 100hPa. Thus, ozone concentrations in the upper troposphere need to be well-captured
by the model simulations.
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Figure 3.6: Comparison of ozonesonde measurements (red lines) and simulated COP (black lines) and CAR (blue
lines) seasonal vertical profiles of O3 (ppb) and standard deviations (horizontal lines). The region name and the num-
ber of stations, using brackets, are given above each plot. To emphasize that the parametrizations were implemented
above 100 hPa, an horizontal grey line was added in this pressure level. 95
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3.4.4 Stratospheric inflow
The different treatment of the stratospheric ozone in the model results in a different stratospheric
ozone inflow in the troposphere. The stratospheric inflow of ozone at 100 hPa is shown in table
3.2 for the two experiments. It is calculated as an approximation of the stratosphere-troposphere
ozone exchange flux, as the annual balance of the ozone mass crossing the 100 hPa height. The
stratospheric inflow is computed on the global, Northern Hemisphere, Southern Hemisphere,
Northern Extratropics and Southern Extratropics domains, and annual and seasonal budgets are
provided.
Common features are seen in both simulations: (1) there is a hemispheric asymmetry in the
stratosphere-troposphere exchange of ozone where most of the net influx of ozone occurs in the
northern hemisphere, (2) higher stratospheric influx happens during DJF, and less during JJA, (3)
over the tropics the STE balance is positive, thus, ozone flux mainly goes from the troposphere
to the stratosphere especially during JJA. In general, COP (-383.87 Tg) has higher stratospheric
inflow than CAR (-358.35 Tg). Over the NH, this higher inflow occurs in DJF, JJA and SON, and
over the SH from December to May. Over the tropics, the ozone flux from the troposphere to the
stratosphere is higher in CAR than COP. Significant differences are seen in the N. Extratopics
where higher stratospheric influx occurs during winter with the COP simulation. In addition,
over the S. Extratropics higher influx is seen in CAR during SON. These results are consistent
with Figure 3.6, where, during the winter months, stations that are located in the N. Extratopics
(NH Polar, USA, Europe and Japan) have higher concentrations in COP. On the other hand, sta-
tions that are located in the S. Extratropics (Equator and SH Polar) have higher concentrations
in CAR simulation during spring around 100 hPa.
Several previous studies that calculate the global stratospheric inflow of ozone include: Huijnen
et al. (2010) with -421 Tg O3, Folberth et al. (2006) with -715 Tg O3, Horowitz et al. (2003)
with -343 Tg O3 , and Stevenson et al. (2006) with -552 ± 168 Tg O3. Both simulations results
are in good agreement with these studies, although they exhibit a lower range value of the model
estimates of STE.
Table 3.2: Stratospheric inflow of ozone mass (Tg O3) at 100 hPa for season and whole 2004 year for simulations
COP and CAR.
Period Global NH SH Trop. N. Extratrop. S. Extratrop.
COP DJF -135.83 -86.04 -49.79 -1.31 -73.16 -61.35
MAM -111.34 - 58.40 -52.94 5.22 -63.95 -52.61
JJA -60.15 -36.58 -24.23 14.47 -52.82 -22.47
SON -75.96 -49.22 -26.61 4.32 -37.28 -42.87
Annual -383.87 -230.46 -153.41 22.77 -227.36 -179.28
CAR DJF -114.14 -75.19 -38.95 0.72 -64.23 -50.63
MAM -101.22 -60.11 -41.11 5.16 -65.42 -40.96
JJA -62.42 -33.37 -29.04 15.80 -50.51 -27.71
SON -80.59 -45.86 -34.73 5.91 -34.52 -51.99
Annual -358.35 -214.80 -143.55 27.66 -214.86 -171.15
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3.5 Conclusions
Two simplified treatments of the stratospheric ozone have been evaluated with the global chem-
ical transport model NMMB/BSC-CTM: the Cariolle v2a linear scheme (CAR experiment) and
the COPCAT linear scheme (COP experiment). Both model simulations are compared to the
total ozone columns retrieved from the SCIAMACHY satellite, ozone vertical profiles from the
WOUDC, SHADOZ and GMD ozonesondes (upper troposphere), and HALOE profiles satellite
retrievals (stratosphere).
Both simulations reproduce realistic total ozone columns in comparison with the SCIAMACHY
satellite data, capturing the main seasonal cycle features. In NH, higher ozone values are seen in
spring and in the SH, the very low values of the Antarctic ozone hole are well-captured by both
simulations. Both simulations result in the column values being too low in the northern higher
latitudes with respect to the satellite data during the first half of the year. Ozone concentrations
tend to be higher in the CAR simulation. The main limitation of COP is the higher ozone values
over the south polar region from December to May. The main limitations of CAR are the higher
values in the north hemisphere during summer and autumn and also, in the south pole during
the spring season. The treatment in the heterogeneous chemistry adopted by COP provides a
more realistic ozone hole performance during September-October over the Antarctic. CAR, on
the contrary, overestimates the ozone hole concentrations values. Both simulations perform a
shorter duration of the ozone hole in comparison with the satellite data.
Concerning the vertical structure of O3 in the stratosphere and upper troposphere, COP and CAR
simulations well-captured the maximum stratospheric ozone around 6-10hPa, the higher ozone
values in the Equator and the lower values in the poles and the ozone decrease in the tropopause
level. In general, CAR has a tendency to overestimate the maximum stratospheric ozone during
the whole year and COP underestimates the ozone in the upper stratosphere. The ozone destruc-
tion is well-captured in spring at high northern latitudes and in high southern latitudes by the
COP simulation. In addition, both parametrizations well-captured the ozone in the tropopause
level. Good results are seen over USA, W. Europe, Equator and Japan stations by both models,
particularly during spring time. The main differences between simulations are seen in the polar
ozonesonde stations, where COP overestimates the S. Polar stations during DJF and MAM and
CAR overestimate during SON.
Both simulations exhibit a hemispheric asymmetry in stratosphere-troposphere exchange of
ozone where most of the stratospheric influx of ozone occurs in the northern hemisphere. Over
the tropics the STE balance is positive. Higher stratospheric inflow is seen in the COP simula-
tion (-383.87 Tg O3) than CAR (-358.35 Tg O3) and both results are within the lower range of
the STE model estimates.
Overall, this study has shown that a simple ozone stratospheric scheme can capture the main
characteristics of the stratospheric ozone with reasonably dynamic performance. Hence, these
simplified parameterizations are a good option to be implemented in the tropospheric CTMs
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providing a realistic ozone upper boundary condition with a very low computational cost. COP
well-simulated stratospheric ozone from August to October and well-captured the ozone hole
during the Antarctic spring; on the other hand, CAR has a good agreement throughout the whole
year with the observations, however, presents significant limitations over the SH.
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Chapter 4
Global run evaluation
4.1 Introduction
Ozone plays an important role in global tropospheric chemistry. In the lower troposphere,
it is one of the main indicators of air quality, reaching unhealthy levels at high concentra-
tions, however, in the free troposphere and the stratosphere, it is as an important greenhouse
gas. In the presence of nitrogen oxides (NOx), it is produced during the photochemical oxida-
tion of methane (CH4 ), carbon monoxide (CO) and non-methane volatile organic compounds
(NMVOC) (Crutzen, 1974; Derwent et al., 1996). Since the pre-industrial era, emissions of
ozone precursors from anthropogenic and biomass burning sources have changed, modifying
the distribution of tropospheric ozone concentrations and other trace gases (Lamarque et al.,
2013). Stratosphere-Troposphere Exchange (STE) events contributing to the influx of strato-
spheric O3 into the troposphere are also an important source of the tropospheric ozone (Stohl
et al., 2003; Hsu and Prather, 2009).
The development of AQMs and MetM have traditionally evolved as separate fields (offline ap-
proach) due to the scientific complexities and limitations in computer resources. Although, the
offline approach requires lower computational capacity, it can cause a loss of essential informa-
tion about some atmospheric processes that have a time-scale smaller than the output time of the
meteorological model (Baklanov et al., 2014). However, nowadays, due to a general increase
in computer capacity, online coupled meteorology-chemistry models have been developed and
used by the science community that recognizes the online approach more realistic than offline
(Byun, 1990). Overviews of online AQM-MetM models are available in the literature (Zhang,
2008; Baklanov et al., 2014).
Several global AQMs have been developed during the last decades, e.g., : online multiscale
GEM-AQ (1.5◦ x 1.5◦) (Gong et al., 2012), offline TM5-chem-v3.0 (3◦ x 2◦) (Huijnen et al.,
2010), online LMDZ-INCA (3.8◦ x 2.5◦) (Folberth et al., 2006), online GATOR-GCMM (4◦ x
5◦) (Jacobson, 2001a), Integrated Forecast System (IFS)-MOZART used in MACC reanalysis
project (horizontal resolution of about 80 km) (Inness et al., 2013) and the offline MOZART-4
(2.8◦ x 2.8◦) (Emmons et al., 2010). Most of these models have been applied at coarse resolu-
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tions. Currently, the systems are being updated and prepared for higher resolution applications.
The model presented in this study is the NMMB/BSC Chemical Transport Model (NMMB/BSC-
CTM; Pérez et al., 2011; Jorba et al., 2012; Spada et al., 2013; Badia and Jorba, 2014). It is a
fully online multiscale chemical transport model for mesoscale to global-scale applications, de-
veloped at the Barcelona Supercomputing Center in collaboration with NCEP, NASA-Goddard
Institute for Space Studies and University of California Irvine research groups. This is the
first time that the NMMB/BSC-CTM gas-phase chemistry results are evaluated over a full one-
year period for the global domain with a horizontal resolution of 1◦ x 1.4◦, higher than most
of the existing global AQMs. The NMMB/BSC-CTM model, configured as a limited area
model, has recently participated in the Air Quality Model Evaluation International Initiative
(AQMEII)-Phase2 intercomparison exercise. A spatial, temporal and vertical evaluation of the
chemical model results for the year 2010 on a regional scale are presented in Badia and Jorba
(2014). Moreover, a comparison between other modelling systems currently applied in Europe
and North America in the context of AQMEII phase 2 is presented in Im et al. (2014a). Other
previous evaluations of the model include the dust implementation, presented in Pérez et al.
(2011) and Haustein et al. (2012), and the sea-salt aerosol module, described and evaluated
on a global scale in Spada et al. (2013). The aerosol module for other relevant global aerosols
(natural, anthropogenic and secondary) is currently under development within the NMMB/BSC-
CTM. This is an ongoing project and the final objective is to develop a fully coupled chemical
multiscale (global/regional) weather prediction system able to resolve gas-aerosol-meteorology
interactions and to provide chemical initial and boundary conditions for high resolution air qual-
ity forecasts with a unified dynamics-physics-chemistry environment. The aim of this chapter is
to evaluate the NMMB/BSC-CTM applied at global scale in terms of the spatial distribution and
seasonal variations for ozone and its precursors. This is the first time that the NMMB/BSC-CTM
gas-phase chemistry results are evaluated over a full one-year period (year 2004) for the global
domain with a horizontal resolution of 1◦ x 1.4◦, higher than most of the existing global AQMs.
A full description of the NMMB/BSC-CTM concerning the atmospheric driver, the gas-phase
chemistry module, the model configuration including online biogenic emissions and initial con-
ditions is presented in Chapter 2. In Section 4.2, we present an overview of the model setup,
describing the chemical and meteorological initial conditions, and the anthropogenic and natural
emissions implemented in this experiment. To illustrate the capability of the NMMB/BSC-CTM
to reproduce the main reactions occurring in the atmosphere, the model is evaluated with avail-
able ground-based monitoring stations, ozonesondes, aircraft data, climatology vertical profiles
and satellite retrievals described in Section 4.3. The results of the model performance are dis-
cussed in Section 4.5 for an annual simulation of the year 2004. The last section is devoted to
the conclusions.
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Table 4.1: Model characteristics and experiment configuration
Emissions
Biogenic emissions MEGANv2.04 (Guenther et al., 2006)
Anthropogenic and other natural emissions ACCMIP (Lamarque et al., 2010) and POET (Granier et al., 2005)
Resolution and Initial conditions
Horizontal resolution 1.4◦ x 1◦
Vertical layers 64
Top of the atmosphere 1 hPa
Chemical initial condition MOZART4 (Emmons et al., 2010)
Meteorological initial condition FNL/NCEP (http://rda.ucar.edu/datasets/ds083.2/)
Ozone tropospheric upper boundary condition COPCAT (Monge-Sanz et al., 2011) linear stratospheric scheme
Spin up 1 year
4.2 Model setup
For the present work, the model is set up as global. The global domain is configured with
a horizontal grid spacing of 1.4◦x1◦ and 64 vertical layers. The top of the atmosphere is set
at 1 hPa. The atmospheric model’s fundamental time step is set to 180s and the chemistry
processes are solved every 4 fundamental time steps. The radiation, photolysis scheme and
biogenic emissions are computed every hour. NCEP/FNL are used as initial conditions for the
meteorological driver. The meteorology is reinitialised every 24 h. To initialise the chemistry
on the first day of simulation, initial conditions from the global atmospheric model MOZART-4
Emmons et al. (2010) are used and a spin-up of 1 year is then performed. After this spin-up,
one year simulation is used for the model evaluation. Table 4.1 shows the main configuration
of the model. Specifically the stratospheric ozone is solve using the COPCAT (Monge-Sanz
et al., 2011) linear stratospheric scheme discussed in Chaper 3. The interaction of chemistry and
meteorology is not considered in this study.
4.2.1 Emissions
Global emissions applied in the present study are based on the Atmospheric Chemistry and Cli-
mate Model Intercomparison Project (ACCMIP; Lamarque et al., 2013) emissions database for
anthropogenic and biomass burning, and on the Precursors of Ozone and their Effect on the
Troposphere inventory (POET; Granier et al., 2005) for soil and ocean emissions. ACCMIP an-
thropogenic and biomass burning emissions with 0.5◦x0.5◦ horizontal resolution are described
in Lamarque et al. (2010). This emission inventory is a combination of several existing re-
gional and global inventories available. Note that specific events occurring during 2004 (e.g.,
large summer wildfires in Alaska and Canada) are not described in the emissions inventory,
as the 2004 emissions come from a linear interpolation of 2000 and 2010 values. Two his-
torical available emissions inventories, namely RETRO (1960-2000; Schultz and Rast (2007))
and EDGAR-HYDE (1890-1990; Van Aardenne et al. (2005)), are used in the case of surface
anthropogenic emissions. Monthly variations for biomass burning, soil NOx, ship and aircraft
emissions are provided. Land-based anthropogenic have constant values for all the whole year.
Lamarque et al. (2010) presents a comparison of the annual total CO anthropogenic and biomass
101
4.3. OBSERVATIONAL DATA
burning emissions (Tg(CO)/year) for different regional and global emission inventories for the
year 2000 (see Table 5). Note that ACCMIP global CO anthropogenic emissions are signifi-
cantly higher (610.5 Tg CO/year) than other emissions inventories (e.g. RETRO with 476 Tg
CO/year, EDGAR-HYDE with 548 Tg CO/year, and GAINS with 542 Tg CO/year). NOx light-
ning emissions are not included in this simulation. Emissions of NO for January and July used
in this model simulation are shown in Figure 2.10 (top panel). Yearly total for anthropogenic
and biomass burning are summarised in Table 4.2.
Biogenic emissions are computed online with the Model of Emissions of Gases and Aerosols
from Nature version version 2.04 (MEGANv2; Guenther et al., 2006) (see Chapter 2). Isoprene
biogenic emissions used in this study amount to 683.16 Tg/year. Some others global models
uses lower isoprene biogenic emissions (Huijnen et al., 2010; Horowitz et al., 2003; Emmons
et al., 2010). However, the annual global isoprene emissions estimated with MEGAN ranges
from about 500 to 750 Tg isoprene (Guenther et al., 2006), implying that there is sizeable un-
certainty.
Table 4.2: Emissions totals by category for 2004 in Tg(species)/year. Anthropogenic and biomass burning applied
in this study are based on Lamarque et al. (2013). Ocean and soil natural emissions are based on the POET (Granier
et al., 2005) global inventory. Biogenic emissions are computed online from the MEGAN (Guenther et al., 2006).
Species Anthrop. Bio. burning Biogenic Soil Ocean
CO 610.5 459.6 148.13 - 19.85
NO 85.8 5.4 16.54 11.7 -
SO2 92.96 3.84 - - -
Isoprene (C5H8) - 0.15 683.16 - -
Terpene (C10H6) - 0.03 120.85 - -
Xylenes (C8H10) 1.05 0.16 1.36 - -
Methanol (CH3OH) - - 159.91 - -
Ethanol (C2H6O) 4.28 3.7 17.06 - -
Formaldehyde (HCHO) 4.24 0.35 9.58 - -
Aldehyde (R-CHO) - - 5.06 - -
Toluene (C7H8) 0.66 0.19 0.79 - -
Ethane (C2H6) 1.27 0.57 0.48 - -
Ethylene (C2H4) 3.32 2.71 32.03 - -
To account for the sub-grid scale vertical diffusion within the PBL all the land-based anthro-
pogenic emissions are emitted in the first 500 meters of the model, biomass burning emissions
from forests in the first 1300 meters, biomass burning emissions from grass in the first 200 me-
ters, ocean emissions on the first 30 meters and shipping emissions on the first 500 meters.
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Figure 4.1: Stations used for the evaluation of the NMMB/BSC-CTM model. On the left, surface-monitoring rural
stations of O3 (blue triangle), CO (red circle), NO2 (green square cross) and NOX (black diamond) are shown.
Moreover wet deposition HNO3 (yellow cross) measurement locations are also presented. On the right, locations of
the different ozonesondes used (O3 vertical profiles) are shown. Ozonesonde are grouped by the following regions:
NH Polar (brown circle), Canada (cyan circle), W. Europe (purple circle), USA (pink circle), Japan (orange circle),
SH Midlat (blue circle), SH Polar (green circle), NH Subtropics (black circle), W. Pacific (red circle), Equator
(yellow circle) and Others (grey circle). In addition, CO vertical profiles from the aircraft campaign Measurement of
Ozone, Water Vapor, Carbon Monoxide, Nitrogen Oxide by Airbus In-Service Aircraft (MOZAIC) (pink square) is
also presented. Finally, large rectangles show areas for the climatology analysis (NOx, PAN and HNO3) of Boulder
(blue), Churchill (red), China (orange), Hawaii (black) and Japan (purple).
4.3 Observational data
4.3.1 Ground observations
Background stations from the World Data Centre for Greenhouse Gases database (WDCGG;
http://gaw.kishou.go.jp/wdcgg/), the European Monitoring and Evaluation Programme
(EMEP; http://www.emep.int/), the Clean Air Status and Trends Network in USA (CAST-
NET; http://java.epa.gov/castnet/) and the Acid Deposition Monitoring Network in East
Asia (EANET; http://www.eanet.asia/) with available hourly data are selected for the eval-
uation of surface gases. O3 data from 41 WDCGG, 52 EMEP, 64 CASTNET and 11 EANET
stations having a good coverage in EU and, US, and more limited in east Asia, are used to eval-
uate the model. Moreover, NO2 data from 21 EMEP and NOx data from 10 EANET stations
and CO data from 14 WDCGG stations are selected (see Figure 4.1, left panel, for the coverage
maps).
HNO3 wet deposition from the model is compared against nitrate (HNO3 and aerosol nitrate) wet
deposition observations. In this evaluation study we have selected 260 deposition measurements
from the National Atmospheric Deposition Program (NADP; http://nadp.sws.uiuc.edu/)
network in North America, 51 from the EMEP network in Europe and 28 from EANET in East
Asia for the year 2004 (see Figure 4.1, left panel, for the coverage maps).
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4.3.2 Vertical structure: ozonesondes and MOZAIC
The surface evaluation is complemented with an assessment of the ozone vertical structure. The
model vertical structure of O3 is compared with available ozonosondes of the World Ozone
and Ultraviolet Radiation Data Center ozonosonde network (WOUDC;http://www.woudc.
org/), the Global Monitoring Division (GMD; ftp://ftp.cmdl.noaa.gov/ozwv/ozone/)
and the Southern Hemisphere Additional Ozonesondes (SHADOZ; http://croc.gsfc.nasa.
gov/shadoz/; Thompson et al., 2003a,b).
Most of the ozonesonde stations provide between 4 to 12 profiles per month each year with a
precision of ± 3-8 % in the troposphere (Tilmes et al., 2012). A total of 39 ozonesonde stations,
following the study of Tilmes et al. (2012) are selected for the present evaluation. Table 4.3
summarises the main information of these ozonesondes with available profiles while the loca-
tion is displayed in Figure 4.1 (right panel). Following a similar criteria as Tilmes et al. (2012),
regional aggregates are formed in combining stations with similar O3 characteristics (see Table
4.3 fifth column).
Additional observations considered in this study are vertical profiles from Measurement of
Ozone, Water Vapor, Carbon Monoxide, Nitrogen Oxide by Airbus In-Service Aircraft (MOZAIC;
http://http://www.iagos.fr). The modelled vertical structure of CO is compared against
available MOZAIC data. These measurements are geo-localized in latitude, longitude and pres-
sure, and come with meteorological observations. Based on the availability of data, 14 airports
(shown in right panel of Figure 4.1 ) are selected covering different regions of the world during
the whole of 2004. The number of vertical profiles available are indicated by season in Table 4.4.
In addition, we use nitric oxide (NOx), peroxyacetyl nitrate (PAN) and acid nitric (HNO3) ver-
tical profiles from two different measurement campaigns: TOPSE (Atlas et al., 2003; Emmons
et al., 2003) and TRACE-P (Jacob et al., 2003). Tropospheric data from these two previous
campaigns together with other aircraft campaigns were gridded onto global maps with resolu-
tion 5◦x5◦ x1km, forming data composites of important chemical species in order to provide a
picture of the global distributions (Emmons et al., 2000).
When running an AQM model, it is preferable to compare the model output with an observa-
tional database from the same year as the model simulation. Nevertheless, in our case, there are
insufficient global observations to achieve this goal for any full year. Hence, in this model eval-
uation, all the observations are for 2004, except for the vertical profiles obtained from measure-
ment campaigns. Hence, model output from selected regions are compared with this campaign
from the same regions regardless of the year of the measurements. In addition, it is valuable
to compare the same regions for different species which can allow to identify systematic dif-
ferences between the model results and observations (Emmons et al., 2000). Details of these
campaigns describing their geographical region and period are described in Table 4.5, and the
location displayed in Figure 4.1 (right panel).
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Table 4.3: Ozonesondes main information used in this model evaluation for the year 2004. Location of these
ozonesondes is displayed on the third and fourth column. Columns 6-9 display the number of available measure-
ments for each season (DJF for December-January-February, MAM for March-April-May, JJA for June-July-August
and SON for September-October-November).
Station Country Lat. Lon. Region DJF MAM JJA SON
Kagoshima Japan 31.6N 130.6E Japan 13 12 11 12
Saporo Japan 43.1N 141.3E Japan 12 10 12 10
Tsukubay Japan 36.1N 140.1E Japan 14 13 12 12
Alert Canada 82.5N 62.3W NH Polar 11 10 13 9
Edmonton Canada 53.5N 114.1W Canada 7 12 10 10
Resolute Canada 74.8N 95.0W NH Polar 9 10 8 6
Macquarie Island Australia 54.5S 158.9E SH Midlat 6 15 12 9
Lerwick Great Britain 60.1N 1.2W W Europe 9 13 13 12
Uccle Belgium 50.8N 4.3E W Europe 35 37 36 36
Goose Bay Canada 53.3N 60.4W Canada 12 13 13 12
Churchill Canada 58.7N 94.1W Canada 7 6 4 8
NyAlesund Norway 78.9N 11.9E NH Polar 25 24 23 17
Hohenpeissenberg Deutschland 47.8N Europe 11.0E 34 34 26 31
Syowa Antarctica 69.0S 39.6E SH Polar 16 16 19 26
Wallops Island USA 37.9N 75.5W USA 11 15 17 7
Hilo USA 19.7N 155.1W NH Subtropic 13 18 14 12
Payerne Switzerland 46.5N 6.6E Europe 38 40 38 40
Nairobi Kenya 1.3S 36.8E Equador 11 13 13 13
Naha Japan 26.17N 127.7E NH Subtropics 9 12 8 10
Samoa Samoa 14.2S 170.6W W Pacific 9 11 8 9
Legionowo Poland 52.4N 20.9E Europe 16 18 16 18
Marambio Antarctica 64.2S 56.6W SH Polar 10 7 15 22
Lauder New Zealand 45.0S 169.7E SH Midlat 11 13 13 9
Madrid Spain 40.5N 3.6W Others 11 9 8 12
Eureka Canada 80.0N 85.9W NH Polar 17 17 11 13
De Bilt Nederland 52.1N 5.2E Europe 13 10 14 12
Neumayer Antarctica 70.7S 8.3W SH Polar 11 13 13 31
Hong Kong China 22.3N 114.2E NH Subtropics 12 26 11 13
Broad Meadows Australia 37.7S 144.9E Others 6 7 7 11
Huntsville USA 34.7N 86.6W USA 14 13 23 13
Parambio Surinam 5.8N 55.2W Equador 11 8 9 9
Reunion Island France 21.1S 55.5E Others 9 14 9 6
Watukosek Indonesia 7.5S 112.6E W Pacific 7 11 10 6
Natal Brasil 5.5S 35.41W Equador 10 12 13 7
Ascencion Island Great Britain 7.98S Equador 14.42W 12 12 12 18
San Cristobal Galapagos 0.92S 89.6W Equador 7 4 10 13
Boulder USA 40.0N 105.26W USA 12 11 17 16
Trinidad Head USA 40.8N 124.2W USA 4 7 5 8
Suva Fiji 18.13S 178.4E W Pacific 13 12 48 11
4.3.3 Satellite data
Modelled tropospheric NO2 and HCHO columns are compared with SCanning Imaging Absorp-
tion spectroMeter for Atmospheric CHartographY (SCIAMACHY, http://www.sciamachy.
org/) satellite data and used in the model evaluation to provide some insights on the spa-
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Table 4.4: MOZAIC aircraft information used in this model evaluation for the year 2004. Location of the MOZAIC
measurements is displayed on the third and fourth column. Columns 5-8 display the number of available measure-
ments for each season (DJF for December-January-February, MAM for March-April-May, JJA for June-July-August
and SON for September-October-November).
Station Country Latitude Longitude DJF MAM JJA SON
Abu Dhabi United Arab Emirates 24.44N 54.65E 11 17 58 20
Atlanta USA 33.63N 84.44W 24 130 168 66
Beijing China 40.09N 116.6E 5 12 23 17
Cairo Egypt 30.11N 31.41E 19 16 2 8
Caracas Venezuela 10.6N 67W 21 9 9 21
Dallas USA 32.9N 97.03W 8 24 24 10
Douala Cameroon 4.01N 9.72E 7 0 10 6
Frankfurt Germany 50.02N 8.53E 169 295 286 192
New Delhi India 28.56N 77.1E 30 24 72 38
New York USA 40.7N 74.16W 79 23 41 16
Niamey Niger 13.48N 2.18E 4 0 12 12
Portland USA 45.59N 122.6W 5 8 5 4
Tehran Iran 35.69N 51.32E 8 11 31 18
Tokyo Japan 35.76N 140.38E 38 50 56 34
Table 4.5: Description of additional aircraft campaign data. Location of the measurements campaigns is displayed
on the third and fourth column. Fifth column lists the date of these campaigns.
Region Name Expedition Latitude Longitude Date
Boulder TOPSE 37-47N 110-90W 5 February to 23 May 2000
Churchill TOPSE 47-65 N 110-80W 5 February to 23 May 2000
China TRACE-P 10-30N 110-130E 24 February to 10 April 2001
Hawaii TRACE-P 10-30N 170-150W 24 February to 10 April 2001
Japan TRACE-P 20-40N 130-150E 24 February to 10 April 2001
tial distribution of the model. SCIAMACHY (on board ENVISAT that was operational from
March 2002 to April 2012) is a passive remote sensing spectrometer measuring backscattered,
reflected, transmitted or emitted radiation from the atmosphere and Earth’s surface with a wave-
length range between 240-2380 nm. The SCIAMACHY instrument has a spatial resolution of
typically 60 x 30 km2. SCIAMACHY has three different viewing geometries: nadir, limb, and
sun/moon occultation. Alternating nadir and limb views, global coverage is achieved in six days.
NO2 daily satellite data was taken from the Institute of Environmental Physics, the University of
Bremen (http://www.iup.uni-bremen.de/doas/scia_no2_data_tropos.htm), based on
Version 3.0 data product (Hilboll et al., 2013). This dataset is an improved extension of the data
presented in Richter et al. (2005). Validation of the data product used in this study has been per-
formed in, e.g., Petritoli et al. (2004) and Heue et al. (2005). Several daily satellite overpasses
of tropospheric slant column densities (SCDtrop NO2) from SCIAMACHY radiances using the
limb/nadir matching approach, are available and used in this study (Hilboll et al., 2013). The to-
tal uncertainty of these tropospheric column data is estimated to vary between 35-60% in heavily
polluted cases and >100% in clean scenarios (see Boersma et al. (2004)).
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Daily satellite retrievals from SCIAMACHY tropospheric HCHO columns are provided by the
BIRA/KNMI retrieval (De Smedt et al., 2008). Level 2 data file, available on the TEMIS web-
page (www.temis.nl), is used in this model evaluation. SCIAMACHY HCHO validation are
found in the literature (Dufour et al., 2009; De Smedt et al., 2008). Total errors of the monthly
mean HCHO observations from SCIAMACHY are estimated to range between 20-40%, but in-
dividual can have much larger errors (De Smedt et al., 2008). These range of errors need to be
considered when evaluating the model HCHO results.
Additionally, CO mixing ratios at 800 and 500 hPa are evaluated with the Measurement of
Pollution in the Troposphere (MOPITT: http://www2.acd.ucar.edu/mopitt) instrument re-
trievals. The MOPITT, aboard the NASA EOS-Terra satellite, is a gas filter radiometer and
measures thermal infrared (near 4.7 µm) and near-infrared (near 2.3 µm) radiation, only during
clear-sky conditions, with a ground footprint of about 22 km x 22 km. The MOPITT satellite
overpasses cover the whole day. The MOPITT Version 5 (V5) Level 2 data product, which was
used here, provides daily surface CO mixing ratios. MOPITT CO mixing ratios have been vali-
dated with in situ CO profiles measured from numerous NOAA/ESRL aircraft profiles in Deeter
et al. (2013), and they were found to be positive biased by about 1% and r = 0.98 at the surface
level.
4.4 Statistical Measures
There are several metrics that are used by the modelling community to evaluate performances
of AQMs (U.S.EPA, 1991; Cox and Tikvart, 1990; Russell and Dennis, 2000). The statistical
indicators selected in this study are: Correlation coefficient (r: Eq. 5.1) , Mean Bias (MB: Eq.
5.2) and Root Mean Square Error (RMSE: Eq.5.3).
r =
1
N
∑Ni=1(Oi−O)(Pi−P)
σOσP
(4.1)
MB =
∑Ni=1(Pi−Oi)
N
(4.2)
RMSE =
√
1
N
N
∑
i=1
(Pi−Oi)2 (4.3)
where σ is the standard deviation and P and O denote the vector of model output and the vector
observations, respectively. No threshold has been applied in the computation of the statistics.
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4.5 Model evaluation
This section presents the evaluation of relevant trace gases from the NMMB/BSC-CTM and
compares them with different sets of observations described in the previous section. Concerning
the surface-level comparison, three-hourly averages from the observations and model are used
to compute daily ozone averages and calculate some statistical measures defined previously in
Section 4.4. Ground-monitoring stations were selected with a maximum altitude of 1000 me-
ters. In the case of ozonesondes and MOZAIC the comparison is made only when vertical
profiles observations are available; thus, the data from the model and the observations are collo-
cated/simultaneous. Similar criteria is used in the case of MOPITT and SCIAMACHY, though
for HCHO, and NO2. Moreover, averaging kernels for CO are taken into account to represent
the observational sensitivity at different pressure levels. When computing the modelled tropo-
spheric columns of NO2 and HCHO, the tropopause was assumed to be fixed at 100 hPa in the
tropics and 250 hPa in the extratropics. Similarly, when comparing model data with data com-
posite from aircraft campaigns the same period of the year at the same location is selected and
mapped into the same grid resolution, 5◦ x 5◦ x 1km, before the comparison is made. For some
species, the model evaluation is given per seasons: DJF for December-January-February, MAM
for March-April-May, JJA for June-July-August and SON for September-October-November.
4.5.1 Hydroxyl Radical (OH)
One of the means of characterizing the general properties of an AQM is through its ability to
simulate OH oxidation. The OH is the main oxidant in the troposphere and is responsible for
the removal of many compounds from the atmosphere, thereby controlling their atmospheric
abundance and lifetime. OH is mostly found in the tropical lower and mid troposphere with
a strong dependence in high levels of ultraviolet radiation and water vapour. The tropospheric
OH formation is mainly due to O3 photolysis, dominated by the tropics. On the other way, OH
is directly connected to the chemistry of O3 production since the initial reactions of O3 forma-
tion (VOC+OH and CO+OH) are driven by OH. Hence, the O3 production rates depend on the
sources and sinks of odd hydrogen radicals. Primary OH formation also includes the photolysis
of HCHO and secondary VOC.
The tropospheric mean (air mass weighted) OH derived by the model is 11.5 molec 105 cm−3.
This value was estimated assuming a troposphere domain from 200 hPa to the surface. Previous
studies suggest that the differences between this estimate do not depends on the definition of
the tropopause (Voulgarakis et al., 2013). Our tropospheric mean OH is in good agreement with
other studies, such as Voulgarakis et al. (2013) where the global multimodel (14 models) mean
OH concentration for 2000 is estimated as 11.1±1.8 105 molec cm−3, Spivakovsky et al. (2000)
with 11.6 105 molec cm−3, and Prinn et al. (2001) that estimates this value by 9.4 ± 0.13 105
molec cm−3.
The zonal mean OH concentrations calculated for January, April, July and October 2004 are
shown in Fig 4.2. Seasonal differences are seen reflecting the impact of high concentrations
of water vapor and low stratospheric ozone column, meaning higher incident ultraviolet (UV)
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radiation (Spivakovsky et al., 2000; Lelieveld et al., 2002). Highest concentrations of OH arise
in the tropics throughout the year. In northern midlatitudes, the highest OH concentrations are
found during summer in the lower to middle troposphere. The latitude and seasonal variation
in the modelled OH concentrations are comparable to the climatological mean computed by
Spivakovsky et al. (2000). Lower values in the extratropics are well captured by the model.
However, the model peak concentrations are slightly larger in comparison with this climatology
and also with other studies (e.g., Horowitz et al., 2003; Huijnen et al., 2010). During January and
October these peaks are seen in the southern tropics between 700-1000 hPa and 800-1000 hPa,
respectively. The peak for April and July is found in the northern tropics between 800-1000 hPa
and 700-1000 hPa, respectively. The implied OH overestimates could be explained by the lack
of aerosols in the simulation of photolysis, leading to an atmosphere with excessive oxidising
capacity, especially, below the aerosol layers (boundary layer of polluted regions).
Figure 4.2: Zonally monthly mean OH concentrations (105 molecules / cm3) for January, April, July and October by
the NMMB/BSC-CTM model
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4.5.2 Carbon monoxide (CO)
Carbon monoxide (CO) exerts a high influence on the concentrations of oxidants such as the
hydroxyl radical (OH) and ozone (O3); thus, CO is one of the most important trace gases in
the troposphere (Wotawa et al., 2001). Main sources of CO in the troposphere is by photo-
chemical production from the hydrocarbons oxidation and by direct emissions, mainly fossil
fuel combustion, biomass burning and biogenic. CO main loss in the troposphere is by the re-
action with OH, occurring primarily in the tropics but also in the extratropics. In the northern
extratropics, CO concentrations are dominated by high anthropogenic emissions and precursor
hydrocarbons, leading to a net CO export to the tropics (Shindell et al., 2006; Bergamaschi et al.,
2000). Although most biomass burning occurs in the tropics, gases and aerosols emitted from
large wildfires can be transported to the southern extratropics, where emissions and chemical
production are lower. Moreover, due to the strong convection, enhanced by forest fire activity,
emissions can reach the upper troposphere and lower stratosphere layers (Jost et al., 2004; Cam-
mas et al., 2009). CO has chemical lifetime of a few months (1∼ 3), and therefore it can be
a very useful tracer for transport processes. Thus, comparing modelled CO with observations
might be a useful diagnostic of both transport and emissions in the model. Before we start this
evaluation, it is important to keep in mind that despite the Alaskan and Canadian wildfires that
occurred during the summer, globally the year 2004 had lower CO concentrations in comparison
with other years (Elguindi et al., 2010).
An analysis of the CO burden in different regions is given in Table 4.6. The global and annual
mean burden of CO for 2004 is 399.03 Tg, with higher abundances in the tropics (229.43 Tg
CO), followed by the concentration in the Northern Extratropics (101.71 Tg CO), and the con-
centration in the Southern Extratropics (67.88 Tg CO). Other model studies of the CO burden
have also been performed by Horowitz et al. (2003) (MOZART-2) and Huijnen et al. (2010)
(TM5), which are also shown in Table 4.6. Our model CO burden is higher (∼ 46-48 Tg CO)
in comparison with these studies in all regions. The largest absolute difference is in the tropics
where our model has ∼ 30-40 Tg CO more than these studies, even though OH is also overesti-
mated. The main sources of CO in the tropics are from biomass burning, biogenic emissions and
anthropogenic direct emissions of CO. For instance, preliminary tests have been done comparing
the annual mean burden of tropospheric CO with and without biomass burning emissions in the
model simulation. We have detected that in the simulation without biomass burning emissions
only 7% of the tropospheric CO annual mean burden is reduced. Hence, other factors also have
an influence on this higher CO burden. On the other hand, as we explain in section 2.4.1, bio-
genic emissions are computed online every hour in order to account for evolving meteorological
changes, such as solar radiation and surface temperature. Note that the model does not have
implemented the attenuation of radiation due to aerosols (e.g. from big fires). This limitation
implies that the radiation is higher than has to be and consequently VOCs biogenic emissionsare
higher too, and CO production from biogenic VOCs may be overestimated. In addition, the CO
anthropogenic emissions used in this study (610.5 Tg/year) are higher in comparison with other
inventories (see 4.2.1). Then, part of this CO overestimation might be due to higher anthro-
pogenic or biogenic emissions in the tropical area. Having said that, the higher CO burden over
the tropics requires further investigation.
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Table 4.6: Annual mean burden of tropospheric CO (Tg CO) in NMMB/BSC-CTM, MOZART-2 and TM5 global
models
Model Reference
NMMB/BSC-CTM This study
MOZART-2 Horowitz et al. (2003)
TM5 Huijnen et al. (2010)
Model Burden Dry depo.
Global NH SH Trop. N. Extra. S. Extra.
NMMB/BSC-CTM 399 221 177 229 101 67 24
MOZART-2 351 210 142 199 102 50 2
TM5 353 - - 188 106 59 184
Dry deposition of CO at the surface seems to be significantly weaker in the NMMB/BSC-CTM
(24 Tg CO) than the global model TM5 (184 Tg CO) and the study of Bergamaschi et al. (2000)
(292-308 Tg CO) (see Table 4.6). By contrast, other global models such as MOZART-2 has
significantly lower dry deposition (2 Tg CO) and the study of Wesely and Hicks (2000) suggests
that CO and other relatively inert substances are deposited very slowly. Clearly, there are major
uncertainties in the sources and sinks of CO that could be responsible of our modelled CO biases.
Fig 4.3 shows the time series of CO daily mean concentration over 14 ground-monitoring sta-
tions from the WDCGG database (primarily in the northern mid-latitudes, but with a few of
them in the tropics and southern mid-latitudes). The solid red line and the solid black line rep-
resent, respectively, the average of observations and model simulation. Bars show the 25th-75th
quartile interval of all observations (orange) and model simulation (grey). The model is in good
agreement with the CO field in the surface layer. However, the model is not able to fully capture
the seasonal CO variability, with a slight underestimation during cold months and overestima-
tion during warm months. Such a model limitation could be explained by the fact that most
of the stations are closer to anthropogenic polluted areas, where its concentration is primarily
determined by local emissions, and the CO land-based anthropogenic emissions inventory does
not have any seasonal variation in this study (see Section 4.2.1).
Figure 4.4 shows the CO mean bias (MB), correlation and root mean square error at all rural
WDCGG stations. The model has a negative MB over stations in Europe and Japan and a posi-
tive bias in stations in Canada and Africa, where the correlations are low. The negative bias for
several of the northern mid-latitude stations indicates that the higher CO burden found in our
model compared to other models in these areas is a feature mainly driven by free tropospheric
abundances. Higher correlations are found in northern regions of Europe, South Africa and East
Asian countries. Correlation in Canadian stations is between 0.3-0.5. In most of the stations,
RMSE is found to be less than 60-40 µg m−3; only 4 stations have an RMSE higher than 60 µg
m−3.
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Figure 4.3: Time series of CO daily mean concentration in µg m−3, averaged over all the rural WDCGG stations
used. Observations are in a solid red line and model data in a solid black line. Bars show the 25th-75th quartile
interval for observations (orange bars) and for model simulation (grey bars).
Figure 4.4: CO spatial distribution of mean bias (MB, %) (top left panel) , correlation (r) (top right panel) and root
mean square error (RMSE,µg m−3) (bottom panel) at all rural WDCGG stations used.
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Additionally, the model has been compared with the seasonally averaged vertical profiles of CO
from MOZAIC aircraft observations for 2004 in Figure 4.5 from selected airports: Frankfurt,
Beijing, Atlanta, Portland, Abu Zabi and Niamey (from top to bottom). The comparison is made
only when observations are available; thus, the same data from the model and the observations
are used. Measurements are represented by the solid red line and the model simulation by the
solid black line. To understand the variability of data, standard deviation is plotted in each ver-
tical layer for both model and observations. It is important to note that the number of flights
is significantly different between the different airports; therefore, not all comparisons are sta-
tistically robust. In addition, note that the scale for Beijing is different (0-1000 ppb) from the
others stations (0-400 ppb). The model captures well the first part of the year, with higher biases
during the warm months. Generally it overestimates CO from middle to the upper troposphere
in most of the stations throughout the year. Over Frankfurt, the model is in good agreement with
the observation during the whole year, despite a slight underestimation during MAM and over-
estimation during SON in the middle troposphere. For Beijing, one of the most polluted cities
in the world, the model shows a clear tendency to underestimate CO in the lower atmosphere
(below 600hPa). Probably due to an underestimation in the CO anthropogenic emissions. Most
of the CTMs seem to be unable to capture the extreme growth of anthropogenic emissions in
China (Akimoto, 2003; Turquety et al., 2008). Over Atlanta, the model performs much better
during the winter and spring along the troposphere but positive biases (∼ 20-25 ppb) are seen
during the summer and autumn. Regions with biomass burning and biogenic influence, such as
Abu Dhabi and Niamey, show a significant overestimation during warm months throughout the
tropospheric column.
During winter, CO vertical profiles underestimation in airports located in the NH is also seen in
Stein et al. (2014), where the global model MOZART-3 is compared against monthly averaged
CO profiles from MOZAIC in Frankfurt and North America airports.
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Figure 4.5: CO vertical profile seasonal averages over Frankfurt, Beijing, Atlanta, Portland, Abu Zabi and Niamey
(from top to bottom) for the whole year 2004. Observations are in a solid red line and model data in a solid black
line. The number of observations flights is given on the top of each plot.
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To complete this CO model evaluation, we compare seasonal averaged model results with data
from the MOPITT instrument at 800hPa and 500hPa in Figs. 4.6 and 4.7, respectively. At
800hpa, largest differences are seen during winter and spring, where the model clearly overesti-
mates in the tropics and underestimate in the north extratropics and north of Africa. The negative
bias in winter (∼ 10-35 ppb) in the NH could further be explained by the lack of a seasonal cycle
in anthropogenic emissions. However, the underestimation during NH winter is seen by most
state-of-the-art CTMs and can be originated from an underestimation of CO sources (Stein et al.,
2014).
Significantly positive biases are seen over west-central Africa and also over western South Amer-
ica, Indonesia and surrounding Pacific and Indian oceans during the dry season. Sources of CO
over west-central Africa are mainly from biomass burning and biogenic emissions. Uncertain-
ties in the emission inventories have probably contributed to the CO overestimation for these
regions. Due to the long-range transport of CO, higher CO concentrations are seen during all the
year over the tropics and are extended over some parts of the extratropics from June to Novem-
ber. Hence, during JJA and SON the model overestimates in most of the places including south
and central of EU and USA (∼ 10-25 ppb). At 500hPa, the model presents similar results as 800
hPa, with a clear underestimation in the north extratropics and overestimation in the tropics and
southern latitudes. Higher emissions in Africa or Asia above the PBL can lead to this positive
bias in the middle of the troposphere due to the transport of CO from the lower to the higher
levels.
Naik et al. (2013) presents an annual average bias of multi-model (17 global models) mean CO
for 2000 against average 2000-2006 MOPITT CO at 500 hPa. These models used the same an-
thropogenic and biomass burning emissions as our study, and a priori and averaging kernels are
taken into account for each model before computing biases. Similar biases are seen in the tropics
and extra tropics as in our model results. Hence, these biases might possibly be related to dis-
crepancies in anthropogenic and biomass burning emissions inventories, where the magnitude,
and perhaps location of emission is not completely understood or correctly modelled. In Naik
et al. (2013), the authors also discuss too high OH concentrations possibly leading to the north-
ern mid-latitude underestimates of CO, which is also a possibility in our case, given the high
OH concentrations that our model shows compared to other models. Numerous studies show
the variability in simulated CO among CTMs is large, and uncertainties are diverse including
emission’s inventories and injection height (Elguindi et al., 2010; Shindell et al., 2006; Prather
et al., 2001). A detailed evaluation of MOPITT V4 CO retrievals between 2002-2007 with in
situ measurements show bias of about -6% at 400 hPa (Deeter et al., 2010). However, this bias
is not able to explain the model biases that vary in sign and magnitude between different regions
of the globe. Stein et al. (2014) suggests that the persistent negative bias in northern mid-latitude
CO in models is most likely due to a combination of too low road traffic emissions and due to
dry deposition errors.
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Figure 4.6: Comparison of modelled NMMB/BSC-CTM CO mixing ratio at 800hPa against satellite data (MOPITT)
for (from top) (DJF for December-January-February, MAM for March-April-May, JJA for June-July-August and
SON for September-October-November) for the whole year 2004 in ppb. NMMB/BSC-CTM data is displayed in the
left panel, MOPITT data in the middle panel and the bias in the right panel.
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Figure 4.7: Comparison of modelled NMMB/BSC-CTM CO mixing ratio at 500hPa against satellite data (MOPITT)
for (from top) DJF, MAM, JJA, and SON for the whole year 2004 in ppb. NMMB/BSC-CTM data is displayed in the
left panel, MOPITT data in the middle panel and the bias in the right panel.
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4.5.3 Formaldehyde (HCHO)
Formaldehyde (HCHO) is one of the most abundant hydrocarbons in the atmosphere with a life-
time of typically a few hours (Arlander et al., 1995). It is an important indicator of NMVOC
emissions and photochemical activity (Chance et al., 2000). HCHO is a primary emission prod-
uct from biomass burning (Carlier et al., 1986), fossil fuel combustion (Anderson et al., 1996)
and biogenic emissions. However, the main source of HCHO in the atmosphere is by pho-
tochemical oxidation of methane and non-methane hydrocarbons. The principal removal pro-
cesses during daytime are by the photolysis reactions and OH radicals oxidations. HCHO is
photodissociated to form HCO, which reacts with oxygen producing CO, precursor of CO2.
HCHO photolysis and its oxidation by OH radicals generate hydroperoxy radical (HO2) which
react with NO to form NO2, a precursor of O3. An important removal process during the night
is by wet and dry deposition (Altshuller, 1993).
Figure 4.8 shows the comparison between seasonal mean SCIAMACHY total columns and the
corresponding NMMB/BSC-CTM seasonal average (no averaging kernel application) HCHO
tropospheric columns. Note that, as we explain in Section 4.3.3, generally monthly mean HCHO
satellite retrievals have a total error of 20-40%; hence the quality of the satellite measurement
is not sufficient for a quantitative comparison. The satellite HCHO observations provides in-
formation about the localization of biomass burning, NMVOCs biogenic emissions, and the
anthropogenic activities, and thus allow for evaluating the modelled geographical distribution.
The largest HCHO concentrations are present in the tropics around regions exhibiting high bio-
genic VOC emissions and biomass burning. For that reason, higher concentrations are found
during the main fire season. In the northern extratropics, higher concentrations are found during
the summer and are indicative of the oxidation of the isoprene emitted during the growing season
(see Figure 2.10 for isoprene emissions). In central Africa and Southeast Asia maximum val-
ues are seen during DJF. Over South America, South of the equator and Europe, the maximum
HCHO values are found in JJA. HCHO concentrations in the region of Indonesia are always
high, with a minimum observed during SON. Over northern Australia, HCHO concentrations
are largest during DJF and SON. The model is able to capture the spatial and seasonal variation
in HCHO tropospheric columns as observed by SCIAMACHY. Although, positive model biases
over central Africa, Australia and Southeast Asia in March and the Amazon and eastern United
States in August point to uncertainties in the biogenic and biomass burning emissions. Over the
ocean, the model is in good agreement with the observations with similar HCHO concentrations.
Comparing with other studies, Inness et al. (2013) also presents a seasonal mean tropospheric
HCHO columns using the MACC reanalysis global model. Our HCHO results are in good agree-
ment with the MACC reanalysis, though slightly higher mainly in Australia, central Africa and
Southern Asia during DJF, were biogenic emissions are higher. The too high HCHO concentra-
tions in the tropics may be partly contributing to the CO biases found there (photolysis of HCHO
produces CO), though we expect this effect to be minor compared to other factors (e.g. errors in
CO emissions).
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Figure 4.8: Seasonal mean tropospheric HCHO columns from NMMB/BSC-CTM vs SCIAMACHY total column
retrieval
4.5.4 Nitrogen compounds
The NOx(= NO2 + NO) family is one of the key players in the formation of the O3 in the tropo-
sphere, and during pollution episodes causes photochemical smog and contributes to acid rain.
It has a relatively short lifetime; consequently, it is generally restricted to emission sources, both
natural and anthropogenic (mainly fossil fuel combustion). The seasonal cycle of NOx near
the surface is controlled by the seasonality of anthropogenic emissions (especially in the North
hemisphere) and biomass emissions (especially in the South Hemisphere). As a result, NOx
is more sensitive to errors in emissions than other pollutants, and errors in NOx emissions can
change NOx concentrations even more drastically (Miyazaki et al., 2012).
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Figure 4.9: Time series of NO2 (top) and NOx (bottom) daily mean concentration averaged over all the rural EMEP
and EANET stations, respectively, used in µg m−3. Observations are in a solid red line and model data in a solid
black line. Bars show the 25th-75th quartile interval for observations (orange bars) and for model simulation (grey
bars).
Figure 4.9 shows the time series of NO2 and NOx daily mean concentrations over 21 and 10
ground-monitoring stations from the EMEP and EANET network, respectively. In both cases,
the model is able to successfully reproduce the seasonal cycle of NO2 and NOx. However, a
positive bias is found during the summertime for NO2 in Europe (Figure 4.9 top panel). Such a
result could be explained by the limitation on the anthropogenic emissions that are constant dur-
ing the whole year. Because of that, the model cannot reproduce the decrease on anthropogenic
emissions during the summertime leading to higher concentrations. Daily profiles show that the
model tends to be too high at nighttime (not shown). This result may be due to the lack of the
heterogeneous formation of HNO3 through N2O5 hydrolysis, an important sink of NO2 at night
(Badia and Jorba, 2014). In addition, the current model does not consider secondary aerosol
formation for the present exercise, which might result in an atmosphere that is too oxidising
(overestimation of OH radicals), and in combination with the nocturnal chemistry this may lead
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to an accumulation of NO2 in the surface layers. However, a slight underestimation is observed
between 9-18 UTC. Looking at the annual time series of NOx in the Asian network (Figure 4.9
bottom), we observed that the model is not able to reproduce NOx values, with a sizeable nega-
tive bias during the summer. This underestimation could be attributed to an underestimation in
the emissions inventories which do not capture the extreme increase of anthropogenic emissions
over Asia during the last decade (Akimoto, 2003; Richter et al., 2005), as was the case for CO.
Concerning the spatial statistics (see Figure 4.10 ), the model’s skills are lower in some regions
such as Iberian Peninsula and most of the stations in Japan, with poor correlations. Best perfor-
mance is seen in central EU and Japan stations that are not in the main island. In general there
is a negative bias in most of the stations for these two regions.
Figure 4.10: NO2 (top) NOx (bottom) and spatial distribution of mean bias (MB, %) (left panel) , correlation (r)
(middle panel) and root mean square error (RMSE, µg m−3) (right panel) at all rural EMEP and EANET, respectively,
stations used
Comparison of modelled and observed vertical profiles of NOX , HNO3 and PAN are presented
in Figure 4.11 for several regions over US, China, Hawaii and Japan (see Table 4.5 for more de-
tail). As we explain in Section 4.3.2, these observational vertical profiles are not from the same
year as the model simulation (see Table 4.5 for more detail), however, the qualitative patterns
may provide insights on the model skills to reproduce the chemistry involved. Figure 4.11 (first
column) shows that vertical profiles of NOX are in a very good agreement with the observed
values. The model has a tendency to overestimate values near the surface, it is likely that NOX
emissions used in this study are higher than the real emissions during these campaigns period.
Another reason for these higher values over island locations (Japan and Hawaii) could be that
emissions in the surface are spread throughout the entire model grid box while the measure-
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ments might measure in the clean marine boundary layer. In the middle and upper troposphere
the model well reproduces the concentrations with a slight of underestimation in most of the
locations. Note that NOx lightning emissions are not included in this simulation, explaining part
of this underestimation especially in the upper troposphere.
PAN is the principal tropospheric reservoir species for NOx with important implications for the
tropospheric O3 production and of the main atmospheric oxidant, OH (Singh and Hanst, 1981).
PAN is mainly formed in the boundary layer by oxidation of non-methane volatile organic com-
pounds (NMVOCs) in the presence of NOx. NMVOCs and NOx have both natural and anthro-
pogenic sources. Rapid convection can transport PAN to middle and upper troposphere and
enables the long-range transport of NOx away from the urban and polluted areas, where it can
produce O3 and OH remotely. Some features of vertical profiles are well-captured by the model,
although the model largely overpredicts PAN concentrations (see Figure 4.11, second column).
Higher concentrations at the surface to middle atmosphere are found in Japan, China, Boul-
der and Churchill, which present a high positive bias in the vertical profile, possibly explained
by an overestimation in biogenic and anthropogenic NOx emissions in this area at the surface-
level. Another possibility for this overestimation of the modelled PAN might be attributed by a
too long lifetime of calculated PAN. At most sites, PAN model concentrations tend to increase
with altitude, reaching its maximum mixing ratios around 6km, and above that level it starts
to decrease. This behaviour explains the long thermal decomposition time of PAN (lifetime of
approximately a month) and the slow loss by photolysis in the cold middle-upper troposphere.
Fischer et al. (2014), presents a sensitivity of PAN to different emission types. It shows that most
of the northern hemisphere and Japan is more sensitive to anthropogenic emissions and south
hemisphere and the west coast of the USA to biogenic emissions, both contributing to 70-90%
PAN concentrations.
HNO3 is mainly produced by the reactions of NO2 with OH and by the hydrolysis of N2O5 on
aerosols (we do not account for this reaction in this simulation), and then it is removed by wet
and dry deposition. HNO3 is the main sink of NOx chemistry. In general, the modelled and
observed nitric acid concentrations are in good agreement throughout the troposphere, although
the model reveals a tendency to overestimate HNO3 concentrations, which is more pronounced
in USA regions. In the regions of Hawaii, Japan and China the model overestimates HNO3
in the lower-middle troposphere (up to 5km) and underestimates it in the upper troposphere
(above 6km). Overestimation of HNO3 in the troposphere is a common problem in global mod-
els (Hauglustaine et al., 1998; Bey et al., 2001b; Park et al., 2004; Folberth et al., 2006). One
possible reason for this overestimation is that the scavenging from the convective precipitation
is underestimated. Hence, HNO3 concentrations are highly sensitive to the parameterization of
wet deposition.
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Figure 4.11: Comparison of modelled (black lines) and observed (red lines) vertical profiles of NOX (first column),
HNO3 (second column) and PAN (third column) for several regions over US, China, Hawaii and Japan.
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Figure 4.12 presents the wet deposition fluxes of HNO3 in comparison with nitrate observations
for three different networks located in Europe, USA and Asia. Satisfactory agreement is found
in the HNO3 wet deposition with correlations 0.63 in Europe, 0.80 in USA and 0.52 in Asia.
There is a tendency to underestimate in most of the stations, principally in Asia and Europe.
Part of this underestimation is because we are comparing nitric acid (gas) with nitrate (nitric
acid + particulate nitrate) concentrations. However, this tendency to underestimate is consistent
with the higher values of HNO3 seen at lower and middle troposphere.
Figure 4.12: Scatter plots of the simulated HNO3 versus nitrate measurements for three networks: Europe (left
panel), USA (middle panel) and Asia (right panel). Dashed lines have slopes equal to 2 resp. 0.5. The dotted line is
the result of the linear regression fitting through the origin.
Seasonally modelled VTC of NO2 ((no averaging kernel application) are calculated here and
compared with SCIAMACHY satellite data in Figure 4.13. The model is in good agreement
with the observations, capturing higher NO2 over the most polluted regions, such as Europe,
USA and Eastern Asia. The phase in the seasonal cycle of the NO2 columns is well-performed
by the model. During the whole year, the model tends to underestimate NO2 VTCs in big
cities, especially during the colder months, and overestimate them in rural regions. The largest
differences are seen for eastern China suggesting an underestimation in the emission inventory
for this area. Biomass burning cycle is captured remarkably well by the model, with higher NO2
VTC in central Africa during DJF and NO2 VTC in South America in the JJA. Over the sea,
the model concentrations are in very good agreement, with only small differences (± 0.5 1e15
molec/cm2).
4.5.5 Ozone (O3)
Ozone is one of the central species that drive tropospheric chemistry, and for that reason it is
essential that a model reproduces spatial and temporal concentrations of the ozone well, both
at the surface and also across the troposphere and stratosphere. The ozone found in the tropo-
sphere is originated from in situ photochemical production and from intrusions of ozone from
the stratosphere. Ozone photochemical production in the troposphere involves oxidation of CO
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Figure 4.13: Comparison of modelled NMMB/BSC-CTM NO2 vertical tropospheric columns against satellite data
(SCIAMACHY) for (from top) DJF, MAM, JJA, and SON for the whole year 2004 in 1e15molec/cm2 . NMMB/BSC-
CTM data is displayed in the left panel, SCIAMACHY data in the middle panel and the bias in the right panel.
and hydrocarbons in the presence of NOx and sunlight. In rural areas, CO and CH4 are the most
important species being oxidised in the O3 formation. However, in polluted areas, short-lived
NMHCs (e.g. HCHO) are present in high concentrations and are the most important species.
The global burden of tropospheric O3 in NMMB/BSC-CTM is show in 4.7. In the troposphere,
the O3 chemical sources and sinks are dominated by the tropics, where higher abundances are
found (171.60 Tg O3). Lowe abundances are obtained in the northern extratropics (101.56 Tg
O3) and especially the Southern Extratropics (75.41 Tg O3), where precursors are not present
in high amounts. Similar results are found from the others global models, such as MOZART-2
(Horowitz et al., 2003) and TM5 (Huijnen et al., 2010). In general, MOZART-2 has higher
and TM5 lower annual mean burden of ozone than the NMMB/BSC-CTM. Our annual mean
ozone burden in the southern extratropics is higher (10-14 Tg O3) than the other two mod-
els. Higher CO concentrations in the southern hemisphere (see Table 4.6) might lead to exces-
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Table 4.7: Annual mean burden and dry deposition of tropospheric O3 and stratospheric inflow (Tg O3) for the
NMMB/BSC-CTM, MOZART-2, TM5 and LMDz-INCA global models, and two different Multimodel ensembles
(25 and 15 global models).
Model Reference
NMMB/BSC-CTM This study
MOZART-2 Horowitz et al. (2003)
TM5 Huijnen et al. (2010)
LMDz-INCA Folberth et al. (2006)
Multimodel Stevenson et al. (2006)
Multimodel Young et al. (2013)
Model Burden Dry depo Strato. inflow
Global NH SH Trop. N. Extra. S. Extra.
NMMB/BSC-CTM 348 189 158 171 101 75 1201 384
MOZART-2 362 203 159 203 99 60 857 343
TM5 312 - - 165 84 63 829 421
LMDz-INCA 303 178 125 - - - 1261 715
Multimodel 344 ± 39 - - - - - 1003 ± 200 552 ± 168
Multimodel 337 ± 23 - - - - - - -
sive production of ozone in this area. In addition, the global tropospheric ozone burden of the
NMMB/BSC-CTM is in good agreement with the two multimodel ensemble mean of 25 and 15
state-of-the-art atmospheric chemistry global models presented in Stevenson et al. (2006) and
Young et al. (2013), respectively. According to the calculations with the NMMB/BSC-CTM,
1209 Tg O3 are removed from the troposphere by dry deposition at the surface. This quantity is
higher in comparison with the global models TM5 (829 Tg O3) and MOZART-2 (857 Tg O3),
even so, is in good agreement with the global model LMDz-INCA (1261 Tg O3) and with the
multimodel ensemble study Stevenson et al. (2006) (1003 ± 200). The net stratospheric input
(STE) annual rate of the model (384 Tg O3) is also showed in the Table 4.7. STE of the model
is in good agreement with other modelling studies, especially with the multimodel ensemble
Stevenson et al. (2006) (552 ± 168).
Figure 4.14 shows the time series of O3 daily mean concentration averaged over all available
monitoring sites, (from top to bottom, WDCGG, CASTNET, EMEP and EANET) in the entire
period of simulation. The solid red line, solid black line represent, respectively, the average of
observations and model simulation. Bars show the 25th-75th quartile interval of all observations
(orange) and model simulation (grey). As illustrated in Figure 4.14, there is an overall good per-
formance, concerning the O3 time series concentrations, with significant positive bias from May
to October in regions of USA and Japan. The seasonal cycle of ozone from the model agrees well
with the observations, with the highest concentrations during July-August and the lowest con-
centrations during Nov-Dec over all stations. Although, the model captures the inter-seasonal O3
variability along this period, there is a tendency to overestimate concentrations during warmer
months, i.e. May-September. This positive bias is significantly higher in the USA, where the
overestimation is occurring during all the day (10-20 µg m−3). Over Europe, the overestimate of
O3 levels during summer is lower than in the other regions. Over East Asia the model captures
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reasonably well the peaks in April and May, however a positive bias is seen during the rest of the
year. In this area, concentrations during cold months are overestimated, different form Europe
where the model concentrations agree with the observations. Overall the observational networks
observe a reduction of O3 concentrations from May-June, but the model has a tendency to sim-
ulate an annual cycle with higher concentrations until July. Further investigation is required to
understand model behaviour during this period.
The spatial statistics of the model for O3 are displayed in Figure 4.15 over all in-situ monitoring
sites, using daily mean data. Areas with no emissions influence, such as the south pole and iso-
lated islands in tropics, has small mean biases and errors and good correlations (>0.80). When
we move to polluted areas, we can observe a good performance in the USA midlands, and parts
of central and southern Europe (0.60< r<0.80 and RMSE <20 µg m−3). Large errors are seen in
northwestern and southern USA and Northern Europe. Although, large errors are seen in all the
stations over Japan, the two stations further from the main Island show high correlation (r> 0.7).
In order to assess the vertical distribution of ozone, the model results are compared with avail-
able ozonesondes. The seasonal average mean simulated vertical profiles of ozone for both the
model and observations are compared in Figure 4.16 for the period of study (see Table 4.3 and
Figure 4.1 for more details). The comparison is made only when ozonesonde observations are
available. Figure 4.16 shows (from top to bottom) four panels: DJF, MAM, JJA and SON for
each region. Measurements are represented by the solid red line and the model results by the
solid black line. To know the variability of data, standard deviation is plotted in each vertical
layer for both model (black) and observations (red) in horizontal lines.
The simulated magnitude, and vertical gradient of ozone are in good agreement with the obser-
vations. However, the model shows a positive bias of ∼ 5-20 ppb along the troposphere in most
of the regions during the whole year. We have seen in Section 4.5.2 a significant overestimation
of CO especially in the free troposphere for some regions; this could be a reason for the positive
ozone biases (stronger ozone production due to too abundant CO), although CO overestimation
is mostly in the tropics where the bias in ozone is not so significant. Another reason for this
result could be that anthropogenic aerosols and secondary aerosol formation are not included in
this simulation, leading to a higher O3 formation in regions with more precursors. However, this
would have more localised effects so it cannot completelly explain the biases throughout the tro-
posphere. The vertical variability of model and observational data are in good agreement, with
ozone increasing from lower to higher tropospheric layers. In the lower-middle troposphere the
model overestimates ozone in regions with high emissions (Japan, Canada, USA and W.Europe),
a feature that is more significant in the DJF. In Western Europe and the USA this bias is reduced
in the surface-level. At tropical areas (Equator, NH.tropical and W. Pacific) the model captures
the observed concentration and vertical structure of ozone well in the lower to middle tropo-
sphere. However, the model tends to overestimate the ozone in the vicinity of the tropopause
layer in these regions. At polar regions ( NH and SH Polar) the model also presents this tendency
to overestimate the vertical structure of ozone. Moreover ozone in the the tropopause layer is
underestimated in the NH Polar case, and overestimated in SH Polar case.
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Figure 4.14: Time series of O3 daily mean concentration averaged over all the rural WDCGG, CASTNET, EMEP
and EANET stations (from top to bottom) used in µg m−3. Observations are in a solid red line and model data in a
solid black line. Bars show the 25th-75th quartile interval for observations (orange bars) and for model simulation
(grey bars).
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Figure 4.15: O3 spatial distribution of mean bias (MB, %) (left panel) , correlation (r) (middle panel) and root mean
square error (RMSE, µg m−3) (right panel) at all rural WDCGG, CASTNET, EMEP and EANET (from top to bottom)
stations used.
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Figure 4.16: Comparison of ozonesonde measurements (red lines) and simulated (black lines) seasonal vertical
profiles of O3 (ppb) and standard deviations (horizontal lines). The region name and the number of stations, using
brackets, are given above each plot.
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Figure 4.16: Continued
Finally, statistics are computed for the ozone vertical profiles and ozonesondes to identify those
areas where the errors are more important. Figure 4.17, shows the mean ozone bias (left), cor-
relation (middle) and RMSE (right) of NMMB/BSC-CTM with respect to ozonesondes, respec-
tively; data is averaged between 400 and 1000 hPa over the year 2004. As we have shown, mean
bias is positive for most stations (MB<30%). Large RMSE are seen in northern high latitudes
(<50 µg m−3) and also two stations from USA. Europe and Japan present a RMSE around 30µg
m−3 and tropics and subtropics are the regions with lower error, i.e. RMSE below 30µg m−3.
The highest correlations are seen in polar regions.
Figure 4.17: Mean tropospheric ozone bias spatial distribution of NMMB/BSC-CTM minus ozonesondes (MB, %)
(left panel), root mean square error (RMSE, µg m−3) (middle panel) and correlation (right panel) for the whole 2004,
averaged between 400-1000 hPa. The diameter of the circles indicates the number of profiles over the respective
stations.
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4.6 Conclusions
We have presented a new global chemical transport model, NMMB/BSC-CTM. A comprehen-
sive description has been given for the different components of the gas-phase chemical module
coupled online within the NMMB atmospheric driver. This model , which is comprised of 51
chemical species and solves 156 reactions simulates the global distributions of ozone and its
precursors, including CO, NOx, and VOCs. The model simulation presented here is configured
with a horizontal resolution of 1◦ x 1.4◦, with 64 vertical layers and a top of the atmosphere at
1hPa. Emissions from ACCMIP (Lamarque et al., 2010) are considered and include fossil fuel
combustion, biofuel, biomass burning, soil and oceanic emissions. Biogenic emissions are cal-
culated online with the MEGANv2.04 model (Guenther et al., 2006). In this simulation, aerosols
are neglected, thus, no interaction between gas-phase and aerosol-phase is considered. Modelled
tropospheric ozone and related tracers have been evaluated for the year 2004 and compared with
surface-monitoring stations, ozonesondes, satellite and aircraft campaigns.
The evaluation of OH concentrations shows a good agreement with previous studies Spivakovsky
et al. (2000); Voulgarakis et al. (2013). Peaks concentrations of OH seen in April and July at
northern latitudes are slightly higher in comparison with the climatological mean computed by
(Spivakovsky et al., 2000). Part of this positive bias is possibly explained by the fact that anthro-
pogenic aerosols and secondary aerosol formation are not considered in this simulation; hence,
higher oxidised atmosphere is obtained due to higher photolysis when aerosols are not present.
However, the widespread positive ozone biases identified in the model seems to be the responsi-
ble for this higher OH concentrations.
The global and annual mean burden of CO (399 Tg) is higher in comparison with other studies
with larger concentrations located in the tropics (229.43 Tg CO). The model is in relatively good
agreement with CO observations at the surface with negative biases at stations over Europe and
Japan and positive biases in Canada and Africa. The north European, South African and East
Asian countries present higher correlations with observations. Concerning the vertical structure
of CO, the model presents a good performance during the DJF and MAM, and positive biases
are seen during JJA for most of the stations. In general, the model overestimates CO from the
middle to the upper troposphere in most of the stations throughout the year. Significant under-
estimation of CO is seen in Beijing below 600hPa. This result is similar to other evaluation
studies that indicates the emission inventories are not able to capture the extreme growth of an-
thropogenic emissions in China. The phase and amplitude of the seasonal cycles of CO at 800
and 500 hPa in NMMB/BSC-CTM and MOPITT are very similar. Overestimations of CO are
mainly located over west-central Africa, western South America, Indonesia and surrounding Pa-
cific and Indian oceans during the dry season. At 800hPa, a significant negative bias is observed
over the northern latitudes during the winter. These results are most likely related to possible
errors in anthropogenic and biomass burning emission inventories, where the magnitude or the
location of emission is not correctly modelled.
The modelled HCHO tropospheric columns are compared with the SCIAMACHY satellite data.
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The spatial and seasonal variation in formaldehyde tropospheric columns are well-captured by
the model. Positive model biases over Central Africa, Australia and Southeast Asia are seen
during DJF and MAM, and, over the Amazon region and the eastern United States in JJA and
SON. These results are most likely related to uncertainties in the magnitude and the location of
the biogenic and biomass burning emissions.
Nitrogen oxide abundances are well-simulated in almost all locations. Looking at the annual
time series of NO2 in Europe, the model is capturing higher peaks during winter, however, a
positive bias is observed during summertime. Nitrogen compounds are more sensitive to errors
in emissions than other pollutants. Note that the emission inventory has no seasonal cycle vari-
ation for land-based anthropogenic emissions; hence, the potential reduction of NOX emissions
during the summer is not considered. Over Asia, a negative bias of NOx from March to August
is observed, probably because of underestimated emissions in this area. Vertical profiles of NOX
are in good agreement with the observed values, though with some tendency for underestimation
in the upper troposphere, possibly due to the lack of lightning NOx emissions. Vertical profiles
of PAN and HNO3 were also compared with observations. Some agreement is seen in these
vertical profiles, although the model has a tendency to over-predict PAN and HNO3 concentra-
tions. HNO3 wet deposition are better captured in the USA compared to Europe and Asia, with
a tendency for the model to underpredict the observed values. The comparison with observed
NO2 VTC from SCIAMACHY shows that the model reproduces the seasonality and the spatial
variability reasonably well, capturing higher NO2 over the most polluted regions. However, the
results show a tendency to underestimate NO2 VTC in big cities, especially during DJF and
SON. The biomass burning cycle is well captured by the model with higher NO2 VTC in central
Africa during DJF and NO2 VTC in South America in the JJA.
The ozone burden is in good agreement with other state-of-the-art global atmospheric chemistry
model burdens. Ozone burden in the southern extratropics is higher in our model, suggesting that
higher CO concentrations in the south hemisphere might lead to excessive production of ozone
in this area. It seems unlikely that the positive ozone biases are caused by too much STE. STE
is in good agreement with other evaluation studies. In addition, STE has stronger effects in the
upper troposphere, hence, the ozone biases would be expected to increase with height, and this
is not the case in the present model results. The surface O3 results show a reasonable agreement
with the observations, with significant positive bias from May to October in regions of USA and
Japan. Surface O3 concentrations are very sensitive to the emissions; consequently, the vari-
ability of ozone concentrations can potentially be enhanced by improving the spatio-temporal
distribution of the ozone precursor emissions. The model captures the spatial and seasonal vari-
ation in observed background tropospheric O3 profiles with a positive bias of ∼ 5-20ppb along
the troposphere in most of the regions during the whole year. The significant overestimation of
CO especially in the free troposphere could be the reason for this positive ozone bias.
In summary, NMMB/BSC-CTM provides a good overall simulation of the main species involved
in tropospheric chemistry, though with some caveats that we have highlighted here. Future
versions of the model will aim to address problems identified in this study and include the effect
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aerosols on the system.
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Chapter 5
Regional run evaluation
The work of this chapter has been published as Badia and Jorba (2014)
5.1 Introduction
The COST Action ES1004 European framework for online integrated air quality and meteo-
rology modelling (EuMetChem - http://eumetchem.info) aims to develop a European strategy
for online integrated AQM-MetM modelling (Baklanov et al., 2014). A model intercomparison
effort is defined within the COST Action ES1004, in coordination with the AQMEII-Phase2
(Rao et al., 2011; Im et al., 2014a,b). AQMEII-Phase2 focuses on intercomparing online cou-
pled regional-scale AQM-MetM models. The main objective is to understand feedback pro-
cesses of aerosol, radiation, and cloud interactions. To that end, several groups from Europe and
North America are participating in the second phase. As in Phase 1, model outputs have been
interpolated to a common lat/lon grid and uploaded to the web-distributed system ENSEM-
BLE: http://ensemble.jrc.ec.europa.eu (Bianconi et al., 2004; Galmarini et al., 2012).
While online models may vary from group to group, these models are driven by the same in-
puts: chemical boundary conditions, anthropogenic emissions, forest fire emissions, and domain
configuration. Thus, the uncertainties related to using different inputs are minimized, and the
intercomparisons provide useful information about different model processes.
The Earth Sciences Department of the Barcelona Supercomputing Center is participating in
AQMEII-Phase2 through the use of the NMMB/BSC-CTM (Pérez et al., 2011; Haustein et al.,
2012; Jorba et al., 2012; Spada et al., 2013). In this study, we evaluate the NMMB/BSC-CTM
online model by simulating the main gaseous pollutant concentrations over Europe for the year
2010. Model results are evaluated with ground-based observations, ozonesondes and satellite
retrievals.
The modelling experiment is presented in Section 5.2. Section 5.3 describes the observational
dataset and the statistical metrics used to evaluate the model. The results are discussed in Section
5.4 and are compared to other modelling studies in Section 5.4.5. The last section is devoted to
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the conclusions of the work.
5.2 Model setup
Following the AQMEII-Phase2 specifications, the model is configured for a regional domain
covering Europe from 30W-60E and 25N-70N. Figure 5.1 displays the domain of study and the
location of the ground-level monitoring and ozonesondes stations used in this evaluation anal-
ysis. The rotated lat-lon projection is used, with a regular horizontal grid spacing of 0.2◦x0.2◦,
and the top of the atmosphere is set at 50 hPa. To test the sensitivity of the results to vertical grid
discretization, two vertical configurations are defined: 1) run with 24 vertical layers, and 2) run
with 48 vertical layers. The year of simulation is 2010.
Figure 5.1: AQMEII-Phase2 domain of study. The symbols and colours denote the positions of the rural ground-
level O3 (blue triangle), NO2 (red circle), SO2 (orange cross), CO (green diamond) and ozonesondes (black asterisk)
stations, all of which were used in this evaluation analysis.
The annual simulation is executed with 48hours model run cycles. Each 48h run requires a 6h
spinup for the meteorology, during which the chemistry component is switched off. After that,
the meteorology and the chemistry are solved online for the next 48hours. A cold start of 10
days is run to initialise the chemistry for the 1-year simulation. The results from the year 2010
were used in the evaluation. Table 5.1 summarises the configuration of the model experiment.
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Table 5.1: Model characteristics and experiment configuration
Emissions
Anthropogenic TNO-MACC database (Kuenen et al., 2014)
Biogenic emissions MEGANv2.04 (Guenther et al., 2006)
Experiment configuration
Regional domain 30W- 60E, 25N-70N
Horizontal resolution 0.2◦ x 0.2◦
Vertical layers 24/48
Top of the atmosphere 50 hPa
Chemistry only gas-phase considered, no aerosol chemistry
Meteorological boundary condition FNL/NCEP (http://rda.ucar.edu/datasets/ds083.2/)
Chemical boundary conditions MACC (IFS-MOZART) (1.125◦x1.125◦)
Spin up 10 days
5.2.1 Anthropogenic and natural emissions
The applied anthropogenic emissions are based on the TNO-MACC database (Kuenen et al.,
2011, 2014; Pouliot et al., 2012) for the year 2009. The dataset consists of the European total
annual anthropogenic emissions, provided by Selected Nomenclature for sources of Air Pollu-
tion (SNAP) sector and disaggregated per grid cell at a 1/16 by 1/8 degree lat-lon resolution (7x7
km). Species provided are: CO, NOx, SOx, NMVOC. Annual emission data was prepared for
input to NMMB/BSC-CTM using temporal factors (from year to month, day of the week, and
finally hour) and vertical layer distribution provided by AQMEII-Phase2 (Pouliot et al., 2012).
Total annual anthropogenic emissions are 38.2 Tg of CO, 18.2 Tg of NOx, 12.9 Tg of NMVOC
and 13.2 Tg of SO2.
Concerning natural emissions, only biogenic emissions are considered as a natural source. Bio-
genic emissions are computed online from the MEGANv2.04 (Guenther et al., 2006). For more
information see Section 2.4.1. No biomass burning, aircraft and NOx lightning emissions are
considered in this simulation.
5.2.2 Boundary conditions
Meteorological initial and boundary conditions were obtained from the FNL of the NCEP global
model for 2010 at a1◦x1◦ horizontal resolution. Meteorological boundary conditions are pro-
vided every 6 hours.
Concerning the chemistry boundary conditions, those are provided from the MACC re-analysis
data produced by the IFS-MOZART global chemical model for the year 2010. Horizontal res-
olution of the chemistry boundaries are 1.125◦x1.125◦, and are updated every 24 hours. The
pollutants involved in the boundary conditions are O3, NO, NO2, HNO3, OH, H2O2, CO, PAN,
SO2 and CH2O.
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5.3 Observational dataset
5.3.1 Ground observations
Surface data from different European observational networks (AirBase, EMEP) for the year 2010
(available from the AQMEII-Phase2 database (Galmarini et al., 2012)) was used to evaluate the
model (see Figure 5.1). This evaluation used only rural stations below an altitude of 1000m with
minimum data availability of 75%. Four species were targeted for the evaluation: O3, NO2, CO,
SO2. Due to the dubious quality of some observations the measurement dataset was filtered.
Concerning NO2, CO and SO2, most stations from Spain were removed, as well as some from
Italy, France, UK and Portugal, which reduced the final coverage of the dataset. In summary, the
total number of monitoring stations used in the evaluation was 498 for O3, 332 for NO2, 33 for
CO and 153 for SO2.
5.3.2 Ozone vertical structure: ozonesondes
The surface evaluation was complemented with an analysis of the ozone vertical structure.
Model vertical profiles were evaluated with 7 available ozonesondes (Lerwick, Uccle, Hohen-
peissenberg, Payerne, Barajas, De Bilt and Legionowo, see Figure 5.1) from the World Ozone
and Ultraviolet Radiation Data Center (WOUDC; http://www.woudc.org/) for 2010. The
approximate launch time was around 11-12 UTC for all the ozonesondes, except for Hohen-
peissenberg, which was at 7 UTC. The number of datasets for most of the stations was between
12-40 per season. Table 5.2 summarises the information of the selected ozonesondes.
Table 5.2: Ozonesondes used in the evaluation
Station name Country Lat Lon Height (m) Approx launch Number of available obs.
time (UTC) DJF MAM JJA SON
Lerwick Great Britain 60.1 -1.2 80 11 13 13 13 10
Uccle Belgium 50.8 4.4 100 11 34 37 40 37
Hohenpeissenberg Germany 47.8 11.0 976 7 35 42 26 30
Payerne Switzerland 46.5 6.6 491 11 38 39 40 39
Barajas Spain 40.5 -3.6 631 11 13 13 12 13
De Bilt Netherlands 52.1 5.2 4 12 12 15 11 13
Legionowo Poland 52.2 20.9 96 12 10 12 9 7
TOTAL 155 171 151 149
5.3.3 Satellite observations
Modelled NO2 VTC and CO mixing ratio at surface layer were evaluated using satellite re-
trievals. To make a proper comparison, model data were extracted only when satellite data were
available at each time and location of each overpass.
Tropospheric NO2 columns from the were used in the model evaluation to provide some insights
into the spatial distribution of modelled NO2. Ozone Monitoring Instrument (OMI) used ultra-
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violet and visible radiation to produce daily global coverage with the nadir pixel size of 24x13
km2. Daily satellite data was taken from the MACC project: http://www.temis.nl/macc/,
based on the Dutch OMI (DOMINO) version 2 data product (Boersma et al., 2011). Several
daily satellite overpasses were available (approx. between 9-15 UTC) and they were filtered
with nearly cloud-free conditions (cloud radiance fraction <50%). The DOMINO product was
validated in several studies (Boersma et al., 2008, 2009; Brinksma et al., 2008).
Additionally, surface CO mixing ratio was evaluated with the Measurement of Pollution in
the Troposphere (MOPITT: http://www2.acd.ucar.edu/mopitt) instrument retrievals. The
MOPITT, aboard the NASA EOS-Terra satellite, is a gas filter radiometer and measures thermal
infrared (near 4.7 µm) and near-infrared (near 2.3 µm) radiation, only during clear-sky condi-
tions, with a ground footprint of about 22 km x 22 km. The MOPITT satellite overpasses cover
the whole day. The MOPITT Version 5 (V5) Level 2 data product, which was used here, provides
daily near-surface CO mixing ratios. MOPITT CO mixing ratios have been validated with in situ
CO profiles measured from numerous NOAA/ESRL aircraft profiles in Deeter et al. (2013), and
they were found to be positive biased by about 1% and r = 0.98 at the surface level.
5.3.4 Statistical Metrics
There are several metrics that are used by the modelling community to evaluate performances
of AQMs (U.S.EPA, 1991; Cox and Tikvart, 1990; Russell and Dennis, 2000). The statistical
indicators selected in this study are: Correlation coefficient (r: Equation 5.1) , Mean Bias (MB:
Equation 5.2), Root Mean Square Error (RMSE: Equation 5.3),Mean Normalized Bias Error
(MNBE: Equation 5.4), Mean Normalized Gross Error (MNGE: Equation 5.5),Mean Fractional
Bias (MFB: Equation 5.6), Mean Fractional Error (MFE: Equation 5.7) and Normalized Mean
Bias (NMB: Equation 5.8).
r =
1
N
N
∑
i=1
(Oi−O)(Pi−P)
σOσP
(5.1)
MB =
∑Ni=1(Pi−Oi)
N
(5.2)
RMSE =
√
1
N
N
∑
i=1
(Pi−Oi)2 (5.3)
MNBE =
1
N
N
∑
i=1
Pi−Oi
Oi
(5.4)
MNGE =
1
N
N
∑
i=1
|Pi−Oi|
Oi
(5.5)
MFB =
2
N
N
∑
i=1
Pi−Oi
Pi+Oi
×100 (5.6)
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MFE =
2
N
N
∑
i=1
|Pi−Oi|
Pi+Oi
×100 (5.7)
NMB =
∑Ni=1 Pi−Oi
∑Ni=1 Oi
×100 (5.8)
where P and O denote the vector of model output and the vector observations, respectively.
A cut-off threshold (of 1.5 µg m−3 for NO2, 0.2 µg m−3 for SO2, and 11.45 µg m−3 for CO)
was applied to the measurements and model results to avoid numerical problems, which may
arise from low values in the data-set when normalized errors are calculated (Pay et al., 2010;
Pirovano et al., 2012; Nopmongcol et al., 2012). Moreover, in order to quantify the model’s
ability to simulate high ozone concentration, a cut-off threshold of 80 µg m−3 (according to the
recommendations of the U.S.EPA (1991) and Russell and Dennis (2000)) was applied in the
yearly hourly values (yhv) results. If not explicitly specified, metrics are calculated without any
threshold.
5.4 Results and discussion
In this section, we discuss the evaluation of the gas-phase results of the NMMB/BSC-CTM
model using the 24-vertical-layer configuration (hereinafter referred to as NMMB24). The
model results were evaluated with ground-based observations, ozonesondes and satellite re-
trievals. In the last subsection we compare the results of the NMMB24 run with the 48-vertical-
layer run (hereinafter referred to as NMMB48). These two runs show the impact of vertical
resolution on the chemistry.
5.4.1 Model evaluation with surface measurements: O3, NO2, SO2 and CO
In the evaluation, we used yearly daily averaged (yda) values and yearly hourly values (yhv) to
keep the spread of data during the diurnal cycle in the model comparison (Solazzo et al., 2012).
Due to the limitation in the ozone boundary conditions extracted from the MACC reanalysis (sig-
nificant negative bias of ozone during winter in IFS-MOZART, not shown), O3 is evaluated only
from May to November. Besides ozone, the other pollutants were evaluated for the whole year
2010. Seasonal statistics were computed for winter (January, February and December), spring
(March, April and May), summer (June, July and August) and autumn (September, October and
November).
Ozone
Figure5.2 (first row) shows the time series of daily (left panel) and diurnal cycle plots (right
panel) for O3, NO2, SO2 and CO over all monitoring sites in the entire period of simulation. The
solid red line, solid black line and dashed blue line represent, respectively, the average of ob-
servations, NMMB24 simulation, and NMMB48 simulation. Bars show the 25th-75th quartile
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interval of all observations (orange) and NMMB24 simulation (grey).
As illustrated in Figure 5.2 (left panel), there is an overall good performance concerning the O3
time series concentrations (r = 0.61 (yhv) / 0.68 (yda)). The model reproduces reasonably well
the seasonal cycle during the period of study, with the highest concentrations during May-June
and the lowest concentrations during Sept-Oct. Moreover, the model captures the inter-seasonal
O3 variability along this period but significantly overestimates concentrations in the summer
months (MB= 8.84 µg m−3). During this period photochemical production of O3 is higher.
As can be observed in Figure 5.2 (right panel), despite the overestimation of O3 mainly in day-
time (7-15 UTC), the daily profiles show the maximum values of both observed and modelled O3
concentrations occurring at 14-15 UTC, and minimum concentrations at 7-8 UTC. Moreover, the
model demonstrates a good ability to capture the daily variability of observed O3 concentrations.
The time series of daily maximum O3 concentrations is shown in Figure 5.3. Red points repre-
sent the observations and black and blue the NMMB24 and NMMB48 simulations, respectively.
The model captured the seasonal cycle of daily maximum O3 concentrations well, reproducing
most of the higher O3 peaks taking place between May-July and the lower O3 peaks between
Sept-Oct (r= 0.75 and RMSE= 22 µg m−3). However, the model slightly overestimates the O3
peaks in the summer months (MB= 3.84 µg m−3, see Table5.3).
The spatial statistics of the model for O3, NO2, SO2 and CO are displayed in Figure 5.4 (first
row) over EU stations using hourly data. The best performance for O3 is observed in Central EU
and the Iberian Peninsula, with correlation values ranging from 0.7 to 0.9, and low RMSE and
MB values. However, r drops to values lower than 0.4 in the UK, East and North EU. The model
tends to overestimate over EU, with higher RMSE and positive MB around East EU and the Po
River Valley up to the Alpine area. Positive biases are also observed in the Mediterranean basin
and southern EU, which are affected by intense photochemical production of O3.
A Taylor diagram (left part of Figure 5.5) and a Soccer-goal (right part of Figure 5.5) sum-
marise the main statistical metrics in simple diagrams (standard deviation, correlation, Normal-
ized RMSE, Normalized Median Error (NME) and Normalized median bias (NMB)). Red, blue,
green and black points represent, respectively, O3, NO2, CO and SO2 metrics. The red triangle
represents O3 with threshold.
For O3 the correlation decreases to 0.45 (Taylor Diagram) and MNBE and MNGE are reduced
to 3 and 14.8 (Soccer-goal) when a threshold is applied to the data. Thus, errors are reduced for
values above 80 µg m−3, which take place during the daytime.
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Figure 5.2: Time series of O3, NO2, NO, SO2 (from top to bottom) daily mean concentration (left panels) and daily
profiles concentration (right panels) averaged over all the rural stations used in µg m−3. Observations are in a solid
red line and model data in a solid black line (NMMB24) and dashed blue line (NMMB48). Bars show the 25th-75th
quartile interval for observations (orange bars) and for NMMB24 model simulation (grey bars).
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Figure 5.3: Time series of O3 daily max concentrations averaged over all the rural stations used in µg m−3. Observa-
tions are red points and model data are black points (NMMB24) and blue points (NMMB48).
Nitrogen dioxide
The NOx family plays an important role in O3 production in the troposphere. It has a rather
short lifetime; consequently, it is closely related to emission sources. As a result, NO2 is more
sensitive to errors in emissions than other pollutants, and an error in NOx emissions can change
NO2 concentrations. Road transport and power plants are among the main sources of NOx at-
mospheric emissions (Pouliot et al., 2012). Higher anthropogenic NOx concentrations are found
in Belgium, the Netherlands, Rhine-Ruhr (western Germany), Po Valley (northern Italy), and
around several important European cities such as London, Milan, Paris, Madrid, Barcelona, etc.
Looking at the annual time series (Figure 5.2 second row, left panel), the model is able to suc-
cessfully reproduce the seasonal cycle of NO2, especially during the winter months when the
emissions of NO2 are higher (MNBE = 80.3 µg m−3). However, there is a systematic positive
bias throughout the year (MB = 2 (yhv)/1.94 (yda) µg m−3 and r= 0.49 (yhv) /0.61 (yda)). Daily
profiles (Figure 5.2 right panel) show that this positive bias is mainly due to higher values during
the night. This result may be due to the lack of the heterogeneous formation of HNO3 through
N2O5 hydrolysis, an important sink of NO2 at night. Moreover, the current model does not con-
sider secondary aerosol formation for the present exercise. This may result in an atmosphere
that is too oxidized (overestimation of OH radicals), and the nocturnal chemistry may lead to
an accumulation of NO2 in the surface layers. However, a slight underestimation is observed
between 6-16 UTC. The model’s ability to reproduce the daily maximum diminishes, showing
significant errors and positive bias (r=0.48, MB = 3.3 µg m−3 and RMSE = 18.8 µg m−3). This is
probably because the model’s peak value (approximately 30 µg m−3) occurs at around 20 UTC
instead of at both 7 UTC and 20 UTC, as shown by the measurements (approximately 18 µg
m−3) (see Figure 5.2 and Table 5.3). High normalized errors are reduced when a threshold is
applied to MNGE= 66.4% and MNGE =102.2%; thus the model performance improves when
values lower than 1.5 µg m−3 are eliminated. The best performance of NO2 is produced over
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central EU (r= 0.6 to 0.8 and RMSE = 6 to 12 µg m−3), and lower values are obtained over the
Mediterranean regions and most of the Spanish stations (r= 0.1 to 0.4 and RMSE > 18 µg m−3).
An underestimation in central France and around the Alps and Pyrenees regions (MB= -2 to -10
µg m−3) is identified (see Figure 5.4, second row). Higher errors (RMSE > 18 µg m−3) with
positive bias (MB= 2 to 8 µg m−3) are located in areas where anthropogenic NOx emissions are
greater.
Figure 5.4: Spatial distribution of mean bias (MB, %) (left panel) , correlation (r) (middle panel) and root mean
square error (RMSE,µg m−3) (right panel) at all rural stations used for (from top) O3 NO2, SO2, CO.
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Sulphur dioxide
Like NO2, SO2 concentrations are highly influenced by anthropogenic emissions. Uncertainties
in emission inventories for SO2 have been shown to be generally large (de Meij et al., 2006).
SO2 seasonal pattern is well captured by the model; it especially captures temporal variability
and the maximum values during winter, with r =0.58 (see Figure 5.2 third row, left panel). Al-
though, SO2 levels are slightly underestimated in general (MB = -0.49 (yhv)/ -0.4 (yda) µg m−3,
RMSE= 6.22 (yhv) /4.3 (yda) µg m−3), especially during the early morning, the model shows a
good performance variability of the daily cycle in comparison with the measurement variability
(see right panel in Figure 5.2). Daily peaks for SO2 are poorly captured by the model (r= 0.37,
RMSE= 14.2 µg m−3) and underestimated (MB= -2.8 µg m−3, see Table 5.3). Even though the
maximum SO2 ground level concentrations for both model and measurements occurs around 10
UTC, the decrease observed in the measurements after the maximum is not reproduced by the
model.
Large normalized errors are reduced to almost half (MNGE= 63.5% and MNGE =110.6%) when
applying concentrations above a threshold level of 0.2 µg m−3. Correlation values improve
when our calculations use daily mean data ( r= 0.41 (yhv) /0.55 (yda)). This improvement is
due to the poor quality of the hourly data for measurements from the Iberian Peninsula, Italy,
France and the UK. We decided to keep these stations for calculating errors, bias, maximums
and averages; however correlations from these countries using hourly data may have a limited
representativeness (see Figure 5.4 second column, third row). EU statistics are shown in Figure
5.4 (third row). The model agrees better with observations in central EU, where most of the
stations have MB ranging from -0.3 to 0.3 µg m−3, RMSE from 1.5 to 3 µg m−3 and r from 0.6
to 0.7. Only a few stations have MB < -5 µg m−3 and RMSE > 10 µg m−3, mostly located in
Czech Republic.
Carbon monoxide
The number of available rural stations for CO is small for this evaluation exercise. However, CO
is rather long-lived and correspondingly more uniformly distributed gas compared with other
species. Thus, a low number of measurement sites is still sufficient to characterize the CO
model performance.
The model’s abilities are lower for CO (r= 0.39 (yhv) / 0.44 (yda)) in comparison with other
species (see Figure 5.5 and Table 5.3), with high underestimation of concentrations and lower
variability of data (MB = -66.98 (yhv) / -66.7 (yda) µg m−3), especially in the winter months,
when concentrations are higher (MB= -144.46 µg m−3, r=0.28). Nevertheless, seasonal and
daily patterns are well reproduced by the model (see Figure 5.2, last row). This underestimation
is also seen in daily peaks, which have a low correlation factor (r=0.4), a negative bias of -
117 µg m−3, and RMSE = 285.4 µg m−3. Part of this CO underestimation during the summer
is due to severe European fire emissions that are not included in this simulation (more spatial
evaluation in Section 5.4.3). When we focus on concentrations that exceed the threshold (11.45
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µg m−3), MNBE is reduced to more than half, 5.5%. Figure5.4 (last row) also presents the spatial
distributions for CO. Correlation in central EU is between 0.5 - 0.7; however, some stations in
Italy, Czech Republic, Romania and Spain drop to 0.3-0.4. Bias is negative in all Europe (MB=
40-80 µg m−3), except in some stations from Romania.
Figure 5.5: Taylor diagram (left panel) and Soccer-goal plot (right panel) of all the rural stations used for O3 (red
point), O3 with threshold of 80 µg m−3 (red triangle), NO2 (blue point), CO (green point), SO2 (black point).
5.4.2 Vertical profiles of ozone
The monthly average vertical profiles of ozone for both the model and observations are com-
pared in Figure 5.6. Only results from May to November are discussed due to the limitation in
the ozone boundary conditions described in Section 5.4.1. The comparison is made only when
ozonesonde observations are available; thus, the same data from the model (NMMB24) and the
observations is used. Measurements are represented by the solid red line, the NMMB24 simula-
tion by the solid black line, and the NMMB48 by the dashed blue line. To know the variability of
data, standard deviation is plotted in each vertical layer for both model (blue) and observations
(red). The number of observations is given on the top of each plot.
Modelled values in the upper troposphere are mainly influenced by the BC, while the lower
troposphere is basically characterized by an active photochemistry and well-mixed dynamics.
The NMMB24 model simulation is in good agreement with observations during the period of
study. There is a slight underestimation in the middle troposphere, which is more significant
during July. In the upper troposphere, a negative bias is observed during August-October. Below
1000 m height, an overestimation (< 2 ppb) is seen during summer and autumn. Variability of
data is well-captured by the model, increasing from lower to higher tropospheric layers, although
the modelled standard deviation is found to be lower in the upper troposphere when compared
with the ozonesondes during the whole year.
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Figure 5.6: Comparison of the mean vertical profiles of ozone mixing ratio (ppb) retrieved by 7 available ozonesondes
(WOUDC) and simulated by NMMB/BSC-CTM during (from left to right) winter (DJF), spring (MAM), summer
(JJA) and autumn (SON) for the whole year 2010. Observations are a solid red line and model data are a solid black
line (NMMB24) and dashed blue line (NMMB48).
5.4.3 Comparison with satellite data: NO2 Tropospheric columns and CO surface-
layer
Seasonally modelled VTC of NO2 and CO mixing ratio at the surface-level are calculated here
and compared with OMI and MOPITT satellite data, respectively, in Figures 5.7 and 5.8. Av-
eraging kernels are taken into account to compute NO2 VTC (Eskes and Boersma, 2003) and
CO surface mixing ratio (Deeter, 2009). In the case of NO2, the height of the troposphere was
assumed to be fixed at 10km for all modelled data. Using the exact tropopause layer has little
influence on the NO2 VTCs, since the NO2 concentration in the upper tropospheric layers is low.
Normalized Mean bias (NMB) over land points are reported in the third column of Figure 5.7
and 5.8, where model simulation minus satellite data is displayed.
The model is in good agreement with the observations, capturing higher NO2 and CO over the
most polluted regions, such as the Netherlands, southern UK, Po Valley and big cities such as
Paris and London. During the whole year, the model tends to overestimate NO2 VTCs in big
cities, especially during the colder months (NMB = 6.3 (land),%), and underestimate them in
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Figure 5.7: Comparison of modelled (NMMB24) NO2 vertical tropospheric columns against satellite data (OMI)
for (from top) winter (DJF), spring (MAM), summer (JJA) and autumn (SON) for the whole year 2010 in
1e15molec/cm2. NMMB24 data is displayed in the left panel, OMI data in the middle panel and NMMB24 mi-
nus OMI data in the right panel where the NMB (%) over land is added.
rural regions. Significant differences are also seen in the Mediterranean and North sea during
the cold months (DJF) (NMB = 50.13 (sea)%), probably because of overestimating shipping
emissions or the lack of ship plume effects on the model (Vinken et al., 2011). During warm
months, NO2 VTCs are lower and the model tends to underestimate over all the EU land and sea
(NMB= -51.67 (land)/ -44.25 (sea) %). These results are consistent with the underestimation
seen in surface NO2 during the daytime (Section5.4.1). Note that NO2 concentrations due to
NOx lightning emissions are not included in this simulation. Satellite evaluation reaffirms that
there is a general trend to underestimate CO in the surface layer (seen in Section5.4.1) with
an NMB between -5.02 to -8.20 (land) % during the whole year. However, during periods of
higher emissions, which take place in cold months (DJF and SON), the pattern of emissions in
central EU is well-captured by the model, with only slight overestimation for big cities. Larger
underestimations are observed over Eastern Europe. Biomass burning emissions are not included
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Figure 5.8: Comparison of modelled (NMMB24) CO mixing ratio against satellite data (MOPITT) for (from top)
winter (DJF), spring (MAM), summer (JJA) and autumn (SON) for the whole year 2010 in ppb. NMMB24 data is
displayed in the left panel, MOPITT data in the middle panel and NMMB24 minus MOPITT data in the right panel
where the NMB (%) over land is added.
in this simulation, for that reason, a significant underestimation is observed mainly across Russia
and Portugal during the summer, were several large wildfires took place. Other, less relevant
forest fires also occurred in Spain, France, Italy, and Greece (Schmuck et al., 2011). North
African countries, like Algeria, were affected in terms of wildfire; however, no emissions from
Northern Africa are included in this simulation.
5.4.4 Effects of vertical resolution in chemical concentrations
Vertical resolution has a direct impact on the vertical distribution of emissions, on PBL height,
and on the transport of air masses from the higher levels to the surface. All of these processes
may have an effect on chemical concentrations.
Regarding the daily profiles in Figure 5.2 (right panel), one can observe lower concentrations of
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O3 (MB=-2.17 µg m−3) and SO2 (MB=-0.62 µg m−3) during the whole day, and higher concen-
trations of NO2 (MB=3.89 µg m−3) and CO (MB=-59.52 µg m−3) when the NMMB48 simula-
tion is used. These differences in concentrations of NO2, SO2 and O3 are seen mainly during the
night time. They become more intense in summer for O3, NO2 and CO, and in winter for SO2.
These differences in concentrations of primary pollutants are partly due to vertical distribution
of emissions. The main sources of SO2 emissions (90%) are from combustion in energy and
transformation industries, non-industrial combustion plants, and combustion in the manufactur-
ing industry (Pouliot et al., 2012). For that reason, a higher resolution shows that SO2 emissions
are better distributed within the vertical layers, becoming less concentrated at the surface layer.
On the other hand, 52% of NOx and 43% of CO emissions are from road transport and other mo-
bile sources (Pouliot et al., 2012) emitted at the surface layer; thus, higher resolution produces
less artificial redistribution of the emissions leading to larger concentrations over this surface
layer (Wild and Prather, 2000).
Model vertical resolution is also critical for representing PBL height. Higher resolutions allow
the model to calculate PBL height more precisely. PBL is lower using simulation with 48 layers
(not show here); consequently, this has an influence on surface concentrations. This could ex-
plain higher concentrations of NO2 and CO using higher resolution.
Secondary pollutants are influenced by primary pollutants. Thus, higher NO2 concentrations in
NMMB48 have a direct effect on O3 destruction due to nocturnal NOx titration.
Generally speaking, vertical structure in Figure5.6 does not show significant differences between
the simulation with 24 vertical layers (NMMB24) and 48 vertical layers (NMMB48). However,
in specific cases the differences may be significant.
5.4.5 NMMB/BSC-CTM in comparison with other regional air quality models
over Europe
In this section, the NMMB/BSC-CTM model evaluation is compared with several evaluation
studies of regional AQMs implemented over Europe. Details of these AQMs and their statistical
results are found in Tables 5.4 and 5.5, respectively.
The O3 daily mean/max performance in our model (r=0.68/0.75, RMSE= 21.2/22µg m−3) for
May-Nov are in the same range of results from other modelling systems. In the model inter-
comparison study van Loon et al. (2007), correlations are between 0.64 to 0.80 /0.75 to 0.84.
Our model also presents results that are similar to the models LOTOS-EUROSv4 (Schaap et al.,
2008) and CALIOPE-EU04 (Pay et al., 2010), with correlations of 0.65/0.75 and 0.66/0.69,
and RMSE=25.22/20.39 and 20.6/21.8µg m−3, respectively. Good results for daily mean O3
(r=0.77 and RMSE= 19.2µg m−3) are found in the evaluation of the CHIMERE model run for
the year 2009 (Bessagnet et al., 2012). A validation of the online meteorological and chemical
transport WRF/Chem model for 2007 is reported in Tuccella et al. (2012), with a good repre-
sentation of O3 daily max (r=0.71 and MNBE= -4.4µg m−3). Hogrefe et al. (2013) present an
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evaluation of O3 concentrations over North America and Europe using the database generated
from AQMEII-Phase1. Eleven offline regional AQMs from May-Sept 2006 over EU are uti-
lized in this study. The statistical indices obtained here using both observations and model show
that daily maximum 8-hr average concentrations are comparable to those reported in Hogrefe
et al. (2013). Average correlation coefficient (0.69, with min=0.55 and max=0.8) is lower than
the one obtained in this study for the NMMB/BSC-CTM model (0.76 from May-Nov). Er-
rors are very similar for both studies. However, the horizontal resolution (0.2◦) might be too
coarse to identify relevant differences between offline and online models. Daily NO2 statistics
for NMMB/BSC-CTM (r=0.61, RMSE=9.72µg m−3) show a very satisfactory performance in
comparison to the other models, such as, LOTOS-EUROSv4 model (r= 0.4 and RMSE=11.44µg
m−3), CHIMERE model (r=0.61, RMSE=15.8µg m−3) and WRF/CHEM (r=0.57). CALIOPE-
EU04 presents higher performance for daily NO2 (r=0.67 and RMSE=10.1µg m−3). Similar to
NO2, the NMMB/BSC-CTM’s abilities to reproduce daily mean SO2 concentrations are com-
parable to other models (r= 0.55, RMSE= 4.3µg m−3), such as the LOTOS-EUROSv3 model
(r= 0.41 and RMSE=3.2µg m−3), the WRF/CHEM model (r=0.47, MNBE=165.5µg m−3) and
CALIOPE-EU04 (r=0.6 and RMSE=2.2µg m−3).
Knote et al. (2011) compare European NO2 VTC estimations of the COSMO-ART model to
OMI satellite data for each season of different years, with a resolution of 0.17 x 0.17◦ and 40
vertical layers. The NMMB/BSC-CTM model’s performance for NO2 VTC is in the same range
as the COSMO-ART model. During the winter season, both models show the highest and pos-
itive bias: COSMO-ART with NMB= 59 (all)/ 40 (sea)% for winter 2006, and NMB= 19 (all)/
6 (sea)% for NMMB/BSC-CTM during winter 2010. The main difference between the models
corresponds to autumn and summer, where COSMO-ART presents positive NMB= 38 (land)
/ 108 (sea)% and -11 (land)/ 28 (sea)%, and NMMB/BSC-CTM presents negative NMB= -25
(land) / -15 (sea) % and -51 (land) /-44 (sea)%, respectively.
Table 5.4: List of published European model evaluation studies and their main characteristics used in the intercom-
parison exercise (Table 5.5)
Model Reference Year Resolution
NMMB/BSC-CTM This study 2010 0.2x 0.2◦/24
AQMEII-Ph1 Hogrefe et al. (2013) 2006 15-50km
CALIOPE-EU04 Pay et al. (2010) 2004 12 x 12km/5
LOTOS-EUROSz3 Schaap et al. (2008) 1999 0.5 x 0.25◦/3
LOTOS-EUROSz4 Schaap et al. (2008) 1999 0.5 x 0.25◦/4
CHIMERE Bessagnet et al. (2012) 2009 7 x 7km/9
WRF/CHEM Tuccella et al. (2012) 2007 30x30 km/ 28
EMEP5 van Loon et al. (2007) 2001 50 x 50 km/20
LOTOS-EUROS van Loon et al. (2007) 2001 0.5 x 0.25◦/4
MATCH van Loon et al. (2007) 2001 0.4 x 0.4◦/14
CHIMERE van Loon et al. (2007) 2001 0.5 x 0.5◦/8
RCG5 van Loon et al. (2007) 2001 0.5 x 0.25◦/5
DEHM van Loon et al. (2007) 2001 50 x 50km/20
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5.5 Conclusions
In the framework of the AQMEII-Phase2 intercomparison exercise, the present work describes
an annual evaluation of the online air quality model NMMB/BSC-CTM for the year 2010 over
a European domain. The pollutants evaluated are ozone (O3), nitrogen dioxide (NO2), sulphur
dioxide (SO2) and carbon monoxide (CO). The evaluation dataset includes observational surface
data compiled by AQMEII-Phase2 taken form the ENSEMBLE system (Bianconi et al., 2004;
Galmarini et al., 2012), vertical O3 measurements from the WOUDC database, retrievals of NO2
tropospheric columns from the OMI satellite instrument, and surface CO mixing ratios retrievals
from the MOPITT satellite instrument.
The surface O3 results show a good agreement with the observations during May-November,
especially in central EU (r=0.6-0.8). A general trend to overestimate the O3 concentrations is
identified mainly in summer and early autumn months (MB= 8.84 µg m−3) where photochem-
ical production of O3 is more important. The model statistics indicate a poorer performance
for NO2 (r= 0.61) and SO2 (r=0.55) in comparison with O3, especially during night. For these
two pollutants, large biases, positive for NO2 (MB= 2.6 µg m−3) and negative for SO2 (MB=
-0.6 µg m−3), are found during the cold months where the emissions are higher. The weakest
performance of the NMMB/BSC-CTM is found for surface CO concentrations, where the model
exhibits a systematic underestimation trend, especially in winter months (MB= -144.5 µg m−3).
The lack of some important CO emission sources (i.e., biomass burning) may explain such be-
haviour. However, the spatial distribution of CO is well-captured by the model. Large polluted
regions are well identified when the model is compared with the MOPITT satellite data. Fur-
thermore, the vertical structure of O3 is evaluated with ozonesondes. The model presents a cold
bias above the PBL and through the troposphere for the whole year. This bias is reduced towards
summer and autumn due to an improvement on the ozone boundary conditions applied. Good
agreement with the observations is produced in the PBL, where the model slightly overestimates
the ozone in these layers. Finally, the NO2 VTC is compared with OMI observations. Overall,
the model reproduces reasonably well the observations. Over land, the results show a trend to
overestimate NO2 VTC in large urban areas, especially during winter and autumn. On the other
hand, underestimation is seen in rural areas and over the sea for the whole year.
The sensitivity of the model results to the vertical resolution of the model shows an improvement
when the number of vertical layers is increased, from 24 to 48. A reduction of the error is found
in O3 and SO2 concentrations and increase on NO2 and CO concentration using 48 vertical layer
simulation (NMMB48). In this sense, the NMMB48 configuration nicely reduces the bias on
the surface ozone concentrations from June to October.
Overall, the NMMB/BSC-CTM statistics are in the same range as other regional modelling
systems applied over Europe. And particularly, the NMMB/BSC-CTM model results are com-
parable with those described from the AQMEII-Phase1 intercomparison project.
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Chapter 6
Conclusions and future research
In the present Ph.D. thesis a complete overview of the scientific context and the objectives were
presented in the introductory Chapter 1, followed by Chapter 2 in which a full description of the
NMMB/BSC-CTM model (for both the atmospheric driver NMMB and the gas-phase chemistry
module) was given. Chapter 3 compared two simplified chemical approaches for the strato-
spheric ozone handling as an upper boundary condition to model the troospheric ozone STE in
the global scale. Chapters 4, and 5 presented the model evaluation for the Global and Regional
(European domain) runs over an annual cycle. A detailed discussion and conclusions of each of
the results were included in Chapters 3, 4 and 5, respectively. The most relevant aspects of those
conclusions are presented as a chapter summary in this section. A last sub-section is devoted to
the future work related to the development and evaluation of the online NMMB/BSC-CTM for
further research applications.
6.1 Synthesis of the results
The research conducted in this Ph.D. thesis has involved around the implementation and evalua-
tion experience of the online NMMB/BSC-CTM model. The main conclusions drawn from this
work are:
1. The NMMB/BSC-CTM represents a very powerful tool which studies air quality and
atmospheric chemistry and can be used in research applications at both global and
regional scales with a unified dynamic-physics-chemistry framework.
2. The model’s abilities to reproduce the relevant pollutants in the atmosphere are com-
parable to current state-of-the art models at global and regional scale.
3. A unified framework to model the atmospheric chemistry is reliable with the unified
multiscale NMMB/BSC-CTM model.
4. The gas-phase chemistry evaluation shows that the NMMB/BSC-CTM model pro-
vides a suitable framework to further study the life cycle of aerosols (of both primary
and secondary origin).
155
6.1. SYNTHESIS OF THE RESULTS
More specific conclusions of the work are presented in the following sections.
6.1.1 Evaluation of the handling of stratospheric ozone
In Chapter 3, two different parametrizations for the treatment of the stratospheric ozone were im-
plemented within the online global chemical transport model NMMB/BSC-CTM to handle the
stratospheric ozone in a dynamic but computationally inexpensive approach. These approaches
are linear schemes and depend only on the air temperature and the ozone amount in their formu-
lation (see Section 2.2.5). The main difference between them is the way in which the heteroge-
neous ozone chemistry is treated. The first approach is based on the last version of the Cariolle
linear stratospheric ozone scheme, Cariolle v2a (CAR; Cariolle and Teyssèdre, 2007), and in-
cludes a heterogeneous term in its parametrization. The second approach is based on the linear
ozone scheme COPCAT (COP; Monge-Sanz et al., 2011) and incorporates the heterogeneous
chemistry in their coefficients implicitly, thus, no extra term is added in this parametrization. A
sensitivity analysis is presented with attention to the simulation of the stratospheric ozone with
both linear schemes.
The two model simulations are evaluated with the total ozone columns from SCIAMACHY
satellite retrievals, and with vertical profiles from ozonesondes data and HALOE satellite re-
trievals.
This study suggests several relevant points:
1. Both simulations well-performed the total ozone columns in comparison with the SCIA-
MACHY satellite data, capturing the main seasonal cycle features: higher values during
spring in the NH extratropics, lower ozone concentrations in the tropics, and lowest values
of the Antarctic ozone hole in the south pole during September-October.
2. CAR has systematic higher stratospheric ozone concentrations than COP.
3. The main limitation of CAR is the positive bias of the ozone columns in the NH during
summer and autumn and also, in the south pole during the spring season. On the other
hand, the main limitation of COP is its tendency to overestimate ozone values over the
south polar region from December to May.
4. Higher ozone column values over the northern latitudes are underestimated by both simu-
lations during the first half of the year.
5. Even though, both simulations perform a shorter duration of the ozone hole in comparison
with the satellite data, the treatment in the heterogeneous chemistry adopted by COP pro-
vides a more realistic ozone hole performance during September-October over the Antarc-
tic (for both spatial extension and magnitude intensity).
6. 6. Regarding the vertical structure of O3 in the stratosphere and upper troposphere, major
features are well-captured by both simulations: reproducibility of the maximum strato-
spheric ozone peak around 6-10hPa, higher ozone values in the tropics (20N-20S) and
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lower in the mid-high latitudes (90N-50N and 50S-90S), and the strong ozone gradient in
the tropopause layer.
7. Vertical profiles show that CAR has a tendency to simulate higher ozone concentrations,
including the maximum stratospheric ozone peak, during the whole year. Vertical profiles
are better-captured by COP with a slightly underestimation of the ozone in the upper
stratosphere.
8. CAR and COP simulations exhibit an hemispheric asymmetry in STE of ozone where
most of the stratospheric influx of ozone occurs in the NH. Over the tropics the STE
balance is positive. Higher stratospheric inflow is seen in the COP simulation than in
CAR and both simulation results are in good agreement with previous studies, although
they exhibit a lower range value of the model estimates of STE.
The main conclusion drawn from the inter-comparison work is that these simple ozone strato-
spheric schemes can capture the main characteristics of the stratospheric ozone dynamics. There-
fore, they are good alternatives to be implemented in the tropospheric CTMs or global meteoro-
logical models to provide a realistic ozone upper boundary condition with a very low computa-
tional cost.
6.1.2 Global run evaluation
A comprehensive benchmark evaluation of the tropospheric oxidant gas-phase chemistry of the
NMMB/BSC-CTM on a global scale for the year 2004, is presented in Chapter 4. This is the
first time that the model has been evaluated on a global scale over a whole annual cycle. Sections
4.1 and 4.2 provide an introduction and presents the modelling system experiment, respectively.
The observational dataset used in the model evaluation is described in Section 4.3. The main
results of this work are discussed in Section 4.5.
The model results for several important reactive gases (OH, CO, HCHO, NOx, NO2, PAN,
HNO3, and O3) are compared with a variety of ground-base monitoring stations (EMEP, WD-
CGG and CASTNET), as well as ozonosondes (WOUDC, CMD and SHADOZ), aeroplane mea-
surements (MOZAIC and several flight campaigns) and satellite measurements (SCIAMACHY
and MOPITT) available .
The key findings of this model evaluation are as follows:
1. The evaluation of OH against a previous studies indicates that the oxidizing capacity is
well represented at a global scale by the model. However, the overestimation in the model
peak concentrations of OH could be explained by the lack of anthropogenic aerosols and
secondary aerosol formation, leading to an atmosphere with excessive oxidizing capacity,
especially, below the aerosol layers.
2. The global annual mean burden of CO is in good agreement with other studies with a
positive bias over the tropics. The model well-performed the vertical profiles of CO during
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the DJF and MAM, with positive biases during the warm months for most of the stations.
The phase and amplitude of the seasonal cycles of the modelled CO at 800 and 500 hPa
are in good agreement with the MOPITT measurements. However, CO distribution in
the tropical area is overestimated, mainly located in West-Central Africa during winter,
and underestimated in the high Northern latitudes. This bias could be related to emission
errors.
3. Overall, the model accurately represents the latitudinal distribution of HCHO (formalde-
hyde), capturing the spatial and seasonal variation in HCHO tropospheric columns in
comparison with the satellite measurements. Positive model biases are seen over Central
Africa, Australia and Southeast Asia during the cold months, and over the Amazon re-
gion and the eastern United States during the warm months. This finding may indicate an
overestimation of the HCHO biogenic emissions.
4. Nitrogen species are well-performed by the model capturing the surface-level concentra-
tions and vertical structure. A negative bias of NOx from March to August is observed over
Asia. The model has a tendency to over-predict PAN and HNO3 vertical profiles concen-
trations. HNO3 wet deposition are well-performed by the model with higher correlations
over USA and EU.
5. Ozone annual burden is in good agreement with the current state-of-the-art global atmo-
spheric chemistry models. The model well-modelled ozone concentrations in the surface
level, with significant positive bias from May to October over USA and China (the treat-
ment of anthropogenic NOx emissions as constant fluxes throughout the year may be one
of the reasons for this bias). Ozone in the troposphere is simulated reasonably well, cap-
turing the spatial and seasonal variation in observed background tropospheric O3 profiles,
with a positive bias of ∼ 5-20ppb along the troposphere. The significant overestimation
of CO especially in the free troposphere could be the reason for this positive ozone bias.
Some pollutants (NOx, CO, NMVOCS, and O3) are sensitive to errors in emissions. Relevant
conclusions about the emissions inventories implemented in the current version of the model
are:
1. Part of these pollutant biases may be related to the uncertainties in the anthropogenic
and biomass burning inventories, where the magnitude or the location of emission is not
correctly modelled.
2. Land-based anthropogenic emissions have no seasonal cycle variation; this limitation is
also observed in the results.
3. O3 concentrations in the PBL are very sensitive to the emissions; consequently, the vari-
ability of ozone concentrations can potentially be enhanced by improving the spatio-
temporal distribution of the ozone precursor emissions. In the ACCMIP emissions used
for this study, the anthropogenic emissions were assumed as a constant flux for the whole
year.
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6.1.3 Regional run evaluation
During the Ph.D. development, we had the opportunity to participate in the AQMEII Phase-2.
The AQMEII Phase2 aims to intercompare online coupled regional-scale models over North
America and Europe. The NMMB/BSC-CTM was applied to Europe for the year 2010 in the
framework of the AQMEII-Phase2 intercomparison exercise. The work described in Chapter 5
presents a spatial, temporal and vertical evaluation of the model results. This is the first time
that the model has been evaluated on a regional scale over a whole annual cycle.
Section 5.1 gives an introduction about this work, Section 5.2 presents the modelling experiment,
the observational dataset and the statistical metrics used to evaluate the model are described in
Section 5.3, the results are discussed in Section 5.4 and are compared to other modelling studies
in Section 5.4.5, finally the main conclusions of the work are presented in Section 5.5. Here we
summarise the main outcomes.
The gas-phase model results were compared with available ground-based monitoring stations
for relevant reactive gases, ozonesondes, NO2 VTC from OMI satellite retrievals and surface
CO from MOPITT satellite retrievals.
Relevant conclusions of this work are listed as follows:
1. The model reproduces reasonably well the seasonal cycle during the period of study for
the surface O3 results. Good agreement with the observations is observed during May-
November, especially in central EU. There is a general trend to overestimate the O3 con-
centrations during summer as a result of the increasing importance of the photochemical
production of O3.
2. The strong impact of the BC in background ozone concentrations with the troposphere is
a critical point. Significant O3 underestimation of the model was found for most of the
stations during winter, when the photochemical activity of O3 and precursors are lower and
the concentrations are strongly driven by the boundary conditions. Due to this limitation
in the O3 BC, we decided to evaluate O3 only from May to November.
3. The O3 daily profiles and daily variability are well-captured by the model.
4. In the upper troposphere the model concentrations are mainly influenced by the BC, while
in the lower troposphere they are basically characterized by an active photochemistry and
well-mixed dynamics. Above the PBL and through the troposphere, the model presents a
negative bias of O3 that is reduced towards summer and autumn due to an improvement on
the ozone BC applied. In the PBL, a good agreement with the observations is observed,
with a slight overestimation.
5. The model statistics and qualitative comparisons with observations indicate a poorer per-
formance for surface NO2, especially during nighttime. This result may be due to the lack
of the heterogeneous formation of HNO3 through N2O5 hydrolysis, an important sink of
NO2 at night.
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6. Large biases, positive for NO2 and negative for SO2, are found during the cold months
where the emissions are higher. Uncertainties in the emission inventory and also in the
spatial and temporal distribution of the sources may explain such behaviour.
7. Overall, the model reproduces reasonably well when compared with the NO2 VTC from
the OMI observations. Overestimation is seen over land in large polluted areas, especially
during cold seasons. On the other hand, underestimation is seen in rural areas and over
the sea for the whole year.
8. The weakest performance of the NMMB/BSC-CTM is found for surface CO concentra-
tions, where the model exhibits a systematic underestimation trend, especially in winter
months. Such results may arise in the lack of some important CO emission sources (i.e.,
biomass burning). When the model is compared with the MOPITT satellite data, the spa-
tial distribution of CO is well-captured and identifies large polluted regions.
The influence of the vertical resolution on chemical concentrations was also studied. Changes on
the vertical resolution have an impact on chemical concentrations due to changes on the vertical
distribution of emissions, on the PBL height accuracy, and on the transport of air masses. Main
conclusions concerning the sensitivity of the model results due to the vertical resolution of the
model are:
1. A general improvement on the annual cycle is seen when the number of vertical layers is
increased, from 24 to 48.
2. Lower concentrations of O3 and SO2 during the whole day, and higher concentrations
of NO2 and CO are seen in the daily profiles, when the 48 vertical-layer simulation is
used. These changes in concentrations of primary pollutants might be attributed to vertical
distribution of emissions.
3. A higher resolution shows that SO2 emissions are better distributed within the vertical
layers, becoming less concentrated at the surface layer. Moreover, higher resolution pro-
duces less artificial redistribution of the emissions leading to larger concentrations over
this surface layer for NO2 and CO.
4. Higher NO2 concentrations in the 48 vertical-layer simulation have a direct effect on O3
destruction due to nocturnal NOx titration. In this sense, the higher resolution configura-
tion nicely reduces the bias on the surface ozone concentrations from June to October.
5. Vertical structure does not show significant differences between the two simulations with
different vertical resolution.
Gas-phase model results were compared with other regional AQMs currently applied in Europe.
Main conclusions are summarised as follows:
1. The O3 daily mean/max performance in our model for May-Nov are in the same range of
results as for other modelling systems.
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2. The model’s abilities to reproduce daily NO2 and SO2 statistics are comparable to other
models.
3. Overall, NMMB/BSC-CTM performs within the range of current air quality modelling
systems at regional scale.
6.2 Future areas of research and perspectives
6.2.1 Implement and evaluate the fully coupled meteorology-chemistry model
This work is focused in the proper representation of the gaseous species, which is fundamental
for the formation of secondary aerosols. NMMB/BSC-CTM is, however, a much larger project
than this thesis alone. In this sense, this Ph.D. thesis is part of an ongoing effort (Pérez et al.,
2011; Jorba et al., 2012; Spada et al., 2013; Badia and Jorba, 2014) on the development of a
unified fully coupled chemical weather prediction system able to solve gas-aerosol-meteorology
interactions within a wide range of scales which can be used in both operational and research
applications.
Atmospheric aerosols can change climate and meteorology via direct, semi-direct, and indirect
effects. Through aerosol direct effects, aerosol particles can either cool (directly scattering)
or warm (absorbing the solar and thermal radiation) the atmosphere. Changes in surface tem-
perature, wind speed, relative humidity and clouds that are caused by changes in radiation are
examples of the semi-direct effect. The aerosol semi-direct effect also influences photolytic rate
for major gaseous species such as O3, NO2, NO3, HNO2 and N2O5. The first indirect effect has
an influence in the cloud drop size, number, reflectivity, and optical depth. The second aerosol
indirect effect influences cloud liquid water content, lifetime, and precipitation (Jacobson et al.,
2007; Zhang, 2008; Baklanov et al., 2014).
An aerosol module for the relevant global aerosols is under development within the NMMB/BSC-
CTM. Extensive description and evaluation of the dust implementation is presented in Pérez et al.
(2011) and Haustein et al. (2012). The sea-salt aerosol module is described and evaluated on
a global scale in Spada et al. (2013); black carbon, organic carbon and sulphate are currently
under development. Future versions of the model will include a complete secondary aerosol
module, and, therefore, aerosol feedbacks (direct, semi-direct, first indirect and second indirect)
on meteorology and trace gases will be considered.
The fully coupled chemical weather prediction system will need further evaluation to quantify
these model improvements. Thus, the main objective will be to analyse the chemical and me-
teorological results to estimate the relative importance of aerosol direct and indirect effects in
model predictions. During this Ph.D. thesis, I have been performing an extensive evaluation of
the gas-phase chemistry of the model. Hence, from my experience, general recommendations
in the future model evaluation are: (1) use a wide-range of different observational data-sets that
provide complete spatial, temporal and vertical information of the relevant pollutants, (2) obser-
vations are not perfect, therefore, the errors and uncertainties of the measurements need to be
161
6.2. FUTURE AREAS OF RESEARCH AND PERSPECTIVES
taken into account when they are used, (3) review other model evaluation studies to compare if
the model is in good agreement with the other modelling systems currently used, and (4) im-
prove the emissions of gas-species with proper temporal disaggregation and with detailed online
coupling with the meteorology and relevant feedback effects.
Here, as a initial step on the model development we decided to focus the efforts in analysing
only one year. However, several of the tropospheric species evaluated in this dissertation show
large inter annual variations (see Voulgarakis et al. (2010)). Thus, in future works we also
recommend to study the inter-annual variations where further analysis of the global quantities
related to hydroxyl radical and methane lifetime will be performed.
6.2.2 Increase the vertical and horizontal resolution
Generally speaking, the higher the resolution of the model simulation, the better the representa-
tion of atmospheric processes. Hence, higher resolution improves the topographical details (e.g.
land-use, boundary layer height and the total cloud), flow characteristics and associated vertical
and horizontal dynamic processes. In addition, lower resolution can introduce artificial dilution
caused by averaging point source emissions into coarse grids. Although higher resolution will
not automatically reduce the systematic errors, there are indications that some individual pro-
cesses are better captured at higher horizontal resolution.
The resolution of the models depends on the area coverage. CTMs are usually applied to wide
domains at coarse resolution or at high resolution over small regions. Higher resolution on the
model provides much more detailed information, but increases the computing time. However,
the dramatic increase in computational power during the last years will enables us to run our
model experiments at higher resolution for global and regional applications.
An updated version of the nested-grid GEOS-Chem model is presented in Chen et al. (2009).
In this study, a comparison of the nested-grid (0.5◦x 0.667◦) with global models indicates that
the fine-resolution nested-grid model is capable of resolving individual cities with high associ-
ated emission intensities. In Dore et al. (2012) the Fine Resolution Atmospheric Multi-pollutant
Exchange model (FRAME) was applied to model the spatial distribution of reactive nitrogen
deposition and air concentration over the United Kingdom at horizontal resolutions of 1 km, 5
km and 50 km. The modelled concentrations of NO2 were validated by comparison with mea-
surements and the results shown better agreement with the high model resolution.
In Section 5.4.4 the effects of vertical resolution in chemical concentrations were presented.
The main conclusion about this specific study is that the model shows an improvement when
the number of vertical layers is increased. Therefore, this future study will attempt to analyse
the sensitivity of relevant air pollutants to different model resolutions for regional and global
domains.
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6.2.3 Simplified stratospheric scheme
In applications focused on the troposphere, such as AQMs, the stratospheric chemistry needs
to be solve using a simplified approach avoiding detailed full stratospheric chemistry schemes.
Section 2.2.5 and Chapter 3 describe and present two simplified approaches used to solve the
stratospheric ozone in the NMMB/BSC-CTM. Then, in the current version of the model, strato-
spheric ozone is calculated using a linear ozone stratospheric scheme: Cariolle v2a (Cariolle
and Teyssèdre, 2007) or COPCAT (Monge-Sanz et al., 2011). In addition, mixing ratios of other
species (NO, NO2, N2O5, HNO3 and CO) are initialised each day from a global chemical model
MOZART-4 (Emmons et al., 2010).
Thus, future challenges on the development of the global model would be to implement sim-
plified stratospheric chemistry for other species, such as CO. Claeyman et al. (2010) present a
new linear scheme, named LINCO, for the computation of the CO chemical tendencies which is
based on a similar methodology to the Cariolle v2a for the stratospheric ozone. An evaluation of
this linear parametrization is also presented in Claeyman et al. (2010) which uses satellite data
from MOPITT observations and the aircraft measurements from MOZAIC.
6.2.4 Emission sensitivity
Model results have shown the need to improve the spatio-temporal distribution of the emissions,
specially for the global scale. The land-based anthropogenic emissions inventory implemented
in the global model evaluation does not have any seasonal variation, consequently, relevant gases
that are sensitive to emission rates exhibit a significant bias.
Biogenic emissions are computed online with the MEGAN2.04 depending on several factors
that include: landcover, meteorological conditions. Ashworth et al. (2010) evaluates the effect
of varying the temporal resolution of the weather input data on isoprene emission estimates gen-
erated by the MEGAN. This study suggests that, by using daily or monthly data instead of hourly
data a reduction of 3% and 7% of the isoprene emissions is obtained. Moreover, the impact on
a local scale can be more significant with reductions of up to 55% at some locations when us-
ing monthly average data compared to using hourly data. Another study, Marais et al. (2014),
performs several sensitivity model runs to study the impact of different model input and model
settings on isoprene estimates and resulted in differences of up to ± 17% of the reference iso-
prene total. Land cover, emission factors, and meteorological parameters are important driving
variables of MEGAN, and the uncertainties of estimated biogenic volatile organic compounds
(BVOCs) emissions and their impact on surface ozone are hence associated with uncertainties
in these inputs. In this sense, Situ et al. (2013) present a sensitivity of surface ozone to BVOC
emissions model driving variables over China. It is shown that the impact of BVOC emissions
on the surface ozone peak is ∼ 3 ppb on average with a maximum of 24.8 ppb, while the impact
is ∼ 10 ppb on average.
Thus, immediate future research in emission modelling should focus on: (1) introducing a sea-
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sonal land-based anthropogenic emissions variation on the global scale, (2) implementing the
NOx emissions from lightning (which can have a strong impact on the modelled OH concentra-
tions (Labrador et al., 2004), (3) implementing the biomass burning emissions on the regional
scale (which can reduce part of the CO underestimation observed in the regional evaluation), (4)
making several sensitivity tests to study the impact of different driving variables in order to find
the most suitable configuration for the biogenic emissions, and (5) implementing the feedback
aerosol-radiation that affects indirectly the calculation of the online biogenic emissions.
6.2.5 Chemical boundary conditions tests
The importance of chemical BC in regional AQMs is well-known in the atmospheric commu-
nity. In the current version of the model, the regional configuration uses the chemical BC from
the MACC re-analysis data. However, future versions of the model will address a nesting ap-
proach for coupling the regional NMMB/BSC-CTM model with the global NMMB/BSC-CTM
model. Then, the main idea is to evaluate and compare the regional results when the global
NMMB/BSC-CTM model outputs are used as the chemical BCs for the regional model, instead
of other global model outputs. From the regional run evaluation, the BC for ozone has appeared
as a critical issue for the overall model performance. In this sense, the treatment of chemical
BC demands further attention. This approach will assure consistency of the whole physics and
chemistry processes across the scales of study.
In addition, we had the opportunity to participate in the AQMEII Phase-2 (see Chapter 5). Cur-
rently, AQMEII Phase-3 is starting in collaboration with The Task Force on Hemispheric Trans-
port of Air Pollution (TF HTAP; http://www.htap.org/). TF HTAP is an international scien-
tific cooperative effort focused on improving the understanding of the intercontinental transport
of air pollutants in the Northern Hemisphere.
The main objectives for AQMEII Phase-3 are:
1. Perform model evaluation analyses on global models coordinated with the analyses of
regional models under AQMEII
2. Perform regional model simulations with BCs derived from global simulations with per-
turbed emissions
This initiative focuses on the following questions:
1. How well do regional and global models simulate air quality at various space and time
scales over North America (NA) and Europe (EU) ?
2. How sensitive are regional model predictions to the BCs chosen?
3. How sensitive are estimates of the impacts of upwind emission perturbations to grid reso-
lution?
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All participating groups will perform simulations for a whole year 2010 over the NA and/or EU
domains. Our group plans to participate in this initiative in the EU and NA domains with the
regional NMMB/BSC-CTM model.
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