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System of Majorana zero modes with random infinite range interactions – the Sachdev-Ye-Kitaev
(SYK) model – is thought to exhibit an intriguing relation to the horizons of extremal black holes in
two-dimensional anti-de Sitter (AdS2) space. This connection provides a rare example of holographic
duality between a solvable quantum-mechanical model and dilaton gravity. Here we propose a
physical realization of the SYK model in a solid state system. The proposed setup employs the Fu-
Kane superconductor realized at the interface between a three dimensional topological insulator (TI)
and an ordinary superconductor. The requisite N Majorana zero modes are bound to a nanoscale
hole fabricated in the superconductor that is threaded by N quanta of magnetic flux. We show that
when the system is tuned to the surface neutrality point (i.e. chemical potential coincident with
the Dirac point of the TI surface state) and the hole has sufficiently irregular shape, the Majorana
zero modes are described by the SYK Hamiltonian. We perform extensive numerical simulations
to demonstrate that the system indeed exhibits physical properties expected of the SYK model,
including thermodynamic quantities and two-point as well as four-point correlators, and discuss
ways in which these can be observed experimentally.
PACS numbers: 75.30.Ds,62.20.D-,73.43.-f
I. INTRODUCTION
Models of particles with infinite-range interactions
have a long history in nuclear physics dating back to the
pioneering works of Wigner and Dyson [1, 2] and in con-
densed matter physics in studies describing spin glass and
spin liquid states of matter [3–5] . More recently, Kitaev
[6, 7] formulated and studied a Majorana fermion version
of the model with all-to-all random interactions first pro-
posed by Sachdev and Ye [4]. The resulting SYK model,
defined by the Hamiltonian (1.1) below, is solvable in
the limit of large number N of fermions and exhibits
a host of intriguing properties. The SYK model is be-
lieved to be holographic dual of extremal black hole hori-
zons in AdS2 and has been argued to possess remarkable
connections to information theory, many-body thermal-
ization and quantum chaos [8–13]. Various extensions
of the SYK model have been put forth containing su-
persymmetry [14], interesting quantum phase transition
[15, 16], higher dimensional extensions [17, 18], as well as
a version that does not require randomness [19]. Given
its fascinating properties it would be of obvious interest
to have an experimental realization of the SYK model
or its variants. Thus far a realization of the Sachdev-Ye
model (with complex fermions) has been proposed using
ultracold gases [20] and a protocol for digital quantum
simulation of both the complex and Majorana fermion
versions of the model has been discussed [21]. A natural
realization of the SYK model in a solid state system is
thus far lacking.
Recent years have witnesed numerous proposals for ex-
perimental realizations of unpaired Majorana zero modes
in solid state systems [22–26], with compelling experi-
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FIG. 1: The proposed setup for a solid-state realization of the
SYK model.
mental evidence for their existence gradually mounting
in several distinct platforms [27–35]. The purpose of this
paper is to propose a physical realization of the SYK
model in one of these platforms. The SYK Hamiltonian
we wish to implement is given by
HSYK =
∑
i<j<k<l
Jijklχiχjχkχl, (1.1)
where Jijkl are random independent coupling constants
and χj represent the Majorana zero mode operators that
obey the canonical anticommutation relations
{χi, χj} = δij , χ†j = χj . (1.2)
The proposed device, depicted in Fig. 1, employs an in-
terface between a 3D TI and an ordinary superconductor
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2such as Nb or Pb. Fu and Kane [36] showed theoret-
ically that magnetic vortices in such an interface host
unpaired Majorana zero modes and signatures consistent
with this prediction have been reported in Bi2Te3/NbSe2
heterostructures [34, 35]. Under ordinary circumstances
these vortices tend to form an Abrikosov lattice and the
low-energy effective theory is dominated by two-fermion
terms iKijχiχj with the hoping amplitudes Kij decay-
ing exponentially with the distance between vortex sites
|ri − rj |. Four-fermion interaction terms of the type
required to implement the SYK Hamiltonian (1.1) are
generically also present but are subdominant and also
decay exponentially with distance. Realizing the SYK
model in this setup therefore entails two key challenges:
(i) one must find a way to suppress the two-fermion tun-
neling terms and (ii) render the four-fermion interactions
effectively infinite-ranged. In addition the four-fermion
coupling constants Jijkl must be sufficiently random. In
the following we show how these challenges can be over-
come by judicious engineering of various aspects of the
device depicted in Fig. 1.
The first challenge can be met by tuning the surface
state of the TI into its global neutrality point such that
the chemical potential µ lies at the Dirac point. At the
neutrality point the interface superconductor is known
to acquire an extra chiral symmetry which prohibits any
two-fermion terms [37]. In other words, the symmetry
requires Kij = 0 and the low-energy Hamiltonian is then
dominated by the four-fermion terms [38]. The second
requirement of effectively infinite-ranged interactions can
be satisfied by localizing all Majorana zero modes in the
same region of space. In our proposed device this is
achieved by fabricating a hole in the SC layer as illus-
trated in Fig. 1. If the sample is cooled in a weak ap-
plied magnetic field an integer number N of magnetic
flux quanta can be trapped in the hole. The SC phase
θ will then wind by 2piN around the hole, forming ef-
fectively an N -fold vortex with N Majorana zero modes
bound to the hole. If furthermore the hole is designed to
have an irregular shape the Majorana wavefunctions will
have random spatial structure and their overlaps will give
rise to the required randomness in the coupling constants
Jijkl. This randomness is related to random classical tra-
jectories inside such a hole, or ‘billiards’ as it is commonly
called in the quantum chaos literature [39, 40]. We note a
related proposal to realize the SYK model using semicon-
ductor quantum wires coupled to a disordered quantum
dot advanced in the recent work [41].
In the rest of the paper we provide the necessary back-
ground on our proposed system and support its relation
to the SYK model by physical arguments and by de-
tailed model calculations. We first review the Fu-Kane
model [36] for the TI/SC interface and numerically cal-
culate the Majorana wavefunctions localized in a hole
threaded by N magnetic flux quanta in the presence of
disorder. Assuming that the constituent electrons inter-
act via screened Coulomb potential we then explicitly
calculate the four-fermion coupling constants Jijkl be-
tween the Majorana zero modes. We finally use these
as input data for the many-body Majorana Hamiltonian
which we diagonalize numerically for N up to 32 and
study its thermodynamic properties, level statistics, as
well as two- and four-point correlators. We show that
these behave precisely as expected of the SYK model
with random independent couplings. We also discuss the
effect of small residual two-fermion terms that will in-
evitably be present in a realistic device and propose ways
to experimentally detect signatures of the SYK physics
using tunneling spectroscopy.
II. SYK MODEL FROM INTERACTING
MAJORANA ZERO MODES AT THE TI/SC
INTERFACE
A. The Fu-Kane superconductor
The surface of a canonical 3D TI, such as Bi2Se3, hosts
a single massless Dirac fermion protected by time reversal
symmetry. When placed in the proximity of an ordinary
superconductor the surface state is described by the Fu-
Kane Hamiltonian [36]
HFK =
∫
d2rΨˆ†rHFK(r)Ψˆr, (2.1)
where Ψˆr = (c↑r, c↓r, c
†
↓r,−c†↑r)T is the Nambu spinor
and
HFK = τ
z
[
vFσ ·
(
p− τz e
c
A
)
− µ
]
+ τx∆1 − τy∆2.
(2.2)
Here vF is the velocity of the surface state, p = −i~∇
denotes the momentum operator, ∆ = ∆1+i∆2 is the SC
order parameter and σ, τ are Pauli matrices in spin and
Nambu spaces, respectively. To describe the geometry
depicted in Fig. 1 we take
∆(r) =
{
0, r < R(ϕ)
∆0e
iNϕ, r > R(ϕ),
(2.3)
where ϕ is the polar angle and R(ϕ) denotes the hole
radius. The vector potential is taken to yield total flux
through the hole
∮
C
dl ·A = NΦ0 with Φ0 = hc/2e the
SC flux quantum and the contour C taken to encircle
the hole at a radius well beyond the effective magnetic
penetration depth of the SC film λeff = 2λ
2
L/d. (Here λL
is the London penetration depth of the bulk SC and d
the film thickness.)
Hamiltonian (2.2) respects the particle-hole symmetry
generated by Ξ = σyτyK (Ξ2 = +1), where K denotes
complex conjugation. For a purely real gap function ∆
and zero magnetic field B = ∇ × A, it also obeys the
physical time reversal symmetry Θ = iσyK (Θ2 = −1).
In the presence of vortices ∆ becomes complex and the
time reversal symmetry is broken. The Fu-Kane model
with vortices therefore falls into symmetry class D in the
Altland-Zirnbauer classification [42] which, in accordance
3with Ref. [37], implies a Z2 classification for the zero
modes associated with vortices. Physically, this means
that a system with total vorticity NV will have N = (NV
mod 2) exact zero modes, in accord with the expectation
that any even number of Majorana zero modes will gener-
ically hybridize and form complex fermions at non-zero
energy.
When µ = 0, Hamiltonian (2.2) also respects a ficti-
tious time reversal symmetry generated by Σ = σxτxK
(Σ2 = +1). It is important to note that unlike the phys-
ical time reversal this symmetry remains valid even in the
presence of the applied magnetic field and vortices. At
the neutrality point, the two symmetries Ξ and Σ define
a BDI class with chiral symmetry Π = ΞΣ = σzτz. This,
in accordance with Ref. [37], implies an integer classifi-
cation of zero modes associated with point defects. A
system with total vorticity NV will thus exhibit N = NV
exact zero modes, irrespective of the precise geometric
arrangement of the individual vortices and other details.
This remains true in the presence of any disorder that
does not break the Σ symmetry. Specifically randomness
in vF and ∆ will not split the zero modes but random
contributions to µ will.
Another way to establish the existence of exact zero
modes in the Hamiltonian (2.2) with µ = 0 is to recog-
nize it as a version of the Jackiw-Rossi Hamiltonian [43]
well known in particle physics. An index theorem for
this Hamiltonian, conjectured by Jackiw and Rossi and
later proven by Weinberg [44], equates the number N of
its exact zero modes in region M to the total vorticity
NV =
1
2pi
∮
∂M dl · ∇θ contained in that region. A region
threaded by NV magnetic flux quanta will thus contain
N exact zero modes.
In the geometry of Fig. 1 the Majorana modes dis-
cussed above can equivalently be viewed as living at the
boundary between a magnetically gapped TI surface on
the inside and a SC region on the outside of the hole.
The existence of such modes is well known and has been
discussed in several papers [45, 46].
The existence and properties of the zero modes in the
Fu-Kane Hamiltonian have been extensively tested by
analytic and numerical approaches for a single vortex
[36], pair of vortices [47, 48], periodic Abrikosov lattices
[49, 50] as well as the “giant vortex” geometry [51] sim-
ilar to our proposed setup. This body of work firmly
establishes the existence of exact Majorana zero modes
for µ = 0 in accordance with the Jackiw-Rossi-Weinberg
index theorem. Away from neutrality it is found that
the zero modes are split due to two-fermion tunneling
terms Kij ∝ µ where the constant of proportionality is
related to the wavefunction overlap between χi and χj .
In addition, it has been found that for a singly quantized
vortex at neutrality the zero mode is separated from the
rest of the spectrum by a gap ∼ ∆0 where ∆0 is the SC
gap magnitude far from the vortex. We shall see that
for a judiciously chosen hole size this convenient hierar-
chy of energy scales remains in place with N zero modes
separated by a large gap from the rest of the spectrum.
B. Low-energy effective theory
Having established a convenient platform that hosts
N Majorana zero modes with wavefunctions localized in
the same region of space we now proceed to derive the
effective low-energy theory in terms of the Majorana zero
mode operators χj . To this end we write the full second-
quantized Hamiltonian of the system as
H = H(N)FK + δHFK +Hint. (2.4)
Here H(N)FK stands for the part of the Fu-Kane Hamilto-
nian (2.2) that obeys the fictitious time-reversal symme-
try Σ and exhibits therefore N exact zero modes. δHFK
contains all the remaining fermion bilinears that break
Σ such as the chemical potential term. Hint defines the
four-fermion interactions that have been ignored thus far
but will play pivotal role in the physics of the SYK model
we wish to study. We assume that electrons are subject
to screened Coulomb interactions described by
Hint = 1
2
∫ ∫
d2rd2r′ρˆ(r)V (r − r′)ρˆ(r′), (2.5)
where V (r) is the interaction potential and ρˆ(r) = c†σrcσr
is the electron charge density operator.
Now imagine we have solved the single-electron prob-
lem defined by HamiltonianH
(N)
FK for the device geometry
sketched in Fig. 1 with N flux quanta threaded through
the hole. We thus have the complete set of single-particle
eigenfunctions Φn(r) and eigenenergies εn of H
(N)
FK . The
corresponding second quantized Hamiltonian can then be
written in a diagonal form
H(N)FK =
∑
n
′
εnψˆ
†
nψˆn + Eg (2.6)
where
ψˆn =
∫
d2rΦ†n(r)Ψˆr (2.7)
is the eigenmode operator belonging to the eigenvalue
εn. The sum over n is restricted to the positive en-
ergy eigenvalues and Eg is a constant representing the
ground state energy. At the neutrality point, according
to our preceding discussion, N of the ψˆn eigenmodes coin-
cide with the exact zero modes mandated by the Jackiw-
Rossi-Weinberg index theorem. We denote these χj with
j = 1 . . . N . Because εj = 0 these modes do not con-
tribute to the Hamiltonian (2.6). The zero mode eigen-
functions Φj(r) can be chosen as eigenstates of the p-h
symmetry generator Ξ. They then satisfy the reality con-
dition
σyτyΦ∗j (r) = Φj(r) (2.8)
which implies that χ†j = χj ; the zero modes are Majorana
operators.
4As noted before the N zero modes are separated by a
gap from the rest of the spectrum. As long as δHFK and
Hint remain small compared to this gap we may construct
the effective low-energy theory of the system by simply
projecting onto the part of the Hilbert space generated
by N Majorana zero modes. In practical terms this is
accomplished by inverting Eq. (2.7) to obtain
Ψˆr =
∑
n
Φn(r)ψˆn, (2.9)
then substituting Ψˆr into δHFK and Hint and retaining
only those terms that contain zero mode operators χj
but no finite-energy eigenmodes. We thus obtain
Heff = i
2!
∑
i,j
K˜ijχiχj +
1
4!
∑
i,j,k,l
J˜ijklχiχjχkχl, (2.10)
where
iK˜ij = 2!
∫
d2rΦ†i (r)δHFK(r)Φj(r), (2.11)
J˜ijkl =
4!
2
∫ ∫
d2rd2r′ρij(r)V (r − r′)ρlk(r′), (2.12)
and ρij(r) =
i
2Φ
†
i (r)τ
zΦj(r) is the charge density as-
sociated with the pair of zero modes χi and χj . We
observe that at the neutrality point when K˜ij = 0 the
low-energy effective Hamiltonian (2.10) coincides with
the SYK model. Eqs. (2.11) and (2.12) allow us to cal-
culate the relevant two- and four-fermion coupling con-
stants from the knowledge of the Majorana wavefunc-
tions in the non-interacting system. We shall carry out
this program in Section IV below for a specific physically
relevant model system. Here we finish by discussing some
general properties of Hamiltonian (2.10) that follow from
symmetry considerations.
The reality condition (2.8) for the Majorana wavefunc-
tion implies the following spinor structure of Φj(r) in the
Nambu space
Φj =
(
ηj
iσyη∗j
)
, (2.13)
where ηj(r) is a two-component complex spinor. We thus
have
ρij =
i
2
(η†i ηj − c.c.) = −Im(η†i ηj). (2.14)
The charge density is thus purely real and antisym-
metric under i ↔ j. In the simplest case the Σ-
breaking part of the Fu-Kane Hamiltonian will simply
be δHFK(r) = −µτz. In this situation Eq. (2.11) implies
that K˜ij = 4µ
∫
d2rρij(r). Thus K˜ij is purely real and
antisymmetric as required for Heff to be hermitian.
Because of the anticommutation property (1.2) of the
Majorana operators it is clear that only the fully anti-
symmetric part of J˜ijkl contributes to the Hamiltonian
(2.10). As defined in Eq. (2.12) J˜ijkl is already antisym-
metric under i ↔ j and k ↔ l due to the antisymmetry
ρij = −ρji. With this in mind we can rewrite Hamilto-
nian (2.10) in a more convenient form
Heff = i
∑
i<j
Kijχiχj +
∑
i<j<k<l
Jijklχiχjχkχl, (2.15)
with
Kij =
1
2
(K˜ij − K˜ji), Jijkl = 1
3
(J˜ijkl − J˜ikjl + J˜lijk)
(2.16)
now fully antisymmetric. In the following we will be in-
terested in situations where coupling constants are ran-
dom and will characterize the coupling strengths by two
parameters K and J defined by
K2 = NK2ij , J
2 =
N3
3!
J2ijkl, (2.17)
where the bar represents an ensemble average over ran-
domness.
C. Structure and statistics of the coupling
constants Jijkl
In order to approximate the SYK Hamiltonian the cou-
pling constants Jijkl given in the previous subsection
must behave as independent random variables. To asess
this condition we now discuss their structure and statis-
tics. We make two reasonable assumptions: (i) that the
interaction potential in Eq. (2.12) is short ranged and
well approximated by V (r) ' V0δ(r), and (ii) that there
exists a lengthscale ζ beyond which Majorana wavefunc-
tions Φj(r) can be treated as random independent vari-
ables.
We coarse-grain the Majorana wavefunctions on the
grid with with sites rn and spacing ∼ ζ. This amounts to
replacing ηj(r) → η¯j(rn)/ζ and
∫
d2r → ζ2∑n in Eqs.
(2.13) and (2.12). The discretized spinor wavefunctions
then have the following structure on each site
η¯j(rn) =
(
φ1j (n) + iφ
2
j (n)
φ3j (n) + iφ
4
j (n)
)
, (2.18)
where φαj (n) are real independent random variables with
φαi (n) = 0, φ
α
i (n)φ
β
j (n) =
1
8Ms
δijδ
αβ . (2.19)
Here Ms = piR
2/ζ2 is the total number of grid sites in
the hole and the second equality follows from the nor-
malization of Φj(r).
Combining Eqs. (2.12), (2.14), (2.16) and (2.18) it is
possible to express the antisymmetrized coupling con-
stants as
Jijkl = −V0
ζ2
Ms∑
n=1
αβµνφ
α
i (n)φ
β
j (n)φ
µ
k(n)φ
ν
l (n), (2.20)
5where αβµν is the totally antisymmetric tensor and
summation over repeated indices is implied. For a gen-
eral value of Ms the manybody Hamiltonian defined by
coupling constants Eq. (2.20) represents a variant of the
original SYK model similar to models studied in Refs.
[14, 16]. As such it might be amenable to the large-N
analysis using approaches described in those works. Here
we focus on the limit Ms  N which attains when the
hole radius R is large and the wavefunctions can be con-
sidered random on short scales ζ. In this limit each Jijkl
defined in Eq. (2.20) is given by a sum of a large number
of random terms given by products of four random am-
plitudes φαj (n). The central limit theorem then assures
us that J ’s will be random variables with a distribution
approaching the Gaussian distribution irrespective of the
detailed statistical properies of φαj (n). It is furthermore
easy to show that
JI = 0, JIJJ =
(
3V0
8ζ2
)2
1
M3s
δIJ , (2.21)
where the uppercase label represents a group of four in-
dices I = {ijkl}, etc. The coupling constants given
by Eq. (2.20) are asymptotically independent with the
higher order correlators vanishing as higher powers of
Ms, e.g. JijklJklmnJmnij ∼M−5s .
The above analysis suggests that under reasonable
assumptions coupling constants defining the manybody
Hamiltonian (2.15) can be considered independent ran-
dom variables. When additionally Kij can be taken as
negligible we expect the Hamiltonian to approximate the
SYK model. Building on the experience gained from
Refs. [14, 16] we furthermore expect our Hamiltonian
to describe an interesting non-Fermi liquid phase even
away from the limit when J ’s are independent variables.
For instance certain specific correlations present in J ’s
are known to lead to a very interesting supersymmet-
ric version of the SYK model [14] and a whole family of
SYK-like models discussed in Ref. [16] .
Recent work [41] performed a mathematical analysis
of deviations in J ’s from ideal random independent vari-
ables in a model qualitatively similar to ours. Here we
adopt a different approach and proceed by evaluating
the effect of such deviations on the observable physical
properties of the manybody model defined by Hamilto-
nian (2.15). We find that coupling constants that follow
from the giant vortex geometry indeed give rise to a phe-
nomenology that is consistent with the SYK model.
III. THE LARGE-N SOLUTION AND THE
CONFORMAL LIMIT
When the number of Majorana fermions N is large
the SYK model becomes analytically solvable in the low-
energy limit. Specifically, the Euclidean space time-
ordered propagator defined as
G(τ) = 〈Tτχ(τ)χ(0)〉 (3.1)
can be expressed in the Matsubara frequency domain
through the self energy Σ(ωn) as
G(ωn) = [−iωn − Σ(ωn)]−1. (3.2)
Here G(ωn) =
∫ β
0
dτeiωnτG(τ) and β = 1/kBT is the in-
verse temperature. At non-zero temperatures the propa-
gator and the self energy are defined for discrete Matsub-
ara frequencies ωn = piT (2n+1) with n integer and taking
kB = 1 here and henceforth. Using the replica trick to
average over disorder configurations, or alternately sum-
ming the leading diagrams in the 1N expansion, one ob-
tains (see for example Ref. [7]) the following expression
for the self energy appropriate for the Hamiltonian (2.15)
Σ(τ) = K2G(τ) + J2G3(τ). (3.3)
For arbitrary given parameters K, J and β the self-
consistent Eqs. (3.2) and (3.3) can be solved by numeri-
cal iteration. Analytical solutions are available in various
limits and will be reviewed below. In subsequent sections
we shall compare these with numerical results based on
the model described above.
A. Free-fermion limit
When J = 0 the theory becomes noninteracting and
an analytic solution to Eqs. (3.2) and (3.3) can be
given for all temperatures. Specifically the self energy
in Eq. (3.3) can be written in the frequency domain as
Σ(ωn) = K
2G(ωn) and substituted into Eq. (3.2). Solv-
ing for G(ωn) then gives
Gf (ωn) =
2i
ωn + sgn(ωn)
√
ω2n + 4K
2
. (3.4)
This implies high-frequency limit Gf (ωn) ' i/ωn and
low-frequency limit Gf (ωn) ' i/ sgn(ωn)K.
It is useful to extract the single-particle spectral func-
tion from Eq. (3.4) defined as A(ω) = 1pi ImG(ωn →−iω + δ), by analytically continuing from Matsubara to
real frequencies to obtain the retarded propagator. We
thus find
Af (ω) =
1
piK
Re
√
1−
( ω
2K
)2
, (3.5)
the usual semicircle law. For this 0-dimensional system
A(ω) coincides with the local density of states D(ω) av-
eraged over all Majorana sites which is experimentally
measurable in a tunneling experiment. Specifically, the
tunneling conductance g(ω) = (dI/dV )ω=eV is propor-
tional to the local density of states D(ω).
B. Conformal limit
When K = 0 and T  J the system is strongly inter-
acting but nevertheless asymptotic solution of Eqs. (3.2)
6!0.6 !0.4 !0.2 0.0 0.2 0.4 0.60
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FIG. 2: a) Spectral functions, measurable in a tunneling ex-
periment, in the conformal (strongly interacting) limit (red)
and free-fermion limit (blue). b) Numerically evaluated large-
N Matsubara Green’s functions for J = 1.0, T = 0.001 and
different values of K. Red dashed line shows the conformal
limit behavior Eq. (3.7) while the thick green and brown lines
correspond to free-fermion result (3.4) with K = 0.1 and 0.5,
respectively.
and (3.3) can be found by appealing to their approximate
reparametrization invariance [6, 7] that becomes exact in
the low-frequency limit when one can neglect the −iωn
term in Eq. (3.2). The conformal limit solution reads
Gc(ωn) = ipi
1/4 sgn(ωn)√
J |ωn|
(3.6)
and the corresponding spectral function
Ac(ω) =
1√
2pi3/4
1√
J |ω| . (3.7)
These expressions are valid for |ω|  J and must cross
over to the 1/ω behavior at large frequencies.
It is important to note that the low-frequency behav-
iors of Af and Ac are quite different with the former satu-
rating at 1/piK and the latter divergent. Thus it should
be possible to distinguish the free-fermion and the in-
teraction dominated behaviors, illustrated in Fig. 2a, by
performing a tunneling experiment. We will discuss the
measurement in more detail in Section VI.
C. Crossover region
When both K and J are nonzero, as will be the case
in a typical experimental setup, analytical solutions are
not available but one can still understand the behavior
of the system from approximate analytical considerations
and numerical solutions. Let us focus on the T = 0 limit
and study the effect of K and J on the self energy Σ(ωn)
in Eq. (3.3). To this end it is useful to consider the
propagators Gf and Gc in the imaginary time domain.
For long times τ one obtains
Gf (τ) =
1
piK
sgn(τ)
|τ | , Gc(τ) =
1
pi1/4
√
2J
sgn(τ)
|τ |1/2 . (3.8)
Consider the K = 0 limit and then slowly turn K on.
Initially, Gc(τ) is a valid solution. However, for any non-
zero K it is clear that the first term on the right-hand side
of Eq. (3.3) will dominate at sufficiently long times τ >
τ∗. At such long times one then expects a crossover to the
behavior resembling the free-fermion propagator Gf (τ).
The corresponding crossover time τ∗ can be estimated
by equating the two terms on the right-hand side of Eq.
(3.3), K2Gf (τ∗) = J2G3c(τ∗), which gives
τ∗ =
√
pi
8
J
K2
, (3.9)
and the corresponding crossover frequency
ω∗ =
2pi
τ∗
= 16
√
pi
K2
J
. (3.10)
We thus expect the spectral function to behave as indi-
cated in Eq. (3.7) for ω∗ < ω  J with the divergence
at small ω cut off below ω∗ and saturate to ∼ 1/piK.
To confirm the above behavior we have solved Eqs.
(3.2) and (3.3) numerically. We found it most convenient
to work with Matsubara Green’s functions at very low
but non-zero temperatures. To this end we rewrite Eq.
(3.3) in Matsubara frequency domain where the last term
becomes a convolution and substitute the self energy into
Eq. (3.2). We obtain a single equation
G−1n = −iωn −K2Gn − J2T 2
∑
k,l
GkGlGn−k−l (3.11)
for Gn ≡ G(ωn) that must be solved selfconsistently. Re-
sults obtained by iterating Eq. (3.11) are displayed in Fig.
2b. For very small K = 0.01J we observe that numeri-
cally calculated G(ωn) coincides with the conformal limit
for a range of frequencies consistent with our discussion
above. For K = 0.1J this range becomes smaller and
completely disappears for K = 0.5J .
We conclude that for any nonzero K the ultimate low-
energy behavior is controlled by the free-fermion fixed
point, as expected on general grounds. Nevertheless,
when K is sufficiently small in comparison to J , there can
be a significant range of energies in which the physics is
7dominated by the SYK fixed point. At low temperatures
the corresponding range of frequencies is given by
16
√
pi
K2
J
< ω  J. (3.12)
In this range we expect the spectral function to obey the
conformal scaling form given by Eq. (3.7). Tunneling ex-
periment in this regime should therefore reveal the SYK
behavior of the underlying strongly interacting system.
IV. NUMERICAL RESULTS: THE
UNDERLYING NONINTERACTING SYSTEM
In this section we provide support for the ideas pre-
sented above by performing extensive numerical simula-
tion and modeling of the system described in Sec. II. We
start by formulating a lattice model for the surface of
a TI in contact with a superconductor. We then find
the wavefunctions of the Majorana zero modes by nu-
merically diagonalizing the corresponding Bogoliubov-de
Gennes (BdG) Hamiltonian for the geometry depicted in
Fig. 1 with N flux quanta threading the hole. In the
following Section, using Eqs. (2.11) and (2.12), we calcu-
late the coupling constants Kij and Jijkl, which we then
use to construct and diagonalize the many-body inter-
acting Hamiltonian (2.15) for N up to 32. The resulting
many-body spectra and eigenvectors are used to calculate
various physical quantities (entropy, specific heat, two-
and four-point propagators) which are then compared to
the results previously obtained for the SYK model with
random independent couplings.
A. Lattice model for the TI surface
A surface of a 3D TI is characterized by an odd num-
ber of massless Dirac fermions protected by time reversal
symmetry Θ. The well known Nielsen-Ninomyia theo-
rem [52, 53] assures us that, as a matter of principle,
it is impossible to construct a purely 2D, Θ-invariant
lattice model with an odd number of massless Dirac
fermions. This fact causes a severe problem for numerical
approaches to 3D TIs because one is forced to perform
an expensive simulation of the 3D bulk to describe the
anomalous 2D surface. A workaround has been proposed
[54] which circumvents the Nielsen-Ninomyia theorem by
simulating a pair of TI surfaces with a total even num-
ber of Dirac fermions. This approach enables efficient
numerical simulations in a quasi-2D geometry while fully
respecting Θ.
Here, because the physical time reversal symmetry is
ultimately broken by the presence of vortices and is there-
fore not instrumental, we opt for an even simpler model
which breaks Θ from the outset but nevertheless cap-
tures all the essential physics of the TI/SC interface. We
start from the following momentum-space normal-state
M G X M
-2
-1
0
1
2
k
εk
m=0
m=0.5
FIG. 3: Band structure (4.2) of the lattice model Eq. (4.1) for
λ = 1 and m = 0 (blue dashed) and m = 0.5 (red solid line).
X and M denote the (0, pi) and (pi, pi) points of the Brillouin
zone, respectively.
Hamiltonian defined on a simple 2D square lattice
h0(k) = λ(σ
x sin kx + σ
y sin ky) + σ
zMk − µ, (4.1)
with Mk = m[(2 − cos kx − cos ky) − 14 (2 − cos 2kx −
cos 2ky)]. Here σ are Pauli matrices in spin space and
λ, m are model parameters. The term proportional to
λ respects Θ and gives 4 massless Dirac fermions in ac-
cordance with the Nielsen-Ninomyia theorem. The Mk
term breaks Θ and has the effect of gapping out all the
Dirac fermions except the one located at Γ = (0, 0). The
resulting energy spectrum
ε(k) = ±
√
λ2(sin2 kx + sin
2 ky) +M2k − µ, (4.2)
is depicted in Fig. 3. In the vicinity of the Γ point we
observe a linerly dispersing spectrum characteristic of a
TI surface state. It is to be noted that for small |k| we
have Mk ' 18mk4 so the amount of Θ-breaking can be
considered small in the physically important part of the
momentum space near the Γ point.
Proximity induced superconducting order is imple-
mented by constructing the BdG Hamiltonian,
HBdG(k) =
(
h0(k) ∆
∆∗ −σyh∗0(−k)σy
)
. (4.3)
Writing HBdG in terms of σ and τ matrices it can be
easily checked that it respects the particle-hole symmetry
Ξ defined in Sec. II.A. The µ and Mk terms both break
the fictitious time reversal Σ that protects the Majorana
zero modes in our setup. As before µ must be tuned
to zero to achieve protection. On the other hand it is
crucial to remember that Mk has been introduced only
to circumvent the Nielsen-Ninomyia theorem and allow
us to efficiently simulate a single two-dimensional Dirac
fermion on the lattice. Breaking of Σ by Mk is therefore
not a concern in the experimental setup: in a real TI
8tuned to the neutrality point Σ is unbroken. Expanding
HBdG(k) in the vicinity of Γ to leading order in small k
we recover the Fu-Kane Hamiltonian HFK defined in Eq.
(2.2). We thus conclude that at low energies our lattice
model indeed describes the TI/SC interface and should
exhibit the desired phenomenology, including Majorana
zero modes bound to vortices. We shall see that this is
indeed the case. The only repercussion that follows from
the weakly broken Σ (present in the higher order terms
in the above expansion) is a very small splitting of the
zero mode energies that has no significant effect on our
results.
B. Solution in the giant vortex geometry
To study the non-uniform system with magnetic field
and vortices we must write the Hamiltonian in the po-
sition space. The normal-state piece Eq. (4.1) is most
conveniently written in second-quantized form as
H0 = iλ
∑
r,α
(
ψ†rσ
αψr+α − h.c.
)
+
∑
r
ψ†r
(
3
2
mσz − µ
)
ψr
− m
8
∑
r,α
(
4ψ†rσ
zψr+α − ψ†rσzψr+2α + h.c.
)
, (4.4)
where we defined on each lattice site r a two-component
spinor ψr = (cr↑, cr↓)T and α = x, y. The magnetic
field is included through the standard Peierls substitu-
tion which replaces tunneling amplitudes on all bonds
according to ψ†rψr+α → ψ†rψr+α exp(−i e~c
∫ r+α
r
dl · A).
The full second quantized BdG Hamiltonian then reads
HBdG = H0 +
∑
r
(∆rc
†
r↑c
†
r↓ + h.c.), (4.5)
where ∆r is the pair potential on site r which takes the
form indicated in Eq. (2.3). In accord with our dis-
cussion in the previous subsection HBdG given in Eq.
(4.5) represents a version of the Fu-Kane Hamiltonian
(2.1) regularized on a square lattice. This lattice model
is suitable for numerical calculations and we expect it
to reproduce all the low-energy features of the Fu-Kane
Hamiltonian. In particular we will see shortly that it
yields N Majorana zero modes mandated by the Jackiw-
Rossi-Weinberg index theorem that are of central impor-
tance for the SYK model.
It is most convenient to solve the problem defined by
Hamiltonian (4.5) on a lattice with L×L sites and peri-
odic boundary conditions which ensure that no spurious
edge states exist at low energies in addition to the ex-
pected N Majorana zero modes bound to the hole. To
implement periodic boundary conditions it is useful to
perform a singular gauge transformation
ψr → eiNϕ/2ψr, (4.6)
which has the effect of removing the phase winding
from ∆r and changing the Peierls phase factors to
exp(i
∫ r+α
r
dl ·Ω) with
Ω =
1
2
(
N∇ϕ− 2e
~c
A
)
. (4.7)
We note that N must be even because only for inte-
ger number of fundamental flux quanta hc/e = 2Φ0
in the system one can impose periodic boundary con-
ditions. For N even the transformation (4.6) is single
valued and the issue of branch cuts that renders the
analogous problem with singly-quantized vortices [55, 56]
more complicated does not arise here. After the trans-
formation the total effective flux seen by the electrons∫
dS(∇×Ω)z vanishes and numerical diagonalization of
the transformed Hamiltonian (4.5) with periodic bound-
ary conditions becomes straightforward.
As a practical matter it is easiest to define a regular
shaped hole and introduce disorder through a replace-
ment
(µ, λ,∆r)→ (µ, λ,∆r) + (δµr, δλr, δ∆r) (4.8)
Here (δµr, δ∆r, δλr) are independent random variables
uniformly distributed in the interval (−wµ/2, wµ/2) for
δµr and similarly for δ∆r and δλr. We chose a stadium-
shaped hole sketched in Fig. 4a which is known to support
classically chaotic trajectories [39, 40]. In our quantum
simulation we find that much smaller disorder strength is
required to achieve sufficiently random Majorana wave-
functions for stadium-shaped hole than e.g. a with circu-
lar hole. We furthermore chose magnetic field B to be
uniform inside the radius RB that contains the hole and
zero otherwise. We find that our results are insensitive
to the detailed distribution of B as long as the total flux
remains NΦ0 and is centered around the hole (we tested
various radii RB as well as a Gaussian profile).
Typical results of the numerical simulations described
above are displayed in Fig. 4. In panel (b) we observe the
behavior of the energy eigenvalues En of HBdG. For zero
magnetic flux there are several states inside the SC gap
(Andreev states bound to the hole) but no zero modes.
For N = 24 these are converted into 24 zero modes re-
quired by the Jackiw-Rossi-Weinberg index theorem. For
µ = wµ = 0 used in the simulation their energies are
very close to zero (∼ 10−4λ), where the small residual
splitting is attributable to the fact that Σ symmetry is
weakly broken in our lattice simulation by the Mk term.
For non-zero µ or wµ the energy splitting increases in
proportion to these Σ-breaking perturbations. In the fol-
lowing we include these terms in δHFK and incorporate
them in our many-body calculation via Kij terms given
by Eq. (2.11).
Panels Fig. 4 c-f show examples of zero mode wavefunc-
tion amplitudes |Φj(r)|2. The wavefunctions are seen to
exhibit random spatial structure which depends sensi-
tively on the specific disorder potential realization. Im-
portantly all the zero mode wavefunctions are localized in
the same region of space defined by the hole and its imme-
diate vicinity. One therefore expects Eq. (2.12) to pro-
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FIG. 4: Numerical simulations of the BdG Hamiltonian Eq. (4.5). a) Stadium-shaped hole geometry employed in the simulations.
R parametrizes the hole size whereas RB denotes the radius inside which the magnetic field is nonzero. b) Energy levels En of
the BdG Hamiltonian (4.5) calculated for N = 0 and N = 24. Energies have been sorted in ascending order and plotted as a
function of their integer index n. The shaded band represents the SC gap region. c-f) Density plots of the typical zero mode
wavefunction amplitudes for N = 24. The dashed circle in panel (c) has radius RB . The following parameters have been used
to obtain these results: λ = 1, m = 0.5, ∆0 = 0.3, µ = wµ = 0, wλ = w∆ = 0.1, L = 42, R = 10 and RB = 15.
duce strong random couplings Jijkl connecting all zero
modes χj once the interactions are included.
V. NUMERICAL RESULTS: THE MANY-BODY
SYK PROBLEM
Having obtained the zero mode wavefunctions it is
straightforward to calculate couplings Kij and Jijkl from
Eqs. (2.11) and (2.12) and construct the many-body SYK
Hamiltonian (2.15). In the following we shall assume that
the system has been tuned to its global neutrality point
µ = 0 and include in δHFK only the random component
of the on-site potential δµr. For the interaction term we
consider the screened Coulomb potential defined as
V (r) =
2pie2

e−r/λTF
r
, (5.1)
where  is the dielectric constant and λTF denotes the
Thomas-Fermi screening length. We furthermore assume
that λTF is short so that in the lattice model the interac-
tion is essentially on-site. The expression for J˜ijkl then
simplifies to
J˜ijkl ' 12V0
∫
d2rρij(r)ρlk(r), (5.2)
with V0 =
∫
d2rV (r) = 2pie2λTF/. Coupling constants
Kij and Jijkl are easy to evaluate using Eq. (2.16) and
the Majorana wavefunctions Φj(r) obtained in the previ-
ous Section. To facilitate comparisons with the existing
literature we shall quantify the average strength of these
terms using parameters K and J defined in Eq. (2.17).
Specifically we will adjust wµ and V0 to obtain the de-
sired values of K and J . In the following Section we
will connect these values to the parameters expected in
realistic physical systems.
A. Thermodynamic properties and many-body
level statistics
Once the coupling constants Kij and Jijkl are deter-
mined as described above one can construct a matrix
representation of the many-body Majorana Hamiltonian
(2.15) and find its energy eigenvalues En by exact numer-
ical diagonalization. From the knowledge of the energy
levels it is straightforward to calculate any thermody-
namic property. In Fig. 5 we display the thermal entropy
S(T ) and the heat capacity CV (T ). These are calculated
from
S =
〈E〉 − F
T
, CV =
〈E2〉 − 〈E〉2
T
, (5.3)
where 〈Eα〉 = 1Z
∑
nE
α
ne
−En/T , F = −T lnZ is the free
energy and Z =
∑
n e
−En/T the partition function.
The entropy per particle is seen to saturate at high
temperature to S∞/N = 12 ln 2 ' 0.3465 as expected
for a system of N Majorana fermions. The behavior
of S(T ) calculated for the giant vortex system is qual-
itatively similar to that obtained from the SYK model
with random independent couplings. The small devia-
tions that exist are clearly becoming smaller as N grows,
suggesting that they vanish in the thermodynamic limit.
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FIG. 5: Thermodynamic properties of the many-body Hamil-
tonian (2.15), a) thermal entropy per particle and b) heat
capacity per particle. Dashed lines show the expected behav-
ior for the SYK model with random independent couplings,
solid lines show results for the couplings obtained from the
giant vortex system. In all panels the same parameters have
been used as in Fig. 4 with V0 adjusted so that J = 1.
Nonzero two-body coupling K is seen to modify the en-
tropy slightly at low temperature. For largeN andK = 0
the entropy per particle is expected to attain a nonzero
value ∼ 0.24 as T → 0 due to the extensive ground-
state degeneracy of the SYK model. Our largest system
is not large enough to show this behavior (in agreement
with previous numerical results) although Fig. 5a cor-
rectly captures the expected suppression of the low-T en-
tropy in the presence of two-body couplings which tend
to remove the extensive ground-state degeneracy.
The heat capacity CV (T ), displayed in Fig. 5b, likewise
behaves as expected for the SYK model with random
independent couplings with small deviations becoming
negligible in the large-N limit. CV (T ) is in principle
N( mod 8) 0 2 4 6
level stat. GOE GUE GSE GUE
β 1 2 4 2
Z 8
27
4pi
81
√
3
4pi
729
√
3
4pi
81
√
3
TABLE I: Gaussian ensembles for even N .
measurable and we can see from Fig. 5b that its high-
temperature behavior could be used gauge the relative
strength of two- and four-fermion terms in the system.
As discussed in Refs. [12, 13] many-body level statistics
provides a sensitive diagnostic for the SYK physics en-
coded in the Hamiltonian (2.15). To apply this analysis
to our results we arrange the many-body energy levels in
ascending order E1 < E2 < . . . and form ratios between
the successive energy spacings
rn =
En+1 − En
En+2 − En+1 . (5.4)
According to Refs. [12, 13] the SYK Hamiltonian can be
constructed as a symmetric matrix in the Clifford algebra
C`0,N−1 whose Bott periodicity gives rise to a Z8 classifi-
cation with topological index ν = N mod 8. As a result
statistical distributions of the ratios P (r) cycle through
Wigner-Dyson random matrix ensembles with Z8 period-
icity as a function ofN . Specifically, Gaussian orthogonal
(GOE), unitary (GUE) and symplectic (GSE) ensembles
occur with distributions given by the “Wigner surmise”
P (r) =
1
Z
(r + r2)β
(1 + r + r2)1+3β/2
(5.5)
and parameters Z and β summarized in Table I for even
N relevant to our system. As emphasized in Ref. [13] the
level spacing analysis must be performed separately in
the two fermion parity sectors of the Hamiltonian (2.15).
Fig. 6 shows statistical distributions of the ratios rn
computed for N = 24, 26, 28, 30 and 32 in our system.
For the sake of clarity P (ln r) is plotted along with the
anticipated distributions for GOE, GUE and GSE given
in Eq. (5.5). Unambiguous agreement with the pattern
indicated in Table I is observed, lending further support
to the notion that our proposed system realizes the SYK
model. We checked that the Z8 periodic pattern persists
for all N down to 16. Additionally, the above results
should be contrasted with the level statistics in the non-
interacting case J = 0, K = 1 displayed in the bottom
row of Fig. 6. In the absence of interactions Z8 periodic-
ity is absent and the distribution of the ratio rn follows
Poisson level statistics
P (r) =
1
(1 + r)2
(5.6)
for all N . It is to be noted that no adjustable parame-
ters are employed in the level-statistics analysis presented
above.
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FIG. 6: Level statistics analysis. Top row shows histograms of ln rn obtained from the energy levels of the SYK Hamiltonian
(2.15) with coupling constants taken from the giant vortex model with V0 and wµ adjusted so that J = 1 and K = 0. Solid
lines indicate the expected distributions GOE (green), GUE (red) and GSE (orange) specified in Eq. (5.5). Bottom row shows
results for the noninteracting case J = 0, K = 1. Black solid line represents the Poisson distribution Eq. (5.6). Histograms in
all panels have been averaged over 8 independent realizations of disorder except for N = 24 where 16 realizations have been
employed to obtain satisfactory statistics and N = 32 for which a single realization was used.
B. Green’s function
Computing the Green’s function of the model is per-
haps the most straightforward way of comparing the be-
havior of the system at finite N to the large-N limit
solutions discussed in Sec. III. At the same time compu-
tation of propagators is numerically more costly because
in addition to many-body energy levels one requires the
corresponding eigenstates. We computed the on-site re-
tarded Green’s function defined as
GRi (t− t′) = −iθ(t− t′)〈{χi(t), χi(t′)}〉. (5.7)
Fourier transforming and using Lehmann representation
in terms of the eigenstates |n〉 of the many-body Hamil-
tonian (2.15) one obtains, at T = 0,
GRi (ω) =
∑
n
[ |〈n|χi|0〉|2
ω + E0 − En + iδ + (E0 ↔ En)
]
, (5.8)
where δ is a positive infinitesimal. From Eq. (5.8) the
spectral function Ai(ω) =
1
pi ImG
R
i (ω) is readily ex-
tracted.
In Fig. 7 we display spectral function A(ω) =
1
N
∑
iAi(ω) averaged over all Majorana zero modes.
Physically this corresponds to a tunneling experiment
with a large probe that allows for tunneling into all sites
inside the hole. In agreement with the existing numer-
ical results on the complex fermion version of the SYK
model [57] we find that for system sizes we can numer-
ically access (up to N = 30) the conformal limit is ap-
proached only in a narrow interval of frequencies. In
the low-frequency limit numerical results approach a con-
stant value instead of the the ∼ 1/√ω divergence ex-
pected in the large-N limit. The dependence on N is
very weak, with the larger values showing reduced sta-
tistical fluctuations but otherwise qualitatively similar
behavior. To convincingly demonstrate the conformal
scaling of the Green’s function at the lowest frequencies
numerical calculations using larger values of N would be
necessary. Unfortunately these are currently out of reach
for the exact diagonalization method due to the exponen-
tial growth of the Hamiltonian matrix size with N . More
sophisticated numerical techniques, such as the quantum
Monte Carlo, could possibly reach larger system sizes.
Spectral functions calculated for the giant vortex setup
exhibit larger statistical fluctuations compared to those
computed with random Gaussian coupling constants Jijkl
but are qualitatively similar when averaged over indepen-
dent disorder realizations. Therefore, we conclude that
the Green’s function behavior at finite N supports the
notion that our proposed system realizes the SYK model.
C. Out-of-time-order correlators and scrambling
Scrambling of quantum information – a process in
which quantum information deposited into the system
locally gets distributed among all its degrees of free-
dom – is central to the conjectured duality between the
SYK model and AdS2 Einstein gravity. Black holes are
thought to scramble with the maximum possible effi-
ciency: they exhibit quantum chaos. For a quantum
theory to be the holographic dual of a black hole its dy-
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FIG. 7: Spectral function A(ω) computed at zero temperature
for coupling constants Jijkl obtained from the giant vortex
calculation (top) and taken from the Gaussian distribution
(bottom). Thin grey lines represent individual disorder real-
izations corresponding to a physical measurement in a system
with quenched disorder. Thick lines reflect the average over
25 independent disorder realizations. Dashed lines represent
the expected low-frequency behavior in the large-N conformal
limit Eq. (3.7). All parameters are as in Fig. 4 with J = 1,
K = 0 and broadening δ = 0.04 in Eq. (5.8).
namics must exhibit similar fast scrambling behavior.
Out-of-time-order correlator (OTOC), defined in our
system as
Fij(t) = 〈χj(t)χi(0)χj(t)χi(0)〉, (5.9)
allows to quantify the quantum chaotic behavior. For
black holes in Einstein gravity scrambling occurs expo-
nentially fast with 1 − F (t) ∼ eλLt/N where the decay
rate is given by the Lyapunov exponent λL = 2piT [9].
Similarly, for the SYK model in the large-N limit one
expects [6, 7]
1− F (t) ∼ J
NT
eλLt. (5.10)
Previous works [10, 57] gave numerical evaluations of
F (t) in the SYK model for N up to 14 but found these
system sizes to be too small to clearly show the expected
J-independent Lyapunov exponent. Here we numerically
evaluate OTOC for N up to 22 and show that coupling
constants obtained from the giant vortex geometry give
qualitatively the same behavior as those for random inde-
pendent coupling constants. Our results are summarized
in Fig. 8 where we compute the on-site OTOC Fii(t) av-
eraged over all sites.
For J = 1 the OTOC is seen to rapidly decay to
zero consistent with previous works on the SYK model
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FIG. 8: Out-of-time-order correlators for our giant vortex
system (top) and random Gaussian couplings (bottom). Non-
zero temperature T = 1 has been taken and other parameters
as in Fig. 4. Correlators are displayed for a single disorder
realization (unaveraged) but different realizations give very
similar results for all interacting cases. Detailed shape of the
oscillations apparent in the J = 0 curves depends sensitively
on the specific disorder realization but all realizations show
qualitatively similar behavior.
[10, 57]. The rate of decay is controlled by J : as in
Refs. [10, 57] we find that N = 22 is not large enough to
observe the theoretically predicted J-independent Lya-
punov exponent controlled by temperature, even when
J  T . In addition we observe that adding sizable
two-body tunneling term K has only very modest effect
on the behavior of F (t) when the interaction strength
is maintained. However, in the non-interacting case
(J = 0, K = 1) OTOC behavior changes qualitatively
with the fast decay replaced by oscillations whose ampli-
tude slowly increases.
VI. OUTLOOK: TOWARDS THE
EXPERIMENTAL REALIZATION AND
DETECTION OF THE SYK MODEL
Our theoretical results presented above indicate that
low-energy fermionic degrees of freedom in a device with
geometry depicted in Fig. 1 provide a physical realization
of the SYK model. Additionally, all the ingredients are
currently in place to begin experimental explorations of
the proposed system. Superconducting order has been
induced and observed at the surface of several TI com-
pounds by multiple groups [58–64]. Importantly, Ref.
[62] already demonstrated the ability to tune the chem-
ical potential in (BixSb2−x)Se3 thin flakes through the
13
neutrality point in the presence of superconductivity in-
duced by Ti/Al contacts by a combination of chemical
doping (tuning x) and back gate voltage. This is almost
exactly what we require for the implementation of the
SYK model. Well developed techniques (such as focused
ion milling) exist to fabricate patterns, such as a hole
with an irregular shape, in a SC film deposited on the
TI surface. In the remainder of this Section we discuss
in more detail the experimentally relevant constraints on
the proposed device as well as possible ways to detect
manifestations of the SYK physics in a realistic setting.
A. Device geometry, length and energy scales
The key controllable design feature is the size of the
hole, parametrized by its radius R. For simplicity in the
estimates below we shall assume a circular hole but it
should be understood that in a real experiment irregu-
lar shape is required to promote randomness of the zero
mode wavefunctions. For the desired number N of Majo-
rana zero modes the hole must be large enough to pin N
vortices. Vortex pinning occurs because the SC order pa-
rameter ∆ is suppressed to zero in the vortex core which
costs condensation energy. Vortices therefore prefer to
occupy regions where ∆ has been locally suppressed by
defects or in our case by an artificially fabricated hole.
The optimal hole size RN for N vortices in our setup
can be thus estimated from the requirement that all the
electronic states inside the hole that reside within the SC
gap are transformed into zero modes,
piR2N
∫ ∆
−∆
dεD(ε) = N, (6.1)
where D(ε) = |ε|/2piv2F~2 is the density of states of the
TI surface. This gives
RN = piξ
√
2N, (6.2)
with ξ = ~vF /pi∆ the BCS coherence length. In the
absence of interactions a hole of this size will produce an
energy spectrum similar to that depicted in Fig. 4b, with
N zero modes maximally separated from the rest of the
spectrum.
In reality, if the SC film is in the type-II regime, a
somewhat larger hole might be required to reliably pin N
vortices in a stable configuration and not create vortices
nearby. The latter condition is that B < Bc1, where Bc1
is the lower critical field. Thus, the magnetic field to get
the necessary flux is
pi(RN + λeff)
2B = NΦ0, (6.3)
where λeff is the effective penetration depth of a thin SC
film defined below Eq. (2.3). This gives
RN ≥
√
NΦ0
piBc1
− λeff . (6.4)
Taking the standard expression for the lower critical field
Bc1 = (Φ0/4piλ
2
eff)K0(κ
−1
eff ), where κeff = λeff/ξ, Eq.
(6.4) becomes
RN ≥ λeff
(√
2N/K0(κ
−1
eff )− 1
)
, (6.5)
In type-II regime λeff > ξ and Eq. (6.5) will generally
imply larger hole size than Eq. (6.2). A larger hole size
would reduce the spectral gap to some extent but N zero
modes will remain robustly present. If the SC film re-
mains in the type-I regime then there is no additional
constraint on RN but the applied field must be kept be-
low the thermodynamic critical field Bc of the film.
These considerations impose some practical con-
straints on the material composition and thickness d of
the SC film. In general we want the film to be suffi-
ciently thin so that scanning tunneling spectroscopy of
the hole region can be performed. On the other hand we
want it to be either in type-I or weakly type-II regime
such that Eq. (6.5) does not enlarge the hole size signif-
icantly beyond the ideal radius given by Eq. (6.2). For
Pb we have (ξ, λL) = (83, 37)nm. Taking d = 20nm re-
sults in λeff ' 137nm and Eq. (6.5) imposes only a mild
increase in the hole size compared to the ideal, which
should not adversely affect the zero modes. For Al we
have (ξ, λL) = (1600, 16)nm and one can go down to
very thin films and still remain in the type-I regime.
The TI film must be sufficiently thick so that it exhibits
well developed gapless surface states. For Bi2Se3 family
of materials this means thickness larger than 5 unit cells.
TI films close to this critical thickness will also be easiest
to bring to the neutrality point by back gating.
Using a hole close to the ideal size given by Eq. (6.2)
will also promote the interaction strength. Intuitively it
is clear that screened Coulomb interaction between elec-
trons will have maximum effect on the zero modes if their
wavefunctions are packed as closely together as possible.
With this in mind one can give a crude estimate of the
expected interaction strength J as follows. Starting from
Eq. (2.20) with V0 = 2pie
2λTF/ and using Eq. (2.19) it
is easy to show that
J =
(
N3
3!
J2ijkl
) 1
2
=
√
N3
6
2pie2λTF
ξ2
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M
3/2
s
, (6.6)
where we identified the lengthscale ζ with the SC co-
herence length ξ. We can obtain a physically more
transparent expression by introducing the Bohr radius
a0 = ~2/mee2 ' 0.52A˚ and the corresponding Rydberg
energy E0 = e
2/2a0 ' 13.6eV,
J =
48pi√
6
√
N3
M3s
(
a0λTF
ξ2
)
E0. (6.7)
Several remarks are in order. Eq. (6.7) implies that
for a fixed hole size R the coupling strength grows as
J ∼ N3/2. It is therefore advantageous to put as many
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flux quanta in the hole as can be stabilized. For the ‘ideal’
hole size R = RN given by Eq. (6.2) we have Ms = 2pi
3N
and the dependence on N drops out. The amplitude of J
will then depend only on the coherence length ξ, screen-
ing length λTF and dielectric constant  of the system.
To get an idea about the possible size of J we assume
λTF ≈ ξ and  ≈ 50, appropriate for the surface of a TI
such as Bi2Se3. Eq. (6.7) then gives J ≈ (1A˚/ξ)17.8meV.
It is clear that using a superconductor with a large gap
and short coherence length would aid the observation of
the SYK physics in this system at reasonable energy and
temperature scales. Taking Pb as a concrete example we
have ξ ' 52nm, for d > 20nm Eq. (6.5) does not impose
additional restrictions on the hole diameter, and one ob-
tains J in the range of tens of µeV. This energy scale
is accessible to scanning tunneling spectroscopy (STS)
which, as we argue below, constitutes the most conve-
nient experimental probe.
B. Experimental detection
In our proposed setup the experimental detection of
the signatures of the SYK state can be achieved using
tunneling spectroscopy. Either planar tunneling mea-
surement with a fixed probe weakly coupled to the TI
surface or a scanning tunnel probe can be used. STS has
the advantage of simultaneously being able to image the
topography of the device with nanoscale resolution and
measure the tunneling conductance g(ω) which is pro-
portional to the spectral function of the system A(ω).
A recently developed technique [65] combines an STS tip
with a miniature Hall probe which allows additional mea-
surement of the local magnetic field B at the sample sur-
face. Such a probe is ideally suited for the proposed SYK
model setup as it can be used to independently determine
the magnetic flux and thus the number N of Majorana
fermions in the system.
In the large-N limit of the SYK model A(ω) exhibits
the characteristic 1/
√|ω| singularity (illustrated in Fig.
2a) which should be easy to distinguish from the semi-
circle distribution that prevails in a system dominated
by random two-fermion tunneling terms. In the large-N
limit and at sufficiently low temperature kBT  J the
detection of the SYK behavior via tunneling spectroscopy
should therefore be relatively straightforward.
In a realistic setup the number of flux quanta N will be
finite and perhaps not too large. In this case our results
in Fig. 7 show that the characteristic 1/
√|ω| singular-
ity is cut off such that A(0) is finite and grows with N
only very slowly. Additional results assembled in Fig. 9
indicate that even in this situation it is possible to dis-
tinguish the interaction-dominated SYK behavior from
the behavior characteristic of the weakly interacting sys-
tem with random two-fermion couplings. For J & K we
observe a relatively smooth spectral density peaked at
ω = 0 characteristic of the strongly interacting regime.
In the opposite limit J . K non-universal fluctuations
-4.0 -2.0 0.0 2.0 4.0
ω/J0
0.0
0.2
0.4
0.6
0.8
1.0
A(
ω
)
θ=2π/4
θ=π/4
θ=0
FIG. 9: Spectral function A(ω) calculated for the giant vor-
tex geometry with N = 28 and coupling constants (J,K) =
J0(cos θ, sin θ) taken to interpolate between the fully interact-
ing and non-interacting limits.
that strongly depend on the specific disorder realiza-
tion become increasingly prominent. Eventually, when
J  K, the spectral function consists of a series on N
sharp peaks. These peaks occur at the eigenvalues of the
N ×N random hermitian matrix iKij and represent the
single-particle excitations of the non-interacting problem
at J = 0. At large N these peaks merge to form a con-
tinuous distribution described by the semicircle law.
Full numerical diagonalization of the SYK Hamilto-
nian is feasible for N up to 32 on a desktop computer
and involves a matrix of size 215 × 215 in each parity
sector. By going to a supercomputer one can plausibly
reach N = 42, [66] but larger system sizes are out of reach
due to the exponential growth of the Hamiltonian matrix
with N . Experimental realization using the setup pro-
posed here has no such limitation. Measurement of the
spectral function in such a system could therefore help
elucidate the approach to the large N limit in which the
SYK model becomes analytically tractable by field theory
techniques. This has relevance to the spontaneous break-
ing of the emergent conformal symmetry at large N and
a host of other interesting issues extensively discussed
in the recent literature [6–13]. Measurement of the out-
of-time-oder correlator F (t) for N larger than 32 could
furthermore shed light on the emergence of the quantum
chaotic behavior in the system, scrambling and the dual
relation to the extremal black hole in AdS2. A protocol
to measure F (t) in a system of this type is currently un-
known and this represents an interesting challenge and
an opportunity for future study.
VII. CONCLUSIONS
To conclude, we proposed a physical realization of
the Sachdev-Ye-Kitaev model that utilizes available ma-
terials and experimental techniques. The proposal is
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to use the surface of a 3D TI at its global neutral-
ity point proximitized by a conventional superconductor
with an irregular-shaped hole and magnetic flux threaded
through the hole. We demonstrated that the conven-
tional screened Coulomb interaction between electrons
in such a setup leads to a Majorana fermion Hamilto-
nian at low energies with requisite random four-fermion
couplings. Detailed analysis indicates behavior consis-
tent with that expected of the SYK model. We gave
estimates for model parameters in the realistic systems
and suggested experimental tests for the SYK behavior.
This work thus provides connections between seemingly
unrelated areas of research – mesoscopic physics, spin liq-
uids, general relativity, and quantum chaos – and could
lead to experimental insights into phemomena that are
of great current interest.
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