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Cellular and mobile communication markets, together with CMOS technology scaling, have
made complex systems-on-chip integrated circuits (ICs) ubiquitous. Moving towards the internet
of things that aims to extend this further requires ultra-low power and e￿cient radio communi-
cation that continues to take advantage of nanoscale CMOS processes. At the heart of this lie
orthogonal challenges in both system and circuit architectures of current day technology.
By enabling transceivers at center frequencies ranging in several tens of GHz, modern CMOS
processes support bandwidths of up to several GHz. However, conventional narrowband archi-
tectures cannot directly translate or trade-o￿ these speeds to lower power consumption. Pulse-
radio UWB (PR-UWB), a fundamentally di￿erent system of communication enables this trade-
o￿ by bit-level duty-cycling i.e., power-gating and has emerged as an alternative to conventional
narrowband systems to achieve better energy e￿ciency. However, system-level challenges in the
implementation of transceiver synchronization and duty-cycling have remained an open chal-
lenge to realize the ultra-low power numbers that PR-UWB promises. Orthogonally, as CMOS
scaling continues, approaching ￿￿nm and ￿￿nm in production digital processes, the key transis-
tor characteristics have rapidly changed. Changes in supply voltage, intrinsic gain and switching
speeds have rendered conventional analog circuit design techniques obsolete, since they do not
scale well with the digital backend engines that dictate scaling. Consequently, circuit architec-
tures that employ time-domain processing and leverage the faster switching speeds have become
attractive. However, they are fundamentally limited by their inability to support linear domain-
to-domain conversion and hence, have remained unsuited to high-performance applications.
Addressing these requirements in di￿erent dimensions, two pulse-radio UWB receiver and a
continuous-time￿lter siliconprototypes are presented in thiswork. The receiver prototypes focus
on system level innovationwhile the ￿lter serves as a demonstration vehicle for novel circuit archi-
tectures developed in this work. The PR-UWB receiver prototypes are implemented in a ￿￿nm
LP CMOS technology and are fully integrated solutions. The ￿rst receiver prototype is a com-
pact UWB receiver frontend operating at ￿.￿￿GHz that is aggressively duty-cycled. It occupies
an active area of only ￿.￿ mm2, thanks to the use of few inductors and RF Gm-C ￿lters and in-
corporates an automatic-threshold-recovery-based demodulator for digitization. The prototype
achieves a sensitivity of -￿￿dBm at a data rate of ￿Mbps (for a BER of ￿￿ 3), while achieving the
lowest energy consumption gradient (dP/dfdata = 450pJ/bit) amongst other receivers operating
in the lower UWB band, for the same sensitivity.
However, this prototype is limited by idle-time power consumption (e.g., bias) and lacks syn-
chronization capability. A fully self-duty-cycled and synchronizedUWBpulse-radio receiver SoC
targeted at low-data-rate communication is presented as the second prototype. The proposed
architecture builds on the automatic-threshold-recovery-based demodulator to achieve synchro-
nization using an all-digital clock and data recovery loop. The SoC synchronizes with the in-
coming pulse stream from the transmitter and duty-cycles itself. The SoC prototype achieves
a -￿￿.￿dBm, ￿Mbps-normalized sensitivity for a > 5X improvement over the state of the art in
power consumption (￿￿￿pJ/bit), thanks to aggressive signal path and bias circuit duty-cycling.
The SoC is fully integrated to achieve RF-in to bit-out operation and can interface with o￿-chip,
low speed digital components.
Finally, switched-mode signal processing, a signal processing paradigm that enables the design
of highly linear, power-e￿cient feedback ampli￿ers is presented. A ￿.￿V continuous-time ￿lter
prototype that demonstrates the advantages of this technique is presented in a ￿￿nmGP CMOS
process. The￿lter draws ￿￿.￿mWfrom the supplywhile operating at a full-scale that is ￿￿%of the
Vdd , a bandwidth of ￿￿MHz and a peak signal-to-noise-and-distortion ratio (SNDR) of ￿￿.￿dB.
This represents a ￿-fold improvement in full-scale and a ￿￿-fold improvement in the bandwidth
over state-of-the-art￿lter implementations, while demonstrating excellent linearity and signal-to-
noise ratio. To sum up, innovations spanning both system and circuit architectures that leverage
the speeds of nanoscale CMOS processes to enable power-e￿cient solutions to next-generation
wireless receivers are presented in this work.
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During the past two decades, cellular andmobile communications have been the driving force be-
hind the broad range of innovations in the design of CMOS integrated circuits. Co-evolvingwith
the rapidly scalingCMOS technologies, this has led to cost-e￿ective techniques that realizemobile
devices that are complex systems-on-chip packed with functionality and multi-standard wireless
capability. Moving towards highly networked environments, the Internet of Things, envisioned as
a large number of energy-harvesting or battery-powered wireless nodes seamlessly connected and
communicating, has been driving radios targeted at extremely-low power, short-range commu-
nication networks. The digital-oriented CMOS scaling on the other hand, has resulted in lower
supply voltages and lower intrinsic transistor gain. While the design of newwireless communica-
tion networks require a re-thinking of system level architectures, transistors are no longer suited
for current-source-like operation that high-performance analog circuits in wireless receivers, re-
quiring circuit architectures that leverage the advantages of nanoscale CMOSviz., faster switching
devices. This work therefore addresses the design of power-e￿cient circuits that leverage highly
scaled CMOS technologies to reduce power dissipation, and is split into two parts. The ￿rst half
￿
￿of this work is dedicated to the design of ultra-low-power, low-data-rate wireless communication
receivers with primary focus on system architectural improvements. Orthogonally, the latter half
focuses on circuit design innovation: the design of more e￿cient feedback ampli￿ers that use the
high switching speeds of nanoscale CMOS to realize high performance analog ￿lters in wireless
receivers.
￿.￿ Power-e￿cient Radios using Pulse-radio UWB
The highly networked environments needed for the internet of things are applications with se-
vere energy constraints. Realized as active-tag and body-area networks, these wireless devices
operate on batteries or scavenged energy like solar, piezo or RF energy harvesting and are re-
quired to typically operate at low data-rates (up to ￿Mbps or so) and over short distances (￿-￿￿
meters). In such network nodes or tags, themajority (almost ￿￿-￿￿%) of the energy consumption
is spent on communications, more speci￿cally on receiving data, whichmakes the design of ultra-
low power transceivers paramount for these applications [￿] The majority of current solutions
adopted for this end-goal can be classi￿ed as narrowband radio techniques and consume energies
at⇡￿-￿￿nJ/bit. They trade-o￿ spectral e￿ciency (no. of users) and/or complexity by using sim-
pler (but less e￿cient) circuits and/or high-quality, but expensive o￿-chipRF ￿lters (BAW, SAW,
FBARs, etc.).
As CMOS technologies continued to scale, the maximum center frequency for wireless com-
munication and the usable bandwidth of the spectrum has increased rapidly. The fTs of current
CMOS processes are so high that they support wireless receivers achieving data-rates (  10Mbps
to several Gbps) well beyondwhat is required for energy-harvesting networks that are low-power,
low data-rate applications. Thanks to the high-speed devices available, conventional narrowband
￿radio architectures are not limited by circuit-level challenges, rather by fundamental limits, when
targeted at low data-rate wireless networks, resulting in their inability to translate the large fTs
available to lower power. This calls for the development of low data-rate radio architectures that
are well adapted to the available large bandwidths in present day nanoscale CMOS technologies
(￿￿nm and below).
In contrast, Pulse-radio UWB (PR-UWB) has shown unique promise for these applications,
with its appeal stemming from the possibility of achieving bit-level duty-cycling (power-gating)
to drastically save energy. Conventional narrowband architectures represent signal information
by modulating the carrier phase or amplitude at the desired data-rate. E.g., in a ￿Mbps, OOK-
modulated carrier wave radio, the carrier is ON for the entire symbol duration (￿µs) to represent
a ’￿’ while it is o￿ for the same duration to represent a ’￿’. On the other hand, OOK-modulated
pulse-radio UWB uses short pulses (⇠ 3ns) that are ON (’￿’) or OFF (’￿’). Consequently, PR-
UWB uses a signi￿cantly higher bandwidth (⇠￿￿￿MHz) while being able to support the same
number of users compared carrier wave radio (as we show later). Thanks to the high speed nature
of nanoscale CMOS, the large bandwidths required in pulse-radio UWB is not challenging to
achieve, resulting in overall energy savings due to duty-cycling.
In this work, we present a pulse-radio UWB receiver that achieves over ￿-fold improvement
in power consumption compared to state-of-the-art receivers, by exploiting the high-speed na-
ture of nanoscale CMOS. The design of this receiver, the various trade-o￿s involved in its design
and measurement results are discussed in Chapter ￿. Following this, a theoretical understand-
ing of pulse-radio UWB and its comparison to conventional narrowband receivers is presented
in Chapter ￿. Additional discussion on the limitations of pulse-radio UWB receivers and possi-
ble techniques to overcome these are also presented. If the reader is not familiar with the theory
￿behind ultra-low power radio, a brief reading of Chapter ￿ (Sections ￿.￿, ￿.￿) is suggested before
reading Chapter ￿.
￿.￿ Power-e￿cientFeedbackAmpli￿ers forWirelessApplications
CMOS technology scaling over the past few decades has been the underpinning for the rise of
complex integrated systems that are ubiquitous in modern electronics. As the scaling continues,
digital circuits have greatly bene￿ted, providing robust signal processing for complex systems.
However, with the real world being analog - whether in the form of music or video or electro-
magnetic waves for radio communication, analog and mixed-signal circuits have become key, in-
dispensable components in bringing digital computation to real world systems. The powerful
digital processing engines required in today’s systems comprise a large fraction (by area) of the
silicon integrated circuits (ICs) and thus dictate the direction of CMOS technology scaling. As
the scaling continues, supply voltages (Vdd) and intrinsic gain (gmro)of the transistors continue
to drop rapidly and exhibit more switch-like operation, best suited for digital circuits. However,
traditional voltage-mode analog circuits demand current-source-like operation and hence, scale
poorer than digital circuits. Additionally, representing signal information in voltage-domain is
proving to be extremely challenging with reduced signal levels and signal-to-noise ratios due to
reduced supply voltages.
The scaling of CMOS technologies has been rapid, to say the least, with the gate lengths (see
Fig. ￿.￿) approaching ￿￿nm and ￿￿nm in digital CMOS technologies used in production today.
Three distinct ￿avors of transistors are commonly available on these processes with emphasis on
di￿erent operational requirements. The high-performance devices (usually termed GP or gen-
eral purpose) o￿er the best performance in terms of switching speeds, but su￿er severe gate and






















Figure ￿.￿: Gate length of digital CMOS processes: scaling projected by ITRS
drain leakage due to their low threshold voltages (see Fig. ￿.￿). Medium to low-power applica-
tions overcome this limitation with a marginally higher threshold voltage (Vth) and gate-length
device ￿avor (LP) that is most commonly used. However, ultra-low-power applications that re-
quire battery-powered/energy-constrained operation demand low standby power and hence low
leakage devices (usually termed LL) are available. These devices trade-o￿ high switching perfor-
mance to achieve lower leakage with both higher gate-lengths and threshold voltages that range
up to ￿.￿-￿.￿V, almost half the supply voltage as we discuss below.
Despite the improving gate lengths and the consequent reduction in digital power dissipation
(which is proportional to the parasitic capacitanceswhich are largely dominated by routing capac-
itances), the key factor that in￿uences power dissipation has remained the supply voltage (Vdd).
Since the power dissipation in digital circuits scales withV 2dd [￿], this has been very prominent in
CMOS scaling (see Fig. ￿.￿). While the high-performance and low-leakage devices are projected
to go down to supply voltages as low as ￿.￿￿V, the low power devices are expected to go down



























Figure ￿.￿: Threshold voltage (Vth) of digital CMOS processes: scaling projected by ITRS
to as low as ￿.￿V. With digital circuits occupying a large fraction of modern ICs, they often dic-
tate the supply voltage speci￿cations of the systems and they would greatly bene￿t from analog
circuits operating on the reduced digital supply voltage levels. However, the power consumption
of analog circuits to realize a given dynamic range does not scale well with supply scaling [￿] and
even increases rapidly at low supply voltages, as we show later in this work. Consequently, there
is a great need for analog circuit architectures that scale well with the digital CMOS processes.
In addition to the decreasing voltage headroom, the intrinsic transistor gain of the transistor
also continues to reduce, approaching ￿-￿￿ (￿￿-￿￿dB) for minimum length transistors in ￿￿nm
and ￿￿nm technologies respectively. However, the minimum gate delay (t) or equivalently the
transit-frequency ( fT ) in the digital CMOS processes is a metric that continues to improve with
digital CMOS scaling (see Fig. ￿.￿). This has led to increased attention to techniques that attempt
to leverage the improving switching speeds for high-performance analog design. E.g., in [￿] a
CCO and phase detectors are used to replace an open-loop integrator in active ￿lters. The in-




















Figure ￿.￿: Supply voltage (Vdd) of digital CMOS processes: scaling projected by ITRS



















Figure ￿.￿: Inverse gate-delay (1/t µ fT ) of digital CMOS processes: scaling projected by ITRS
￿put signal is a current, converted to a frequency by the CCO; by using the output phase of the
CCO, integration is obtained. The signal is converted back from phase domain to current do-
main with charge pumps. An important fundamental challenge remains in this approach; the
current to frequency conversion by the CCO is intrinsically non-linear. E.g., voltage-controlled
oscillators (VCOs) have been used to realize quantizers [￿, ￿] for speci￿c quantization applica-
tions like DSmodulators. Again the accumulating nature of the oscillator’s phase is exploited but
the technique remains limited by the non-linearity of the voltage-to-frequency conversion in the
VCO. Feedback-based techniques for linearization [￿] transform the signals back into the voltage
domain and rely on voltage domain gain for the linearization. These alternate modes of signal
processing lack the ability to support easy domain-to-domain signal translation and hence are not
very well suited for high-performance analog circuits.
In this work, we present switched-mode signal processing, a technique that encodes signal in-
formation in the pulse-widths of switching signals, while supporting linear domain-to-domain
conversion and exploiting switch-like devices. Additionally, this enables rail-to-rail operation,
thus scaling well with reducing supply voltages. This enables the design of feedback ampli￿ers
(switched-mode operational ampli￿ers) that leverage this technique to implement high dynamic-
range analog andmixed-signal circuits. A ￿.￿V continuous-time ￿lter based on the proposed idea
is implemented as a demonstration vehicle showcasing the key capabilities of switched-mode op-
erational ampli￿ers (SMOAs). Switched-mode signal processing and the design of the prototype
￿lter are presented in Chapter ￿. A theoretical understanding of the limitations on traditional
voltage-mode analog circuits, the design and measurement of the ￿lter are discussed. We con-





Ultra-low power transceiver design targeted at short range wireless applications including medi-
cal [￿], tag [￿], sensor [￿,￿], or body area [￿￿] networks has recently received increased attention.
In these applications, the RF transceivers in the communicating nodes still expend a substantial
fraction of energy [￿]. Solutions ranging from using narrowband (NB) radios (like Bluetooth,
Zigbee) relying on o￿-chip RF ￿lters (e.g. BAW, SAW, or FBARs) [￿,￿￿–￿￿] to using Pulse-Radio
UWB (PR-UWB) [￿, ￿￿–￿￿] have been proposed in the literature for the realization of these re-
ceivers.
While the design ofUWB radios for high-data-rate communication ( fdata  10Mbps) [￿￿,￿￿]
received signi￿cant attention in the past decade, recent e￿orts have proven thatUWBpulse-radios
are particularly e￿cient when targeted at low-data-rate communications ( fdata⌧ 10Mbps) [￿￿].
The two kinds of radios (NB and PR-UWB) represent two fundamentally di￿erent techniques
￿
￿￿
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Figure ￿.￿: The OOK-modulated RF pulse radio signal used during the synchronized commu-
nication phase of the presented receiver; the receiver is duty-cycled and turns on shortly before a
pulse arrives.
that can be used for low-data-rate radio communication. NB radios use anRF carrier that is mod-
ulated with symbols that last for the whole data-symbol period. UWB pulse-radios do not use
carriers but use short, modulated pulses that only last for a tiny fraction of the data-symbol pe-
riod. Pulse-radios can thus be powered down between pulses and this fundamental di￿erence
can be e￿ectively exploited to reduce power consumption, at the cost of less e￿cient spectral us-
age. A quantitative analysis of this presented in [￿￿] shows that PR-UWB receivers outperform
NB receivers at low data-rates. Using ￿-￿ns long pulses with > 500MHz bandwidths to achieve
data-rates close to ￿Mbps, extremely low duty-cycle ratios (⇡ 5%) can in principle, be achieved
o￿ering an up to > 20-fold reduction in energy consumption. In contrast, two-step frequency-
modulation-based techniques (low-IF FSK followed by wideband FM) that have been proposed
for low-data-rate UWB communication [￿,￿￿,￿￿] have so-far proven less energy-e￿cient, due to
the absence of duty-cycling.
Anoverviewof the symbol representation and aPR-UWBreceiver’s power controls are shown
￿￿
in Fig. ￿.￿. An RF pulse of width tpulse ⇡ 3.5ns and of approximately ￿￿￿MHz bandwidth, cen-
tered in the lower UWB band (￿.￿ - ￿GHz), is used to represent the ’￿’ OOK symbol; absence
of a pulse represents the ’￿’ OOK symbol. The receiver can be powered down in between the
RF pulses and predictively turned on when a pulse is expected (shown as RX enable in Fig. ￿.￿).
This feature of powering itself up and down, unique to PR-UWB receivers, is their key power-
reduction advantage and is referred to as self-duty-cycling in this work. While [￿￿–￿￿, ￿￿] have
demonstrated the low energy numbers that PR-UWB promises, self-duty-cycling and obtaining
ultra-low power ns-level synchronization between the transmit and the receive nodes in the link
is essential to realize these energy numbers in practice and have not been adequately addressed in
the literature.
ADC based digital demodulation of the downconverted pulses, the usual method of choice
in NB radios, is not suited for ultra-low-power PR-UWB communication. A brute-force, ADC
based approach would use a ￿ or ￿ bit ADC clocked between ￿ to ￿GHz to generate an accurate
digital representation of the received analogwaveform. While theADCand its driver are expected
to consume easily several mW, further digital signal processing on the multi-GHz-clocked sam-
ples needs to be performed to demodulate the signal, making it an extremely power-expensive
approach. Alternatively, an integrate-and-digitize based approach (see e.g. [￿￿]) only requires
a low speed ADC that processes a single analog sample after every integration window (i.e., one
sample every 1/ fdata). However, this needs high-precision clocks to generate the⇡￿ns integration
window that, moreover, needs to be synchronized to the incoming pulses which is challenging.
In A direct slicing of the dowconverted pulses with an externally supplied threshold voltage [￿￿]
avoids the need for high-rate ADCs, but the optimal threshold for slicing the pulses changes with
￿￿
the signal power. Adaptively generating this threshold, based on the incoming signal remains an
open challenge.
The design of duty-cycling for the receiver also poses some unique challenges. The signal path
circuits require careful design to achieve ns-level settling since the ON-time directly impacts the
energy consumed to receive a unit bit. This problem is exacerbated in the case of bias circuits since
by design, they tend to settle slower due to decoupling capacitors. In order to address this issue,
bias duty-cycling is proposed where the bias circuits are only active for a fraction of the time.
A fully self-duty-cycled and synchronized PR-UWB receiver targeted atm-range communica-
tion links is presented in this work. After RF ampli￿cation and self-mixing, the receiver slices the
analog pulse streamwith a threshold that is automatically recovered on-chip. After synchronizing
to the incoming data stream, the signal path and the bias circuitry are self-duty-cycled to achieve
ultra-low power operation. The remainder of the chapter is organized as follows: The system
architecture, circuit and link level trade-o￿s (Section ￿.￿) and the circuit implementation (Sec-
tion ￿.￿) are ￿rst discussed. Measurement results and comparison to other receivers are discussed
in Sections ￿.￿ and ￿.￿ respectively. Finally, the conclusions are presented in Section ￿.￿.
￿.￿ Link & System Architecture Optimization
The optimization of the power consumption of a receiver for a PR-UWB communication link
requires a holistic approach to link and system-level design. In this section, we present the var-
ious trade-o￿s involved and the rationale behind our architectural choices. The key blocks of a
PR-UWB receiver (Fig. ￿.￿) can be classi￿ed into RF downconversion, demodulation, synchro-
nization and self-duty-cycling. The subsections systematically present their design challenges in
￿￿
the context of PR-UWB receivers, a comparison of various architecture alternatives, and the pro-
posed realizations.
￿.￿.￿ RFDownconversion: LO Based Downconversion vs Self-mixing
The requirement of UWB pulse transceivers to power down, coupled with its short pulsed oper-
ation, typically excludes the use of direct downconversion in these receivers. A direct LO based
approach often relies on the lock between the transmittedRF carrier and the receiver’s RF carrier,
often by using a PLL. E￿ective ns-level duty-cycling requires the power down of the transmitter
and receiver’s oscillators andmakes it impractical to maintain a phase lock between the two carri-
ers over the desired time scales, since typical settling times of PLLs range in the several µs [￿￿–￿￿].
Low-power receiver front ends commonly use self-mixing to downconvert theRF signals [￿￿–
￿￿, ￿￿] since it does not require an RF local oscillator signal. Using the typical Non-Line-Of-
Sight (NLOS) path-loss models presented in [￿￿] the loss of a ￿m link is close to ￿￿dB. The FCC
regulations [￿￿] as discussed in the next sub-section, limit the peak (instantaneous) signal power
allowed for transmission to be below⇡ 12dBm, implying a signal level of -￿￿dBm at the input of
the receivers. This dictates a multi-stage RF gain>￿￿dB for a su￿cient conversion gain in the self
mixer to support m-range links and limits the choices for downconversion to self-mixing with or
without intermediate downconversion (e.g. [￿￿]), at the cost of degraded sensitivity. In thiswork,
a ￿-stageRFgain is used to achieve this ampli￿cation followedby a self-mixer for downconversion.
￿.￿.￿ Selecting a Modulation Scheme andMinimizing ON-time
The limitations imposedbyduty-cyclingon thedownconversionprocess largely limit us to energy-



















































































































































































































































































They involve multi-pulse based symbol representations like S-OOK, ￿-PPM [￿￿–￿￿] to reduce
receiver complexity. However, these pulses have to be spaced far apart given the following two
FCC regulations [￿￿] on the maximum allowed transmitted power in the lower UWB band. (￿)
Average power constraint: The maximum EIRP in a ￿MHz RBW is limited to -￿￿.￿dBm. This
translates to a limit on the average transmitted power (e.g.,-￿￿dBm for a ￿￿￿MHz bandwidth),
irrespective of data rate. (￿) Peak power constraint: The maximum EIRP in a ￿￿MHz RBW is
limited to ￿dBm. This limits the peak transmitted power to⇡￿￿dBm for a ￿￿￿MHz bandwidth.
In [￿￿] a theoretical framework is presented to calculate the peak amplitude allowed to be
transmitted while meeting the FCC mask. At data rates close to ￿Mbps, both the average and
the peak power constraint are comparable and need to be considered. Furthermore, when the
peak power constraint needs to be considered, by virtue of its de￿nition, it is more easily met by
spacing pulses used for one symbol by at least ￿￿ns (⇡ 1/(50MHz)). Spacing out pulses that are
part of one symbol helps combatingmultipath interference (RMS delay spread of UWB pulses is
⇡￿￿ns, [￿￿,￿￿]). However, this requirement increases the ON-time required to demodulate the
pulses to recover a multi-pulse symbol (Fig. ￿.￿), and thus, the power dissipation. As a result, ￿-
PPM[￿￿,￿￿] and S-OOK[￿￿] requireON-times in the order of at least ￿￿ns to search formultiple
pulses.
The average power constraint by FCC sets the maximum transmittable power and hence, on
the receive side, the link’s operating range is maximized when the average power required by the
receiver i.e., the number of pulses per symbol is minimized. For a given bit error ratio (BER),
the average incident power for OOK (￿.￿ pulse/bit) is ￿dB lower than for ￿-PPM (￿ pulse/bit)
and ￿.￿dB than for S-OOK (￿.￿ pulses/bit). In conclusion, we use ￿.￿ pulse/bit OOK-modulated
￿￿
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Figure ￿.￿: Relative timing durations in (a) Pulse-Position-Modulation (PPM) based receiver, (b)
Gated integrator based OOK receiver, and (c) Continuous-time slicing based OOK receiver (this
work).
pulses since it allows for theminimumON-time of a duty-cycled receiver and amaximal operating
range.
￿.￿.￿ Demodulation: Gated Integration vs Continuous-Time Slicing
Figs. ￿.￿ and ￿.￿ present the signals and block diagrams for a gated-integrator based PPM and
OOK receiver and a continuous-time slicing based OOK receiver. In this work, a continuous-
time slicing-based demodulator using automatic threshold recovery [￿￿] is presented and chosen
over timed-integrator demodulation. Due to the ns-level-accurate control signals and complex
digital backends [￿￿] required, timed-integrator-based demodulation increases acquisition times
￿￿
and power consumption. Unlike ￿-PPM where integrated values across two time windows are
compared, in the case of￿.￿bit/pulseOOK, an automatic threshold adaptationmechanismneeds
to be built.
A slicing demodulator transforms the analog pulses into a digital RZ stream, providing a dig-
ital view of the channel, and preserves the timing information in the inter-arrival times of the
RF pulses. This enables the use of an all-digital clock-and-data recovery (AD-CDR) with a short
acquisition time to recover the transmitted clock and synchronize the receiver. This is a very im-
portant advantage of the slicing-based approach since, as we will show below, such AD-CDRs
require little power.
￿.￿.￿ Decoupling Demodulation and Synchronization
Gated-integrator-demodulators, due to theirmatched ￿ltering properties [￿￿], are themost com-
mon demodulators in NB radio communication. However, in PR-UWB due to the extremely
short presence (⇡￿ns out of ⇡￿µs), the transmitted clock has to be recovered for integration on
the receive-end, to an accuracy of a fraction of a ns while maintaining very low frequency drifts.
In a gated-integration based receiver (Fig. ￿.￿), this causes a cyclic requirement of needing the re-
covered clock for translating the analog signal into a bit and also requiring the bit to recover the
clock, resulting in a time consuming, cyclical search for the transmit clock and increased acquisi-
tion times.
In the proposed continuous-time slicing based approach, the demodulation and synchroniza-
tion are decoupled, thanks to the asynchronous demodulator. This approach does not require a
clock and hence, the demodulation occurs as soon as anRFpulse stream is incident on the receiver






















































Figure ￿.￿: Clock and timing recovery in (a) Gated-integrator based energy-dectection OOK re-
ceiver, (b) Gated-integrator based energy-detection PPM receiver, and (c) Continuous-time slic-
ing based energy-detection OOK receiver (this work).
cycles the receiver, achieving synchronization and duty-cycling after about ￿￿ incident pulses (see
section ￿.￿.￿).
￿.￿.￿ Self Duty-Cycling and Bias Duty-Cycling
The incremental energy per bit Eincr = dP/d fdata, where P is the power dissipation and fdata is
the data rate, is often used as the performance metric for UWB pulse-radio receivers. However, it
typically only accounts for the signal-path power, and for low data-rates, the power added by the
￿￿
always-ON blocks like bias circuits is a very sizable fraction [￿￿,￿￿,￿￿] of the total power. In the
presented low-data-rate receiver, both a ￿￿ns-ON-time self-duty-cycling of the active circuits, and
a duty-cycling of the bias circuits are employed to minimize the true energy per bit, E = P/ fdata.
￿.￿.￿ Multiple-access
Frequency-divisionmultiplexing (FDM) in PR-UWB is limited to amaximumof ￿ simultaneous
￿￿￿MHz bandwidth channels in the ￿.￿GHz-wide lower UWB band. Time-division multiplex-
ing (TDM) therefore, o￿ers the most e￿ective solution to increasing the number of communi-
cating nodes in PR-UWB, exploiting to its pulsed nature. The proposed architecture relies on
￿-stages of bandpass RF ￿ltering and thus supports FDM.However, for TDM, the synchroniza-
tion backend requires that only the two radios to be paired in the same channel talk to each other
during the acquisition period (Section ￿.￿.￿). Once a lock has been established, the receiver en-
ters duty-cycling mode and maintains synchronization with the paired transmitter. During the
power-down time of the receiver, the frontend is o￿ and hence, any communication in the chan-
nel is ignored. The presented architecture can thus be extended to any no. of nodes, by pairing
two radios at a time. After pairing, the receiver is not disturbed by any other pair of communicat-
ing nodes and the transmitter is free to establish other concurrent links. The scope of this work is
limited to the design of the ￿exible physical layer suited for suchmultiple-access protocols, whose
implementation is part of future work.
￿.￿ Circuit Implementation
In this chapterwe present twoPR-UWB receiver realizations, RX￿ [￿￿] andRX￿ [￿￿], as demon-
stration vehicles for the architecture. The largeRF gain dictated by the system level considerations
￿￿
are realized by ￿ stages of RF gain and ￿ltering. The signal is then downconverted using a self-
mixer, ampli￿ed and fed into a demodulator. In the demodulator, a threshold voltage recovery
loop is used to slice the analog pulses to obtain an RZ digital representation of the channel. Fi-
nally, an all digital (AD-)CDR is used for demodulation and to recover the clock from the RZ
pulses and self-duty-cycle the receiver. While RX￿ and RX￿ have most of the circuits in com-
mon, they di￿er in the following: ￿) RX￿ uses active RF Gm-C ￿lter/ampli￿ers for RFAMP￿ and
RFAMP￿ (Fig. ￿.￿) whereas RX￿ uses passive LC tanks. ￿) In RX￿, the bias circuits are con-
tinuously ONwhereas RX￿ incorporates duty-cycled bias circuits. The active signal path circuits
(Fig. ￿.￿) are duty-cycled in both realizations. ￿) OnlyRX￿ incorporates the synchronization and
self-duty-cycling backend.
￿.￿.￿ IntegratedMutual-Inductance Based Source-Degenerated LNA
The LNA (Fig. ￿.￿(a)) is an improved source-degenerated (SD) LNAwith a p-matching network
with the bondwire (Lbw) and pad capacitance (Cpad) to match across ￿.￿-￿GHz. A SD-LNA rely-
ing on mutual inductance between the gate and source coils has been proposed in [￿￿]; here, an
integrated mutual-inductance based architecture is introduced. Using a small-signal model of an
SD-LNA utilizing mutual inductance (Fig. ￿.￿(a)), the input impedance at node R can be derived
as follows. If iin represents the current drawn by the LNA and vg represents the gate voltage, the
source voltage vs and the transistor current iload can be written as vs = vg  iinsCgs and iload = iin
gm
Cgs
Using the I-V relations of coupled inductors and eliminating vg, we obtain the input impedance















































Figure ￿.￿: Schematic of (a) the integrated mutual-inductance based source-degenerated LNA























The SD-LNA with mutual inductance with the appropriate sign of coupling has a larger total
inductance and source inductance compared to a standard SD-LNA; the inductances can thus be
reduced to maintain the same Zin, resulting in area savings or Q improvements. In this work, the
total gate and source inductance along with their coupling (Lg+Ls+2M in Zin) is realized with a
single, ￿-turn, square, spiral inductor. The outer ￿ turns are used to realize the gate inductance,
while the inner ￿ turns realize the source coil. Intuitively, ifCgs!•, the node G is AC shorted to
S and the impedance between R and ground (GND), ZR,GND,•! s(Lg+Ls+2M), which is the input
impedance of the equivalent ￿ turn coil. Since the inductance seen from the source are the inner
two turns and the mutual inductance, they both contribute to the real part of Zin. While exploit-
ing mutual inductance itself allows the use of smaller coils, the proposed merging of the LNA’s
coils further reduces the area by ⇡ 150µmx150µm.
The output of the LNA is narrowbandwith anLC tank loadwith an accumulation/depletion
mode varactor bank. Finally, to achievable ns-scale power up times, the cascode device is used to
power down the LNA. In simulation (Fig. ￿.￿(b)), the LNA provides a ￿￿dB gain (Vout/VRFin)
and ￿.￿dB NF and draws ￿mA from the supply in RX￿. This is further reduced to ￿.￿￿mA in
RX￿.
￿￿
































Figure ￿.￿: A typical duty-cycling section of the receiver shown along with bias duty-cycling. Ex-
ample shown for a typical transconductor shown in Fig. ￿.￿(a).
Bias Duty-Cycling: Thebias circuits are designedwithmuch lower power (￿.￿-￿mW) compared
to the signal path circuits and require times of the order of 2 3µs to settle, as determined from
simulation. They are duty-cycled with a signal ENbias (Fig. ￿.￿) derived from EN using a divider;
ENbias is high for 5 pulse periods T of EN (i.e. 2  3µs for a ￿Mbps data rate) and low for ￿￿￿
T . The bias voltages are stored when STRbias is high, i.e. during the last ￿ T when ENbias is high.
The bias circuits are turnedONonce in ￿￿￿ pulse periods, a rate which reduces their contribution
￿￿
( 5128⇥￿.￿-￿mW) towell below ￿￿%of the overall power consumption. The storage capacitor sizes
are designed to prevent substantial leakage at the desired (2MHz/128) bias refresh rate.
In this design the bias inputs to the signal path circuits can be classi￿ed into two categories.
(￿) Always-connected bias voltages: e.g., bias to common-source transistors, and common-mode
reference voltages; These voltages are labeled vbiasn,vcmre f etc. (￿) Bias voltages that are gated by
the circuit enable, EN: e.g., cascode voltages for theRF signal transconductors and bias voltages for
the current sources in fully-di￿erential circuits; these gated bias voltages are labeled as vcascn_EN
vbiasp_EN etc. to denote that they are gatedwith EN. In the context of nMOS transistors, they are
to be interpreted as switching between vcascn (whenON) andGND (whenOFF) and as switching
between vbiasp (when ON) andVdd (when OFF) for pMOS transistors.
Fig. ￿.￿ shows a bias duty-cycled current mirror that can serve as a representative example for
the duty-cycled bias approach in this work. Since the bias circuits are duty-cycled at a di￿erent
rate compared to the signal path and the bias voltages are stored on capacitors, additional care
should be taken to avoid drawing currents from the capacitors during duty-cycling transients.
The always-connected bias voltages clearly meet this limitation; however, the gated bias voltages
tend to draw a periodic charging current to drive the parasitic input capacitance of the signal path
circuits. A duty-cycled unity-gain bu￿er (B￿ in Fig. ￿.￿) is inserted between the bias voltage and
the signal path circuits to address this. When EN goes high, B￿ quickly turns ON and supplies the
charging current. When EN goes low, a switch is used to quickly disable the bias as B￿ slowly turns
o￿.
Self Duty Cycling: Cascode devices are mostly used for duty-cycling of the signal path to mini-
mize the settling time and to reduce signal path sensitivity to non-idealities in the bias duty-cycling
￿￿
circuits (like o￿sets andnoise). In circuitswithout cascodes, theduty-cycling is performedby turn-
ing o￿ bias voltages. These circuits, like the gyrators and negative resistances in the RFAMPs and
the baseband OTAs, limit the minimum ON time of the receiver. They are designed to be fully
di￿erential so that the noise of the bias circuits and non-idealities in the bias duty-cycling circuits
appear in the signal path as common-mode (see Section ￿.￿.￿).


































































Identical  to  LNA’s  tank
(b)
Figure ￿.￿: Schematics of (a)Q-enhancedRF ￿lters using an active ￿.￿-￿GHzGm C tank (RX￿);
(b) Q-enhanced RF ￿lters using identical LC tanks (RX￿).
As discussed earlier, the energy-detection-based receiver necessitates a large gain (> 50dB) in
￿￿
the RF section for a reasonable conversion gain in the self-mixer. Following the LNA, two com-
mon source stageswithbandpass loads (RFF￿, RFF￿ in Fig.￿.￿) are used for further ampli￿cation.
Active Gm-C GHz Bandpass Filters: With the goal to reduce area, in receiverRX￿, two stages of
tunable bandpass ￿ltering and ampli￿cation is achieved using twoGm-C ￿lters (Fig. ￿.￿(a)) at the
desired center frequency (⇡ ￿-￿GHz). The￿rst of these two stages, RFF￿, performs a single-ended
to di￿erential conversion in the current mode. This provides a two-fold advantage: it improves
the dynamic range of the ￿lter and relaxes the stability constraints by forcing the parasitic cou-
pling across stages to be commonmode￿. The second stage, RFF￿, further ampli￿es the signal, to
achieve complete switching of the LO port of the self-mixer that follows.
The input transconductors, labeled gm, in the ￿lters convert the input voltage into current
and are implemented as pseudo-di￿erential, cascoded (M￿ and M￿) common-source stages (M￿
and M￿) with current re-use (Fig. ￿.￿(a)). Transistor M￿ (operating at the edge of saturation), is
used to regulate the DC current in the transconductors via a replica circuit to reduce sensitivity
to the supply and process variations. An additional decoupling capacitorCdecoup bypassesM￿ for
the signal frequencies, ensuring that the nodeVdd,int in the ￿gure behaves as a local, regulatedVdd
for each of the transconductors. The gain of each stage is made tunable with a ￿-bit control by
placingmultiple such transconductors in parallel. The gyrators consist of CMOS di￿erential pair
transconductors, labeled gm,g, (Fig.￿.￿(b))with a tunable negative resistance (Fig.￿.￿(c)) to adjust
the quality factor (Q) of the ￿lters. The parasitic capacitances from the transistors and routing
together form the capacitances for the gyrators. The frequency and the Q of the two stages can
be digitally controlled by adjusting the bias current in the corresponding di￿erential pairs.





































































M0,5      12(1P/0.06P)
M12,13   2(1P/0.06P)
M6,11    32(1P/0.06P)
M1-4       6(1P/0.06P)












M0,5      12(1P/0.06P)
M6      2(1P/0.06P)





Figure ￿.￿: Schematics of (a) PVT-tolerant single-ended input signal transconductor gm used in
the tanks; (b) Fully di￿erential gyrator transconductor gm,g used in theGm C tank; (c) Di￿eren-
tial negative resistance gm,neg = 1/R used in the RF tanks (both RX￿, RX￿).
￿￿
GHz Bandpass Filters Using Q-Enhanced On-Chip LC Tanks : In RX￿, the ￿lters RFAMP￿,
RFAMP￿, are implemented with a physical LC-tank (Fig. ￿.￿(b)) identical to that of the LNA
for easier tunability. The voltage-to-current conversion is performedby transconductors identical
(Fig. ￿.￿(a)) to those of RX￿. The tanks also include a negative resistance to maximize the gain
achievable out of the ampli￿er. The negative resistance (Fig. ￿.￿(c)) is implemented as a cross
coupled di￿erential pair and also provides common-mode feedback for the signal transconductors
(gm).
￿.￿.￿ Self-mixer and Baseband Ampli￿ers
The downconversion of the received signal is achieved by self-mixing and is implemented using
an active switching mixer (Fig. ￿.￿(a)). The output of STG￿ is connected to the switching port
of themixer and that of STG￿ to the linear port tomaximize the conversion gain. This technique
of mixing across two RF stages [￿￿] contributes to interference rejection in the downconversion
process. For this mixing technique, unlike in a self-mixer, the two signals being mixed bear a
frequency-dependent phase relationship set by the transfer function of STG￿. Since STG￿ is
designed to be a bandpass transfer function, at large frequency o￿sets (| f   fc|> fc/2Q) from the
center frequency, the phase shift between the signals contributes to interference rejection.
The mixer operates as follows: the voltage at the output of STG￿/RFAMP￿ (RFF1) is con-
verted into a current with a transconductor identical to the one used in the ￿lter (Fig. ￿.￿(a)).
This current is added to the DC bias current (provided by M￿,￿) of the "switching" di￿erential
pair (M￿,￿ andM￿,￿) that is driven by the output of STG￿/RFAMP￿ (RFF2). The mixer’s out-
put current is converted to a voltage by a TIA and a tunable OTA-R ampli￿er (PGA). The up-
























































































































































































































































   












































































































































































sitic capacitors (C0, C1) and the ￿nite bandwidth (⇡￿￿￿MHz) of theOTAs in the TIA and PGA
(Fig. ￿.￿). The OTAs are realized as classical two-stage fully di￿erential OTAs (Fig. ￿.￿(b)) with
Miller compensation. The PGA’s output (BB) is then fed into the demodulator for threshold
recovery and subsequent digitization.
The mixer and the OTAs are powered down by turning o￿ their bias currents (M￿,￿ in
Fig. ￿.￿(a), M￿ in Fig. ￿.￿(b)). As a result, the input and output voltages of the OTAs get pulled
up to Vdd during power down. When ENb goes low to turn ON, the common-mode feedback
(CMFB) loop pulls down theOTA input/output to the desired common-mode voltage (vcmre f ).
To speed up common-mode settling during turn-ON, a diode pulldown circuit (M￿-M￿￿) is
added that functions as follows: on ENb going low, M￿￿ is turned ON andM￿￿,￿￿ are turned o￿
shorting the gate and drain ofM￿ and forming a diode across the CMFB ampli￿er; this turnsM￿
and M￿ to be diode connected transistors for initial turn ON, pulls down the output common-
mode voltage fromVdd and pulls up the gate voltages of M￿ andM￿. The slow CMFB ampli￿er
performs ￿ne settling, during which the "M￿ diode" has negligible voltage drop across its termi-
nals. With vcmre f ⇡ 0.7V, vth ⇡ 0.6V and vgs of M￿,￿⇡ 0.65V , vgs of the "M￿ diode" starts from
Vdd = 1.4V and approaches 0.7 0.65= 0.05V , turning it o￿ once settling is complete. To power
down, ENb goes high, turning o￿M￿,￿￿ and turning onM￿￿. M￿￿ acts as a switch and pulls the
gates of M￿ andM￿ to ground.
With the proposed techniques, the common-mode circuits settlewithin about ￿￿-￿￿ns. How-
ever, due to the presence of resonators in the system (LC in RX￿, Gm C in RX￿), during turn-
ON spurious RF pulses could be presented to the mixer. These could get downconverted and
could appear as spurious pulses to the digital backend. To ignore these, a delayed enable ENbdel is
￿￿
used, where the di￿erential-mode signal path in the baseband circuits is disabled by shorting the
respective nodes with a switch (Fig. ￿.￿(b)), for a ￿xed amount of time after turn-ON.
￿.￿.￿ Automatic Threshold Recovery Based Demodulator
The baseband analog signal from the PGA, BB, shown in Fig. ￿.￿￿(c), needs to be processed to
recover the ￿ bit information encoded in the symbol in the presence of thermal noise. The con-
ventional approach employed in NB radio systems is complex and power hungry as discussed in
Section ￿.￿. Digitization by a continuous-time slicing operation of the baseband signal compared
to a threshold voltage faces the di￿culty of adjusting this threshold to minimize the BER.
The traditional matched ￿ltering approach in NB radios accomplishes two tasks: it reduces
the information in the baseband waveform to a single analog sample for easy digitization, and it
maximizes the signal-to-noise ratio (SNR) by limiting the noise bandwidth, as set by the gated
integrator’s transfer function. In the solution proposed here for PR-UWB, the gated integrator
after self-mixing, which requires a clock (as in [￿￿, ￿￿]), is replaced by a continuous-time (CT)
integrator with an auto-zero loop (Fig. ￿.￿￿(a)). The CT integrator has a bandpass characteris-
tic, Hint(s) = 1+s/wleakgmR+s/wint+s2/wintwleak (Fig. ￿.￿￿(b)). For high frequencies (  10MHz) it behaves as an




wleak and the DC gain is chosen to be small (1/gmR= 2, in this design) to avoid
excessive ringing. The range of data-rates desired for the operation set the crossover frequency,
wleak = 1/RlargeClarge, since it leaks the integrator output in between symbols and "resets" the inte-
grator.
￿￿
Circuit implementation: TheCT integrator is implementedwith anOTA-RCarchitecture and
the slicers are implemented as di￿erential di￿erence comparators followed by a cascade of gain
stages (Fig.￿.￿￿(d)). Since the integrator leaks away every cycle, the peak voltage of the integrator’s
output, INT, equals a perfectly gated integrator’s output (Fig. ￿.￿￿(c)). The auto-zero loop placed
around the integrator suppresses the gain of the integrator at DC, forming a bandpass ￿lter and
making the integrator insensitive to ￿icker noise, o￿sets and non-zeroDC in theOOKwaveform.
Without such loop, the integrator’s output would keep accumulating ￿icker and thermal noise
and would produce a very poor SNR at the output. Additionally, NB interferers appearing at
the input of the receiver translate to low frequency content post self-mixing at BB and are also
suppressed, reducing the tracking constraints on the automatic threshold-recovery loop.
Digitization: In a path parallel to the CT integrator, the signal from the PGA is compared with
a coarse ￿xed threshold voltage vthcoarse (digitally adjustable) to get a digital view of the channel,
without the use of a sampling clock by slicer S0. The slicer output, outaux, when high, represents
the presence of a pulse in the channel. During the durationof thepulse, the output of theCT inte-
grator INT is tracked on capacitorsC0 using switches gated by outaux resulting in a voltage vtrack.
When outaux goes low, vtrack is sampled on to capacitorsCinf ; this sampled voltage corresponds
to the peak of the CT integrator’s output. The di￿erential voltage vthp vthm accumulated on
theCinf capacitors over multiple symbols is the noise-averaged signal strength for the ’￿’ symbol.
Slicer S1 slices the integrator’s output INT at half of the recovered threshold (i.e. vthp vcm dif-
ferentially). The two digital RZ signals outRZ and outaux can now be used to recover the data.
The role of vthcoarse is to roughly sense the presence of pulses in the channel. During testing


































































































































































































































































































































































































































































power setting. However, during normal operation, the proposed automatic threshold recovery
only requires that vthcoarse be approximately set once. As a result, the BER on outaux increases
signi￿cantly with varying signal or interferer levels. However, the averaging of the detected peaks
usingC0,Cin f reduces￿uctuations on the automatically recovered threshold voltage due tomissed
or false pulse detections. Wewill experimentally demonstrate that the BERobtained on the signal
outRZ is indeed far less sensitive to the signal and interferer power levels.
￿.￿.￿ Backend with All-Digital Clock And Data Recovery
Thanks to the continuous-time slicing based digitization all the timing information is preserved
in the baseband RZ output outRZ. The desired duty-cycling control, EN (Fig. ￿.￿(c)) is seen to be
merely an advanced version of the incoming data stream’s clock CLKout, i.e., we need to anticipate
the next pulse and turnON the receiver before the pulse arrival. This reduces the synchronization
problem to a CDRproblem, similar as in e.g. backplane communications. Since the received data
stream is at a comparatively low data-rate (⇡￿Mbps), synchronization can be achieved using one
of the several approaches employed in wireline communication. The link level synchronization
is accomplished in two steps: A pilot pulse train of all ￿’s is used when a pairing between a TX
and an RX is desired, to train the receiver. During this phase, the RX operates in searching mode,
is continuously ON, and the CDR is con￿gured to operate with a phase-frequency detector to
obtain phase and frequency lock. Once locked, the receiver enters locked mode, is duty-cycled, and
the CDRmaintains phase lock with the incoming stream, using a random data phase detector.
Due to the low speed of the incoming data stream, analog CDR solutions would su￿er from
the cost of large loop-￿lter area. The CDR circuit is realized here as fully synthesized digital logic
clocked by a low-precision, low-power, ￿xed ￿￿￿MHz ( fCLK) clock. Additional key advantages of
￿￿
the AD-CDR are the ease of design and recon￿gurability. However, in the AD-CDR, the turn-
ON edge from the NCO jitters over +/- ￿￿ns (i.e. 1/ fCLK) due to limit cycles given that fCLK and
fdata come from physically separated oscillators and are unlocked; this lock precision can only be
improvedby increasing fCLK . Since higher fCLK would translate into ahigher power consumption
in the digital backend and the oscillator, fCLK was increased just enough to meet the system level
requirements on lock precision. An analog solution could be favorable, if a very high precision
duty-cycling control is desired, since the analog oscillator could operate at a frequency close to
fdata. Since fdata ⌧ fCLK , this can lead to a lower power solution. In this work, given the low
data rate and the minimum ￿￿ns ON time of the receiver ￿xed by circuit limitations, the digital
solution was found to be the most e￿cient overall.
The proposed receiver architecture does not use any clocks in the RF front end and only re-
quires a low-precision clock for the AD-CDR based backend. The low clock jitter requirements
necessary for gated-integration based architectures [￿￿, ￿￿] are completely eliminated due to the
asynchronous RF front end. Additionally, the oscillator that clocks the AD-CDR has relaxed
jitter requirements since any slow clock drifts are tracked by the CDR. Any high-frequency jit-
ter in the clock edges has negligible impact on the system since it only controls the turn-ON in-
stant of the receiver; e.g., let the receiver’s ideal turn-ON instant be T0 and a pulse be expected
at T0 + 20ns with the receiver scheduled for power down at T0 + 35ns; if the turn-ON instant
moves to T0±DT due to jitter, it does not a￿ect the reception of the pulse, provided all circuits
settle by the time T0+20ns. TheNCO limit cycles in theAD-CDR represent a case of jitter where



























































Figure ￿.￿￿: Block diagram of the all digital clock and data recovery circuit used for synchroniza-
tion and self-duty-cycling
AD-CDR implementation (Fig. ￿.￿￿): The RZ pulse arrival is compared with the output clock,
CLKout using a tri-state PFDduring acquisition and aHoggephase detector (PD) after acquisition.
The loop bandwidth is designed to be a fraction of the RZ pilot pulse arrival rate (the equivalent
of reference frequency in a PLL). Therefore, the AD-CDR operates in acquisition mode for the
￿rst ￿￿ pulses on startup. Upon frequency lock, it switches to tracking mode where the Hogge
PD is used to maintain phase lock. The digital loop ￿lter has a proportional and integral path.
After the NCO, an additional delay z n is inserted before feeding back to the PDs to retrieve an
advanced version of the recovered clock for duty-cycling ENrec. For data recovery, on the rising
￿￿
edge of ENrec, a register (DATANRZ) is reset and is set high on the detection of the RZ pulse. The
falling edge of CLKout can be used as the sampling edge for any low-speed digital circuit (like a
microcontroller) that may follow. Finally, on the rising edge of the recovered duty-cycling enable
ENrec, digital logic is used to generate a (tunable) ￿￿ns wide enable pulse EN to gate the receiver
frontend.
￿.￿ Measurement Results
Prototypes of the receivers RX￿ and RX￿ have been fabricated in ￿￿nm LP CMOS and occupy
active areas of 0.4mm2 (RX￿) and 0.5mm2 (RX￿) including the testing circuits (Fig. ￿.￿￿). The dies
also include a UWB transmitter for testing purposes and the digital backend (only in RX￿) occu-
pies amere 0.012mm2. The active tanks prototype (RX￿) operates froma ￿.￿￿Vanalog/RF supply
while the passive tanks prototype (RX￿) is powered by ￿.￿V analog/￿.￿V digital supplies. Addi-
tional calibration/characterization circuits on the die, such as input-switchable low-IF downcon-
version mixers with an external LO (Fig. ￿.￿), facilitate the characterization and tuning of the
receivers including the RF transfer function measurements. The negative resistance included in
the RF sections is disabled by default, ensuring system stability and their controls are used along
with the gain controls to maximize the signal path gain. In RX￿, the use of identical LC-tanks
greatly eases the tuning with an easily identi￿able optimum frequency control setting. The mea-































































































































































































































outRZ (w/ auto threshold recovery)
BER
out,aux (w/o auto threshold recovery)
−87.9 dBm
−89.3 dBm
Figure ￿.￿￿: Measured BER of receiver RX￿with and without automatic threshold recovery
￿.￿.￿ Automatic Threshold Recovery: RX￿
The receiver is centered at ￿.￿￿GHz and operates on a ￿Mbps, OOK modulated random bit
stream. Bit error ratio (BER) measurements performed in the absence of interferers (Fig. ￿.￿￿)
show that thebest achievableBERoutof the front end is obtained fromoutauxwhen thevthcoarse
is manually adjusted for each input power level. When the automatic threshold-recovery path is
used, vthcoarse is set once and the system is left to automatically recover the threshold for dig-
itization; the output data is obtained from outRZ. A BER of 10 3 requires a signal power of
￿￿
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BERoutRZ Rwy auto threshold recoveryX
BERout/aux Rwyo auto threshold recoveryX
86,x dBm
85,9 dBm
Figure ￿.￿￿: Measured BER of receiver RX￿ with and without automatic threshold recovery in
the presence of a narrowband inteferer at ￿.￿GHz
-￿￿dBm when using manual tuning whereas a close -￿￿dBm with automatic threshold recovery;
this demonstrates the e￿ective operation of the recovery loop which is much less sensitive to the
user settings. BERmeasurements in the presence of a -￿￿dBmNB interferer at ￿.￿GHz (Fig. ￿.￿￿)
illustrate the advantages of automatic threshold recovery. Notice that BERout,aux ￿attens out at
large signal powers while BERout,RZ continues to improve with signal power, thanks to the auto-
matic threshold recovery.
￿￿












Ideal (TX) CLK 
Figure ￿.￿￿: Scope capture of recovered duty-cycling control and the RZ digital output from the
RF frontend
The prototypeRX￿ is centered at ￿.￿￿GHz and is clockedwith an o￿-chip ￿￿￿MHz reference
to clock the AD-CDR to receive a ￿Mbps, OOKmodulated random bit stream. The RX draws
￿￿.￿￿mW when continuously ON in searching mode. After synchronization, in locked mode
with self duty-cycling and bias duty-cycling active, the chip consumes only 750µWwhile receiving
a ￿Mbps data stream. Fig. ￿.￿￿ shows key signals captured during the operation of the self-duty-
cycled receiver with a random bit stream: the recovered duty-cycling signal, ENrec, the analog
baseband pulses, BB, and the digital RZ pulses out of the demodulator outRZ. For reference, the
￿￿

























































Self−dutycycled, Bias always on
Self−dutycycled, Bias dutycycled




NO stable CDR lock
Figure ￿.￿￿: Measured BER of receiver SoC RX￿with and without self-duty-cycling
ideal clock, i.e. a delayed version of the TX’s clock, is also shown. A variation in the rising edge of
ENrec around a mean can be observed due the ￿nite resolution due to the use of an AD-CDR.
The measured BER (Fig. ￿.￿￿) demonstrates a sensitivity of -￿￿.￿dBm at ￿Mbps while us-
ing self duty-cycling and bias duty-cycling and the automatic threshold recovery. The sensitivity
varies only marginally with and without the proposed innovations. The receiver can tolerate a
NB interferer at ￿.￿ or ￿.￿GHz up to -￿￿dBm before su￿ering a ￿dB sensitivity degradation for a
BERof 10 3. The reduced sensitivity inRX￿ compared toRX￿ is attributed to loss of gain due to
parasitic magnetic coupling across the RF ampli￿ers. The multiple tuned RF loads necessitated
￿￿


































Figure ￿.￿￿: Measured transfer functions of individual RF blocks in the receiver SoC, RX￿
digital tuning for alignment and maximizing the RF gain. Fig. ￿.￿￿ shows the transfer functions
of the individual RF stages in RX￿ with the following conclusions: (￿) The total RF gain in the
RF section is limited to about ￿￿dB up to the LO port, not achieving full switching of the mixer;
(￿) the gain is degraded due to magnetic coupling across the inductors of RFF￿ and the LNA’s
gate-source coils. Additional conversion gain measurements from the RF input to the baseband
outputs (Fig. ￿.￿￿) indicate approximately a ￿dB/dB slope con￿rming RF gain-limited operation
of the receiver. In contrast, RX￿ is RF noise-limited and hence, has a better sensitivity.
￿￿































Figure ￿.￿￿: Measured downconverted output and slope for varying input RF power to the re-
ceiver SoC, RX￿ (RF gain limited regime slope for a squarer based system = ￿dB/dB)
￿.￿ Comparison to the State-of-the-Art Low-Power Receivers
Table ￿.￿ and Fig. ￿.￿￿ summarize the performance of the presented prototypes. As expected,
RX￿, with active RF ￿lters has lower NB interferer tolerance (-￿￿dBm) compared to RX￿, with
passive RF ￿lters (-￿￿dBm); the tolerance is comparable to state-of-the-art receivers (Table ￿.￿).
The energy consumed per unit bit (P/ fdata) reduces dramatically in RX￿ and approaches the








































































































































































































































































































































































































































































































































































































































































































































































































































































Process (nm) 65 LP 
Die area (TX & RX, mm2) 1.1 1.375 
RX active area (mm2) 0.4 0.53 
Synchronization/dig. backend area (mm2) N/I 0.012 
Supply voltage (V) 
Analog 1.35 1.4 
Digital N/I 0.7 
Frontend (Signal path) 10.85 mW 



















Searching mode (11.56 mW) 
120 µW 
218 µW 
187 µW 97 µW 
Figure ￿.￿￿: Power consumption summary of the receivers presented in this work
Fig. ￿.￿￿ presents the distribution of energy consumption in the various processing stages. A
large fraction of the power is spent in the RF ampli￿cation and self-mixing, due to the use of
energy-detection. The e￿cacy of duty-cycling of bias circuits is also evident from their small (￿%)
contribution in the locked mode.
The wide range of data-rates employed in Table ￿.￿makes comparison to literature challeng-
ing. Due to the pulsed nature of input to UWB receivers, the energy in the incident pulse, ERF =
S/ fdata, a data-rate normalizedmetric, can be shown to be a better comparison than the sensitivity
S (Appendix A, [￿￿]).
￿￿
In fully duty-cycledPR-UWBreceivers, the average power consumed isPavg,supply=Ponton fdata
if the OFF-time power Poff is negligible. The energy drawn by the RX for every bit, Esupply =
Ponton, is then the data-rate-normalizedmetric and thus a better comparison point thanPavg,supply.
Awell designedPR-UWBreceiver can thus be characterized byERF andEsupply, irrespective of data
rate.
In RF noise-limited receivers, a N-fold increase in the power consumption of the receiver
(Esupply! NEsupply) translates, to the ￿rst order, to a 10logN dB improvement in the energy sen-
sitivity (ERF! ERF/N and S! S/N) of the receiver￿. Various low-data-rate receivers (⇡ 1Mbps)
in the literature are compared in Fig. ￿.￿￿. Based on the discussion above, the energy sensitivity-
supply energy product, ERFEsupply, can be considered an FoM for PR-UWB receivers. However,
sincemany of the receivers includingRX￿, operate with non-negligibleOFF-time power, Poff , the
Esupply used to evaluate these receivers is still data-rate dependent and a ￿Mbps-data-rate normal-
ization is used.
￿Intuitively, this can be seen as sending every bit N times and following with a majority decision on the receive
end. This results in an N-fold increase in energy consumption on the receiver, while improving its energy sensitivity





























































































































































































































































































It can be seen fromFig. ￿.￿￿ andTable ￿.￿ that the receivers presented in thiswork outperform
state-of-the-art receivers. RX￿, not being RF gain-limited like RX￿, performs best in terms of the
energy sensitivity-supply energy product, while RX￿ is closely competitive while demonstrating
full synchronization and self-duty-cycling. The improved performance o￿ered by PR-UWB re-
ceivers, compared to NB implementations like Zigbee and Bluetooth can also be observed.
￿.￿ Conclusions
Pulse-radioUWB receivers have emerged as a possible solution for extremely energy e￿cientwire-
less communication in energy-constraineddevices. However, synchronization and self duty-cycling
have remained signi￿cant design challenges. In this work, an SoC architecture for UWB pulse-
radio receivers addressing these challenges is presented with two ￿￿nm LP CMOS prototypes
as demonstration vehicles. The proposed architecture employs an automatic threshold-recovery
based demodulator combined with an all-digital CDR based digital backend for synchronization
with the transmitter. The receiver SoC duty-cycles itself and is fully integrated to achieve RF-in
to bit-out operation and can interface with o￿-chip low speed digital components.
Chapter ￿
Theoretical Limitations on Low-power Wireless
Communication Networks
In sharp contrast to conventional narrowband radio architectures, the power dissipated in pulse-
radio UWB communication is dominated by the receiver power consumption, as seen from the
literature (Fig. ￿.￿￿). While the reported values for energy consumed per unit bit in transmis-
sion range well below ￿￿￿pJ/bit [￿￿,￿￿–￿￿], receivers targeted at m-range communication links
are found to consume more than ￿nJ/bit (excluding this work). In the following sections, we
present a theoretical understanding of this di￿erence, the various tradeo￿s and theoretical limi-
tations that are essential to optimal link design of pulse-radio UWB communication networks.
Following this, we compare PR-UWB to narrowband radio in terms of power dissipation, its




￿.￿ Receiver Sensitivity: MinimumDetectable Energy (Esens)
Pulse-radioUWB communication represents a fundamentally di￿erentmode of communication
and hence it is important to identify the key governing parameters of the link that determine
the bit-error ratio (BER) that can be achieved. Fig. ￿.￿ shows a comparison of the two common
approaches to radio communication applied to an On-O￿Keying (OOK) modulation.
Conventional narrowband (NB) radio architectures use amodulated carrier where in the sym-
bol ’￿’ is represented by a continuous carrier for the entire symbol duration (Tb); its absence rep-
resents the ’￿’ symbol. Since the carrier is present for the entire symbol duration, the energy
transmitted in a symbol (Eb) is spread over Tb and occupies a bandwidth￿ 1Tb . E.g., to achieve
a ￿￿￿Mbps data rate, the symbol duration is Tb = 2ns. The data rate can be reduced (say, to
￿Mbps) by increasing the symbol duration Tb and stretching the entire time-scale (to 1µs). During
demodulation in a additive white gaussian noise (AWGN) channel, the noise during the entire
symbol duration needs to be considered. In the receiver, following an LO-based downconver-
sion, a matched-￿ltering approach can be employed [￿￿], by integrating for the symbol duration
to maximize the SNR and shown to produce a BER which is only dependent on EbN0 .
In contrast, in pulse-radioUWB, the symbol ’￿’ is represented by a carrier only for a￿xed pulse
duration (Tp); its absence represents ’￿’. However, the energy transmitted (Eb) is concentrated in
the pulse window and completely absent for the rest of the duration (Tb Tp) for all symbols. At
a data rate fdata = 1Tp , therefore, both PR-UWB and NB radio architectures are exactly the same.
As the data rate is reduced, NB radios can be interpreted to use a stretched time-scale where as
￿Here, without loss of generality, we use a loose de￿nition of bandwidth for simplicity. A proportionality con-
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Figure ￿.￿: Pulse-radioUWB communication represents a fundamentally di￿erentmode of com-
munication: Signal processing to recover a ￿Mbps OOK modulated stream in (left) Pulse-radio
UWB (right) Narrowband carrier-wave radio.
PR-UWB radios add a “no signal” period at the end of the Tp. As a result, an equivalentmatched-
￿ltering approach in PR-UWB is to integrated the down converted signal for the duration of the
pulse (Tp) to maximize the SNR. Therefore, the BER of a PR-UWB receiver is exactly the same as
that of a conventional NB radio architectures, provided the pulse of PR-UWB and the symbol of
NB radio carry the same energy.
There is an apparent contradiction to equivalence that comes from the di￿erence in band-
widths used in the two approaches. This can be resolved by normalizing the two approaches
to the same no. of users for multiple-access. NB radios achieve this by spacing multiple users
in frequency while PR-UWB radios accomplish this in time. E.g., In an allocated bandwidth
1
Tp = 500MHz, NB radios have
Tb
Tp = 500 users with frequency-staggered
1
Tb
= 1MHz channels. In
PR-UWB, one achieves the same no. of users, each using the whole 1Tp = 500MHz channel but
staggered in time.
￿￿
To sum up, PR-UWB andNB radio architectures are fundamentally di￿erent approaches that
are equivalent in all metrics with regards to no. of users, bandwidth used, BER and power dissi-
pation￿. However, PR-UWB has one key advantage: For a large fraction of the time, irrespective
of the data, there is no signal to be processed in PR-UWB and matched-￿ltering requires inte-
gration only for a duration Tp. Consequently, the receiver can be turned OFF during this time,
saving power. This is not possible in NB radios since frequency localization of information, un-
like time localization in PR-UWB, cannot be used to reduce power. For the sake of completeness,
it shouldbenoted thatmultiple-access inPR-UWB ismore practically challenging thanNB radios
since time synchronicity is di￿cult to achieve. However, in theory they are exactly equivalent.
The analysis presented here o￿ers two other key insights in to the relevance of the pulse en-
ergy in PR-UWB receivers: (a) Since the BER depends only on the pulse energy Eb, the BER
is independent of the data rate, provided the received pulse energy is the same. As a result, the
sensitivity of a PR-UWB receiver can be characterized by a data-rate-independent quantity, Esens
which represents the minimum pulse energy required to achieve a given BER, say 10 3. (b) Since
the BER is the same function of Eb for both narrowband and PR-UWB architectures, a given re-
ceiver frontend can be characterized by the sensitivity Esens, irrespective of the radio architecture.
In other words, if a given receiver frontend supports the desired bandwidths, i.e., broadband, the
energy sensitivity is a unique parameter of the receiver frontend that sets the BER for all radio
architectures and data-rates.
￿The same receiver can be used for both the architectures with only system level di￿erences and the performance
will be the same.
￿￿
￿.￿ FCCmask limitations on UWB transmitters
FCC regulations allow the use of ultra-wide band communication in the ￿.￿-￿￿.￿GHzbandwhile
maintaining a minimum of ￿￿￿MHz bandwidth. The emissions are primarily limited by two
constraints and are key to link budget analysis for UWB communication:
• Theaveragemodulatedpower (Pavg,mod)measured in a ￿MHzresolutionbandwidth (RBW)
is limited to -￿￿.￿dBm ￿
• Thepeakmodulatedpower (Ppeak,mod)measured in a￿￿MHzresolutionbandwidth (RBW)
is limited to ￿dBm ￿
Since the FCC limitations are expressed in terms of the observed power on a spectrum analyzer,
themaximumallowed signal amplitude (A in Fig. ￿.￿) is a complex function of the data rate ( fdata)
and thebandwidthused for communication andwederive below, an expression for themaximum
amplitude A as permitted by the FCC mask considerations. These results, also available in the
literature [￿￿], are re-derived here to present the reader an intuitive understanding of the di￿erent
parameters of the link that can be used to improve its operating range.
￿.￿.￿ SA response to a unit UWB pulse
A simplisticmodel for a typical spectrum analyzer (SA) is shown in Fig. ￿.￿. While, frompractical
point of view, SAs use a low-IF architecture ( fIF ⇡ 1  10MHz), the analysis remains largely the
same assuming a zero-IF architecture. The RBW ￿lter is a baseband approximation for the real
bandpass ￿lter used in the SA. Typical RBW ￿lters available on a SA are limited to about ￿￿MHz
￿Point ￿￿ in [￿￿]
￿Point ￿￿￿ in [￿￿]
￿￿
bandwidth and cannot respond completely toUWBpulses, that occupy a bandwidth higher than
￿￿￿MHz. The response of such aRBW￿lter can thus be approximated to be that of an integrator
for a duration of tint = 1k RBW where k represents a scaling factor to estimate the time constant of
the RBW ￿lter. Since the SA acts as a peak-detector after downconversion, an arbitrary shaped
(pIF(t)) UWB pulse (e.g., gaussian) can be modelled as a rectangular pulse with an amplitude A
and an e￿ective pulse width te f f = 1A
R 1/ fdata
0 pIF(t) dt. Such a UWB pulse would therefore result















Figure ￿.￿: A simpli￿ed spectrum analyzer model used for this analysis
￿.￿.￿ Measured power of a UWB transmission on a SA
As explained in the previous section, a spectrum analyzer’s response time depends upon theRBW
used in themeasurement. Hence, it is reasonable to estimate the average and the peak powers that
would be measured on a SA, under two di￿erent cases - low and high data rates ( fdata) relative to
the used resolution bandwidth.
Low data rates fdata⌧ RBW: An RF pulse train with an e￿ective on-time of te f f and data rate
( fdata⌧RBW) is shown in Fig. ￿.￿. Since the pulse train is sparse relative to the RBW window,













Figure ￿.￿: Peak detector response in the simpli￿ed SA model to an incident low-data-rate pulse
train.
pulse train produces a voltage of Ate f ftint when it occurs in a time window and a voltage of ￿ when
it does not. The peak power observed, irrespective of the presence of modulation, can therefore
be found to be






⇥ k2RBW2t2e f f (￿.￿)
The average power is obtained by calculating the expected peak power across all windows. In
an unmodulated OOKpulse train, a pulse occurs only in one of 1fdatatint windows and only half as
￿￿
often in a randomly modulated stream,
Pavg,mod = 0.5Pavg,unmod =
























Figure ￿.￿: Peak detector response in the simpli￿ed SAmodel to an incident high-data-rate pulse
train.
High data rates fdata RBW: For unmodulated streamat data rates (Fig. ￿.￿)whichwell exceed
the resolution bandwidth, each window of duration tint contains, on average, Npul = tint ⇥ fdata
pulses. The voltage at the output of the integrates accumulates during each integration window
and the output voltage therefore Ate f ftint ⇥Npul = Ate f f ⇥ fdata if the pulse train is unmodulated.
If the pulse is modulated, the output voltage is Âi=Npuli=1
Ate f f
tint bi where bi represents the received
symbol which takes the values ￿ or ￿with equal probability in OOKmodulated psuedo-random
￿￿
data. The peak power is therefore given by
Ppeak,unmod = Ppeak,mod =





⇥ t2e f f f 2data (￿.￿)
The average power obtained for an unmodulated stream is the same as the peak unmodulated
power since all integration windows will yield the same output power as speci￿ed by ￿.￿. Hence,
Pavg,unmod = Ppeak,unmod =
A2
2Z0
⇥ t2e f f f 2data (￿.￿)
For a modulated pulse train, the expected value of the output power can be found from ￿.￿. It
can be noted that the average power of a modulated UWB pulse train measured by a SA is the
same irrespective of the data rate and is given by Pavg,mod = A
2










































RBWt2e f f fdata (￿.￿)
￿.￿.￿ MaximumTransmittable Pulse Energy (ERF)
Though the constraints imposed by FCC on the maximum transmitted power are expressed in
terms of the average andpeak power recorded on a SA, the instantaneous power (during a pulse) is
amore fundamental quantity that determines the link’s operating range. E.g., a matched-￿ltering
￿￿
approach based receiver integrates incident pulse stream for the duration of the pulse (i.e., the
integration duration is from t=￿ to t=te f f ). As a result, the signal-to-noise ratio (SNR) that
determines the bit-error-ratio (BER) performance of the receiver is that of the energy in the bit
recorded in the integration duration (Eb) to the noise ￿oor (N0). In other words, the sensitivity of
the receiver that determines the BER of the receiver is the instantaneous RF energy incident on
the receiver, implying that on the transmit side, the quantity that determines the link’s operating
range is the RF energy in the pulse (ERF ).
Following the naming convention described in Section ￿.￿.￿, when the pulse amplitude is
A, the instantaneous power at the transmit side is ERF = A
2te f f
2Z0 . The average modulated power
(in dBm) at the output of the transmit as seen from ￿.￿ and ￿.￿, irrespective of the data rate is
Pavg,mod = ERF + 10log( k2RBWte f f fdata) and is limited by the average power constraint, mea-
sured at RBW=￿MHz:
Pavg,mod = ERF +10log(
k
2
RBWte f f fdata) 41.3dBm (￿.￿)
This indicates that the peak energy in the transmitted pulse increases in a ￿￿log-fashion with
reducing data-rate, resulting in taller pulses. The peak power constraint that is enforced so that
very lowdata rateUWBsystemsdonot transmit such enormouspulses, there by saturatingnearby
narrow band receivers, additionally limits the peak power at low data rates. Since the peak power
constraint is measured at a resolution bandwidth of ￿￿MHz and for low-data-rate UWB applica-
￿￿
tions that are of interest for thiswork, fdata< 10Mbps<RBW, ￿.￿ is used. UsingRBW=￿￿MHz,
we have:
Ppeak,mod = ERF +10log(k2RBW2te f f ) 0dBm (￿.￿)
￿.￿ Link Power dissipation
While the signal-to-noise ratio considerations on the transmitter and the receiver have been pre-
sented in the previous sections,models for their power dissipation is essential to better understand
the nature of a pulse-radio UWB communication link and benchmark it against conventional
NB radios. In the following subsections, we present abstract power dissipation models for the
transceiver from a communication system perspective. We further extend these models to nar-
rowband modes of communication to compare the system level implications of using the two
communication architectures on the link’s energy consumption.
￿.￿.￿ Receivers
As discussed in Section ￿.￿, both narrowband and pulse-radio UWB receivers can be character-
ized by the energy sensitivity Esens. Let PRX represent the continuous power drawn from the
supply by the receiver. In fully duty-cycled PR-UWB receivers, the receiver is power-gated for
every pulse and the duty-cycled power drawn from the supply is proportional to the data-rate
( fdata). Assuming an on-time ton for the receiver and a fully-dutycycled receiver, the average power
drawn is PRXton fdata. However, in practice several receivers [￿￿, ￿￿, ￿￿] have an o￿-time power
consumption from a range of sources including leakage from digital backends, backend time-
keeping circuits like crystal oscillators, bias circuits etc. Aggregating these power sources un-
￿￿
der PRX,off , the receiver’s o￿-time power consumption, the average is power is given by Pavg =
PRXton fdata+(1  ton fdata)PRX,off .
The (near) proportional dependence of the average power drawn by a duty-cycled receiver
presents an alternative ￿gure-of-merit for PR-UWB receivers: the energy drawn by the supply per
unit bit, ERX .= Pavg/ fdata = PRXton+PRX,off ( 1fdata   ton). In a well-designed PR-UWB receiver, it
should be noted that the o￿-time power consumption PRX,off = 0 and ERX presents a data-rate-
normalized metric to compare PR-UWB receivers. The o￿-time power consumption results in
an increased energy drawn to receive a unit bit at lower data rates. E.g., in [￿￿], at a ￿Mbps data
rate, the receiver’s continuous power is found to be ￿.￿mW with close ￿.￿￿mW from the o￿-
time power consumption due to bias circuits. It should be noted that several energy numbers
reported in the literature refer to the gradient of Pavg with data-rate, dPavgdfdata = PRXton as the energy
per bit. However, froma system’s perspective, this is not a realistic￿gure-of-merit since it does not
account for the o￿-time power consumption which often comes from essential receiver blocks.
Therefore, a duty-cycled PR-UWB receiver can be modelled with the two data-rate-normalized
quantities: Esens and ERX , with Esens being a ￿xed number for a given frontend and ERX being a
weakly data-rate dependent function,
ERX,UWB( fdata) = (PRX  PRX,off )ton+ PRX ,o f ffdata (￿.￿)
In the context of narrowband radios, if the same receiver frontend is used for narrowband
communication, the receiver’s sensitivity is again characterized by Esens. However, due to the ab-
sence of duty-cyling, the receiver draws a continuous power PRX from the supply. To analyze
narrowband receivers in the same framework as PR-UWB receivers, the receiver can be character-
￿￿
ized by its sensitivity Esens and the energy per bit that can be computed as
ERX,NB( fdata) = PRX/ fdata (￿.￿)
While in practice, the front-end of a PR-UWB receiver often has higher noise ￿gure compared
to that of narrowband receivers, the resulting di￿erence in power dissipation is ignored in the
presented model. This is because a low-noise frontend such as one designed for NB radio com-
munication is still suited for PR-UWB communication and using it will only improve the link
margin. By abstracting the circuit details however, the presentedmodel separates the performance
improvement between the circuit and system level design in addition to being simple to enable a
top-level understanding of the design trade-o￿s.
￿.￿.￿ Transmitters
To estimate the power consumed by transmitters in establishing a communication link, we ￿rst
note that a large fraction of the power is spent in RF power ampli￿cation essential to driving
the load presented by the antenna. Consequently, the power consumed in transmission PTX can
be expressed as a sum of three key components: (a) the power consumed to achieve RF power
ampli￿cation (PTX,PA) ; (b) signal processing power like modulation, frequency reference gener-
ation etc., (PTX,SP) and (c) overhead power consumption due to digital leakage, bias circuits etc.
that result in o￿-time power dissipation (PTX,off ). Similar to the energy-per-bit-based model de-
veloped for the receiver, we use the following to model the transmitters targeted at PR-UWB
applications: PTX = PTX,PA+PTX,SP+PTX,off and ETX = PTXfdata . Since the power contributed from
the PA is proportional to the peak power that can be transmitted by the PA, the energy drawn
￿￿
by the PA is given by ETX,PA = ERFhPA where ERF is governed by the relations derived in Section ￿.￿
and hPA is the power-added e￿ciency (PAE) of the power ampli￿er (PA) used in the transmitter.
The power consumption from signal processing in the transmitter is simplistically modelled as a
￿xed, data-rate independent power contribution that is duty-cycled. Therefore, the contribution
from signal processing can be modelled as a ￿xed, data-rate independent energy per bit addition,
ETX,SP = PTX,SPton. Finally the o￿-time power consumption cannot be duty-cycled andmodelled
as a ￿xed continuous power, yielding for PR-UWB transmitters,







The power consumed in transmission in NB radio architectures, similar to PR-UWB archi-
tectures is largely dominated by that of the power ampli￿ers. Since commonNB radio protocols
like Bluetooth, Zigbee etc., are limited in terms of the maximum carrier power by FCC, the en-

















￿.￿ Pulse-radio UWB vs Narrowband radio
￿.￿.￿ Maximum Path Loss and Operating Range
Using the relations derived in the previous sections (eqs. (￿.￿) to (￿.￿￿)) and reasonable estimates
of power consumptions from literature, we derive below the limitations on PR-UWB and com-
pare it against conventional NB architectures. As seen from ￿.￿, state-of-the-art PR-UWB re-
ceivers achieve a sensitivity of -￿￿dBm (average power) at ￿Mbps data-rate, which translates to
an energy sensitivity of Esens = 1.57aJ. While [￿￿] and [￿￿] achieve this sensitivity, their en-
ergy consumptions are widely di￿erent (￿.￿￿mW vs. ￿.￿￿mW) with varying contributions from
o￿-time power consumptions, on-time and continuous power consumption. Techniques like
bias-duty-cycling and a low-power CDR-based synchronization proposed in [￿￿] can be com-
bined with these front-ends to achieve near-zero o￿-time power consumptions. Therefore, as
an approximation, the energy consumed by the receiver is modelled with the following param-
eters: PRX = 16.67mW, ton = 30ns, PRX,off = 0, translating to a ￿￿￿pJ/bit energy consumption
in PR-UWB operation. The same front-end when used for NB radio architectures would draw
PRX =￿￿.￿￿mW from the supply while achieving an energy sensitivity of Esens = 1.57aJ. It can
be seen that a receiver operated in a PR-UWB architecture achieves a power savings by the duty-
cycling factor d .= 1/(ton fdata) ⇡ 33 at a ￿Mbps data-rate while achieving the same energy sensi-
tivity.
PR-UWB transmitters [￿￿,￿￿] on the other hand, are largely limited by the signal-processing
and o￿-time power dissipation due to relatively small average power output from the antenna.
E.g., FCC limitations (Section ￿.￿.￿) for a ￿￿￿MHzbandwidth limit themaximumaverage power
￿￿
output from the antenna to -￿￿dBm⇡ 40µW. Typical values of signal processing power consump-
tion (PTX,SP) required for transmitters is conservatively estimated close to ￿mWto account for fre-
quency synthesis, up-conversion and any digital logic necessary with a ￿￿ns on-times (ton). The
o￿-time power consumption (PTX,off ) is again ignored (=￿) assuming relevant techniques tomin-
imize it are employed. Consequently, when the transmitter is used for narrowband radio, the
signal processing power and o￿-time power consumption are always-on and contribute more to
the overall transmitter’s power dissipation due to the absence of duty-cycling (by the same factor
d = 1/(ton fdata). In contrast, the power contribution of the PA is proportional to the output
power. E.g., to compare PR-UWB to NB radios, if the NB radio’s output power is equal to the
average output power of ￿￿￿MHz PR-UWB (-￿￿dBm), the path-loss achievable out of the link
in both the architectures remains the same. Since the NB radio’s output power is equal to that of
PR-UWB, the power contribution of the PA in both architectures in the same, unlike the other
contributions which are reduced by the duty-cycling factor. The PA’s power-added e￿ciency
(PAE) is favourably estimated at ￿￿% in the analysis that is presented below.
Fig.￿.￿ shows a comparisonof the total energy consumedperbit (Esupply( fdata)=ETX( fdata)+
ERX( fdata)) in both PR-UWB and NB architectures and the corresponding maximum path-loss
(PL=ERF(fdata)/Esens) overwhich the link can operate. TheNB radio’s output power is set equal
to the average output power of PR-UWB at ￿￿￿MHz bandwidth (-￿￿dBm￿). Therefore as data-
rate is reduced, the maximum operational path-loss of the link increases, remaining the same in
both architectures, till the peak power constraint in PR-UWB is met (Eqn. ￿.￿) and ￿attens o￿.
The total energy consumption in the link, as expected is far lower in PR-UWB compared to NB
radio, thanks to duty-cycling.































































Figure ￿.￿: Comparison of energy consumed per bit and path loss for di￿erent communication
architectures
It should be noted that in the example presented here, the NB radio’s output power is set to
-￿￿dBm which is far lower than used in common protocols such as Bluetooth, Zigbee etc. As a
result, the maximum achievable path loss is limited to about ￿￿dB and can be increased in NB
radio by transmitting more power, but not in PR-UWB. This is because the maximum pulse
energy than can be transmitted is limited by FCC, as derived earlier. Secondly, the link power
dissipation inNB radio architectures is almost entirely limited by the receiver power consumption
in this example. In practical NB radios, the transmitter dominates the link power consumption
by transmitting signi￿cantly higher RF power levels (ERF ) to allow for extended link operation.
￿￿
To conclude, PR-UWB outperforms NB radios in terms of power consumption by close to ￿￿X
while achieving the same path loss. In both architectures, the range of a given pair of transmitter
and receiver increases inversely with reducing data-rate. However, this fundamental di￿erence can
be used to reduce the power dissipation only as long as the path-loss that the application demands
is less than ~￿￿dB (~￿m).
￿.￿.￿ Pulse-radio beyond UWB: Increasing link range
Themaximumpath-loss as seen in Fig. ￿.￿ in ￿￿￿MHzbandwidth pulse-radio is limited to ~￿￿dB
in ￿-￿GHz UWB band. Since the measured power density in the UWB band is the ￿xed pa-
rameter in UWB, one technique to improve the path-loss is to increase the occupied bandwidth
(shaded area in Fig. ￿.￿) i.e., reducing the pulse-width (te f f ). E.g., reducing the pulse width to
te f f = 1ns, the peak transmitted pulse energy and hence, the path-loss can be increased (Fig. ￿.￿)
by 10log(3)dB⇡ 5dB from te f f = 3ns. This is however very limited and moreover, increases the
design complexity since the transmitter and receiver basebands have to support such wide band-
widths. In comparison, in the example presented, NB radios can increase their output power
without any signi￿cant penalty (since the power is dominated by signal processing power) and in-
crease the range. This is seen as the reduction in the relative power of NB architecture
(Esupply,NB/Esupply,UWB) at te f f = 1ns compared to te f f = 3ns in Fig. ￿.￿.
An alternative technique to improve the range is to increase the average outputpower of pulse-
radio. It should be noted that this also results in a reduction in the relative power of NB architec-
ture. This is attributed to an increase in the contribution of the PA power consumption to the
link as noted earlier. In UWB, transmitting more power (taller pulses) in violation of the FCC
￿￿
mask, while occupying the same ￿￿￿MHz bandwidth is one possible way to achieve this increase
in pulse energy.
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Esupply : Beyond-mask, 500MHz PR-UWB
Esupply: Reduced-bandwidth/UWB pulse-radio
Max. PL: Beyond-mask, 500MHz PR-UWB
Max. PL: Reduced-bandwidth/UWB pulse-radio
Figure ￿.￿: Improving the operating range of pulse-radio architectures: UWB and beyond. The
path-loss is kept the same in both pulse-radio and the narrowband architectures by constraining
them to transmit the same average power.
Increasing the average transmitted energy of pulse-radio while operating in the UWB band is
thus very challenging. A hybrid approach to radio design, as a trade-o￿ between pulse-radio in
the UWB band and narrowband radio could be employed to improve the operating range. E.g.,
￿￿
pulse-radio can be implemented with bandwidths less than ￿￿￿MHz using pulse widths te f f  
3ns. Since this is not compliant with the UWB requirement that the bandwidth be higher than
￿￿￿MHz, it needs to be implemented in one of the conventional unlicensed bands like ￿.￿GHz
or ￿.￿GHz ISM. By using bandwidths close to ￿￿-￿￿￿MHz, te f f can be increased to ￿￿-￿￿ns with
the following important advantages:
￿. By not operating in the UWB band, the constraint on the average power consumption is
no longer enforced. The peak power is limited by the band’s speci￿cations to ￿￿-￿￿dBm. If
a reduced-bandwidth pulse-radio (increasing te f f ) is implemented in this band compliant
with the band’s speci￿cations (increasing amplitude), duty-cycling will reduce power dis-
sipation while improving the pulse energy. This increases the link range by increasing the
maximum operational link path-loss (Fig. ￿.￿).
￿. Practical on-times observed for state-of-the-art UWB receivers are still limited to beyond
￿￿ns. Increasing the pulse widths therefore, does not result in drastically higher receiver
power dissipation. E.g., if the on-time achievable for a receiver operating with ￿ns pulses is
￿￿ns, using ￿￿nswide pulseswould require only around ￿￿ns, resulting in amarginal power
penalty. The impact on increased on-time can be seen in Fig. ￿.￿ between the two Esupply
curves in te f f > 3ns region.
￿. Since the link’s operating range can only be increased by increasing the average transmitted
power, it always results in lesser power savings byusing apulse-radio architecture. However,
practically speaking, this can still result in>￿￿X improvement in energy consumption.
￿. The smaller bandwidths required in the baseband blocks in the transmitter and receiver can
additionally lead to power savings in reduced-bandwidth pulse-radio.
￿￿
￿.￿ Conclusions
Pulse-radio transceivers in the UWB band are known to achieve signi￿cantly lower power con-
sumptions compared to their narrowband counterparts. This is primarily attributed to duty-
cycling that is uniquely possible in pulse-radio architectures. A comparison of the link parameters
of both the architectures are presented, showing the equivalence of the two approaches to radio
design in the absence of duty-cycling. A link power dissipation analysis based on system-level
models is also presented, identifying applications where pulse-radio UWB outperforms conven-
tional narrowband architectures. Finally, a hybrid pulse-radio architecture is shown to perform
better for practical applications, that balances the circuit and system level challenges associated
with pulse-radio UWB.
Chapter ￿
Feedback Ampli￿ers for Continuous-time
ApplicationsusingSwitched-modeSignalProcessing￿
￿.￿ Introduction
Feedback ampli￿ers are extensively employed in analog and mixed signal processing applications
like ampli￿ers, ￿lters, ADCs etc., since they are critical to the design of high-linearity active cir-
cuits. Continuous CMOS technology scaling has resulted in greatly reduced supply voltages and
transistors with poorer intrinsic gain (gmro) and calls for fundamentally di￿erent approaches to
analog design. Recently developed techniques that exploit VCO-based quantizers [￿,￿] and ring-
oscillator-based integrators [￿] have tried to address some of these challenges by exploiting the
increased fT of modern CMOS processes. While being able to operate on reduced supply volt-
ages, these techniques still su￿er from several drawbacks of traditional architectures including
poor signal swings and distortion, leading to higher power dissipation.
Continuous-time ￿lters serve as a representative example for various circuit architectures
￿This work was done in collaboration with Jayanth Kuppambatti
￿￿
￿￿
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Figure ￿.￿: Circuit architectures used in the design of continuous-time ￿lters; performance limit-
ing blocks in nanoscale CMOS are highlighted.
(Fig. ￿.￿), both with and without the use of negative feedback. OTA-RC architectures that use
operational transconductor ampli￿ers (OTAs) in feedback to realize the integration operation
o￿er superior linearity, at the cost of signal bandwidth. WhileGm C architectures often do not
use explicit negative-feedback and hence support wider bandwidths, they are more non-linear.
Techniques that combine their advantages and relax output stage requirements to improve lin-
earity have also been proposed [￿￿]. These architectures represent signal information in node
voltages and can together be classi￿ed as voltage-mode analog techniques and face the following
challenges in nanoscale CMOS: (￿) As supply voltages continue to scale, the peak available signal
swing rapidly drops due to overdrive (Vdsat) voltages needed to maintain the output stage tran-
sistors in saturation. This increases the ￿lter (system) power dissipation to maintain the same
￿￿
dynamic range. (￿) The transconductor (Gm) in a Gm C ￿lter, similar to the output stage of an
OTA is a common source stage and exhibits similar distortion characteristics. Resistive degener-
ation, often used for linearizing the common source transconductor inGm C ￿lters is a form of
implicit feedback to improve the linearity. In OTA-RC architectures, explicit negative feedback
is used to suppress the distortion of the output stage with loop gain. Thus, there exists a direct
trade o￿ between bandwidth (lower in feedback) and distortion (lower in feedback). As evident
from [￿￿], the output stage of anOTA commonly limits the distortion of the ￿lter and the above
described techniques attempt to improve the linearity of the common source stage by employing
negative feedback. Hence, a more linear output stage supports the design of feedback-RC ampli-
￿ers with a lower loop gain, leading to wider bandwidths and breaking the bandwidth-distortion
trade o￿.
Ring-oscillator-based techniques that have been proposed in the literature address some of the
challenges associated with voltage-mode signal processing techniques by leveraging the increased
fT of nanoscale CMOS processes. Speci￿cally, they alleviate the DC gain limitations in integra-
tors. However, as shown in Fig. ￿.￿, the architecture proposed in [￿] is Gm C in nature and
inherits the linearity limitations associated with classical Gm C architectures. Moreover, since
the output stage of ring-oscillator-based transconductors is a charge pump, they are susceptible



































































Figure ￿.￿: A typical class-A output stage based OTA: (a) Signal swing considerations (b) Us-
ing a simpli￿ed model ids = gm(vgs +a3v3gs) for the transconductors and modeling weak non-
linearities when excited by a sinusoid, output referred distortion current source due to ￿rst stage
non-linearity is A21(w) times weaker than that from the output stage non-linearity.
￿.￿ Feedback Ampli￿ers in Nanoscale CMOS
The extensive use of negative feedback required in the design of high-linearity systemsmakes feed-
back ampli￿ers the most essential building blocks in analog deign. As CMOS scaling continues,
the design of classical operational transconductance ampli￿ers (OTAs) has become challenging
due to reducing supply voltages and transistor intrinsic gain. This eventually results in increased
power dissipation to meet the system’s performance requirements. The following subsections
systematically present the impact of these changing device characteristics on traditional feedback
ampli￿ers and how the proposed switched-mode ampli￿ers address or even bene￿t frommodern
CMOS processes.
￿.￿.￿ Limitations in Classical Operational Transconductance Ampli￿ers
Reduced Supply Voltages: A typical OTA-based resistive feedback ampli￿er is shown in Fig. ￿.￿.
Themaximum(single-ended) swing at its output is limited toVpp=Vdd 2Vsat , whereVsat  Vdsat
is the swing margin used to maintain the output devices in saturation;Vdsat is the minimumVsat
￿￿
determined by the operating point, typically⇡￿￿￿mV.The output stage of such anOTAexhibits
class-A operation with a current swing ofVpp/R out of the transistor and hence, a minimum bias
current ofVpp/2R. The power dissipated in the resistor (Pload) and the power drawn from supply
(Pdiss) are given by (￿.￿). Assuming a signal bandwidth of B, the RMS noise voltage in a circuit
is approximately 4akTRB where a is a circuit dependent parameter. The signal-to-noise ratio
(SNR) and the power dissipated in the output stage (Pdiss2) can be derived as ￿.￿, a modi￿ed
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In nanoscale CMOS, as the Vdd and hence the maximum available signal power reduces, the
power dissipated in the ￿rst stage tomeet the noise ￿oor constraints increases. The bias current in
the ￿rst stage Ibias1, is proportional ￿ to the transconductance gm1 required for noise requirements
which in turn is proportional to the impedances (R) in the feedback circuit. Using appropriate










Using (￿.￿) and (￿.￿), we obtain (￿.￿) for the power consumption of a generic OTA based
￿In strong inversion, Ibias/gm = (VGS Vth)/2; in weak inversion, Ibias/gm = nft . Vth and ft are the threshold
voltage and the thermal voltage respectively
￿￿
feedback ampli￿er. It can be seen that it is constrained in two dimensions by the use of a class A
output stage. First, the power consumption is bounded by the power consumption of the second
stage which has already been noted to operate at a theoretical maximum e￿ciency of ￿￿%, similar
to the result in [￿]. Secondly, as we lose the maximum available swing to overdrive voltages in
nanoscaleCMOS, thepower consumedby the￿rst stage scales quadraticallywith the signal swing.
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Figure ￿.￿: Power consumption analysis of a unity gain R-R feedback ampli￿er, representative of
fundamental trade-o￿s in voltage-mode analog systems (Vdsat = 0.2V)
￿￿








Equally distributing the available noise between the resistors and the OTA, in the R-R unity
gain ampli￿er shown in Fig. ￿.￿, the proportionality constants are approximately ￿ a= 4,b= 32
andVsat =Vdsat = 150mV . Normalized power consumed by such an ampli￿er is shown in Fig. ￿.￿,
showing the rapidly increasing power consumed by the￿rst stage and slow rise in the output stage
powerdue to shrinking supply range. It is tobenoted that (￿.￿) sumsuponly thenoise constraints
of a linear output stage ampli￿er; the distortion addedby the ampli￿er has to be suppressed by the
feedback network and is commonly found to limit the distortion ofOTAbased ampli￿ers/￿lters.
However, in practice, the distortion requirements require (a) Reducing the peak-to-peak swing
Vpp to relax the drain swing non-linearities from the output stage (b) Increasing the output stage
bias current to relax the gate swing non-linearities from the output stage. Fig. ￿.￿ shows the nor-
malized power consumed by theOTA for such a practical scenariowhenVsat = 2Vdsat and the bias
current of the output stage (Pdiss2 in ￿.￿) is doubled to meet the distortion requirements. The in-
crease in power dissipation is evident and is mainly attributed to the reduced signal swing in the
OTA.
Poor Output-Stage Power E￿ciency and Distortion: As shown in Section ￿.￿.￿ the power con-
sumption of OTA-based designs is ultimately limited by that of the output stage while trying
to drive resistive loads. The output stage power is only marginally in￿uenced by supply scaling
and is strongly dependent on its class-A operation ( ￿.￿). Since class-A operation limits the maxi-




























Figure ￿.￿: A comparison of power e￿ciency
mum e￿ciency to ￿￿% (Fig. ￿.￿) in the absence of distortion and even lower in practice (typically
⇠ 5%), the total OTA power can only be minimized by going to higher classes of operation viz.,
class-AB, B, at the cost of distortion. It should be noted that the distortion of the overall feed-
back ampli￿er is often limited by the output stage in circuits like ￿lters and ampli￿ers. E.g., in
an ampli￿er (Fig. ￿.￿(b)), the ￿rst stage experiences a smaller swing than the output stage due to
the gain in the ￿rst stage. Without loss of generality, for the same bias point (gm/Ibias i.e., a3), the
output stage experiences a larger swing and hence adds (A21(w) times) more distortion, limiting
the overall linearity of the ampli￿er. The power consumed in these techniques can be derived









0.25  h  p/8 ⇡ 0.39 where h denotes the output stage e￿ciency. Fig. ￿.￿ shows the power
consumed by the OTA as the output stage e￿ciency is varied up to ￿￿% and contrasts it against
the theoretical e￿ciency of the proposed technique, which will be shown to be close to ￿￿%with
negligible distortion.
￿￿
It should be noted that in the distortion analysis presented above, it is critical that the output
stage exhibit a gain, A2(w)> 1. In the absence of su￿cient gain in the output stage, the output of
the ￿rst stage needs to allow at least as much signal swing as the ampli￿er’s output and could add
additional distortion throughdrainnon-linearities. Moreover, thedistortion addedby theoutput
stage to the feedback network is proportional to gm2/A32(w)µ 1/A22(w) (Fig. ￿.￿(b)). WhileOTA-
based architectures can support such an output stage gain, this can become a key limiting factor to
extend ring-oscillator-based techniques for feedback ampli￿ers. In contrast, as we will show later,
the proposed switched-mode ampli￿ers can support up to ￿￿-￿￿dB gains, evenwhile driving low-
impedance loads and hence, do not su￿er from this drawback.
Reduced Intrinsic Gain and Stability: The digital orientedCMOS scaling has resulted in switch-
like operation and consistent degradation ofDCgain of the transistors. Analog applications often
demand large DC gains (e.g., DSmodulators) and hence cascode-based telescopic andmulti-stage
OTAs have become indispensable. While cascsoding results in loss of valuable signal swing and
results in higher power dissipation, multi-stage OTAs pose stability challenges. In multi-stage
OTAs, the output stage is a transconductance (common source) stage introducing a second pole
in the loop and feedback stability requires techniques such asMiller compensation. The compen-
sation capacitors used are comparable to the load capacitances and pose aminimum transconduc-
tance requirement on both the stages of the OTA, possibly increasing power dissipation.
￿.￿.￿ Proposed Switched-Mode Operational Ampli￿ers
Based on the shortcomings of classical OTAs discussed above, the design of feedback ampli￿ers
















































Figure ￿.￿: Comparison of power consumed by OTA based and proposed switched mode pro-
cessing based feedback ampli￿ers for varying output stage e￿ciencies atVdd=￿.￿V.Vdsat=￿.￿V for
OTA operation andVpp = 0.9Vdd for SM operation
in order of importance: The output stage should (￿) have gain and support rail-to-rail output
signal swings (￿) exhibit a higher power e￿ciency compared to class-A stages with distortion-free
operation (￿) have a pole that does not signi￿cantly in￿uence the stability of the feedback loop.
The architecture of the proposed error-ampli￿ers and their advantages are described below.
The switched-mode signal processing technique that we propose relies on the use of natu-
ral sampling pulse-width modulation (PWM) as the signal representation mechanism. A typical
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Figure ￿.￿: Output spectrum of a triangular natural-PWMmodulated representation of a sinu-
soidal signal
compares the input signal to an ideal triangular wave (or sawtooth wave) and outputs a binary
level signal, as shown in Fig. ￿.￿ for a sinusoidal input. The output spectrum [￿￿, ￿￿] has the
following key characteristics: (￿) a tone at the fundamental, fin, with a gain = Vdd/Vre f ; (￿) No
distortion components; (￿) modulation components around the carrier frequency fPWM ± k fin
and its harmonics n fPWM±k fin. The phase behavior of the fundamental component can bemod-
eled as a continuous time delay e std due to the propagation delays in the modulator. Thanks to
the absence of distortion components, PWmodulators are ideally suited for the output stages of
error-ampli￿ers.
A schematic representation of the proposed signal processing technique is shown in
Fig. ￿.￿(a). The proposed switched mode operational ampli￿er (SMOA) has an identical ￿rst
stage as a typical OTA (Fig. ￿.￿), which is designed based on the dynamic requirements of the
￿￿
system. The second stage of the OTA is replaced by a pulse-width modulator (PWM) and drives
the feedback network through a series of CMOS inverter-bu￿ers. In a regular OTA with a si-
nusoidal input, the output is a sinusoid with distortion components, primarily from the output
stage’s non-linearity. In an SMOA however, the output is a switched (two level) representation
of the desired output. The spectral content (in Fig. ￿.￿) can be seen to be composed of a sinu-
soidal component at the desired frequency, corrupted only by the presence of spurious frequency
components at and around the multiples of the modulation frequency. The discussion on the
suppression of these undesired frequency components is reserved for later in this chapter. If these
frequency components are ignored, the output of the SMOA represents a highly linear repre-
sentation of the input sinusoidal signal and can be modeled as a linear ampli￿er from input to
output.
SMOAs Enable Rail-to-Rail Operation: While PW modulators provide gain by adjusting the
amplitude of the referencewaveform relative to theVdd (Fig. ￿.￿(a)), the absence of transistors op-
erating in saturation permits them to support rail-to-rail output signal swings. Since the signal in-
formation is represented in rail-to-rail pulse-widthmodulated signals, the limits on themaximum
representable signal in an SMOAis readily seen tobeVdd(1 2tmin fPWM), where tmin represents the
smallest digital pulse that can be comfortably represented and propagated in the technology. For
example, in a ￿.￿V ￿￿nmGP CMOS technology, tmin approaches ￿￿￿ps and a ￿￿￿MHzmodula-
tion frequency allows for a maximum peak-to-peak signal swing of 0.9Vdd . Though tmin increases
to￿￿￿ps at￿.￿V, themaximumsignal swing is 0.8Vdd and iswell beyond that of a class-A ampli￿er
that can be as low as 0.5Vdd , predicting over ￿-fold power savings, even ignoring any improvement




























































































































































































































overcome the severe power penalties associated with signal swing limitations at reduced supply
voltages. Furthermore, thanks to the digital-oriented nature of switched-mode signal processing,
the peak signal swing is only expected to further improve and approachVdd as we move to more
advanced technologies, due to the reduction in tmin.
Improved Linearity and Power E￿ciency: While the classical OTA’s output stage can be classi-
￿ed as class-A, the proposed SMOA’s output stage uses rail-to-rail switched signals to represent
information and hence is class-D in nature. As derived in Section ￿.￿.￿, the maximum theoretical
power e￿ciency is limited to ￿￿% in class A representation of analog signals in OTAs. Consider
the general power e￿ciency comparison shown in Fig. ￿.￿. The output stage of an OTA is com-
pared with the output stage of an N-signal SMOA (discussed later), a generic case of the single-
phase SMOA shown in Fig. ￿.￿(a). Since the SMOA is placed in feedback the resistors connected
to the SMOA’s output terminate in the virtual ground node (labeled VG) which is maintained
at the common-mode voltage, Vdd/2 by feedback. As a result, the drop across all the resistors is
always ±Vdd/2 and hence the power dissipated in the resistor is V 2dd/4R. Due to class-D opera-
tion of the SMOA output stage, this represents the power drawn from the supply if the power
consumed by the PW modulator is ignored￿. Therefore, Pload = V 2pp/8R, Pdiss2 = V 2dd/4R and
hence h = 0.5
 Vpp
Vdd
 2  0.5. It should be noted that though the individual signals are rail-to-rail
signals with no power loss (theoretically) in the output stage, the power dissipated to represent
the signal information i.e., at the input frequency is at most half the power drawn from the sup-
ply. The remaining power is dissipated in the frequency components at the modulation spurs
which is commonly eliminated in power ampli￿er applications by the use of lossless passives (in-
￿This is not valid since the PWmodulators themselves consume comparable power and cannot be ignored.
￿￿
ductors and capacitors) to achieve ￿￿￿% e￿ciency. Since this is not practical in SMOAs, the peak
e￿ciency of an SMOA output stage is limited to ￿￿%.
As discussed in Section ￿.￿.￿, pulse width modulation fundamentally does not result in dis-
tortion andhence the output stage of an SMOA is theoretically perfectly linear. In practical imple-
mentations however, there are two sources of non-linearities: (a) Finite rise and fall-times of the
switchingwaveforms result at very narrowpulsewidths i.e., high signal swings. (b) Imperfect gen-
eration of the triangular wave reference for PWM. As CMOS technologies continue to get faster,
the non-linearity from the former continues to beminimal and is dominated by the imperfect ref-
erence generation for themodulator. E.g., in this designwhich operates from ￿.￿V(reduced fT ) in
a ￿￿nmGPCMOS technology, a class A output stage based OTA achieves a HD￿ of ￿￿dBwhile
operating at a full scale of 0.5Vdd while at the same power, an SMOA achieves the same distortion
performancewhile operating at a full scale of 0.8Vdd . This is equivalent to a ￿.￿-fold improvement
in power dissipation of the error-ampli￿er, even while accounting for the power expended in the
pulse width modulation. However, unlike OTA based designs, this is only expected to improve
in future CMOS technologies as themodulation power is expected to reducewith improving fT s.
On a system level, the improved linearities o￿ered by SMOAs allows the use of lower loop gain
to meet the distortion requirements of the system, and hence wider bandwidths.
Load-Agnostic SMOAs Enable Wider Bandwidths: As noted earlier in
Section ￿.￿.￿, the transconductance nature of the output stages of OTAs lead to a second pole
and the stability of OTA-based feedback systems is strongly dependent on the load presented
to the OTA. Additionally, the output stage pole often places an upper limit on the unity-gain
bandwidth which can be increased only by increasing the power expended in both the stages
￿￿
of the OTA. In contrast, an SMOA’s output stage has a low output impedance and the load
does not in￿uence the stability of the system. Since the PWmodulator can be modelled as a gain
block (APWM) with a propagation delay td , the output stage of an SMOAhas the transfer function
APWMe std , irrespective of the load. If gm1 denotes the transconductance of the￿rst (noise-limited)
stage of an OTA (Fig. ￿.￿), gm2 that of the output stage, Cl and Cc being the load and compen-
sation capacitors respectively, the transfer function of the OTA is given by HOTA(s) = gm1/sCc1+sCl/gm2 .
The output stage pole therefore, limits the UGB: fUGB = gm1/sCc  kOTAgm2/Cl where kOTA is a





































Figure ￿.￿: Linear models used for stability analysis for OTA (top left), un-compensated SMOA
(top right) and RC-compensated SMOA (bottom); UGB limiting factors in the respective feed-
back ampli￿ers are highlighted.
If APWM and td denote the gain and bandwidth of the PWmodulator in an SMOA, an SMOA
￿￿
with an identical ￿rst (noise-limited) stage as the OTA has the transfer function HSMOA(s) =
APWMgm1
s(CUGB+CPWM)
e std . As a result, the output stage of an SMOA introduces a linear phase lag f(w) =
wtd in addition to the p/2 phase lag from the ￿rst stage and limits themaximumUGB, analogous
to the output stage pole in an OTA. The UGB in an SMOA is limited by the PW modulator’s
propagation delay and is given by fUGB = APWMgm1/s(CUGB+CPWM) kSMOA/td where kSMOA is
a function of the desired phase margin and the feedback factor in the system. However, in sharp
contrast to an OTA, this limit is independent of the load and is only limited by the CMOS tech-
nology being used. As we move towards faster technologies, td decreases allowing for faster feed-
back ampli￿ers. In addition to the phase margin constraints, due to the faster roll-o￿ of phase
with frequency compared to an OTA (linear vs. arctan), the gain margin of the system should
also be considered for stability since this could contribute to undesired peaking in the closed-loop
transfer function.
Finally, RC compensation techniques which introduce a phase lead in the loop using a zero
placed slightly beyond the UGB, can be used to increase the bandwidth of an SMOA as shown
in Fig. ￿.￿. Continuous-time FIR ￿ltering techniques (discussed in Section ￿.￿.￿) that introduce
additional phase shift to the SMOA’s transfer function are also shown. The complete transfer












where wp = (CUGB+CPWM)/(RzCUGBCPWM) and wz = 1/(RzCUGB).
￿￿
￿.￿.￿ Multi-phase and FIR Filtering to Suppress Modulation Spurs
As discussed earlier, the use of a single PW modulator to translate the voltage signal into the
switched mode domain produces high frequency modulation components, thereby, necessitat-
ing the use of a linear ￿rst stage for the SMOA. In this sub-section, targeted at suppressing these
modulation components are discussed.
Multi-phase Operation: In a PW modulator with a triangular wave reference at a frequency
fPWM, themodulation components occur aroundmultiples of themodulation frequency, n fPWM,
n2Z {0}. In a fully di￿erential implementation, by operating ￿ di￿erent PWmodulators with
di￿erential reference waveforms, i.e., vin ? vre f (phase ￿) and vin ?  vre f (phase ￿), the modula-
tion components around odd multiples of fPWM are cancelled, realizing an e￿ective modulation
frequency of 2 fPWM. In general, N-phase PWM results in an e￿ective modulation frequency of
N fPWM. In the time domain, this results in an e￿ective 2n+1-level signals. Since the jumps on the
virtual ground node of the SMOA result from these high frequency components, this increases
the no. of levels on the output waveform (Fig. ￿.￿(b)) and reduces the amplitude of the jumps on
the virtual ground node, thus relaxing the linearity requirements of the ￿rst stage of the SMOA.
Continuous-time FIR Filtering: The digital nature of switched mode processing signals pro-
vides the unique ability of using continuous-time delays in processing signals represented in the
switched-mode processing domain. As a result, it is possible to realize FIR ￿lters by the use
of these delays, adding another dimension of increasing the no. of levels used for e￿ective sig-
nal representation. For example, consider a ￿-phase PW modulated SMOA ( fPWM) as shown in
Fig. ￿.￿(c). Noting that the spurs occur at the multiples of ￿ fPWM and that an FIR ￿lter of the
￿￿
form (1+e stFIR)/2 (where 1/tFIR = 16 fPWM) produces notches at bothmultiples of 1/(2tFIR) =
8 fPWM, the lowest frequency of modulation components could be pushed to ￿￿ fPWM. In the
time domain, this is equivalent to a ￿￿-level representation for slow-varying sinusoidal signals,
drastically reducing the linearity requirements of the ￿rst stage of the SMOA. However, notches
achieved by the use of such FIR ￿ltering techniques have a ￿nite bandwidth for suppression and
is not suited for very broadband operation. The FIR approach is thus inferior to using multiple
phase PWMmodulators to achieve the same end goal. Additionally, FIR ￿ltering in the forward
path of the error ampli￿er introduces additional phase shift in the SMOA’s transfer function that
can bemodelled as an additional delay of tFIR/2, introducing a trade o￿betweenpower consump-
tion of inexpensive delay cells and that of expensive PWmodulators.
￿.￿ Continuous-Time Filter Architecture using SMOAs
Open-loop ￿lter architectures like Gm C ￿lters despite o￿ering high-bandwidth operation and
wide tuning range, are impaired by poor linearity performance. It should be noted that due to
the inherent negative feedback in a biquad within the signal bandwidth, Gm C ￿lters appear to
be linear when characterized with in-band signals. However, in the presence of large out-of-band
blockers (e.g., in receivers) which need to be rejected by the ￿lter, the high-frequency blockers
experience a greatly reduced loop gain from the biquad and result in signi￿cant inter-modulation
components.
Feedback-based ￿lter architectures like OTA-RC ￿lters on the other hand, deliver better lin-
earity in the presence of out-of-bandblockers by linearizationusing largeUnity-GainBandwidths
(UGB) and loop gain. Since this reduces the bandwidth of the ￿lter, OTA-RC architectures
are very challenging to realize in wide bandwidth (> 50MHz), medium to high dynamic range
￿￿
(> 55dB) applications. The large capacitance values set by ￿lter noise requirements in such appli-
cations, together with the distortion and the reduced transistor intrinsic gain in nanoscale CMOS
lead to high power dissipation due to fundamental OTA limitations that have been presented in
Section ￿.￿.￿.
The proposed Switched-Mode Operational Ampli￿ers (SMOAs) o￿er load-agnostic, rail-to-
rail operation and inherently linear output stages and hence power-e￿cient ￿lters (Section ￿.￿.￿).
Additionally, since the bandwidth of an SMOA is limited only by the delay of the pulse-width
modulator, unlike traditional OTAs, they improve in scaling CMOS technologies. As a demon-
strationvehicle for the advantages of theproposedSMOAs, a4th-order continuous-time feedback(SMOA)-
RC, ￿￿MHz Butterworth ￿lter is presented in this work, with a ￿￿-fold improvement in band-
widths compared to state-of-the-art ￿.￿V ￿lters, while delivering comparable linearity and power
dissipation.
The proposed￿lter is implemented as a cascade ofTow-Thomas biquads: a low-Qbiquad fol-
lowed by a high-Q biquad. Although other biquad implementations (e.g. Sallen-Key biquads)
use fewer feedback ampli￿ers and thus o￿er lower power, Tow-Thomas biquads are less sensi-
tive to ￿lter parameter variations (component values, ampli￿er bandwidths etc.) and hence, pre-
ferred. Fig. ￿.￿ shows the implementation of a single SMOA biquad, built around the proposed
switched-modeoperational ampli￿ers (Fig.￿.￿(c)), alongwith the implementationof the ￿-phase,
￿-tap FIR SMOA. The circuit implementation of the SMOAs including multi-phase operation


















































































Figure ￿.￿: Biquad architecture using ￿-phase SMOAs with FIR ￿ltering.
￿.￿.￿ Switched-Mode Operational Ampli￿er (SMOA) Architecture
In the ￿lter presented in this work (Fig. ￿.￿(c)), the SMOA’s ￿rst stage is similar to that of a clas-
sical OTA and a ￿￿-signal based architecture with ￿-phase PWM and ￿-tap FIR is chosen for the
output stage. The choice of the PWMreference frequency is also a critical systemparameter and is
chosen based on the signal bandwidth and the modulation-spur-attenuation desired in the ￿lter.
The modulation spurs generated by the SMOA are designed to be ￿ltered by the ￿lter’s trans-
fer function for seamless system integration. The targeted ￿￿MHz bandwidth thus requires the
modulation spurs to be beyond ￿GHz for& 30dB spur rejection.
A single-phase SMOA implementation with the reference frequency fPWM > 2GHz could
be used, but choosing such a high modulation frequency has several disadvantages: (￿) A high
fPWM reduces themaximum allowable signal swing, since theminimumpulse representable pulse
width tmin is technology limited. (￿) A high fPWM leads to a large power dissipation when driving
capacitive loads, since in an SMOA, the load capacitors are charged and discharged at fPWM. This
results in a output stage power dissipationCV 2dd fPWM as against that of a class-A output stagewith
￿￿
Vdd signal swing ￿ and a bandwidth ofwsig = 2p fsig,CV 2ddwsig. Thus, to ensure driving capacitors
with an SMOA is more e￿cient than with a class-A stage, we need fPWM < 2p fsig. In this work,
fsig = 70MHz and hence, a modulation frequency of fPWM = 300MHz is chosen.
However, in order to push the modulation spurs beyond ￿GHz, an SMOA with ￿￿ signals,
each modulated at fPWM = 300MHz are used. As a trade-o￿ between power dissipation of a PW
modulator andFIRdelay cells (see Section ￿.￿.￿), an ￿-phase PWMwith phases staggered by 2p/8
at ￿￿￿MHz is used. Further continuous-time FIR￿lteringwith ￿ taps pushes the dominant spurs
to ￿.￿GHz leading to a ￿￿-level signal representation, thereby avoiding large voltage jumps at the
input of the SMOAs and relaxing linearity requirements of the ￿rst stage. As we will describe
later, in this implementation, the reference subtraction for PW modulation is performed in the
current domain and each SMOA is implemented as a composite of ￿ single-phase SMOAs oper-
ating in parallel (Fig. ￿.￿). Since each SMOA has two outputs (un-delayed and delayed for FIR),
the feedback and feedforward networks are likewise split into ￿￿ parallel paths and combined at
the output.
￿.￿.￿ Circuit Implementation of Unit SMOA
The multi-phase SMOA implemented in this work is implemented as a composite of ￿ parallel
single-phase SMOAunits (Fig.￿.￿￿). Theunit SMOA’s￿rst stage consists of a transconductorgm1
while the output stage is a single phase pulse-widthmodulator whose output is a switched (either
Vdd or ￿) waveform. Due to the load-agnostic operation of SMOAs, the ￿lter capacitors do not
determine the SMOA bandwidth and gm1 is solely determined by the ￿lter’s noise requirements,
￿A class-A stage cannot supportVdd signal swing due to headroom limitations. Here we assume full signal swing
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Figure ￿.￿￿: SMOA unit cell; the complete SMOA consists of ￿ identical units in parallel.
after appropriate impedance scaling for the ￿ parallel SMOA paths. The following subsections
present the implementation details of the key circuit blocks.
First Stage Transconductor: To enable ultra-low voltage operation down to ￿.￿V, the transcon-
ductor gm1 (Fig. ￿.￿￿) is implemented as a pseudo-di￿erential telescopic cascode ampli￿er with-
out a tail current source. The bias current in the transconductor is set by controlling the body
(Vbb) of the transistors M￿,￿ through a body mirror circuit. Since the gates of M￿,￿ are biased at
Vdd/2when placed in feedback ￿, the gate of the replica transistorMb is biased atVdd/2. It should
be noted body-mirroring is feasible only when the threshold voltage of the transistors is close to
Vdd/2, for the body to exercise su￿cient control over the bias current across process corners. A
dedicated CMFB loop is used to provide common-mode rejection for the ￿rst stage. The ￿rst
stage, thanks to cascoding, has a DC gain of close to ￿￿dB in simulation.
Pulse-Width Modulator Design: Due to the inherently linear nature of PWM, the choice of
circuit architecture for the design of the PWmodulator is dictated by the linearity requirements
￿through a common-mode feedback (CMFB) loop at the composite SMOA’s output.
￿￿
of the system. From a design ease point of view, the pulse width modulation is performed by use
of a continuous time comparator which compares the input sinusoidal signal with a triangular
wave operating at the modulation frequency ( fPWM).
Converting an analog signal into a pulse-width modulated stream entails two operations: the
￿rst is the generation of a PWM reference ramp signal, against which the input analog signal is
compared; the second is the comparison that outputs a pulse-widthmodulated signal. Since active
comparison of the input to a reference signal results in additional capacitance at the output of the
slicer and hence, increased delay, a passive signal and reference subtraction is preferred. In the
current SMOA implementation, the PWM reference ramp is generated by current summation of
the input signal (gm1vin) and a square-wave current (Ire f = ±IPWM on a capacitor. The square-
wave current is generated by a di￿erential pair with a tail current IPWM (Fig. ￿.￿￿) and controlled
by one of the ￿ clock phases of the SMOA. This arrangement accomplishes two functions with
consummate ease: the generation of the PWM reference ramp signal and the subtraction of the
analog signal and the PWM reference signal.
The PWM modulator is required to provide some gain (K > 1) to the signal component to
sustain rail-to-rail swings at the SMOA output. If the gain (K = 1), a rail-to-rail signal swing at
the SMOA outputsVout1h0i, (in Fig. ￿.￿￿) requires a rail-to-rail signal swing at the output of the
transconductor gm1 i.e. at Vouth0i, increasing drain non-linearities at the output of of gm1. The
PWMreference amplitude is chosen to provide a gain of⇡ ￿ for the PWMmodulator, on a supply
of ￿.￿V. The peak-to-peak amplitude of the PWM reference ramp is controlled by changing the
current IPWM. Although a capacitor Cpwm is shown explicitly in Fig. ￿.￿￿, in practice, the PWM
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Figure ￿.￿￿: Continuous-time slicer used for pulse-width modulation in the proposed SMOA
The continuous-time slicer that performsmodulation is critical to thebandwidthof the SMOA
since its propagation delay (td) sets the maximum stable UGB (Section ￿.￿.￿). The slicer con-
sists of a cascade of ￿ di￿erential pairs followed by static inverters to drive the output load. The
delay of the continuous-time slicer, and hence the PWMmodulator, is set primarily by the gain-
bandwidthof its￿rst stage,whichneeds tobemade large bydesign tominimize td . Also, since each
SMOA requires a PWMmodulator for each of its ￿ phases, achieving this large gain-bandwidth
in a power-e￿cient manner is critical to minimizing the SMOA power consumption. The ￿rst
stage of the PWM slicer is implemented as a CMOS (NMOS and PMOS) di￿erential pair, in-
terfaced to the output of gm1 through a DC level-shifting network. A dedicated common-mode
feedback network sets the SMOA output common-mode toVdd/2. Simulations indicate a PWM
modulator delay of ￿￿￿ps while dissipating⇡ 150µW.
￿￿
Unity-Gain Bandwidth (UGB) Limiting Capacitors: Since thePWMmodulator gain (Section￿.￿.￿)
is ￿at with frequency and its delay provides an increasing phase shift with frequency, the maxi-
mum stable gain-bandwidth that can be achieved is primarily determined by the pole at the out-
put of gm1. The inherently large transistor ft -s in nanoscale CMOS necessitate limiting the band-
width of the ￿rst stage for stable SMOAoperation in the presence of phase shifts due to the PWM
modulator and FIR delays. However, the bias current of gm1 is set exclusively by the ￿lter noise
speci￿cations and the gain-bandwidth can only be controlled by changing the capacitance pre-
sented to it.
TheRC-compensated SMOAdescribed in Section ￿.￿.￿ can be realized by connecting thisRC
network to the output of the ￿ gm1s betweenVout1ph0i andVout1mh0i,Vout1ph1i andVout1mh1i etc.
But such an arrangement would also capacitively load the PWM current source in Fig. ￿.￿￿. This
would in turn require a higher PWM reference current IPWM to maintain the same PW mod-
ulator gain and thus add more noise to the ￿rst stage and increase power dissipation. This is
resolved by connecting the capacitors such that the ramps appear in common-mode while the
signal component of the current is loaded by the capacitors. Noting that the PWM clock phases
fh0,3i, fh1,4i etc. are 180  out-of-phase, the UGB limiting RC network is connected between
the nodes Vout1ph0i and Vout1mh3i, Vout1ph1i and Vout1mh4i, etc. This enables the use of a smaller,
and hence lower noise IPWM for a given peak-to-peak PWM reference amplitude. The capacitor
values (CUGB) are tunable and set to achieve a nominal UGB of ￿￿￿MHzwhile the resistor values
(Rz) are similarly chosen for a zero around ￿￿￿MHz.
Continuous-time FIR Delay Cells: Due to the ￿-phase implementation of the proposed SMOAs













Figure ￿.￿￿: Implementation of the inverter-based continuous-time FIR delay cell; inverter
bu￿ers used to drive the load network is also shown.
pears at ￿.￿GHz. The switched nature of PWM signals enables the use of simple inverter-based
delay cells for continuous-time FIR ￿ltering which is further employed to provide a notch at
￿.￿GHz, thus pushing the dominant spurs to ￿.￿GHz. To obtain a notch at ￿.￿GHz, an FIR
delay of tFIR = 1/(4.8GHz) = 208.33ps is required, which is easily achieved using on-chip de-
lay cells. A ￿-phase SMOA implementation, with the same fPWM of ￿￿￿MHz, and a ￿-tap FIR
￿lter could also be used the realize the same dominant spur frequency (￿.￿GHz) using ￿ delay
cells (tFIR = 1/(4.8GHz)). However, this would add additional phase shift to the signal path
(td ⇡ tdPWM+0.5tFIR in Fig. ￿.￿) and limit themaximum stableUGBof the SMOA.Additionally,
taking the narrowband nature of FIR notches in to account, an ￿-phase SMOA implementation
with a ￿-tap FIR notch at ￿.￿GHz was preferred over a ￿-phase, ￿-tap FIR architecture.
While a FIR delay of tFIR ⇡ 208ps is required to obtain a notch at ￿.￿GHz, the delay cell
should be capable of propagating pulse-widths as small as ￿￿￿ps to maximize the output signal
swing of the SMOA. This places a limit on the number of stages required to realize the delay








































Figure ￿.￿￿: Multiphase clock generator.
psuedo-di￿erential cascade of inverters with a MOS-tunable delay through a serial interface and
a low-power digital-to-analog converter (DAC).
Multi-phase Clock Generator: The di￿erent clock phases for the ￿-phase SMOAs are obtained
by division from an externally-fed ￿.￿GHz clock. The di￿erent clock phases are obtained by using
a Johnson counter built with transmission-gate based D-￿ip-￿ops (Fig. ￿.￿￿). Additionally, each
of the ￿ phases are made tunable using delay cells (similar to Fig. ￿.￿￿) to enable calibration for















Figure ￿.￿￿: Die photo of the ￿￿nm CMOS ￿lter prototype.
￿.￿ Measurement Results
The proposed switched-mode-based continuous-time ￿lter was prototyped in a ￿￿nm CMOS
GP technology (Fig. ￿.￿￿). The 4th Butterworth ￿lter occupies an active area of 0.38mm2, was
wire-bonded and operates from a ￿.￿V analog/digital supply. Measurement results are presented
below.
￿.￿.￿ Measurement Setup
Themeasurement setup (Fig.￿.￿￿) consists of aMini-circuitsADT￿-￿Ttransformer that converts
the signal source output to a di￿erential signal to drive the ￿lter. An externally-fed ￿.￿GHz clock
is used to generate the ￿-phase PWM reference clocks as described above. The di￿erential output
of the ￿lter, without any signal bu￿ering or attenuation, drives an on-board trans-impedance am-
pli￿er (using LMH￿￿￿￿) which in turn, drives the spectrum analyzer (SA) through transformers
￿￿￿
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Figure ￿.￿￿: Filter measurement setup.
(ADT￿-￿T or CX￿￿￿￿NL). The output of the ￿rst biquad, for testing purposes, is also available
through an identical setup. The ￿lter passives are also made tunable around their nominal values
to compensate for process variations.
On power up, the output of the ￿rst biquad is observed on the SA and an exhaustive sweep of
delay settings of the clock phases of both the SMOAs (SMOA1,2) is usedminimize themodulation
spurs at multiples of the PWM frequency, ( fPWM = 300MHz). The FIR delays are then tuned to
notch ￿.￿GHzwhich ideally provides a clean spectrum till ￿.￿GHz. The above procedure is then
repeated for the second biquad.
￿.￿.￿ Frequency Response
The measured ￿lter transfer function (Fig. ￿.￿￿) closely matches that of an ideal 4th order Butter-
worth￿lter. A small peaking is observedout-of-band, at￿￿￿MHzcausedby insu￿cient gainmar-








































Figure ￿.￿￿: Measured ￿lter transfer function.
￿.￿.￿ Dynamic Performance
The peak signal-to-noise ratio (SNR), total harmonic distortion (THD) and the spurious-free
dynamic range (SFDR) (Fig. ￿.￿￿) are seen to be ￿￿.￿dB, ￿￿dB and ￿￿dB respectively, when char-
acterized by a varying input-amplitude sinusoid at ￿￿￿kHz. They peak at an input full-scale of
+￿.￿dBm, (73% ofVdd=￿.￿V),⇠￿.￿X larger than other low-voltage, state-of-the-art ￿lters in the
literature [￿,￿￿,￿￿], thus demonstrating the rail-to-rail swing capabilities of SMOAs.
The output spectrum of the ￿lter for a ￿￿￿kHz full-scale input (Fig. ￿.￿￿) is characterized by
the ￿rst signi￿cant spur ￿￿dB below the fundamental, thanks to the highly linear operation of
SMOAs at large signal swings. In an ideal gain and phase matched system, the ￿-phase SMOA
implementation along with the CTFIR ￿ltering pushes the dominant PWMmodulation spur to
￿.￿GHz. The output spectrum (￿-￿GHz) has a worst-case SFDR of ￿￿.￿dB, at multiples of the
￿￿￿
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Figure ￿.￿￿: Filter performance as a function of the input signal amplitude at ￿￿￿kHz.
PWM reference frequency, ￿￿￿MHz. These spurs are limited by the o￿sets in the ￿-phases of
the SMOA and can be eliminated by use of appropriate auto-zeroing or other o￿set cancellation
techniques.
￿.￿.￿ Linearity
The in-band and out-of-band 3rd order distortion performance (IM￿) of the ￿lter are character-
ized to demonstrated the superior linearities of SMOA-based ￿lters. The in-band IM￿ (Fig. ￿.￿￿)
with two in-band tones at ￿.￿￿MHz and ￿.￿￿MHz and the IM￿ component at ￿.￿MHz, shows
superior performance (Pin =  4dBm) to other ￿.￿V designs and even some higher supply volt-




Figure ￿.￿￿: Filter output spectrum at ￿￿￿kHz: (left) In-band (￿ - ￿MHz); (right) Complete spec-
trum (￿ - ￿GHz).
closely competitive (Fig. ￿.￿￿) at Pin =  5dBm, a distinct feature of feedback-based ￿lters. The
feedback-based nature of SMOAs together with their inherently linear operation thus enables
wider bandwidth ￿lters than conventional architectures, even while delivering state-of-the-art
performance.
The proposed ￿lter is also characterized in the presence of large out-of-band and transition-
band blockers for linearity. An in-band tone at (signal:￿￿￿kHz, -￿dBm) and a transition-band
tone at (blocker:￿￿MHz, swept power) are fed to the ￿lter and the THD for the signal tone is
measured as a function of the blocker power (Fig. ￿.￿￿). The THD is largely una￿ected evenwith
a blocker power as high as ￿dBm unlike Gm C architectures, thanks to the use of SMOA-based
feedback.
In both the in-band and out-of-band ￿-tone IM￿ tests, the 3rd order distortion terms do not
increase at ￿dB/dBwith input signal power as expected from systems with soft non-linearities. In
this prototype, the distortion is limited by folding of the modulation spurs caused by mismatch
and not by the ￿rst stage (gm1). This is also evident from the output spectrum in Fig. ￿.￿￿where











































































































































































































































Figure ￿.￿￿: Filter THD as a function of the blocker power at ￿￿MHz.
￿.￿.￿ E￿ect of Clock Jitter
Increasing Jitter
Figure ￿.￿￿: Modulation spur at ￿￿￿MHz showing e￿ect of added clock jitter.
Since the output stage of SMOAs encodes signal information in pulse-width, any jitter on
￿￿￿
the PWM reference clock adds as noise to the SMOA output and thus, could potentially degrade
the ￿lter SNR performance. However, it is added at the output of the SMOA, any noise from
clock jitter is suppressed by feedback. To evaluate the e￿ect of clock jitter on the ￿lter’s output
noise, a jittery clock sourcewas emulated by phasemodulating the clockwith awhite noise source.
The clock jitter is seen (Fig. ￿.￿￿) as a rise in the noise ￿oor around the spur at ￿￿￿MHz, with
increasing clock jitter. The in-band integrated noise (￿-￿￿MHz) as a function of the added clock
jitter (Fig. ￿.￿￿) shows negligible impact on the ￿lter noise performance. Further measurements
indicate that RMS jitters on the clock up to ￿￿ps do not impact the ￿lter’s performance, thus
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Figure ￿.￿￿: E￿ect of clock jitter on in-band integrated noise showing robustness to jitter.
￿.￿.￿ Filter Performance Summary
The ￿lter draws ￿￿.￿mW (Table ￿.￿) from a ￿.￿V supply, of which ￿￿.￿mW is consumed by
the ￿rst stage transconductors in the SMOAs and ￿￿.￿mW is consumed by the digital section
￿￿￿
Table ￿.￿: Filter Performance Summary
Technology CMOS ￿￿nm






Bandwidth, f 3dB (MHz) ￿￿
Integ. Noise, ￿ - f 3dB (µVrms) ￿￿￿
Input Full-Scale, FS (dBm) +￿.￿
Dynamic Range (dB) ￿￿
SNR (@ FS) (dB) ￿￿.￿
THD (@ FS) (dB) ￿￿
SFDR (@ FS) (dB) ￿￿
￿. Includes transconductor gm1
￿. Includes pulse-width modulator, ￿-phase clock generator and output drivers
￿. From ￿.￿V supply which includes clock-chip interface; all internal clock distribution is done at ￿.￿V
which includes clock generation and distribution, PWMmodulators, SMOA output stages and
the output bu￿er used to drive the signal o￿-chip. The clock-chip interface, which converts the
externally-fed ￿.￿GHz sinusoidal signal to a squarewave, ismade of thick-oxideMOSdevices and
hence draws ￿.￿mWfrom a ￿.￿V supply. All internal clock generation and distribution is done in
the ￿.￿V domain. The ￿lter dynamic range is ￿￿dB while the peak SNR is ￿￿.￿dB, which is seen
to be ￿dB less than the dynamic range, attributed to noise folding-back into the ￿lter’s pass-band
due to incomplete PWM spur cancellation in the SMOAs.
￿.￿.￿ Comparison to State-of-the-Art Filters
To compare the performance of the ￿lter developed in this work with state-of-the-art ￿lter im-
plementations, a SFDR based ￿gure-of-merit [￿￿] is used: FOM .= P/(f 3dB⇥N⇥SFDR)where
SFDR (in dB) is calculated as 23 [IIP3(dBm)  Pnoise(dBm)], f 3dB is the ￿lter ￿dB-bandwidth,
￿￿￿
Table ￿.￿: Comparison to State-of-the-Art Filter Implementations
Vdd ￿.￿V Vdd >￿.￿V
[￿] [￿￿] [￿￿] This work [￿￿] [￿￿] [￿￿] [￿￿]
Order (N) and Type ￿B ￿B ￿E ￿B ￿C ￿C ￿B ￿C
Technology (nm) ￿￿ ￿￿￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿
Vdd (V) ￿.￿￿ ￿.￿￿ ￿.￿ ￿.￿ ￿ ￿ ￿.￿ ￿.￿
Bandwidth (MHz) ￿ ￿￿.￿ ￿.￿￿￿ ￿￿ ￿ ￿￿ ￿.￿￿ ￿￿
Full-Scale, FS (dBm) -￿.￿ -￿.￿ -￿ +￿.￿ +￿ - - -
THD@FS (dB) ￿￿ ￿￿ ￿￿ ￿￿ ￿￿ ￿￿ - -
SNR@FS (dB) ￿￿ - - ￿￿.￿ - - - -
Dynamic Range (dB) ￿￿ ￿￿ ￿￿.￿ ￿￿ ￿￿ ￿￿.￿ - -
SNDR@FS (dB) ￿￿ ￿￿ ￿￿ ￿￿.￿ ￿￿ ￿￿ - -
Integ. Noise, Pnoise
(￿ - f 3dB) RMS (µV
)
￿￿.￿ ￿￿￿ ￿￿ ￿￿￿ ￿￿￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿
Power (mW) ￿.￿ ￿.￿ ￿.￿ ￿￿.￿ ￿.￿ ￿.￿ ￿.￿ ￿.￿
FOM (fJ) ￿.￿￿ ￿.￿￿ ￿￿ ￿.￿￿ ￿.￿ ￿.￿￿ ￿.￿ ￿.￿￿
￿. B-Butterworth, C-Chebyshev ￿st type (pass-band ripple, no zeroes), E-Elliptic
N the ￿lter order and Pnoise is the in-band integrated noise power. Table ￿.￿ compares the per-
formance of this work with other state-of-the-art ￿lter implementations. It can be seen that the
proposed ￿lter has the highest input full-scale range (+￿.￿dBm), thanks to the large signal-swing
capabilities of SMOAs. The ￿lter’s power per pole normalized to the SFDR plotted as a function
of the bandwidth (Fig. ￿.￿￿) also shows that the proposed ￿lter achieves the best FOM among









































Figure ￿.￿￿: SMOA-RC ￿lter comparison to state-of-the-art ￿lters.
￿.￿ Conclusions
Feedback ampli￿ers are critical to the design of highperformance analog andmixed-signal circuits.
Digital-oriented CMOS scaling has resulted in a critical need for analog circuit architectures that
leverage the increased fT of CMOS processes. Switched-mode signal processing based feedback
ampli￿ers that additionally support rail-to-rail signal swings, while supporting highly linear op-
eration are presented. A ￿.￿V continuous-time ￿lter prototype using these feedback ampli￿ers
is implemented in a ￿￿nm CMOS technology and is shown to achieve a ￿￿-fold improvement in
bandwidths compared other state-of-the-art ￿lters while demonstrating excellent linearity.
Chapter ￿
Conclusions and Future Directions
To conclude, we present a brief overview of this work and present possible directions for future
work. Following theoutline of this thesis, this chapter is divided into three sections - summary and
future directions of pulse-radio UWB, summary and future directions of switched-mode analog
circuits and ￿nally, the contributions of this work to the literature.
￿.￿ Pulse-radio UWB: Summary and Future Directions
Narrowband (NB) receiver and pulse-radio UWB (PR-UWB) receiver architectures are two fun-
damentally di￿erent approaches to communication. Thanks to duty-cycling, PR-UWBpresents a
power e￿cient alternative tonarrowband radios forwireless communication in energy-constrained
devices. The two architectures are proved to be theoretically equivalent in terms of the path
loss, power consumption, bandwidth and the number of users, in the absence of duty-cycling.
However, since PR-UWB architectures support duty-cycling unlike NB architectures, they are
uniquely capable of achieving ultra-low power numbers.
Synchronizationbetween the transmitter and the receiver and self-duty-cycling have remained
an open challenge to realizing the ultra-low power numbers that PR-UWB promises. Addition
￿￿￿
￿￿￿
challenges with OFF-time power dissipation sources like bias circuits, leakage of digital backends
increase the energy consumption and have not been adequately addressed in the literature. A
fully self-duty-cycled and synchronized PR-UWB receiver architecture has been presented in this
work, supporting RF-in to bit-out operation and capable of interfacing with any low-speed o￿-
chip digital logic like microcontrollers. Aggressive duty-cycling and bias-circuit duty-cycling have
been demonstrated to achieve negligible o￿-time power dissipation.
A synchronized link for PR-UWB communication between two nodes (one TX andRX) has
been demonstrated. As presented earlier, the current architecture can be extended to multiple
users by pairing two nodes at a time. This includes applications where one transmitter should be
pairedwithmultiple receivers and applicationswhere the channel is not too crowded andmultiple
transmitters andmultiple receivers need to be paired to communicate in a time-staggered fashion.
Additionally, as noted in (Fig. ￿.￿￿), the power consumption of PR-UWB receivers is dominated
by RF ampli￿cation and downconversion due to the large gain required for non-coherent down-
conversion.
Therefore, the following future directions for PR-UWB receivers are suggested:
￿. Amulti-user communication link,with synchronizationusing time-divisionmultiple-access
(time-staggered communication). This entails design of multiple-access (MAC) protocols
and their implementation by appropriatemodi￿cations to the presented architecture’s dig-
ital backend.
￿. Multi-user communication link that supports frequency-division multiple-access by pro-
viding improved band selectivity. This requires the design of higher bandpass ￿ltering in
the RF frontend before self-mixing-based downconversion to DC.
￿￿￿
￿. Investigation and implementation of two-step downconversion architectures that amplify
the signal at an intermediate frequency for a more power and area e￿cient solution to
achieve the desired gain before non-coherent downconversion (self-mixing) to DC.
￿. Since theON-time of a PR-UWB receiver linearly impacts the energy consumed to receive a
unit bit, the parameter that could in￿uence the overall energy consumption is theON-time
of the receiver. In the presented work, this ON-time is limited by the settling time required
for baseband ampli￿ers to about ￿￿ns. Future attempts to reduce theON-time are expected
to have the most impact on the overall energy consumption of the receiver
A theoretical analysis ofPR-UWBandNBarchitectures is alsopresented, showing their equiv-
alence and highlighting the e￿ect of duty-cycling. The limitations on themaximumpath-loss that
can be achieved in the link are also derived and PR-UWB is shown to be superior, provided the
application’s path-loss requirements are below ￿￿dB. From a practical viewpoint, a hybrid archi-
tecture is shown to be better than both pulse-radio UWB and NB radio architectures.
￿.￿ Switched-mode Circuits: Summary and Future Directions
As CMOS technologies continue to scale, the supply voltages and transistor characteristics are
dictated by the digital circuits that occupy a large fraction of silicon area in modern systems-on-
chip. Consequently, analog and mixed-signal circuits are required to operate on the same supply
voltages, that are expected to be as low as ￿.￿V in future technologies.
Analog circuits are shown to consume signi￿cantly higher power at lower supply voltages to
meet a given signal-to-noise ratio (SNR) compared to their counterparts designed in older tech-
nologies. Switched-mode signal processing (SMSP), a technique that uses time-domain process-
￿￿￿
ing and leverages the faster switching of the transistors is presented. The presented technique
supports rail-to-rail operation and hence does not su￿er from the same drawbacks as conven-
tional voltage-mode analog circuits. The technique o￿ers linear domain-to-domain conversion
and hence does not su￿er from inter-operability issues associated with other time-domain-based
techniques in the literature.
A prototype ￿.￿V continuous-time Butterworth ￿lter is presented based on the proposed
switched-mode ampli￿ers. The ￿lter operates on a fullscale that is ￿￿% of Vdd = 0.6V, a ￿-fold
improvement over state-of-the-art low-voltage circuits. It also achieves a bandwidth of ￿￿MHz,
which is a ￿￿-fold improvement over low-voltage ￿lters in the literature, even while achieving ex-
cellent linearity.
Since the proposed switched-mode circuits operate on completely switched (class-D) output
stages, they are expected to have a poor power supply rejection ratio (PSRR). Additional chal-
lenges include calibration of modulation spurs that arise due to mismatches between the multi-
phase PWMmodulators. The power consumption of switched-mode ampli￿ers in the presented
prototype has a signi￿cant contribution from the continuous-time slicers used for modulation.
While this is expected to improve in future technologies, reduction of these spurs is expected to
make the ampli￿ers more e￿cient. Therefore, some of the future directions for the proposed
switched-mode ampli￿ers include:
￿. Investigation of the e￿ect of power supply noise and spurs on the performance of the am-
pli￿ers. Possible directions include designing a dedicated LDO regulator to improve the
rejection or other techniques that render the modulator insensitive to power supply noise.
￿￿￿
￿. Development of calibration techniques that eliminate modulation spurs frommismatches
in the multi-phase modulators.
￿. A more power-e￿cient solution that could lead to reduction of the number of slicers re-
quired to perform the multi-phase modulation.
￿.￿ Contributions to Literature
The following is a summarized list of contributions of the presented work to the literature. They
are presented in the order of their occurrence in this thesis.
￿. A fully duty-cycled PR-UWB receiver architecture is presented that applies aggressive duty-
cycling (⇠ 30ns) andbias-duty-cycling to largely eliminate anyOFF-timepower dissipation.
￿. A novel automatic threshold-recovery-based demodulator is presented that enables the de-
sign of fully asynchronous RF frontends. The presented RF frontend does not require any
frequency reference and hence decouples the problem of demodulation and synchroniza-
tion.
￿. A system architecture that enables synchronizationbetween two communicatingPR-UWB
nodes is presented. The proposed CDR-based synchronization architecture is low-power
and low-complexity and can be easily extended to multi-node systems.
￿. The receiver is demonstrates synchronization and aggressive self-duty-cycling that we be-
lieve was an open challenge in prior work.
￿. Switched-mode signal processing (SMSP), a new signal processing technique is presented
that has the following advantages to analog design:
￿￿￿
(a) SMSP supports rail-to-rail output signal swings and hence optimally uses the supply
range, a challenge in conventional voltage-mode analog techniques
(b) SMSP-based ampli￿ers are extremely linear, thanks to their pulse-width modulated
output stages that are fundamentally linear compared to voltage-mode analog’s class-
A/AB stages. This implies that they require a lesser loop-gain than conventional am-
pli￿ers.
(c) SMSP-based ampli￿ers are operational ampli￿ers and hence o￿er load-agnostic oper-
ation. Since the load presented to the ampli￿ers does not in￿uence the stability, they
support higher bandwidths than their conventional counterparts.
(d) SMSP uses digital-oriented design techniques and hence, scales well with CMOS tech-
nology. All performance metrics of switched-mode-based ampli￿ers are expected to
improve with CMOS scaling.
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Appendix A
Comparison of Pulse-radio UWBReceivers
Pulse-radio transceivers represent a di￿erent class of wireless devices, presenting a power-e￿cient
alternative to conventional narrowband (NB) transceivers. With their key power-reduction ad-
vantage being duty-cycling, comparing di￿erent PR-UWB receivers requires di￿erent ￿gures-of-
merit from NB architectures. Limiting the scope of discussion to only the receivers operating in
the lower UWB band (￿.￿-￿GHz) for a fair comparison and assuming a noise limited operation
of the receivers, Table ￿.￿ summarizes and compares the performance amongst the best receivers
in the literature. This comparison to the PR-UWB literature however, presents a signi￿cant chal-
lenge due to the wide range of data rates and frequency bands employed. To accomplish this, the
following normalization techniques can be employed:
A.￿ Scaling Scenario ￿: Sensitivity - Power Trade-o￿
￿. Consider a noise-limited receiver, denoted byRX[S, fdata,Psupply( fdata)], with a power sen-
sitivity S (dBm) operating at a data rate fdata and consuming an average power of
Psupply( fdata). One way to improve the sensitivity would be to repeat a pulse N-times to
generate N analog copies of the received symbol, corrupted by uncorrelated noise.
￿￿￿
￿￿￿
￿. This repetition coding can then be used to perform averaging before demodulation, yield-
ing a ￿￿log N improvement in sensitivity of the receiver. A more digital approach would
consist of taking a majority decision of the N bits received, yielding a very similar improve-
ment in sensitivity. This however, comes at the cost of the receiver operating at a data-rate
N fdata, for power consumption purposes.
This implies the equivalence of receivers:
RX[S, fdata,Psupply( fdata)]
⌘ RX[S 10logN, fdata,Psupply(N fdata)]
(A.￿)
A.￿ Scaling scenario ￿: Sensitivity - Data rate Tradeo￿
￿. Assuming a highly localized RF pulse symbol, without loss of generality, the probability
of error in detecting a given set of symbols is independent of how often it is repeated. For
example, in a matched-￿ltering scenario (see Fig. ￿.￿), the probability of error in detecting
a symbol is independent of the next symbol’s information and timing if it does not fall in
the same detection/integration window.
￿. The probability of error is therefore dependent only on the instantaneous pulse amplitude
or equivalently the energy in a pulse (ERF ) which is related to the sensitivity through the




⌘ RX[S+10logN0,N0 fdata,Psupply(N0 fdata)]
⌘ RX[ERF , fdata,Psupply( fdata)]
(A.￿)
Combining the results of the two scaling scenarios A.￿ and A.￿, it can be concluded that a
better comparison metric for di￿erent PR-UWB receivers is the energy incident on the receiver
(ERF ) and that the following scaling relation holds for noise limited receivers:
RX[S, fdata,Psupply( fdata)]
⌘ RX[ERF , fdata,Psupply( fdata)
⌘ RX[ERF/N, fdata,Psupply(N fdata)]
(A.￿)
In the case of fully duty-cycled PR-UWB receivers, the average power consumed by the receiver
can be obtained to be Pavg,supply = Ponton fdata and the o￿ time power Po f f should be negligible
in a well designed receiver. Since Ponton represents the energy drawn from the supply by the re-
ceiver every time it wakes up, it represents the average energy drawn from the supply for every bit




The equivalence of receivers summed up by A.￿ is graphically shown in Fig. ￿.￿￿ where the
normal to the purple arrows represents the line of constant performance across data rates and
￿￿￿
sensitivities for noise limited PR-UWB receivers. The position of the receivers along the arrows
gives a graphical ￿gure-of-merit.
