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We consider the Cayley graph on the symmetric group Sn generated by differ-
ent generating sets and we are interested in finding eigenvalues of the graph.
With the eigenvalues, we are able to bound its largest independent set by using
Delsarte-Hoffman Bound. It is well known that the eigenvalues of this graph are
indexed by partitions of n. We study the formula developed by Renteln[3] and
Ku and Wong[8] to determine the eigenvalues of this graph.
By investigating property of power sum symmetric function, we derive some new
Cayley graphs and determine their eigenvalues so that we can bound the largest
independent set. With manipulations of different choice of power sum symmetric
function, we are able to produce new graphs and calculate their eigenvalues.
We also look at some subgraphs of derangement graph and generalize properties
in derangement graph into these subgraphs by analysis of order of eigenvalues.
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Summary
Motivated by Renteln[3], we study the usage of shifted Schur symmetric func-
tions to obtain a new recurrence formula for eigenvalues of Derangement graph,
developed by Ku and Wong[8]. By studying the usage of power sum symmetric
function, we thus develop some new Cayley graphs and determine some of their
eigenvalues and other properties. This thesis consists of 7 major chapters.
In Chapter 1, we introduce some basic notations and terminology that will be
the main focus throughout this thesis. We give definition of Cayley graph and
also state Delsarte-Hoffaman Bound at the end of this chapter.
In Chapter 2, we give some introduction and background of Representation The-
ory in symmetric group Sn. We will investigate how representation theory can
play its role in finding eigenvalues of Cay(Sn, X).
In Chapter 3, we introduce Derangement graph, which is Cay(Sn, Dn). Along
with it, we will determine the eigenvalues of derangement graph and find the
cardinality of largest independent set in derangement graph.
In Chapter 4, we introduce some symmetric functions as the basis for ring sym-
metric functions and some related results. We investigate and study the applica-
tion of symmetric functions in the proof of a recurrence formula for eigenvalues of
derangement graph from Renteln[3]. Also, we study how shifted Schur functions




In Chapter 5,6, 7 and 8, we determine the Cayley graph with choice of p1 = p2 =
0, p1 = . . . = pk = 0, p2 = 0 and X = Υn = (2, 1
n−2) respectively. We make
some conjectures, derive their formula for eigenvalues, calculate some eigenvalues
and determine the largest independent number whenever it is applicable.
viii
Author’s Contribution
The results in Chapter 1, Chapter 2, Chapter 3, Chapter 4 except Corollary 4.31,
Theorem 4.32 and Remark 4.33 are from existing literature, with understanding
of the results, their applications and proofs. The author has given a much more
detailed elaboration and also a new perspective to some of the proofs mentioned
above.
All results in Chapter 5 except Theorem 5.2, Chapter 6, Chapter 7 except The-
orem 7.7, Chapter 8 except Theorem 8.1 and Section 8.4 were developed inde-




In computer science, several computational problem related to independent sets
have been studied. The independent set problem and the clique problem are
complimentary. Therefore, many computational results may be applied equally
well to either problem. However, the maximum independent set problem is NP-
hard and it is also hard to be determined. Therefore, we are interested in other
alternatives to determine the size of a maximum independent set.
In 1970s, A.J. Hoffman has proven the Delsarte-Hoffman Bound, which gives a
bound on the largest independent set of a regular graph. With this bound, we
are able to bound the largest independent set by determining the largest and
smallest eigenvalues of the graph. In particular, Cayley graph is a special kind
of regular graph which is generated by a group and generating set. By consid-
ering some well structured group, we are able to determine the eigenvalues even
though the graph structure is complicated.
Several results of a specific kind of Cayley graph - Derangement graph have been
well studied by different people. In particular, Renteln[3] has proved a recurrence
formula for the eigenvalues of partitions in derangement graph. Furthermore,
Ku and Wong[8] have developed a new recurrence formula and thus proved the
relation between lexicographic order of partitions and eigenvalues.
1
SECTION 1.1. NOTATIONS & TERMINOLOGY
In this thesis we try to understand Ku and Wong’s proof to derive new recurrence
formula for Derangement graph. Also, we try to make use the results proven by
Renteln[3] and Stanley[1] to derive and extend some properties for new Cayley
graphs.
1.1 Notations & Terminology
In this section we will provide the basic and important definitions for the project.
Definition 1.1. We define the following terminologies:
1. A multigraph, Γ consists of a non-empty finite set of vertices, denoted
by V(Γ) and a finite (possibly empty) set of edges, denote by E(Γ) such
that each edge in E(Γ) joins two distinct vertices in V (Γ) and two distinct
vertices in V (Γ) are joined by a finite (possibly zero) number of edges.
2. The order of Γ, denoted by v(Γ), is the number of vertices in V (Γ) while
the size of Γ, denoted by e(Γ), is the number of edges in E(Γ).
3. A multigraph Γ is called a simple graph if any two vertices in V (Γ) are
joined by at most one edge.
In this project, we are interested in Cayley graph, a special kind of regular graph.
It is important for us give the definition of regular graph and we need to use the
degree of the graph in parts later.
Definition 1.2. Let Γ be a graph with V (Γ) = {v1, . . . , vn}.
1. The degree of a vertex, vi in Γ, denoted by d(vi), is the number of edges
incident with vi.
2. If every vi ∈ V (Γ) has the same degree, we say that Γ is a regular graph.
In particular, if d(vi) = k for i ∈ {1, . . . , n}, we say that Γ is a k-regular
graph. We denote d(Γ) = k for k-regular graph.
We are interested in identifying independent sets in Cayley graphs. We shall
observe applications of degree of graph in determining cardinality of independent
sets. We first define what is an independent set:
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Definition 1.3.
1. An independent set is a set of vertices in graph such that no two of which
are adjacent. The size of an independent set is the number of vertices which
it contains.
2. A maximum independent set is an largest independent set for a given
graph and its size is largest independent number, which is denoted by α(Γ).
For every graph with v(Γ) = n, we are able to determine a n× n real matrix to
represent its adjacency. In our context, A(Γ) is important as we will study its
eigenvalues in determining largest independent number.
Definition 1.4. Let Γ be a simple graph without loop with v(Γ) = n. The
adjacency matrix, A(Γ) of a graph Γ is the integer matrix with rows and
columns indexed by the vertices of Γ, such that the uv-entry of A(Γ) is equal to
the number of edges from u to v.
For the adjacency matrix of a simple graph Γ, A(Γ) is a real symmetric matrix.
We know that all eigenvalues of A(Γ) are real number with the following lemmas:
Lemma 1.5. Let A be a real symmetric matrix. If u and v are eigenvectors of
A with different eigenvalues, then u and v are orthogonal.
Proof. Suppose that Au = λu and Av = τv, with λ 6= τ . Since A is symmetric,
uTAv = (vTAu)T . L.H.S of this equation is τuT v and R.H.S is λuT v. Since
τ 6= λ, then uT v = 0, giving us u ⊥ v.
Lemma 1.6. The eigenvalues of a real symmetric matrix A are real numbers.
Proof. Let u be an eigenvector of A with eigenvalue λ. By taking the complex
conjugate of the equation Au = λu, we obtain Au = Au = λu, and so u is also
an eigenvector of A. By definition an eigenvector is not 0 vector, so uTu > 0.
By Lemma 1.5, u and u cannot have different eigenvalues, so λ = λ, and the
assertion is true.
In the context in determining largest independent number using Delsarte-Hoffman
Bound, we are expecting real eigenvalues from a graph so that we can obtain an
upper bound for largest independent set as real number.
3
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1.2 Cayley Graph
The focus of our project would be on properties of Cayley graph. We need the
following definitions before defining Cayley graph.
Definition 1.7. A group is a set, G, together with an operation ◦, i.e (G,◦)
which satisfies the following axioms
1. Closure: For all a, b ∈ G, a ◦ b ∈ G.
2. Associativity: For all a, b, c ∈ G, (a ◦ b) ◦ c = a ◦ (b ◦ c).
3. Identity Element: There exists an element 1 ∈ G such that ∀a ∈ G, a◦1 =
1 ◦ a = a.
4. For each a ∈ G, there exists an element b ∈ G such that a ◦ b = b ◦ a = 1.
Such b is denoted as a−1.
Definition 1.8. Let G be a finite group and let S ⊆ G be a subset of G, the
corresponding Cayley graph, denoted as Cay(G,S) has the following vertex set
and edge set
V (Cay(G,S)) = G
E(Cay(G,S)) = {(g, h) | ∃s ∈ S such that h−1g = s}
S is called the generating set for Cay(G,S).
In the next few definitions, we define what it means by automorphism and vertex-
transitivity. In particular, Cayley graph is a vertex-transitive graph and thus it
possesses the properties of regularity.
Definition 1.9. An isomorphism, φ is called an automorphism if it is from
a mathematical object to itself, i.e φ : G→ G.
Definition 1.10. A graph Γ is vertex-transitive if given any vertices v1, v2 of
Γ, there is some automorphism f : V (Γ)→ V (Γ) such that f(v1) = v2.
This will mean that the graph properties of any two vertex in a vertex-transitive
graph are the same.
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Theorem 1.11. Cay(G,S) is vertex-transitive. In particular, Cay(G,S) is a
regular graph.
Theorem 1.11 is a well-known result, and it is important as the properties of
vertex-transitivity and regularity are required for Theorem 1.13 in section later.
We now state some well known results of the degree of a Cayley graph and its
relationship with the largest eigenvalue of the adjacency matrix of Cayley graph.
Theorem 1.12. Let d be the degree of any vertex in Cay(G,S), then d = |S|.
Moreover, the largest eigenvalue of A(Cay(G,S)) is equal to d.
1.3 Delsarte-Hoffman Bound
We are interested in regular graphs and their adjacency matrices. In particu-
lar, we want to determine its eigenvalues so that we can apply the theorem in
this section.
We introduce the following theorem in order to bound the largest indepen-
dent set of Cayley graph.
Theorem 1.13. (Delsarte-Hoffman Bound) Let Γ be a regular graph with
v(Γ) = n, then
α(Γ) ≤ n
1− dτ
where τ is the smallest eigenvalue and d is the largest eigenvalue.
By Theorem 1.12, we can determine the largest eigenvalue by counting its degree.
In order to use Theorem 1.13, we need to find the smallest eigenvalue of the
graph, which requires the use of Representation Theory in next chapter.
5
Chapter2
Representation Theory of Symmetric
Group
In this chapter, we would like to use Theorem Frobenius-Schur-Others to
determine all the eigenvalues of the adjacency matrix of some Cayley graphs.
In particular, we are interested in finding the largest and smallest eigenvalues of
these graph.
2.1 Introduction and Background
We start this section by introducing the definitions and concepts in group theory:
Definition 2.1. Given two groups (G, ·) and (H, ∗), a group homomorphism
from (G, ·) to (H, ∗) is a function φ : G→ H such that for all u, v ∈ G,
φ(u · v) = φ(u) ∗ φ(v)
Definition 2.2. A subset S of the domain U of a mapping T : U → V is an
invariant set under the mapping when
x ∈ S ⇒ T (x) ∈ S.
In particular, a conjugation invariant subset is the invariant subset under con-
jugation mapping.
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Lemma 2.3. Let A,B ⊂ G where G is a group. If A,B are inverse-close and
conjugation-invariant subsets of G, then A∪B is inverse-closed and conjugation-
invariant subset of G.
Proof. Let x ∈ A ∪ B, then x ∈ A or x ∈ B. Without loss of generality, we
assume that x ∈ A.
Since A is inverse-close, x−1 ∈ A, giving us x−1 ∈ A ∪B.
Since A is conjugation-invariant subset of G, for all g ∈ G, gxg−1 ∈ A, giving us
gxg−1 ∈ A ∪B.
We now introduce some definitions and results in representation theory which
are related to this project.
Definition 2.4. An automorphism of V is a linear operator, φ : V → V ,
where φ is an isomorphism and V is a vector space over the field F.
Definition 2.5. If V is a vector space over the field F, the general linear
group of V , written GL(V ) is the group of all automorphisms of V .
Definition 2.6. Let G be a group and V a vector space. A group homomorphism
ρ : G → GL(V ) is a representation of G and V is a representation space
of G.
Definition 2.7. If G is a group and X is a set, then a (left) group action of
G on X is a binary function,
ψ : G×X → X denoted ψ((g, x)) = g · x
which satisfies the following 2 axioms
1. (gh) · x = g · (h · x) for all g, h ∈ G and x ∈ X;
2. If 1 is the identity element of G, then 1 · x = x for all x ∈ X.
The group G is said to act on X.
Definition 2.8. Let G acts on a set X, and V be a vector space having basis
{vx|x ∈ X}. If g ∈ G, we define ρ(g) to be the linear map V → V such that
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ρ(g)(vx) = vg·x, then ρ : g 7→ ρ(g) defines a representation of G, known as
permutation representation of G on X.
Remark 2.9. The regular representation of G is the permutation representation
of G on G by regular left action.
Definition 2.10. Given two vector spaces V and W , two representations
ρ1 : G→ GL(V ) and ρ2 : G→ GL(W )
are said to be isomorphic if there exists a vector space isomorphism
Φ : V →W
such that for all g ∈ G,
Φ ◦ ρ1(g) = ρ2(g) ◦ Φ.
If there exists no such isomorphism, then we say that V and W are non-isomorphic.
Definition 2.11. A subspace W of V that is invariant under the group action is
called a subrepresentation. If V has exactly two subrepresentations, namely
the zero-dimensional subspace and V itself, then the representation is said to
be irreducible; if it has a proper subrepresentation of nonzero dimension, the
representation is said to be reducible.
In Theorem Frobenius-Schur-Others, we need to use a special kind of representa-
tion, namely character of a representation to evaluate the eigenvalues. We now
define character and some related definitions in ring and module theory.
Definition 2.12. A character, χ = χρ = χV : G → C is defined by χ(g) =
tr(ρ(g)) for g ∈ G.
Definition 2.13. An Abelian group (G, ◦) is a group which possesses commu-
tativity, i.e for all a, b ∈ G
a ◦ b = b ◦ a.
Definition 2.14. A ring, R is a set equipped with two associative binary oper-
ations, called addition (+) and multiplication (×), such that
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1. R is an Abelian group under +;
2. distributive law holds, i.e
r(s+ t) = rs+ rt,
(s+ t)r = sr + tr
for all r, s, t ∈ R.
Definition 2.15. A left R-module M over the ring R consists of an abelian
group (M,+) and an operation R×M →M such that for all r, s ∈ R, x, y ∈M ,
1. r(x+ y) = rx+ ry;
2. (r + s)x = rx+ sx;
3. (rs)x = r(sx);
4. 1Rx = x if R has multiplicative identity 1R.
Definition 2.16. For a finite group G, the group module CG is the complex













Identifying a function f : G→ C with ∑g∈G f(g)g, we may consider C[G] as the
group module CG. If Γ is a cayley graph on G with inverse-closed generating




With the definitions defined, we can study the following theorem in determining
eigenvalues of some Cayley graphs.
Theorem 2.17. (Frobenius-Schur-others)[4] Let G be a finite group; let
X ⊂ G be an inverse-closed, conjugation-invariant subset of G and let Γ be
9
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Cay(G,X). Let (ρ1, Vi), . . . , (ρk, Vk) be a complete set of non-isomorphic irre-
ducible representations of G. Let Ui be the sum of all submodules of the group













where χi(g) = tr(ρi(g)) denotes the character of irreducible representation (ρi, Vi).
We want to make use of Theorem 2.17 in determining the eigenvalues of Cayley
graphs on Sn. Therefore, we will study the representation theory of Sn to apply
Theorem 2.17 in next few sections.
2.2 Symmetric Group, Partitions and Specht Module
In this section, we provide the perspective of representation theory of the sym-
metric group via general representation theory. Our objective in this section
is to build the modules Mλ, the permutation module corresponding to Sλ, the
Specht Module. First, we introduce the concepts of symmetric group, partitions
and Young diagram.
Definition 2.18. The Symmetric Group, Sn on a set X = {1, 2, . . . , n} is
the group whose underlying set is the collections of all bijections from X to X
and whose group operation is that of function composition
Sn = {σ | σ : X → X,σ is a bijection}
Definition 2.19. A partition of n is a non-increasing sequence of integers
summing to n, i.e a sequence λ = (λ1, . . . , λk) with λ1 ≥ . . . ≥ λk and
∑k
i=1 λi =
n. We write λ ` n.
Definition 2.20. The cycle-type of a permutation σ ∈ Sn is the partition of
10
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n obtained by expressing σ as a product of disjoint cycles and listing its cycle-
lengths in non-increasing order precisely.
Therefore, we know that the conjugacy-classes of Sn are precisely
{σ ∈ Sn : cycle-type(σ) = α}α`n
Moreoever, there is an explicit one to one correspondence between irreducible
representations of Sn (up to isomorphism) and partitions of n, which we now
describe.
Definition 2.21. Let α = (α1, . . . , αk) be a partition of n. The Young diagram
of α is an array of n dots, having k left-justified rows where row i contains αi
dots.
Definition 2.22. If the array contains the number {1, 2, . . . , n} in some order
in place of the dots, we call it an α-tableau.
Definition 2.23. Two α-tableaux are row-equivalent if for each row, they have
the same numbers in that row. If an α-tableau t has rows R1, . . . , Rk ⊂ [n] and
columns C1, . . . , Cl ⊂ [n], we let Rt = SR1 × . . .× SRk be the row-stabilizer of
t and Ct = SC1 × . . .× SCl be the column-stabilizer.
Definition 2.24. An α-tabloid is an α-tableau with unordered row entries. We
write [t] for the tabloid produced by a tableau t.
Now, we have sufficient tools to construct our Mα. Consider the natural left
action of Sn on the setX
α of all α-tabloids; letMα = C[Xα] be the corresponding
permutation module, the complex vector space with basisXα and Sn action given
by extending this action linearly.





where  is the character of sign representation, S(1
n).
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Definition 2.26. We define Specht Module Sα to be the submodule of Mα
spanned by the α-polytabloids:
Sα = span{et : t is an α-tableau}
Lemma 2.27. (Stanley[1]) Sα are a complete set of pairwise non-isomorphic,
irreducible representations of Sn. Hence any irreducible representation ρ of Sn
is isomorphic to some Sα.
We study Specht Module, Sα because they are important in applying Theorem
2.17 to find the eigenvalues of Cayley graphs on Sn. Notice that Lemma 2.27
fulfills the hypothesis for Theorem 2.17 to hold.
Example 2.28. A few examples of Sα,
• S(n) = M (n) is the trivial representation.
• M (1n) is the left-regular representation.
• S(1n) is the sign representation.
Definition 2.29. A tableau is standard if the numbers of strictly increase along
each row and down each column.
Proposition 2.30. (Ellis[4]) For any partition α of n,
{et : t is a standard α-tableau}
is a basis for the Specht Module Sα.
We next define Hook length as there is a relationship between the dimension of
Sα and hook length. We require the dimension of Specht Module so that we can
apply Theorem Frobenius-Schur-Others to find the eigenvalues.
Definition 2.31. For each cell (i, j) in a partition α’s Young diagram, we define
Hook length, (hαi,j) of a partition α ` n be the number of cells in its ‘hook’.
Notation 2.32. We use the following notations in this project:
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• [α] - equivalence class of the irreducible representations of Sα.
• χα - irreducible character of χSα.
• ξα - character of the permutation representation Mα.
• fα - dimension of the Specht module Sα.
Theorem 2.33. (Ellis[4]) The dimension of Sα is
fα =
n!∏
(hook lengths of [α])
.
Theorem 2.34. (Ellis[4]) The set of α-tabloids form a basis for Mα, therefore
ξα(σ), the trace of the corresponding permutation representation at σ, is precisely
the number of α-tabloids fixed by σ.
Theorem 2.34 is important as it gives us a combinatorial idea to calculate ξα(σ)
without looking at the algebra of the corresponding α. We need this to calcu-
late the character values in Theorem Frobenius-Schur-Others. We now study a
property about the tensor product which is important to have in Theorem 2.36.
Definition 2.35. If U ∈ [α] and V ∈ [β], we define [α]+[β] to be the equivalence
class of U ⊕ V and [α]⊗ [β] to be the equivalence class of U ⊗ V ; since χU⊗V =
χU · χV .
Theorem 2.36. (Ellis[4]) For any partition α of n, we have
S(1
n) ⊗ Sα ∼= Sα′
where α′ is the transpose of α, the partition of n with Young diagram obtained
by interchanging rows and columns in the Young diagram of α. In particular,
[1n]⊗ [α] = [α′] and χα′ =  · χα.
Theorem 2.36 is important is the sense that one can determine the character
of one by taking the multiplication of its sign character and character of its
transpose. The use of Theorem 2.36 will be seen in later parts.
Example 2.37. If n = 7,
13
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MODULE
1. (3, 2, 2) ` 7.
2. We sometimes write (3, 2, 2) as (3, 22).












6. Dimension of Sα is
fα =
n!∏
(hook lengths of [α])
=
7!
5 · 4 · 3 · 2 · 2 · 1 · 1 = 21


















Before we decompose Mα, we need to have the following terminology:
Definition 2.38. Let α, β be partitions of n. A generalized α-tableau is
produced by replacing each dot in the Young diagram of α with a number between
14
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1 and n; if a generalized α-tableau has βi i’s (1 ≤ i ≤ n) it is said to have content
β. A generalized α-tableau is said to be semistandard if the numbers are non-
decreasing along each row and strictly increasing down each column.
Definition 2.39. The type of T is a vector giving the multiplicities of each
entry in the tableau. Associated to each tableau is the monomial denoted xT ,
defined by raising each variable to its corresponding entry in the type vector.
Definition 2.40. Let α, β be partitions of n. The Kostka number, Kα,β is
the number of semistandard generalized α-tableaux with content β.
With the terminology defined, we now explain how the permutation modules
Mβ decompose into irreducibles.
Theorem 2.41. (Young’s Rule)[5] For any partition β of n, the permutation






Example 2.42. M (n−1,1) which corresponds to the natural permutation action
of Sn on [n], decomposes as
M (n−1,1) ∼= S(n−1,1) ⊕ S(n)
giving us
ξ(n−1,1) = χ(n−1,1) + 1
as S(n) is the trivial representation with dimension 1.
We now return to consider the Γ = Cay(Sn, X) using Theorem 2.17. To make
use of Theorem 2.17, we must make sure the generating set X ⊂ G is an inverse-
closed, conjugation-invariant subset of G. We have the following property about
conjugacy classes:
Proposition 2.43. Let Cλ be a conjugacy classes of type λ = 〈1m12m2 . . . nmn〉,
then Cλ is inverse-closed and conjugation-invariant subset of Sn. In particular,⋃
λCλ is inverse-closed and conjugation-invariant subset of Sn.
15
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Proof. Let σ ∈ Cλ, then σ = (i1,1 . . . i1,a)(i2,1 . . . i2,b) . . . (ij,1 . . . ij,c), then its
inverse, σ−1 = (ij,1 . . . ij,c)−1 . . . (i2,1 . . . i2,b)−1(i1,1 . . . i1,a)−1 is also in Cλ.
By definition of conjugacy classes, for all σ ∈ Cλ, τστ−1 ∈ Cλ for all τ ∈ Sn.
Therefore Cλ satisfies the desired properties.
By Lemma 2.3,
⋃
λCλ is an inverse-closed, conjugation-invariant subset of G.
With all the tools developed, we now ready to apply Theorem Frobenius-Schur-
Others and calculate the eigenvalues of Cayley graphs on Sn. We have the
following corollary:
Corollary 2.44. Write Uα for the sum of all copies of S
















Derangement Graph & Eigenvalues
3.1 Derangement Graph
In this section, we are going to study a specific kind of Cayley graph - the
derangement graph, denoted by Γn. We first define the generating set for Γn:
Definition 3.1. The Derangement Set, Dn of Sn is the set of all permutations
of the elements of a set, X such that none of the elements appear in their original
positions, i.e none of the elements in X is fixed.
We can now defined a derangement graph with the terminologies that were
established.
Definition 3.2. Derangement graph is denoted as Γn = Cay(Sn, Dn), which is
the Cayley graph on Sn with generating set Dn, i.e,
V (Γn) = Sn, E(Γn) = {(g, h) | h−1g ∈ Dn}
= {(g, h) | h−1g(i) 6= i,∀i ∈ {1, . . . , n}}
= {(g, h) | g(i) 6= h(i),∀i ∈ {1, . . . , n}.}
Remark 3.3. Note that Γn is loopless, as 1 /∈ Dn, g−1g /∈ Dn.
Example 3.4. When n = 3, S3 = {1, (12), (13), (23), (123), (132), (123)}, then
Γ3 is as the following
17





By Theorem 1.12, we want to study the largest eigenvalue of derangement graph,
which is the degree of the graph. We have the following equations as for dn =
|Dn|:
Proposition 3.5. Let dn be the number of elements in Dn, then dn satisfies
the following equation:
1. dn = (n− 1)(dn−1 + dn−2) for n ≥ 2, ,
2. dn = ndn−1 + (−1)n for n ≥ 1, ,
3. dn ≈ n!
e
,
with initial values d0 = 1 and d1 = 0.
Proof. 1. Assume we have n people with n hats. To count dn, it is equivalent
to count number of ways for n people to not wear the hat same as their





ways of choosing hat i. So now, we further consider 2 cases:
(a) Suppose person i chooses hat 1, then we are left with n − 2 people
with n−2 hats to choose, which is equivalent to the problem of dn−2;
(b) Suppose person i does not choose hat 1, then each of the remaining
n − 1 people has precisely 1 forbidden choice from among the n − 1
hats, which is now equivalent to the problem of dn−1.
Therefore we can derive the recurrence formula,
dn = (n− 1)(dn−1 + dn−2).
2. We will prove this statement by induction. Consider the base case where
n = 1, then we have d1 = 1(d0) + (−1)1 = 1− 1 = 0.
18
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We assume the statement is true for n = k, then
dk+1 = (k + 1− 1)(dk+1−1 + dk+1−2)
= (k + 1)dk − dk + kdk−1
= (k + 1)dk − (dk − kdk−1)
= (k + 1)dk − (−1)k
= (k + 1)dk + (−1)k+1,
Hence by mathematical induction, the statement is true.
3. By definition of dn, we know that
dn = n!− |{permutations that fixes some points}|
We denote F = {permutations that fixes some points} and f = |F |. Using
Principal of inclusion and exclusion, we define Fi be the set of permutations













|Fi ∩ Fj |+
∑
i,j,k:1≤i<j<k≤n
|Fi ∩ Fj ∩ Fk|
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Therefore we have




















The 3 equalities in Proposition 3.5 is stated because they are required for some
proofs in parts later. Note that there are actually other equalities for dn as well,
but they are not included in this project. We now include several definitions and
equations that are required in chapters later:
Definition 3.6. Define en and on as the number of even and odd derange-
ments in Sn respectively.
The following lemma gives the relationship between en and on.
Lemma 3.7. For n ≥ 1,
en − on = (−1)n−1(n− 1)
With Lemma 3.7, we have the following corollary which we may find it useful in
chapters later as well:
Corollary 3.8. For n ≥ 1,
en =
dn + (−1)n−1(n− 1)
2
and on =
dn − (−1)n−1(n− 1)
2
.
Proof. Notice that we have en + on = dn, we have to solve the following:
en − on = (−1)n−1(n− 1)
en + on = dn
20
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and we have the equality as required.
3.2 Determining Eigenvalues of Γn
The following theorem gives the dimension of some Specht modules:





)− 1 are as follows:
• S(n) (the trivial representation), dimension 1;
• S(1n) (the sign representation S), dimension 1;
• S(n−1,1), dimension n− 1;
• S(2,1n−2) (∼= S ⊗ S(n−1,1)), dimension n− 1.
We are particularly interested in these 4 Specht modules because they are the




) − 1. We will only consider
Specht modules with dimension fα ≥ (n−12 ) − 1 in later parts. We now state a
lemma so that we have the tools to deal with the Specht modules as mentioned.
Lemma 3.10. (Ellis[4]) Let Γ be a graph on N vertices whose adjacency matrix




Using the above lemmas, we want to bound |ηα| for α of any partition of n whose
Specht modules has high dimension fα ≥ (n−12 )− 1.
























Therefore, if Sα has dimension fα ≥ (n−12 )− 1, then
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+ o(1) ≤ O((n− 2)!)
We now calculate explicitly the eigenvalues for each of the Specht modules in
Lemma 3.9.
Proposition 3.11. (Ellis[4]) The eigenvalues for each of the Specht modules in
Lemma 3.9 are summarized below:
α ηα estimate
(n) dn O(n!)
(1n) (−1)n−1(n− 1) O(n− 1)
(n− 1, 1) − dnn−1 O((n− 1)!)
(2, 1n−2) (−1)n O(1)
Proof. We consider the calculations in different cases by applying Corollary 2.44
and Lemma 3.9:














(σ) = en − on = (−1)n(n− 1)
(n− 1, 1): From Example 2.42 and Theorem 2.34,
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(2, 1n−2): From Theorem 2.36, we have S(2,1n−2) ∼= S(1n)⊗S(n−1,1), therefore we have
χ(2,1n−2) =  · χ(n−1,1) and







(σ)(−1) = −en − on
n− 1 = (−1)
n
From Proposition 3.11, we have U(n) is the dn-eigenspace, U(n−1,1) is the − dnn−1 -
eigenspace, and all other eigenvalues are of absolute value O((n − 2)!). This
in fact helps us in determining the smallest eigenvalue of Γn. As all the other
eigenvalues are greater than − dnn−1 , therefore we have the following corollaries:
Corollary 3.12. Consider Γn and let λmin be the smallest eigenvalue of the
adjacency matrix representing Γn, then
λmin = − dn
n− 1 . (3.1)
By determining the largest and smallest eigenvalues of derangement graph, we
are now able to bound the largest independent set of derangement graph. More-
over, we are able to determine the exact largest independent number by identi-
fying the existence of an independent set with cardinality of the bound.
Corollary 3.13. α(Γn) = (n− 1)!.






1 + n− 1 = (n− 1)!
It suffices for us to verify the existence of an independent set, I with |I| = (n−1)!.
Let I be an independent set, i.e
I = {g ∈ Sn : g(1) = 1}
23
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we have |I| = (n− 1)!, giving us α(Γ) = (n− 1)!.
24
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Recurrence Formula for Eigenvalues
of Derangement Graph
Consider the ring Z[x1, x2, . . . , xn] of all polynomial functions in n variables over
the integers. The symmetric group acts by permuting variables, and the invariant
polynomials form the ring symmetric functions
Λn = Z[x1, x2, . . . , xn]Sn .
There are many bases for Λn. In this project, we will focus on the complete sym-
metric functions, hλ, power sum symmetric functions, pλ and Schur functions,
sλ.
4.1 Symmetric Functions
Definition 4.1. The complete symmetric function, hλ is defined by





xi1xi2 . . . xin , n ≥ 1
with h0 = 1.
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Definition 4.2. The power sum symmetric function, pλ is defined by





xki , k ≥ 1
with p0 = 1.
Definition 4.3. Let µ ⊆ λ (ie. µi ≤ λi for all i) be two partitions. A skew
semistandard Young tableau of shape λ/µ and type α is obtained by subtracting
the boxes of Ferrers shape of µ from those of λ and filling in the boxes as before.
Definition 4.4. The skew Schur function of shape λ/µ is




where the sum extends over all skew semistandard Young tableaus of shape λ/µ.
If µ = ∅, then sλ is the Schur function of shape λ.
Definition 4.5. The canonical inner product on Λn can be defined by the
requirement that the Schur functions comprise an orthonormal basis:
〈sλ, sµ〉 = δλ,µ.
Theorem 4.6. Given sλ and hµ, we have
〈sλ, hµ〉 = Kλ,µ
where Kλ,µ is the Kostka number.
Definition 4.7. For any partition λ = 〈1m12m2 . . .〉, define
zλ = 1
m1m1!2
m2m2! . . .
Example 4.8. λ = 〈132142〉, then z442111 = 133!211!422! = 384.
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Lemma 4.9. (Stanley[1]) Denote [ν] be the conjugacy class of Sn containing ν,





Proof. Consider a particular class, [ν] with ν = 〈1m12m2 . . .〉, now we need to























We now include some of the results from Stanley[1] before we go into the deriva-
tions for formulas of eigenvalues.
Theorem 4.10. (Stanley[1]) We have
∏
i,j





































i + . . .)
= (1 + x1 + x
2
1 + . . .)(1 + x2 + x
2





On the other hand, to prove the equality, it suffices for us to consider the natural
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Definition 4.12. A skew shape λ/µ is connected if the interior of the diagram
of λ/µ, regarded as a union of solid squares, is a connected open set. A border
strip is a connected skew shape with no 2× 2 square.
Definition 4.13. The height, ht(T ) of a border-strip tableau T is
ht(T ) = ht(B1) + ht(B2) + . . .+ ht(Bk),
where B1, . . . , Bk are the nonempty border strips appearing in T .
Lemma 4.14. (Stanley[1]) Given λ and α are partitions of n, we have






summed over all border-strip tableaux of shape λ and type α.
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where χλ/µ(ν) is given by (4.1).
4.2 Renteln’s Recurrence Formula for Γn
With the knowledge from previous section, we want to apply them in determining
the eigenvalues for derangement graph. Following Stanley[1],
Definition 4.16. Let χλ be the irreducible character of the symmetric group





This function admits a nice expansion in terms of Schur functions. We will make








where (n)k is the falling factorial function:
(n)k =

n(n− 1) . . . (n− k + 1), if k = 1, 2, . . .
1, if k = 0.






By Theorem 4.10, we want to make a choice of power sum symmetric function
for y. Since we are dealing with derangement graph, then in a permutation,
there should not exist any 1-cycle. However, we allow other kind of cycles exists
in the permutation. This leads to the choice of
p1(y) = 0, and p2(y) = p3(y) = . . . = 1
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by Lemma 4.9. Note that (4.4) holds because character is a class property.
























hn (by Prop. 4.11)
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so that hkh
m
1 will be of degree n.
Taking inner product of both sides of (4.2) with sλ gives















Renteln[3] further showed a few equalities for ηλ. In this project, we only include
Corollary 4.18 as we need to use the idea of proving in chapter later.
Also, we include the main recurrence formula of eigenvalues of derangement
graph, since we require this formula in chapter later. Before we introduce the
theorem, we need to have some terminology. To any tableau of shape λ we may
assign xy-coordinates to each of the boxes by defining the upper-left-most box
to be (1, 1), with the x axis increasing to the right and the y axis increasing
downwards.
Definition 4.19. Given λ a partition on n, define the hook through the box
(x, y) is the union of the boxes (x′, y) and (x, y′) where x′ ≥ x and y′ ≥ y.
We call the hook through the box (1, 1) the principal hook of λ. By abuse of
notation, we denote hˆ as the principal hook and h as its cardinality. Denote
λ− hˆ as the partition obtained from λ by removing the principal hook. Define
the column through the box (x, y) is the union of the boxes (x, y′) where y′ ≥ y.
We denote cˆ as the principal column of λ. Denote λ − cˆ as the partition
obtained from λ by removing its principal column.
Theorem 4.20. (Renteln[3]) For any partition λ = (λ1, . . . , λr) ` n,
ηλ = (−1)h(ηλ−hˆ + (−1)λ1hηλ−cˆ)
with initial conditions η∅ = 1.
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4.3 Shifted Schur Functions
The Schur function or Schur polynomial in n can be defined as the ratio of two
n× n determinants











where µ = (µ1, µ2, . . . , µn) is an arbitrary partition.
An important variant of the Schur polynomial are the shifted Schur polyno-
mials that was developed by Okounkov and Olshanski[7]:
Definition 4.21. The shifted Schur polynomials is
s∗µ(x1, . . . , xn) =
det[(xi + n− i)µj+n−j ]
det[(xi + n− i)n−j ] ,
where (x)k is the kth falling factorial power of a variable x.
Similar as Schur polynomials,
Theorem 4.22. (Okounov & Olshanski [7]) The shifted Schur polynomials sat-
isfy the stability property:
s∗µ(x1, . . . , xn, 0) = s
∗
µ(x1, . . . , xn).
The stability property allow us to define the functions s∗µ(x1, x2, . . .) in infinitely
many variables that form a basis in the algebra of shifted symmetric functions,
denoted by Λ∗. Every element of Λ∗ may be viewed as a function f(x1, x2, . . .)
on an infinite sequence of arguments such that xm = 0 for all sufficiently large m.
The next formula for the dimension of skew Young diagrams is useful in the
sense of determining recurrence formula for eigenvalues of derangement graph:
Theorem 4.23. (Okounov & Olshanski [7]) Let µ ` k and λ ` n be two par-
titions, where k ≤ n and µ ⊆ λ. Let dimλ/µ denote the number of standard
32
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where s∗µ(λ) = s∗µ(λ1, λ2, . . .).
Theorem 4.24. (Vanishing Theorem)[7] We have




hµi,j is the product of hook lengths of all boxes of µ.
Set h∗k = s
∗
(k) where (k) is the partition of k whose Young diagram consists of
just one row. These are called the complete shifted symmetric functions. They
are shifted analogues of the complete homogeneous symmetric functions. We
require the following properties of h∗k:
Proposition 4.25. (Ku & Wong [8]) The complete shifted symmetric functions
h∗k can be written as
h∗k(x1, x2, . . .) =
∑
1≤i1≤...≤ik<∞
(xi1 − k + 1)(xi2 − k + 2) . . . xik .
Corollary 4.26. (Ku & Wong [8]) The complete shifted symmetric functions h∗k
satisfy the following recurrence:
h∗k(x1, . . . , xn) = xnh
∗
k−1(x1 − 1, . . . , xn − 1) + h∗k(x1, . . . , xn−1).
4.4 Ku-Wong’s Recurrence Formula for Γn
Recall the following formula from Renteln[3]:
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By Theorem 4.23 and Theorem 4.27, it follows that
Corollary 4.28. (Ku & Wong [8]) The eigenvalues of the derangement graph








With the tools developed previously, we are able to derive a new recurrence
formula for eigenvalues of Γn. We first define a few terminologies in the new
formula.
Definition 4.29. Given λ a partition on n, define lˆλ as the last row of λ and
let lλ denote the size of lˆλ. Let λ− lˆλ denote the partition obtained from λ by
deleting the last row. When λ is clear from the context, we replace lˆλ, lλ by lˆ
and l respectively.
Theorem 4.30. (Ku & Wong [8]) Let λ = (λ1, . . . , λr) ` n. The eigenvalues of
the derangement graph Γn satisfy the following recurrence:
ηλ = (−1)r−1λrηλ−cˆ + (−1)λrηλ−lˆ
with initial condition η∅ = 1.






















(−1)k−1h∗k−1(λ1 − 1, . . . , λr − 1) +
∞∑
k=0
(−1)kh∗k(λ1, . . . , λr−1)
= −λrη′λ−cˆ + η′λ−lˆ
= −λr(−1)|λ−cˆ|ηλ−cˆ + (−1)|λ−lˆ|ηλ−lˆ
(−1)|λ|ηλ = λr(−1)1+|λ|−rηλ−cˆ + (−1)|λ|−λrηλ−lˆ
ηλ = (−1)r−1λrηλ−cˆ + (−1)λrηλ−lˆ.
By manipulating expression in Theorem 4.20 and Theorem 4.30, we derive a new
formula for ηλ:
Corollary 4.31. Let λ = (λ1, . . . , λr) ` n. The eigenvalues of the derangement







with initial condition η∅ = 1.
Proof. Using Theorem 4.30, rearranging the terms we have
















h− λr λrηλ−hˆ +
(−1)λr









With the above derivation, we guess that there might be another recurrence
equation for the complete shifted symmetric functions h∗k similar to equation
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in Corollary 4.26. By referring to remark in Renteln’s paper, we have h∗k(λ) =
wk(µ), where µi = λi + r − i. We have the following theorem:






hh∗k(λ− lˆ)− λrh∗k(λ− hˆ)
]
.
Proof. By using the recursion for h∗k(λ), we have
h∗k(λ) = λrh
∗
k−1(λ1 − 1, . . . , λr − 1) + h∗k(λ1, . . . , λr−1)
= λrw
∗




[wk(µ1, . . . , µr)− wk(µ2 − 1, . . . , µr − 1)] + h∗k(λ− lˆ)
=
λr





Multiplying both sides with λ1 + r − 1, we have





hh∗k(λ− lˆ)− λrh∗k(λ− hˆ)
]
.
Remark 4.33. With Theorem 4.32, we can derive Corollary 4.31 in another way
using ηλ =
∑n
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which is the same result as Corollary 4.31.
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New graph: p1 = p2 = 0
In previous chapter, we have observed how the choice of power sum symmet-
ric function in (4.7) will result in different kind of graphs. Motivated by this
application, we consider a subgraph of Γn with choice of
p1 = p2 = 0, & p3 = p4 = . . . pn = 1.
5.1 Eigenvalue Formula
We first give the following notation:
Notation 5.1. Denote C(i1,i2,...,ik) as union conjugacy classes of Sn containing at
least a i1-cycle, or i2-cycle, . . . , ik-cycle. Then the Cayley graph of choice p1 =
p2 = 0, p3 = p4 = . . . pn = 1 is Γ
(1,2)
n := Cay(Sn, Sn−(1,2)), where Sn−(i1,i2,...,ik) =
Sn\C(i1,i2,...,ik).
Before we prove the next result, we need a relation to link the power sum sym-
metric function and complete homogenous symmetric function.
Theorem 5.2. (Stanley[1]) Let hk and pk be the complete homogenous symmet-
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Corollary 5.3. The eigenvalues of adjacency matrix with corresponding to dif-



































(2k−j , 12j+i+1) if n− 2k − i = 1,
(2k−j , 12j+i) if n− 2k − i = 0,






































Using Theorem 5.2, we have
h1 = p1, 2h2 = h1p1 + h0p2 = h
2













































To have the total degree of complete homogenous symmetric function, h(x) to
be n, let h2 to have k − j power, h1 to have 2j + i power, then m = n − (i +
2j) − 2(k − j) = n − 2k − i. We need k ≤ l and n − 2k − i ≥ 0, which implies




































(2k−j , 12j+i+1) if n− 2k − i = 1,
(2k−j , 12j+i) if n− 2k − i = 0,
(n− 2k − i, 2k−j , 12j+i) otherwise.














Even though we have a formula for the eigenvalues of Γ
(1,2)
n , it is generally not
easy to compute the Kostka number, Kλ,σ. We obtain some of the eigenvalues
for 3 ≤ n ≤ 15 to observe some patterns of the eigenvalues.
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Observation 5.5. Observing the followings in the tables:
1. The smallest eigenvalue occurs at the partition (n− 1, 1) for n ≥ 7.
2. For n ≥ 4, 0 is one of the eigenvalues and it occurs at (n − 2, 2) and
(22, 1n−4).
3. There is no property of Alternating Sign observed for the eigenvalues.
4. There is no clear relation observed between the absolute value of eigenvalues
and the partitions’ lexicographic order.
By Observation 5.5.1, we conjecture that
Conjecture 5.6. The smallest eigenvalue of Γ
(1,2)
n occurs at the partition (n−
1, 1) for n ≥ 4.
By Observation 5.5.2, we conjecture that
Conjecture 5.7. For n ≥ 4, η(1,2)λ = 0 if and only if λ = (n−2, 2) or (22, 1n−4).
5.3 Finding Smallest Eigenvalues






• S(n) (the trivial representation), dimension 1;
• S(1n) (the sign representation), dimension 1;
• S(n−1,1), dimension n− 1;
• S(2,1n−2), dimension n− 1.





. For each of the Specht modules below, the corre-
sponding eigenvalues are:












i!(n−2i)!2i (−1)n−2i−1(n− 2i− 1);












Proof. By definition of Sn−(1,2), we know that Sn−(1,2) = Sn−(1) ∩ Sn−(2). Thus
for all σ ∈ Sn−(1,2), σ is a derangement as well.




σ∈Sn−(1,2)(1). Hence, it suffices for us to
count d
(1,2)






































































For the sign module S(1











n are the number of even and odd derangements of [n] without
disjoint transpositions in its cycle representation, respectively. Let en, on be the
number of even and odd derangements of [n] respectively. It is well known that
for any n ∈ N,
en − on = (−1)n−1(n− 1), & e0 = 1, o0 = 0.
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o0 if l odd,
e0 if l even.
& on−2k =

e0 if l odd,
o0 if l even.
By Principal of Inclusion and Exclusion,





























































n − o(1,2)n ,




i!(n− 2i)!2i (en−2i − on−2i)
For n odd, n− 2l = 1 and






For n even, n− 2l = 0 and
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For the module S(n−1,1),
χ(n−1,1)(σ) = ξ(n−1,1)(σ)− 1 = #{fixed points of σ} − 1.













n−2) ∼= S(1n) ⊗ S(n−1,1), χ(2,1n−2) =  · χ(n−1,1), so
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Lemma 5.11. For λ with dimension fλ ≥ (n−12 )− 1 = n(n−3)2 ,
∣∣∣η(1,2)λ ∣∣∣ ≤ O((n− 2)!)
Proof. There exists p ∈ R and p > 0 such that




4 < p(n− 2)!
as desired.
Lemma 5.12. For n ≥ 3, we have





















i!(2l + 1− 2i)!2i (−1)





i!(2l + 1− 2i)!2i (2l − 2i) ≥ 0.
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i!(2l − 2i)!2i (−1)











2l − 2(l − 1)− 1
(l − 1)!(2l − 2(l − 1))!2l−1 =
1




Theorem 5.13. For n ≥ 10,
∣∣∣η(1,2)(1n) ∣∣∣ ≤ O((n− 2)!).
Proof. We prove the theorem by considering different cases for n.
If n is odd, then there exists l ∈ Z+ ∪ {0} such that n = 2l + 1. For the base
case, it is true since
∣∣∣η(1,2)(111)∣∣∣ = 68760 ≤ 362880 = O(9!)
Assume the statement is true for n odd, we want to show that the statement is









i!(n− 2i)!2i (n− 2i− 1) ≤ p ∈ R.








i!(n− 2i)!2i (n− 2i− 1)
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i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)







i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)
i!(n− 2i+ 2)!2i (n− 2i+ 1)
)
− (n+ 2)(n+ 1)






i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)







i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)
i!(n− 2i+ 2)!2i (n− 2i+ 1)
)
=: A+B






i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)
















Since i ≤ l − 2,
n(n− 1)(n− 2i− 1)(n− 2i+ 2)
≥ n(n− 1)(4)(7) = 28n2 − 28n
≥ n2 + 3n+ 2 = (n+ 2)(n+ 1)
⇒ C ≥ 0 ⇒ A ≥ 0.
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i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)




(l − 1)!(n− 2(l − 1))!2l−1 (n− 2(l − 1)− 1)
− (n+ 2)(n+ 1)
(l − 1)!(n− 2(l − 1) + 2)!2l−1 (n− 2(l − 1) + 1)
+
n(n− 1)
l!(n− 2l)!2l (n− 2l − 1)−
(n+ 2)(n+ 1)
l!(n− 2l + 2)!2l (n− 2l + 1)
=
1









(l − 1)!3 · 2lD
Since n ≥ 11, l ≥ 5 and n = 2l + 1,
7n2 ≥ 19n+ 16
10n2 − 10n ≥ 3n2 + 9n+ 6
10n(n− 1) ≥ 3(n+ 2)(n+ 1)
2n(n− 1) ≥ 3
5








⇒ D ≥ 0 ⇒ B ≥ 0.
Since A+B ≥ 0, the statement is true for n+ 2 odd.
If n is even, then there exists l ∈ Z+ ∪ {0} such that n = 2l. For the base case,
it is true since ∣∣∣η(1,2)(110)∣∣∣ = 16704 ≤ 40320 = O(8!)
Assume the statement is true for n even, we want to show that the statement is









i!(n− 2i)!2i (n− 2i− 1) ≤ p ∈ R.








i!(n− 2i)!2i (n− 2i− 1)
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i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)







i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)
i!(n− 2i+ 2)!2i (n− 2i+ 1)
)
− (n+ 2)(n+ 1)






i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)







i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)





=: K + L+
(n+ 2)(n+ 1)
(l + 1)!2l+1






i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)
















Since i ≤ l − 2,
n(n− 1)(n− 2i− 1)(n− 2i+ 2)
≥ n(n− 1)(3)(6) = 18n2 − 18n
≥ n2 + 3n+ 2 = (n+ 2)(n+ 1)
⇒ M ≥ 0 ⇒ K ≥ 0.
49






i!(n− 2i)!2i (n− 2i− 1)−
(n+ 2)(n+ 1)




(l − 1)!(n− 2(l − 1))!2l−1 (n− 2(l − 1)− 1)
− (n+ 2)(n+ 1)
(l − 1)!(n− 2(l − 1) + 2)!2l−1 (n− 2(l − 1) + 1)
+
n(n− 1)
l!(n− 2l)!2l (n− 2l − 1)−
(n+ 2)(n+ 1)















Since n ≥ 10 and n = 2l,
3n3 ≥ 19n2 + 6n+ 8
4n3 − 12n2 + 8n ≥ n3 + 7n2 + 14n+ 8
4n(n− 1)(n− 2) ≥ (n+ 4)(n+ 2)(n+ 1)
(n− 1)(n− 2) ≥ 1
4n
(n(n+ 2)(n+ 1) + 4(n+ 2)(n+ 1))
n(n− 1) ≥ 1
4n










⇒ N ≥ 0 ⇒ L ≥ 0.
Since K + L ≥ 0, the statement is true for n+ 2 even.
Combining both the cases, we have
∣∣∣η(1,2)(1n) ∣∣∣ ≤ O((n− 2)!).
Theorem 5.14. For Γ
(1,2)
n , n ≥ 3,
1. If n = 4 or 6, then smallest eigenvalue occurs at representation (1n) with
eigenvalues −6 and −80 respectively.
2. If n 6= 4 and 6, then smallest eigenvalue occurs at representation (n− 1, 1)
with eigenvalues − d(1,2)nn−1 .
50






Proof. For n = 3, . . . , 10, the theorem is true by computation of GAP.
For n > 10, by Theorem 5.13, all other eigenvalues besides eigenvalues at (n)
and (n− 1, 1) are at most O((n− 2)!). Hence the smallest eigenvalue occurs at
representation (n− 1, 1) with eigenvalues − d(1,2)nn−1 .












. We first state
the following proposition:
Proposition 5.15. If H is a subgraph of G, then α(G) ≤ α(H).
Proof. Let H be a subgraph of G, if X is a largest independent set of G, then
X is an independent set of H. Then |X| ≤ α(H) as desired. Note that X may
not be a largest independent set in H.






Proof. We apply Delsarte-Hoffman Bound to get an upper bound for α(Γ
(1,2)
n ).
Let τ be the largest eigenvalue and d be the smallest eigenvalue. By Theorem
5.14,























n is subgraph of Γ
(1)










giving us the desired equality.
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Chapter6
Generalize to p1 = p2 = . . . = pk = 0
In this chapter, we try to generalize the properties of Cayley graph in previous
chapters with choice of p1 = p2 = . . . = pk = 0 as generating set. Denote this
graph as Γ
(1,2,...,k)
n := Cay(Sn, Sn−(1,2,...,k)). We want to determine whether these
subgraphs of derangement graph possess same general properties as derangement
graph.
6.1 General Bound of Eigenvalues
In general, the eigenvalues formula is hard to be determined, as there will be at
least k(k+1)2 summation in the equations. However we can see that the generating
set, Sn−(1,2,...,k) is actually a subset of Sn−(1,2,...,k−1). To count this set, we need
the following notation:
Notation 6.1. We denote
d(1,2,...,k)n := |Sn−(1,2,...,k)|
as the cardinality of the set.
Lemma 6.2. For n > k ≥ ⌊n2 ⌋, Sn−(1,2,...,k) = C(n).
Proof. If a k-cycle is excluded, then the conjugacy classes (n− k, k) is excluded
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[(n− i, i) ∪ conjugacy classes with i cycle ] = Sn\C(n).
Thus Sn−(1,2,...,k) = Sn\C(1, 2, . . . , k) = C(n).
Corollary 6.3. For n > k ≥ ⌊n2 ⌋, d(1,2,...,k)n = (n− 1)!.
Proof. By definition of d
(1,2,...,k)
n and Lemma 6.2.
For n > k ≥ ⌊n2 ⌋, Γ(1,...,k)n is in fact the Cayley graph on Sn with generating set
of pn = 1, p1 = p2 = . . . pn−1 = 0.





. We have the following




























0 = 1, d
(1,2,...,k)









Proof. The equality is true by application of Principal of Inclusion and Exclusion
and definition of Sn−(1,2,...,k), since we need to exclude all the k-cycle permutation
from the set Sn−(1,2,...,k−1). On the other inequality, from d
(1,...,k−1)
n we need to
exclude those permutations that has k-cycle. After we remove the k-cycle, they
will no longer consist of k-cycle. These are in fact number of permutations
without 1, 2, . . . , k-cycle in a reduced size set.
For S(n−1,1), χ(n−1,1)(σ) is the number of points fixed by σ then minus 1. Since
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Theorem 6.5. For n > k ≥ 1, we have
d(1,2,...,k)n = n!e




Proof. We prove the inequality by Mathematical Induction on k.
For k = 1, we have d
(1)
n = dn = n!e




−∑k−1i=1 1i (1 +O ( 1n)). Let n = kl+r where 0 ≤ r <
k. Note that we cannot apply induction if k−1 ≥ n−ki = kl+r−ki = k(l−i)+r.
By comparing the terms of each sides, we deduce that this will only occur when
i = l, which contributes to the term of
d(1,...,k−1)r =



















ki(n− ki)! (n− ki)!e













d(1,...,k−1)r < O((n− 1)!),
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we have
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and
n!





























Proof. Note that we have





< 2 log(1 + k)

























































































Lemma 6.9. For λ with dimension fλ ≥ (n−12 )− 1 = n(n−3)2 , 2k ≤ n, then
∣∣∣η(1,2,...,k)λ ∣∣∣ ≤ O((n− 2)!√k
)
.
Proof. By Theorem 6.7, d
(1,...,k)
n ∈ O(n!k ) where 2k ≤ n. There exists p ∈ R and
p > 0 such that



























It is generally not simple to determine the eigenvalues of Γ
(1,...,k)
n . However, we
are able to give a bound of the order of eigenvalues.
By some computations in GAP, it is observed that the smallest eigenvalue occurs
at partition (n− 1, 1) when n ≥ 4k. We have the following conjecture:
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6.2 Smallest Eigenvalues
In this section, we are going to prove Conjecture 6.10, we first establish some
bounds for partition of dimension ≤ n− 1. We first establish eigenvalue for the







































j = 0, for j = 1, . . . , k.
Proof. Similar as proof in Theorem 6.4, by Principal of Inclusion and Exclusion,
if k is even, then a k-cycle has negative sign. When we remove a k-cycle from a











































n−2k − . . .
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If k is odd, then a k-cycle has positive sign. When we remove a k-cycle from a











































n−2k − . . .




















































> k ≥ 1, we have





















Proof. We prove the statement by induction on k for all n. By works in previous
chapter, the statement is true when k = 1, 2 for all n. Assuming that the
statement is true when k − 1 for all n. We consider the different possibilities of
k and n, by checking the signs of each of the terms in the summations,
k even: When n is even,
i even odd








indicating that each sum with respect to i is actually summing of negative
numbers. Therefore sign(s
(1,...,k)
n ) = −1.
When n is odd,
i even odd








indicating that each sum with respect to i is actually summing of nonneg-
ative numbers. Therefore sign(s
(1,...,k)
n ) = +1.
k odd: When n is even,
i even odd






indicating that each sum with respect to i is actually summing of negative
numbers. Therefore sign(s
(1,...,k)
n ) = −1.
When n is odd,
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i even odd






indicating that each sum with respect to i is actually summing of nonneg-
ative numbers. Therefore sign(s
(1,...,k)
n ) = +1.
Since the sign of each terms of s
(1,...,k−1)
n−ki is the same as sign of s
(1,...,k)
n , we thus
have the equality for
∣∣∣s(1,...,k)n ∣∣∣.
Lemma 6.13. For n > k ≥ 1, we have
∣∣∣s(1,...,k)n ∣∣∣ ≤ d(1,...,k)n .






Lemma 6.14. For 1 ≤ k ≤ ⌊n2 ⌋− 1, we have
∣∣∣s(1,...,k)n ∣∣∣ < ∣∣∣s(1,...,k+1)n ∣∣∣ .
In particular,
∣∣∣s(1,...,k)n ∣∣∣ is monotonic increasing.
Proof. By definition of
∣∣∣s(1,...,k+1)n ∣∣∣,
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Theorem 6.15. For all fixed n ≥ 16, let k = ⌊n4 ⌋, then we have ⌊nk ⌋ = 4 and
∣∣∣s(1)n ∣∣∣ < . . . < ∣∣∣s(1,...,k)n ∣∣∣ < d(1,...,k)nn− 1 .
In particular, for 1 ≤ j ≤ ⌊n4 ⌋,
∣∣∣s(1,...,j)n ∣∣∣ ∈ O((n− 2)!j
)
.




















n = 4k + r ≥ 16 ⇒ k + r
4
≥ 4.
If k = 0, 1, 2 and 3, then r ≥ 16, 12, 8 and 4 respectively, which contradicts the









We now prove the statement by induction on j. For the base step, it is proved
in previous chapters. Assume the statement is true for all j < k. Now we want
to show that
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does not change by subtracting












. For each of the Specht modules below, the corre-
sponding eigenvalues are:
• S(n), η(1,2)(n) = d
(1,...,k)
n ;
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Now then we have established the tools to determine smallest eigenvalue of
Γ
(1,...,n)
n . We now present the proof of Conjecture 6.10.
Proof of Conjecture 6.10
By Lemma 6.9, we know that
∣∣∣η(1,2,...,k)λ ∣∣∣ ≤ O((n− 2)!√k
)
for fλ ≥ (n−12 ) − 1 = n(n−3)2 . Thus we need to compare this value with the















Therefore the smallest occurs at partition (n− 1, 1) with value − d(1,...,k)nn−1 .






6.3 Largest Independent Set
We now try to consider the largest independent set for a derangement graph.
We first give a definition of cosets of stabilizer.
Definition 6.17. Permutations pi, σ ∈ Sn are said to be intersecting if pi(i) =
σ(i) for some i ∈ {1, . . . , n}. The sets
Si,j := {pi ∈ Sn : pi(i) = j}, i, j ∈ {1, . . . , n}
are the cosets of stabiliser of a point.
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S : S is one of the largest independent sets in Γ(1,...,k)n
}
.
We can observe that by considering an even smaller size of generating set for Sn,
its largest independent number will still remain the same.
Cameron & Ku[10] has shown that S
(1)
n = {Si,j : i, j ∈ {1, . . . , n}}. With this






, we have the following conjecture:
Conjecture 6.18. For n ≥ 4k ≥ 4, we have
S(1)n = S
(1,2)







With the choice of p2 = 0, we want to study the eigenvalues of its adjacency
matrix.
Corollary 7.1. The eigenvalues of adjacency matrix with corresponding to dif-




























(2k−j , 12j , n− 2k) if k = ⌊n2 ⌋ ,







χλ(σ) = n!sλ|p2=0,p1=p3=p4=...=1 .
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Using Theorem 5.2, we have
h1 = p1, 2h2 = h1p1 + h0p2 = h
2
1 + p2 ⇒ p2 = 2h2 − h21.





















































(2k−j , 12j , n− 2k) if k = ⌊n2 ⌋ ,
(n− 2k, 2k−j , 12j) otherwise.









(k − j)!j!2j (−1)
k+jKλ,σ.
7.2 Conjectures
Even though we have a simpler formula for the eigenvalues of Γ
(2)
n , it is generally
not easy to compute the Kostka number, Kλ,σ. We obtain some of the eigenvalues
for 3 ≤ n ≤ 10 to observe some patterns of the eigenvalues.
Observation 7.3. Observing the followings in the tables:
1. The smallest eigenvalue occurs at the partition (n− 2, 2) for n ≥ 4.
2. 0 is one of the eigenvalues for n ≥ 5. For n is odd, it occurs at (2, 1n−2).
For n is even, it occurs at (3, 2, 1n−5).
3. If λ is the partition which eigenvalue is 0, then λ′, the partition having
shape as transpose of λ has eigenvalue 0 as well.
4. There is no property of Alternating Sign observed for the eigenvalues.
5. There is no clear relation observed between the absolute value of eigenvalues
and the partitions’ lexicographic order.
By Observation 7.3, we conjecture that
Conjecture 7.4. The smallest eigenvalue of Γ
(2)
n occurs at the partition (n−2, 2)
for n ≥ 4.
Conjecture 7.5. 0 is one of the eigenvalues for n ≥ 5. For n is odd, it occurs
at (2, 1n−2). For n is even, it occurs at (3, 2, 1n−5).
68
SECTION 7.3. DIMENSION OF INTERESTED PARTITIONS
Conjecture 7.6. If λ is the partition which eigenvalue is 0, then λ′, the partition
having shape of transpose of λ has eigenvalue 0 as well.
7.3 Dimension of Interested Partitions
We now state a theorem which will be used to determine dimension of some
Specht module in parts later.
Theorem 7.7. (Branching Theorem) For any partition α ` n, the restriction
[α] ↓ Sn−1 is isomorphic to a direct sum of those irreducible representations [β]
of Sn−1 such that the Young diagram of β can be obtained from that of α by
deleting a single dot, i.e., if αi− is the partition whose Young diagram is obtained
by deleting the dota at the end of the ith row of that of α, then










Theorem 7.8. For n ≥ 9, the only Specht modules Sα of dimension fα <
1
3n(n− 2)(n− 4) are as follows:
• fα = 1: α = (n), (1n).
• fα = n− 1: α = (n− 1, 1), (2, 1n−2).
• fα = (n−12 )− 1: α = (n− 2, 2), (22, 1n−4).
• fα = (n−12 ): α = (n− 2, 12), (3, 1n−3). (∗)
Proof. By direct calculation, we can verify the theorem for n = 12, 13. We
proceed by induction. Assume the theorem holds for n− 2, n− 1, we will prove
that it is true for n. Let α ` n such that fα < 13n(n − 2)(n − 4). Consider the
restriction [α] ↓ Sn−1 which has the same dimension.
Suppose that [α] ↓ Sn−1 is reducible. If it has one of 8 irreducible representations
stated in (∗), then by Theorem 7.7, the possibilities for α are as follows:
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constituent possibilities for α
[n− 1] (n), (n− 1, 1)
[1n−1] (1n), (2, 1n−1)
[n− 2, 1] (n− 1, 1), (n− 2, 2), (n− 2, 12)
[2, 1n−3] (2, 1n−2), (22, 1n−4), (3, 1n−3)
[n− 3, 2] (n− 2, 2), (n− 3, 3), (n− 3, 2, 1)
[22, 1n−5] (3, 2, 1n−5), (23, 1n−6), (22, 1n−4)
[n− 3, 12] (n− 2, 12), (n− 3, 2, 1), (n− 3, 13)
[3, 1n−4] (4, 1n−4), (3, 2, 1n−5), (3, 1n−3)
By calculating dimension, the new irreducible representations above all have
dimension ≥ 13n(n− 2)(n− 4):
α fα
(n− 3, 3), (23, 1n−6) 16n(n− 1)(n− 5)
(n− 3, 2, 1), (3, 2, 1n−5) 13n(n− 2)(n− 4)
(n− 3, 13), (4, 1n−4) 16(n− 1)(n− 2)(n− 3)
hence none of these are constituents of [α] ↓ Sn−1.
We may now assume the irreducible constituents of [α] ↓ Sn−1 do not include any
of 8 irreducible representations in (∗). By the induction hypothesis for n−1, each
has dimension ≥ 13(n− 1)(n− 3)(n− 5). However 2
(
1
3(n− 1)(n− 3)(n− 5)
) ≥
1
3n(n−2)(n−4) for n ≥ 14, hence there is only one, i.e. [α] ↓ Sn−1 is irreducible.
Therefore [α] = [st] for some s, t ∈ N with st = n. Now consider
[α] ↓ Sn−2 = [st−1, s− 2] + [st−2, s− 1, s− 1].
Note that neither of these 2 irreducible constituents are any of 8 irrepresentations
from (∗). By induction hypothesis for n − 2, each has dimension ≥ 13(n −
2)(n− 4)(n− 6), but 2 (13(n− 2)(n− 4)(n− 6)) ≥ 13n(n− 2)(n− 4) for n ≥ 14,
contradicting our assumption that
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We are particular interested in these partitions because we guess that the smallest
eigenvalue will occur at one of these partitions.
7.4 Some Eigenvalues - Kostka Number Method
Throughout this section, we would evaluate the eigenvalues via the formula de-
rived from Section 7.1 by determining the related Kostka number. We first prove
the following lemma.
Lemma 7.9. For n ≥ 2,




Proof. We will prove the lemma by Mathematical Induction. Let p(n) be the
statement




For n = 2, p(2) is true since
1 = 2C2 =
1
6
(2− 1)2(2 + 3) = 1.
Assume p(k) is true, i.e.
2C2 + 3C2 + . . .+ kC2 =
1
6
(k − 1)k(k + 1).
We have
2C2 + 3C2 + . . .+ kC2 + (k + 1)C2 =
1
6












(k − 1) + 1
)
=
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Therefore p(k + 1) is true. By Mathematical Induction, p(n) is true for all
n ≥ 2.
By Observation 7.3.2, we restate and prove Conjecture 7.5:
Theorem 7.10. 0 is one of the eigenvalues for n ≥ 5. For n is odd, it occurs
at (2, 1n−2). For n is even, it occurs at (3, 2, 1n−5).
Proof. Note that for this proof, λ = (2, 1n−2), if n is odd and λ = (3, 2, 1n−5) is
n is even. Note that also n ≥ 5 for the partitions to have these shapes.
Let n = 2l + 1, l ∈ Z. We need to compute Kλ,σ where
σ =

(2k−j , 12j , n− 2k) if k = l,
(n− 2k, 2k−j , 12j) otherwise.
If k = l, we must satisfy the following inequalities so that Kλ,σ 6= 0:
k − j ≤ 1 ⇒ l − 1 ≤ j
If k − j > 1, then we have 2-2’s, 2-3’s, . . . , 2-(k − j)’s to be filled in the parti-
tion (2, 1n−2), which gives us illegal fillings for semistandard young tableaux, i.e.
Kλ,σ = 0. If j = l − 1, then Kλ,σ = 1. If j = l, then 1 must be inserted in first
row, leaving us n− 1 numbers to be filled in the semistandard young tableaux.





way of doing this, giving us Kλ,σ = n− 1.
If k 6= l, we must have n − 2k ≤ 2. If n − 2k > 2, then we have (n-2k)-1’s to
fill in the semistandard young tableaux, which gives us Kλ,σ = 0. Thus we have
n − 2k = 2l + 1 − 2k ≤ 2, giving us k ≥ l − 12 . Since k 6= l, therefore Kλ,σ = 0
for all k < l.
To summarize:
k j Kλ,σ
l l − 1 1
l l n− 1
< l − 0
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Let n = 2l, l ∈ Z. We need to compute Kλ,σ where
σ =

(2k−j , 12j) if k = l,
(n− 2k, 2k−j , 12j) otherwise.
Similar as arguments above, we must have n − 2k ≤ 3. If n − 2k > 3, then
we have (n-2k)-1’s to fill in the semistandard young tableaux, which gives us
Kλ,σ = 0. Thus we have k ≥ l − 32 , so k must be l − 1 or l.
If k = l, we need to have number of rows of σ is at least number of rows of λ,
else Kλ,σ = 0. This gives us
k − j + 2j = k + j ≥ n− 3 ⇒ j ≥ l − 3.
For j = l − 3, σ = (23, 12l−6). We must fill all the 1’s at the 1st row. There are





Note that two of the 3’s must be inserted in 3rd row, and 2nd column or 3rd
column, else Kλ,σ = 0. The number of way of doing this is 1 for each, therefore
Kλ,σ = 1 + 1 = 2.
For j = l− 2, σ = (22, 12l−4). Similarly as j = l− 3, we have 2 different cases to
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consider after we insert 1’s and 2’s. For both of these cases, the number of ways
to insert 2l−4 numbers left is (2l−41 ), which gives us Kλ,σ = 2× (2l−4) = 4l−8.
For j = l − 1, σ = (22, 12l−4). All the 1’s must be inserted in 1st row. We have
two possibilities of inserting 2 into the tableaux:
1 1 2 1 1
2
which are (7.10.1) and (7.10.2) respectively. For (7.10.1), 3 must be inserted at
2nd row, which gives us
1 1 2
3
and number of ways of inserting the rest of the 2l − 4 numbers is (2l−41 ). For
(7.10.2), the number of ways of inserting the rest of the 2l−3 numbers is (2l−32 )×2,
since the number chosen have 2 ways of being inserted to the different columns.
Therefore





× 2 = 4(l − 1)(l − 2)
For j = l, σ = (12l). All the 1’s must be inserted in 1st row. We have 2 different
ways of inserting 2 into the tableaux:
1 2 1
2
which are (7.10.3) and (7.10.4) respectively.
For (7.10.3), there are 2 different ways of inserting 3 into the tableaux:
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1 2 3 1 2
3
which are (7.10.3.1) and (7.10.3.2) respectively. For (7.10.3.1), 4 must be inserted






. For (7.10.3.2), the number of ways of inserting the rest of
the 2l − 3 numbers is (2l−32 )× 2, since the number chosen have 2 ways of being
inserted to the different columns.






which are (7.10.4.1) and (7.10.4.2) respectively. For (7.10.4.1), the number of
ways of inserting the rest of the 2l − 3 numbers is (2l−32 ) × 2, since the number
chosen have 2 ways of being inserted to the different columns. For (7.10.4.2), this
further breaks down to cases by adding the next number in the 1st column or in
the 2nd column. The recursion occurs when the next number is kept added to 1st
column. If the next number is added to the 2nd column with m numbers already





) × 2. The recursion of adding at 1st column goes on until
the last row, i.e. 4 more numbers to add. If the next number is added to the
2nd column, then the number of ways of adding the rest of the 3 numbers is(
3
2
)×2. If the next number is added to the 1st column, then the number of ways
of adding the rest of the 3 numbers is 2. Combining all these calculations and
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applying Lemma 7.9, we have
Kλ,σ = 2 + 3C2× 2 + 4C2× 2 + . . .+ (2l − 4)C2× 2 + (2l − 3)C2× 2
+ (2l − 3)C2× 2 + 2l − 4
= 2(2C2 + 3C2 + 4C2 + . . .+ (2l − 4)C2 + (2l − 3)C2)








l(l − 1)(l − 2).
If k = l − 1, we need to have number of rows of σ is at least number of rows of
λ, else Kλ,σ = 0. This gives us
1 + k − j + 2j = l + j ≥ n− 3 ⇒ j ≥ l − 3.
For j = l − 3, σ = (23, 12l−6). For j = l − 2, σ = (22, 12l−4). For j = l − 1,
σ = (21, 12l−2). Their Kostka numbers are as evaluated before.
To summarize:
k j Kλ,σ
l − 1 l − 3 2
l − 1 l − 2 4(l − 2)
l − 1 l − 1 4(l − 1)(l − 2)
l l − 3 2
l l − 2 4(l − 2)
l l − 1 4(l − 1)(l − 2)
l l 2
3
3 l(l − 1)(l − 2)
< l − 1 − 0
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2!(l − 3)!2l−3 (2)−
1
1!(l − 2)!2l−2 4(l − 2)
+
1
0!(l − 1)!2l−1 4(l − 1)(l − 2)−
1
3!(l − 3)!2l−3 (2)
+
1
2!(l − 2)!2l−2 4(l − 2)−
1









(l − 3)!2l−3 −
1




3(l − 3)!2l−3 +
1
(l − 3)!2l−3 −
1








1− 2 + 1− 1
3




Therefore 0 is an eigenvalue for adjacency matrix of Γ
(2)
n for n ≥ 5.
Remark 7.11. Note that Theorem 7.10 is true for n = 3 as well. It does not
hold for n = 4 because a shape of (3, 2, 1) is not found for 4 is even.
We now determine eigenvalues of 5 of the irreducible representations in (∗).





. For each of the Specht modules below, the corre-
sponding eigenvalues are:


























(l−j)!j!2j (−1)l+j(l + j − 1)
]








(k−j)!j!2j (−1)k+j(k + j), if n is odd
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(l−1)!2l−1 , if n is even



















(l−j)!j!2j+1 (−1)l+j + n!l!2l l(2l − 3)
]

















(l − 1)(2l + 1)] , if n is odd
Proof. Applying Corollary 7.1 and Theorem 7.2:
For S(n), K(n),σ = 1 for all σ, giving us the desired equation.
For S(1





For n is odd, then





. If n is even, then k = l, j



















For S(n−1,1), if σ = (n), then k = 0 giving us K(n−1,1),σ = 0. We first consider
the case where n is odd. We know that n− 2k-1’s must be inserted on 1st row.
Therefore we are left with k − j + 2j different numbers to be chosen to put on











(k − j)!j!2j (−1)
k+j(k + j).











, notice that σ = (2l−j , 12j). So, 2-1’s must be inserted on first
row, leaving us l − j − 1 + 2j numbers to be chosen and inserted into row 2.
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(l − j)!j!2j (−1)
l+j(l + j − 1)

For S(2,1
n−2), we consider the cases separately for n even and odd. If n is even,
n = 2l and σ 6= (2, 1n−2) or (1n), then K(2,1n−2),σ = 0, as the number of 1’s
and 2’s do not produce a semistandard young tableaux. If k = j = l − 1 or
k = l = j + 1 then σ = (2, 1n−2) and K(2,1n−2),σ = 1. If k = j = l, then σ = (1n)








0!(l − 1)!2l−1 −
n!





















(l − 1)!2l−1 .
For n is odd, by Theorem 7.10, η
(2)
(2,1n−2) = 0, which completes the proof.
For S(n−2,2), we first consider the case where k = 0, i.e σ = (n). Then we have
K(n−2,2),σ = 0 as there are more 1’s to be filled on n− 2 spaces in first row. For
1 ≤ k < ⌊n2 ⌋, we have k − j numbers with each of them having 2 copies and
2j numbers to be filled in (n− 2, 2) after n− 2k-1’s have been filled. Note that
n− 2k ≥ 2 and we do not need to worry about the violation of rule of different
rows. There are 4 ways in inserting the rest of the numbers:
(i) Choosing 2 different numbers from k − j numbers: (k−j2 ),
(ii) Choosing 2 same numbers from k − j numbers: (k−j1 ),
(iii) Choosing 1 number from k − j numbers and 1 number from 2j numbers:
(k − j)× 2j,
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Summing them up, we have K(n−2,2),σ =
k2+2jk+k+j2−3j
2 .
When k = l, we consider the cases differently for n odd and even. When n is
odd, note that n − 2l 6= 0 and σ = (2l−j , 12j+1). If j 6= l, we have l − j − 1
numbers with each of them having 2 copies and 2j + 1 numbers to be filled in
(n − 2, 2) after 2-1’s have been filled. There are 4 ways in inserting the rest of
the numbers:
(i) Choosing 2 different numbers from l − j − 1 numbers: (l−j−12 ),
(ii) Choosing 2 same numbers from l − j − 1 numbers: (l−j−11 ),
(iii) Choosing 1 number from l − j − 1 numbers and 1 number from 2j + 1
numbers: (l − j − 1)× (2j + 1),






Summing them up, we have K(n−2,2),σ =
l2+2jl+l+j2−3j−2
2 .




which are (7.12.1) and (7.12.2) respectively. For (7.12.1), 3 must be inserted on
first row, then we are left with 2l+ 1− 3 numbers to fill in, giving 2l− 2 ways of
doing it. For (7.12.2), we are left with 2l+ 1− 2 numbers to fill in, giving (2l−12 )
ways of doing it. Summing them up, K(n−2,2),(1n) = (l − 1)(2l + 1).
When n is even, note that n − 2l = 0 and σ = (2l−j , 12j). If j 6= l, we have
l− j− 1 numbers with each of them having 2 copies and 2j numbers to be filled
in (n − 2, 2) after 2-1’s have been filled. There are 4 ways in inserting the rest
of the numbers:
(i) Choosing 2 different numbers from l − j − 1 numbers: (l−j−12 ),
(ii) Choosing 2 same numbers from l − j − 1 numbers: (l−j−11 ),
(iii) Choosing 1 number from l−j−1 numbers and 1 number from 2j numbers:
(l − j − 1)× 2j,
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Summing them up, we have K(n−2,2),σ =
l2+2jl−l+j2−5j
2 .
If j = l, then we have 2l different numbers to fill into (n−2, 2) with (7.12.1) and
(7.12.2) respectively. For (7.12.1), 3 must be inserted on first row, then we are
left with 2l− 3 numbers to fill in, giving 2l− 3 ways of doing it. For (7.12.2), we
are left with 2l − 2 numbers to fill in, giving (2l−22 ) ways of doing it. Summing
them up, K(n−2,2),(1n) = l(2l − 3).
Concluding the above, we are able to obtain the desired result.
7.5 Some Eigenvalues - PIE Method
In this section, we will evaluate eigenvalues of irreducible representations in (∗)
by Principal of Inclusion and Exclusion and the combinatorics in representation
theory of Sn.
7.5.1 α = (n)
Theorem 7.13. Let d
(2)
n be the degree of each vertices in Γ
(2)

























Proof. We need to count the cardinality of Sn−(2) by Principal of Inclusion and
Exclusion. Let Ai be a union of conjugacy classes such that at least i number of




























































(n−2i)! take account for the number
of ways i number of disjoint 2-cycle are contained in the classes, and 1i! take
accounts for the repetition for these i number of disjoint 2-cycle.
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For the second equality, we first include all the elements in d
(1,2)
n , which will be
taken accounted when i = 1.
Now, we need to include all the elements that consists of a 1-cycle. To do so, it
is actually elements in d
(1,2)









We can do the similar counting until i = n− 3. When i = n− 2, we will end up
with a 2-cycle, hence we only add the element 1 into the counting.




























































By Theorem 7.14, we can actually see the existence of rm for the property of
symmetric group, which gives us some insights on the sizes of conjugacy classes
of S2m and S2m+1.
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7.5.2 α = (n− 1, 1)


















Proof. By Theorem 2.41, M (n−1,1) ∼= S(n−1,1) ⊕ S(n), i.e.,
χ(n−1,1)(σ) = (# of (n− 1, 1)-tabloid fixed by σ )− 1
For σ that counts to d
(1,2)
n−i , it has i numbers of 1-cycle, i.e., σ fixes i points, which
is i numbers of (n− 1, 1)-tabloid. Therefore χ(n−1,1)(σ) = i− 1. When σ = 1, it
fixes n points, giving us χ(n−1,1)(1) = n − 1. Summing these numbers together















n−i (i− 1) + (n− 1)
)
which equals to the equation in the assertion.
7.5.3 α = (n− 2, 2)

























− nd(1,2)n−1 − n
)
.
Proof. By Theorem 2.41,
M (n−2,2) ∼= S(n−2,2) ⊕ S(n−1,1) ⊕ S(n) ∼= S(n−2,2) ⊕M (n−1,1),
i.e.,
χ(n−2,2)(σ) = (# of (n− 2, 2)-tabloid fixed by σ )
− (# of (n− 1, 1)-tabloid fixed by σ ).
For all σ ∈ Sn\C2, only those σ = (. . . , 1i) with i ≥ 2 will fix a (n−2, 2)-tabloid.
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The number of (n− 2, 2)-tabloid fixed by σ is (i2). For a fixed i, the number of




)× d(1,2)n−i . When σ = (1n), then the number of




















From previous theorem, we have counted the number of (n− 1, 1)-tabloid fixed















































































− nd(1,2)n−1 − n
)
.
7.5.4 α = (22, 1n−4)






























2,1n−4) ∼= S(1n) ⊗ S(n−2,2),
i.e.,
χ(22,1n−4)(σ) = (σ) · χ(n−2,2)(σ)
= (σ)(# of (n− 2, 2)-tabloid fixed by σ )
− (σ)(# of (n− 1, 1)-tabloid fixed by σ ).
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From the summand of last theorem, we observe that the sign of σ actually
depends on the term of d
(1,2)











−n, it corresponds to 1, hence its sign is positive, which the term in previous

























− ns(1,2)n−1 − n
)
.
7.5.5 α = (n− 2, 12)












Proof. By Theorem 2.41,
M (n−2,1
2) ∼= S(n−2,12) ⊕ S(n−2,2) ⊕ 2S(n−1,1) ⊕ S(n),
i.e.,
χ(n−2,12)(σ) = (# of (n− 2, 12)-tabloid fixed by σ)
− χ(n−2,2)(σ)− 2χ(n−1,1)(σ)− 1
= (# of (n− 2, 12)-tabloid fixed by σ)
− [(# of (n− 2, 2)-tabloid fixed by σ )
− (# of (n− 1, 1)-tabloid fixed by σ )]
− 2[(# of (n− 1, 1)-tabloid fixed by σ )− 1]− 1
= (# of (n− 2, 12)-tabloid fixed by σ)
− (# of (n− 2, 2)-tabloid fixed by σ )
− (# of (n− 1, 1)-tabloid fixed by σ ) + 1
For a fix σ ∈ Sn\C2, we need to investigate what is the number of (n − 2, 12)-
85
SECTION 7.5. SOME EIGENVALUES - PIE METHOD
tabloid fixed by σ. If σ = (. . . , 1i) where i ≥ 2, then it will fix 2×(i2) numbers of
(n−2, 12) tabloid. If σ 6= (. . . , 1i), where i ≥ 2, then it will not fix any (n−2, 12)
and (n− 2, 2)-tabloid. Therefore, for σ = (. . . , i2) where i ≥ 2, we have

















Hence the problem is now reduced to













































7.5.6 α = (3, 1n−3)














n−3) ∼= S(1n) ⊗ S(n−2,12),
i.e.,
χ(3,1n−3)(σ) = (σ) · χ(n−2,12)(σ)
From the summand of last theorem, we observe that the sign of σ actually
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depends on the term of d
(1,2)











−n, it corresponds to 1, hence its sign is positive, which the term in previous













































With eigenvalues evaluated from previous section, we can now identify the small-
est eigenvalue by investigating the order of eigenvalues. We first give a bound
for the largest eigenvalue, d
(2)
n .

























Proof. We provide two different proofs for this statement.
Proof 1:
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Proof 2:



































































































4 = 3(n− 1)(n− 3)(n− 5)!e− 14 ∈ O((n− 3)!).
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Theorem 7.23. The eigenvalues for the partitions in (∗) are in the following
complexity:
1. |η(2)(n)| ∈ O(n!), η
(2)
(n) ≥ 0.
2. |η(2)(1n)| ∈ O((n− 1)!), η
(2)
(1n) ≥ 0.




(2,1n−2)| ∈ O((n− 1)!), η
(2)
(2,1n−2) ≥ 0.




(22,1n−4)| ∈ O((n− 3)!).
7. |η(2)




(3,1n−3)| ∈ O((n− 3)!).
Proof. For (a), (b), (d), it is clear by looking at the eigenvalues respectively and
Lemma 7.20.




























































−n!e− 32 + n!e− 32 e
)
+ 1 ∈ O((n− 1)!).
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we know that η
(2)
(n−2,2) < 0 and |η
(2)
(n−2,2)| ∈ O((n− 2)!).

























− ns(1,2)n−1 − n
)
.























− n(n− 3)!− n
∣∣∣∣
which gives us |η(2)
(22,1n−4)| ∈ O((n− 3)!).
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Since we know that η
(2)





















− nd(1,2)n−1 − n
∣∣∣∣∣
<
∣∣∣nd(1,2)n−1 + n∣∣∣ < d(2)n .
Therefore we have η
(2)
(n−2,12) ∈ O((n− 2)!) and η
(2)
(n−2,12) > 0.












The sign of η
(2)
(3,1n−3) depends on η
(2)
(22,1n−4) and |η(3,1n−3)| ∈ O((n− 3)!).
Theorem 7.24. For Γ
(2)
n , the largest eigenvalue is equal to η
(2)
(n), and the smallest
eigenvalue is equal to η
(2)
(n−2,2).
Proof. By Theorem 7.23, we identify the largest eigenvalues is equal to η
(2)
(n).
Since for all partition of dimension ≥ 13n(n − 2)(n − 4), |η
(2)
λ | ∈ O((n − 3)!), it
suffices for us to identify those eigenvalues that are negative in partitions in (∗).
Comparing their order, η
(2)
(n−2,2) has order of O((n− 2)!), the largest among the
negative eigenvalues. Therefore the smallest eigenvalue is equal to η
(2)
(n−2,2).
Although we are able to identify the largest and smallest eigenvalue, in context
of Γ
(2)
n , it is actually a pseudograph, which is a graph with loop. Hence, we
are not interested in applying Delsarte-Hoffman Bound here, because the largest
independent set is equal to 0.
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Generating Set of Conjugacy Class
Υn = (2, 1
n−2)
In this chapter, we consider the generating set, Υn where Υn is the conjugacy
class which contains only transpositions in Sn, i.e
Υn = {(ij)|i, j ∈ {1, . . . , n}, i 6= j}.
Note that in this chapter, n ≥ 2. The Cayley graph generated by Υn is ΓΥn =
Cay(Sn,Υn).
8.1 Eigenvalues
By referring to Ingram and S.J[9],










(λ2i − (2i− 1)λi).
With the above result, we are able to determine the eigenvalues of ΓΥn :
Theorem 8.2. The eigenvalues of adjacency matrix of ΓΥn with corresponding






(λ2i − (2i− 1)λi).
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(λ2i − (2i− 1)λi).
8.2 Conjectures and Proofs
We first give a definition of partial ordering “ <1 ”:
Definition 8.3. Let λ, λ¯ ` n, then we write λ <1 λ′ if there are m1 and m2
with 1 ≤ m1 < m2 ≤ r such that
λ = (λ1, . . . , λm1−1, λm1 , λm1+1, . . . , λm2−1, λm2 , λm2+1, . . . , λr),
λ′ = (λ1, . . . , λm1−1, λm1 + 1, λm1+1, . . . , λm2−1, λm2 − 1, λm2+1, . . . , λr).
It turns out that the dominance order of partitions can be entirely characterized
in terms of the partial ordering <1. Thus, we have
Definition 8.4. Let µ and λ be partitions of n. Then µE λ if and only if there
exist µ(1), . . . , µ(s) ` n such that
µ <1 µ
(1) <1 . . . <1 µ
(s) <1 λ.
With a simple formula for the eigenvalues of ΓΥn in previous section, we may not
have a clear picture of the eigenvalues of the adjacency matrix with respect to
different irreducible representations. We compute the eigenvalues with respect
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to each’s irreducible representations for 1 ≤ n ≤ 10 and make a few observations.
Observation 8.5. Observing the followings in the tables:
1. Let λ, λ¯ ` n with λ1 as their first part. If λE λ¯, then
ηλ < ηλ¯.
2. Let λT be the partition with the shape as transpose of partition λ, then
ηΥλ = −ηΥλT .
3. If λ = λT , then ηΥλ = 0.
4. The smallest eigenvalues occurs at λ = (1n), with ηΥ(1n) = −n(n−1)2 .
By Observation 8.5.1, we have




Proof. It suffices for us to prove the theorem by considering two different cases
for λ and λ′.
i. λ = (λ1, . . . , λj , . . . , λk, . . . , λr), λ¯ = (λ1, . . . , λj − 1, . . . , λk + 1, . . . , λr),
where 2 ≤ j < k ≤ r:
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(λ¯2i − (2i− 1)λ¯i)
= ηΥλ¯
Note that (8.1) is true since λk − λj < 0, j − k + 1 ≤ 0 and
λ2j − (2j − 1)λj + λ2k − (2k − 1)λk
> λ2j − (2j − 1)λj + λ2k − (2k − 1)λk
+ 2(λk − λj) + 2(j − k + 1)
= λ2j − 2λj + 1− (2j − 1)λj + (2j − 1)
+ λ2k + 2λk + 1− (2k − 1)λk − (2k − 1)





ii. λ = (λ1, . . . , λj , . . . , λr), λ¯ = (λ1, . . . , λj − 1, . . . , λr, 1),
where 2 ≤ j ≤ r:
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(λ¯2i − (2i− 1)λ¯i)
= ηΥλ¯
Note that (8.2) is true since −λj < 0, j − r ≤ 0 and
λ2j − (2j − 1)λj
> λ2j − (2j − 1)λj + 2(j − r)− 2λj
= λ2j − 2λj + 1− (2j − 1)λj + (2j − 1)− 2r





By Observation 8.5.2, we have
Theorem 8.7. Let λT be the partition with the shape as transpose of partition
λ ` n ≥ 2, then ηΥλ = −ηΥλT .
Proof. We provide two different proofs for this theorem.
Mathematical Induction Proof:
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Considering the base case where n = 2, by computation of GAP, we have
ηΥ(2) = 1 = −(−1) = −ηΥ(12).
Assume the statement is true for n = k. We now consider partition of λ¯, λ¯T `
k + 1. We obtain a partition λ¯ from λ ` k, by adding 1 unit to row jth of λ
legally so that λ¯ is still a partition, i.e























(λ2i − (2i− 1)λi)−
1
2









(λ2j − (2j − 1)λj − (λj + 1)2 + (2j − 1)(λj + 1))
= ηΥλ + λj + 1− j.
Consider the previous construction, λ¯T is obtained by adding 1 unit to row
λ¯j = λj + 1 of λ
T , i.e
λT = (r, . . . , λTλ¯j , . . . , λ
T
λ¯1
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2 − (2λ¯j − 1)λTλ¯j − (λ
T
λ¯j




((j − 1)2 − (2(λj + 1)− 1)(j − 1)− j2 + (2(λj + 1)− 1)j)
= ηΥλT − λj − 1 + j.
Since the inequality holds for n = k, then we have
ηΥλ¯ = η
Υ
λ + λj + 1− j
= −ηΥλT − (−λj − 1 + j)
= −(ηΥλT − λj − 1 + j)
= −ηΥλ¯T ,
the inequality holds for n = k + 1.
Hence by Mathematical Induction, the inequality holds for all n ≥ 2.
Representations Proof:
Since λT is transpose of λ, we know that for all σ ∈ Υn,
χλ(σ) = (σ) · χλT (σ).
Since  is the sign representation and σ is transposition,
χλ(σ) = (−1) · χλT (σ) = −χλT (σ).
Summing over all σ ∈ Υn, we have the desired equality.
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By Observation 8.5.3, we have
Corollary 8.8. Let λ ` n. If λ = λT , then ηΥλ = 0.
Proof. By Theorem 8.7, since λ = λT ,
ηΥλ = −ηΥλT = −ηΥλ , =⇒ ηΥλ = 0.
By Observation 8.5.4, we have





Proof. By Theorem 8.7, since the largest eigenvalue occurs at λ = (n), then the
smallest eigenvalue occurs at its transpose, (1n) and its eigenvalue is








8.3 Largest Independent Number, α(ΓΥn )
We want to find out the largest independent number, α(ΓΥn ). We first construct







We have α(ΓΥ3 ) = 3. There are 2 largest independent set, namely {1, (123), (132)}
and {(12), (13), (23)}.
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We have α(ΓΥ4 ) = 12. There are only 2 largest independent set, namely
{1, (143), (124), (123), (134), (132), (234), (142), (243),
(12)(34), (14)(23), (13)(24)}
and {(1234), (1243), (1324), (1423), (1342), (1432),
(12), (13), (14), (23), (24), (34)}.
By the observations above, we thus conjecture the following:





Proof. We apply Delsarte-Hoffman Bound to get an upper bound for α(ΓΥn ). Let
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τ be the largest eigenvalue ad d be the smallest eigenvalue. By Corallary 8.9,





















Consider all the conjugacy classes, Ci, Cj ⊂ An. We claim that for all σ ∈ Ci
and λ ∈ Cj , then σ−1λ /∈ Υn for all i, j ∈ I, i 6= j. Suppose to the contrary that
there exists i, j ∈ I, σ ∈ Ci and λ ∈ Cj such that σ−1λ ∈ Υn, then σ−1λ = (pq),
where p, q ∈ {1, . . . , n}, p 6= q. Then
1 = sgn(σ−1λ) = sgn(pq) = −1,
since the product of 2 positive sign permutations must have positive sign, giving
us a contradiction.
Since the claim is true, in other words, for any σ ∈ Ci and λ ∈ Cj for all i, j ∈ I,
σλ /∈ e(ΓΥn ). Therefore the vertices in An form an independent set. Note that









2 , then Γ
Υ
n is a bipartite graph.
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8.4 Other Generating Set of type (p, 1n−p)
In this section, we will look at the character of the class (p, 1n−p). If λ =




{{λi − i : λi − i > 0} ∪ {k}},





bj + (aj + 1).
Theorem 8.12. (Ingram and S.J[9]) Let χ
(p,1n−p)
λ be the character of (k, 1
n−k)





y + aj + 1
,
where aj = λj − j, bj = j − 1. Denote [g(y)] 1
y
as the coefficient of 1y of function














It is also mentioned in Ingram and S.J[9] that
Proposition 8.13. (Ingram and S.J[9]) The expansion of F (y−p)−pF (y) is
F (y − p)


























b2rj − (aj + 1)2r, c2r
s∑
j=1
b2r+1j + (aj + 1)
2r.
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Example 8.14. We compute the characters for p = 2:










(c3 + 2n) + . . .
)


















− n2 + c3 + 2n
y
















− n2 + c3 + 2n
y



























(λi − i)(λi − i+ 1)− i(i− 1)
)
which is the same as in Theorem 8.1.
Hence, by using Theorem 8.12, we can actually consider the graph with generat-
ing set (p, 1n−p) and find the eigenvalues for its Cayley graph. However, notice
that there is no a simple form of χ
(p,1n−p)
λ , which will help us in determining the
eigenvalues for its Cayley graph.
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Conclusion
In this project we have taken a look at how Representation Theory of symmetric
group plays its part in helping us to find the eigenvalues of Cayley graphs on
Sn. We observe the role of shifted Schur symmetric functions in determining a
new recurrence formula for eigenvalues of Derangement graph. With different
choices of power sum symmetric function, new Cayley graphs can be obtained
and we can derive a formula to find the eigenvalues of the graph. The author
believes that the eigenvalues of graphs in Chapter 6 can be further determined.
Also the followings can be possible directions of research:
• Occurrence of zero eigenvalue and relations with the graph properties.
• Non-asymptotic proof for smallest eigenvalues in Chapter 6.
• Largest independent set of graphs in Chapter 6.
• Relations of Latin square with graphs in Chapter 6.
• Derivations of a closed forms formula for eigenvalues at partition (p, 1n−p).
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Appendices
8.5 GAP programs to calculate eigenvalues
The programs in this section have been written in GAP: Groups, Algorithms
and Programming [4], and modified from those used by Ku and Wales[2].
8.5.1 setup.g
‘setup.g’ is where we define the underlying group of the derangement graph. In






for i in [1..Length(cl)]
do if cl[i][2][Length(cl[i][2])] <> 0
then Add(cla,[cl[i][1],cl[i][2][1]]);








SECTION 8.5. GAP PROGRAMS TO CALCULATE EIGENVALUES
8.5.2 p1=0.g
‘p1=0.g’ is the method that calculates the eigenvalues of the derangement graph.
altarr is just a modified copy of cl, and has the same form regardless of the
underlying group we use. fpfconj is a vector that enumerates the conjugacy
classes that contain the derangements, which is done by checking that the last
number of the cycle-sape is not 1 (Line 10).
The vector w is a vector containing the eigenvalues. We need to rearrange these
values into the order we want from largest to smallest corresponding partition,
so the last 3 lines permute the values in w to the correct order.
altarr:= Set([]);
for i in [1..Length(cl)]
do if cl[i][2][Length(cl[i][2])] = ’+’ or cl[i][2][Length(cl[i][2])] = ’-’
then Add(altarr, [cl[i][1], cl[i][2][1] ]);




for i in [1..Length(altarr)]





for i in [1..Length(w)] do w[i]:=0;
od;
for i in [1..Length(char)]
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do ans:=0;






for i in [1..Length(w)] do u[i]:=w[Length(w)+1-i];
od;
8.5.3 p1=p2=0.g
The next few codes is manipulated similarly by changing into ‘p1=p2=0.g’ cal-
culates the eigenvalues of Γ
(1,2)
n , by changing the choice of conjugacy classes
selected in generating set.
altarr:= Set([]);
for i in [1..Length(cl)]
do if cl[i][2][Length(cl[i][2])] = ’+’ or cl[i][2][Length(cl[i][2])] = ’-’
then Add(altarr, [cl[i][1], cl[i][2][1] ]);




for i in [1..Length(cl)]
do s := 0;
for j in [1..Length(altarr[i][2])]
do if cl[i][2][j] = 1
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for j in [1..Length(altarr[i][2])]
do if cl[i][2][j] = 2
then s := 1;
fi;
od;





for i in [1..Length(w)] do w[i]:=0;
od;
for i in [1..Length(char)]
do ans:=0;






for i in [1..Length(w)] do u[i]:=w[Length(w)+1-i];
od;
8.5.4 p2=0.g
The following is manipulated to have ‘p2=0.g’ calculates the eigenvalues of Γ
(2)
n ,
by changing the choice of conjugacy classes selected in generating set.
altarr:= Set([]);
for i in [1..Length(cl)]
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do if cl[i][2][Length(cl[i][2])] = ’+’ or cl[i][2][Length(cl[i][2])] = ’-’
then Add(altarr, [cl[i][1], cl[i][2][1] ]);




for i in [1..Length(cl)]
do s := 0;
for j in [1..Length(altarr[i][2])]
do if cl[i][2][j] = 2
then s := 1;
fi;
od;





for i in [1..Length(w)] do w[i]:=0;
od;
for i in [1..Length(char)]
do ans:=0;
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u:=List(sz);




for i in [1..Length(cl)]
do if cl[i][2][Length(cl[i][2])] = ’+’ or cl[i][2][Length(cl[i][2])] = ’-’
then Add(altarr, [cl[i][1], cl[i][2][1] ]);






for i in [1..Length(w)] do w[i]:=0;
od;
for i in [1..Length(char)]
do ans:=0;






for i in [1..Length(w)] do u[i]:=w[Length(w)+1-i];
od;
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8.5.6 output.g
‘output.g’ prints the values of the calculated eigenvalues. This is done by defin-
ing a 2-column matrix x, with the partitions and their associated eigenvalues as
first and second coordinates.
x:=List(cl);
L:=Length(x);
for i in [1..L] do
x[i] := [cl[L+1-i][2], w[L+1-i]];
od;
for i in [1..L] do
Print(x[i][1]); Print (" "); Print(x[i][2]); Print("\n");od;
8.5.7 run.g
‘run.g’ is the main method through which we execute the code, and is the only
program that actuall needs to be run. It outputs the eigenvalues of the Cayley





































λ ηλ λ ηλ
[5] 44 [22, 1] −4
[4, 1] −11 [2, 13] −1
[3, 2] 4 [15] 4
[3, 12] 4
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n = 6
λ ηλ λ ηλ
[6] 265 [3, 13] −5
[5, 1] −53 [23] 7
[4, 2] 15 [22, 12] 5
[4, 12] 13 [2, 14] 1
[32] −11 [16] −5
[3, 2, 1] −5
n = 7
λ ηλ λ ηλ
[7] 1854 [3, 22] 6
[6, 1] −309 [3, 2, 12] 6
[5, 2] 66 [3, 14] 6
[5, 12] 62 [23, 1] −9
[4, 3] −21 [22, 13] −6
[4, 2, 1] −18 [2, 15] −1
[4, 13] −15 [17] 6
[32, 1] 14
n = 8
λ ηλ λ ηλ
[8] 14833 [4, 14] 17
[7, 1] −2119 [32, 2] −19
[6, 2] 371 [32, 12] −17
[6, 12] 353 [3, 22, 1] −7
[5, 3] −89 [3, 2, 13] −7
[5, 2, 1] −77 [3, 15] −7
[5, 13] −71 [24] 13
[42] 53 [23, 12] 11
[4, 3, 1] 25 [22, 14] 7
[4, 22] 23 [2, 16] 1
[4, 2, 12] 21 [18] −7
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λ ηλ λ ηλ
[5] 24 [22, 1] 0
[4, 1] −6 [2, 13] −6
[3, 2] 0 [15] 24
[3, 12] 4
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n = 6
λ ηλ λ ηλ
[6] 160 [3, 13] −8
[5, 1] −32 [23] 16
[4, 2] 0 [22, 12] 0
[4, 12] 16 [2, 14] 16
[32] 16 [16] −80
[3, 2, 1] −5
n = 7
λ ηλ λ ηλ
[7] 1140 [3, 22] 20
[6, 1] −190 [3, 2, 12] 12
[5, 2] 0 [3, 14] 20
[5, 12] 76 [23, 1] −30
[4, 3] 30 [22, 13] 0
[4, 2, 1] −12 [2, 15] −50
[4, 13] −36 [17] 300
[32, 1] −20
n = 8
λ ηλ λ ηλ
[8] 8988 [4, 14] 108
[7, 1] −1284 [32, 2] −4
[6, 2] 0 [32, 12] 48
[6, 12] 428 [3, 22, 1] −36
[5, 3] 96 [3, 2, 13] −42
[5, 2, 1] −42 [3, 15] −52
[5, 13] −180 [24] −12
[42] −12 [23, 12] 96
[4, 3, 1] −36 [22, 14] 0
[4, 22] 48 [2, 16] 156
[4, 2, 12] 28 [18] −1092
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λ ηλ λ ηλ
[5] 75 [22, 1] 3
[4, 1] 0 [2, 13] 0
[3, 2] −9 [15] 15
[3, 12] 5
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n = 6
λ ηλ λ ηλ
[6] 435 [3, 13] −3
[5, 1] 3 [23] 27
[4, 2] −25 [22, 12] −5
[4, 12] 21 [2, 14] 15
[32] −9 [16] 15
[3, 2, 1] 0
n = 7
λ ηλ λ ηλ
[7] 3045 [3, 22] 45
[6, 1] 0 [3, 2, 12] −15
[5, 2] −105 [3, 14] 21
[5, 12] 105 [23, 1] 0
[4, 3] 0 [22, 13] 15
[4, 2, 1] −3 [2, 15] 0
[4, 13] 0 [17] 105
[32, 1] −15
n = 8
λ ηλ λ ηλ
[8] 24465 [4, 14] 81
[7, 1] −15 [32, 2] 45
[6, 2] −609 [32, 12] −15
[6, 12] 585 [3, 22, 1] −3
[5, 3] 15 [3, 2, 13] 0
[5, 2, 1] 0 [3, 15] −15
[5, 13] 9 [24] −135
[42] 225 [23, 12] 75
[4, 3, 1] −51 [22, 14] −21
[4, 22] 105 [2, 16] 105
[4, 2, 12] −35 [18] 105
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λ ηλ λ ηλ
[5] 10 [22, 1] −2
[4, 1] 5 [2, 13] −5
[3, 2] 2 [15] −10
[3, 12] 0
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n = 6
λ ηλ λ ηλ
[6] 15 [3, 13] −3
[5, 1] 9 [23] −3
[4, 2] 5 [22, 12] −5
[4, 12] 3 [2, 14] −9
[32] 3 [16] −15
[3, 2, 1] 0
n = 7
λ ηλ λ ηλ
[7] 21 [3, 22] −1
[6, 1] 14 [3, 2, 12] −3
[5, 2] 9 [3, 14] −7
[5, 12] 7 [23, 1] −6
[4, 3] 6 [22, 13] −9
[4, 2, 1] 3 [2, 15] −14
[4, 13] 0 [17] −21
[32, 1] 1
n = 8
λ ηλ λ ηλ
[8] 28 [4, 14] −4
[7, 1] 20 [32, 2] 0
[6, 2] 14 [32, 12] −2
[6, 12] 12 [3, 22, 1] −4
[5, 3] 10 [3, 2, 13] −7
[5, 2, 1] 7 [3, 15] −12
[5, 13] 4 [24] −8
[42] 8 [23, 12] −10
[4, 3, 1] 4 [22, 14] −14
[4, 22] 2 [2, 16] −20
[4, 2, 12] 0 [18] −28
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