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for synthesizing the correlation function. Second, it is not possible to average over
an infinite time interval. Several experiments that demonstrate this measurement
technique and illustrate the errors that can occur are presented in this report.
Lampard (2) has used the orthogonal expansion method to measure the autocorrelation
function of a periodic signal; and Jakowatz (3), the autocorrelation function of an aperi-
odic signal. In this report we shall be concerned with measurements involving random
processes. In performing experiments of this nature, it is desirable to compare the
measured correlation functions with the correlation functions computed analytically.
This means that the random processes must be so chosen that their correlation functions
can be computed. The easiest way to do this is to put white noise through two known
linear systems because the crosscorrelation function of the outputs is determined by
the impulse responses of the systems. In practice, it is necessary that the noise source
have a spectrum that is essentially flat only over the bandwidth of the linear systems.
2. Description of Equipment
The measurement of any first-order correlation function by the orthogonal expansion
method requires a group of linear systems whose impulse responses constitute a set of
orthogonal functions, at least one multiplier, at least one integrator or averaging net-
work, and a noise source. In these experiments only one multiplier and averaging net-
work was used, so it was necessary to measure the coefficients one at a time. The
Laguerre functions were chosen as the orthogonal set, primarily because of the simplic-
ity with which they can be synthesized. Treated as system functions, the transforms
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of the Laguerre functions {Ln()} have the form
Ln p + j p+ j/
Since the first term is common to all members of the set, we can make the network
representing it the first section of the synthesis system shown in Fig. VIII-3. In cascade
with this section is a phase-shift chain of identical sections (4).
Fig. VIII-3. System for synthesizing the Laguerre functions.
y( t )
Fig. VIII-4. Computer representation
of an RC lowpass filter.
Fig. VIII-5. Computer representation of a
phase-shift network.
For convenience, the Laguerre functions were synthesized on an analog computer,
instead of building the appropriate networks with standard components. With operational
amplifiers, all of the necessary transfer functions can be realized very easily. The form
of the first section is obtained through the system shown in Fig. VIII-4. The transfer
function of this system is
H(w) G (6)G + jw
Observe that this differs from the desired system function by a factor of (2/G)1/2
However, this is merely a scaling factor that can be accounted for when the meas-
ured data are scaled.
The remaining sections are each realized through the system shown in Fig. VIII-5.
Writing the equations for this system, we see that
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Y(w) - (W) =gX(w) + G Y(w
Y(w) +1] = X(w) -1
and finally
Y(w) G - jw
X( H ) - G + jw (7)
Since the measurements were to be made for random processes, the final piece of
equipment was a noise generator. The noise source consisted of a 6D4 gas tube set in
a dc magnetic field. The noise was then amplified and coupled out through a cathode
follower.
3. Measurement of the Noise Spectrum
Because the random processes were to be obtained by passing white noise through
linear filters, it was important for the spectrum of the noise source to be essentially
constant over the bandwidth of the linear filters. Also, the power density had to be
known before the measured data could be scaled for comparison with the analytic results.
Therefore, before measuring any correlation functions, measurements were made to
determine the spectrum of the noise source.
A quick and easy way to see if the noise is essentially white is to pass the noise
through two orthogonal filters, multiply the outputs, and integrate. If the noise is white,
or effectively white, the output of the integrator will stay finite. For example, consider
the system shown in Fig. VIII-6, in which 0 1 (t) and 02 (t) are orthogonal functions; that is,
O 0 1 (t) 2 (t) dt = 0. For this system, the output is given by
y(t) = lim T f(t) g(t) dt
= limT dt 1() n(t--) do- 2(X) n(t-X) dX
T--oo
= l(c-) d- 02( ) dX lim T n(t-o-) n(t-X) do-dX
S0T-- 0o
00 00
= 9 1 (-) do- 0/0 02(X) nn(O-k) dX (8)
where nn (T) is the autocorrelation function of the noise source. If the noise is white with
autocorrelation function No6o(T), where 8 (T) is the Dirac delta function, Eq. 8 reduces to
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y(t) = N 0 01(-) 02(cr) do- = 0
For the average to be zero, it is sufficient for the integral from zero to T to grow at a
rate less than T. If this integral stays finite, we are assured that the average will be
zero, so that in practice it is generally only necessary to integrate.
Fig. VIII-6. System for testing a
noise source.
While it is true that the average will be zero for white noise inputs, we cannot say
that the noise is white when such a test is made with only one pair of orthogonal filters.
For such a measurement, there is the possibility that the autocorrelation functions of
the noise and the orthogonal filters are related in such a way that the average is zero
when the noise is not white. However, if the same measurements are made by using
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Fig. VIII-7. Output of the integrator in Fig. VIII-6 for: (a) 0l(t) = o(t) and
02 (t) = 2l(t); (b) 0 1(t) = o(t) and 2 (t ) = P4(t); (c) =l(t)  3(t)
and 0 2 (t) = P 5 (t); (d) 1 (t) = P2(t) and 0 (t) = 4 (t)
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Fig. VIII-10. Measurements of the power density spectrum of the noise source.
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several different pairs of orthogonal filters and the average in each case is zero, we
can say with some confidence that the noise is white over the bandwidth of the linear
systems.
The Laguerre functions were used as the orthogonal filters to make this test. A
cutoff frequency of 100 rad/sec was chosen for these filters; that is, the parameter p
in Eq. 5 was 100. Measurements were made with 4 different pairs of Laguerre filters
and the output of the integrator is shown in Fig. VIII-7 for each pair. In every case the
output never exceeded 12 volts 2 sec, so the average does approach zero as the averaging
time increases. Therefore, we can expect the noise to be white at least for the fre-
quency range 0-100 rad/sec.
Measurements of the noise spectrum were made with the use of the system shown
in Fig. VIII-8, which is essentially the same method as that discussed by Lee (4). The
noise voltage is applied to an RC lowpass filter with cutoff frequency WF' and the output
of the filter is then squared and averaged. This average is given by
1 F FXy(t) = lim - dt WF e n(t-a) dar 0WF e n(t-X) dX
T-oo TO 0 .1
= WZF J0 J0 e nn(a -X) do-dX (10)
From these measurements, the noise was assumed to be effectively white noise with
autocorrelation function N 6 (T). Substituting this function in Eq. 10 and carrying out
the integration, we obtain the average
N
S(t)= 2 WF (11)
The actual measurements were made by synthesizing the lowpass filter on the analog
computer, and a multiplier was used in place of a squarer. The complete system is
shown in Fig. VIII-9.
Measurements were made for cutoff frequencies of 25, 50, 100, and 200 rad/sec.
Several records of the output of the integrator were obtained for each cutoff frequency,
and a typical set is shown in Fig. VIII-10. The mean of the measured values was used
to obtain a step-function approximation to the power density spectrum. The result is
plotted in Fig. VIII-11 in decibels relative to the power density in the range 100-
200 rad/sec. From this curve we observe that the spectrum is not flat, but drops
off at low frequencies. Nevertheless, the measurements made with orthogonal
filters indicate that the noise can be considered white without introducing appreci-
able error. The value of N for a cutoff frequency of 100 rad/sec was found
-3 2to be 1. 05 X 10 volts .
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4. Correlation Function of Two Random Processes
In this experiment the crosscorrelation function of two random processes was meas-
ured for positive values of T. Specifically, the following problem was considered.
WHITE
NOISE C
INPUT
Fig. VIII-12. System for obtaining random processes with a given cross-
correlation function from white Gaussian noise.
Suppose we have the system shown in Fig. VIII- 12. The input to this system is white
noise with autocorrelation function 6 (T), and the crosscorrelation function of y(t) and
z(t) is to be determined. For this system we can write
h 2 (o ) x(t-c) do
z(t) = h 3 (a) x(t-a) do-
where h 2 (t) characterizes the system containing two RC lowpass filters in cascade,
and h 3 (t) characterizes the total system of three cascaded RC filters. These impulse
responses are given by the relations
00
1
h2 (t) 2w:
-0o0
and
00
h 3(t) =
-00
I 121
RC
1
+ j(.
_RC _ jo
-3
RC
+ jW1RCRC+ j
e - j t dw= (C 2 t et/RC
e Wt d = (c t 2 e-t/RCe - j ° dw - fC
The crosscorrelation function of y(t) and z(t) is, then,
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yz(T) = lim dtf h 2 (o-1 ) x(t--l) do-1 J h 3(o- 2 ) x(t-0-2 +T) do-2T-oT 0 -o 
-oo
S h2() do- h 3 2 ) do-2 lim x(t-o) x(t+T-- 2 ) dt
,0o -oo T-- o 0
00 00
S h2(- 1) do- h3 (o-) 2 xx (1 +o-- 2 ) do-2  (16)
where 4)xx(T) is the autocorrelation function of the white noise input. If we substitute the
expression for this autocorrelation function in Eq. 16 and integrating over o-2 , the cor-
relation function becomes
yz (T) =f h 2(o-1 ) h 3 (o-1 +T) do-1  (17)
Substituting Eqs. 14 and 15 in Eq. 17 and performing the integration, we obtain the
expression for the correlation function:
8RC (Tc) + 2 ( + 3/z} e T /RC
8RC (RC R)y (T) = (18)
8RC 2 RC e
In order to measure #yz(T) by the orthogonal expansion method, we must choose a
set with which to make the expansion. For this, the Laguerre functions were used, with
the parameter p in Eq. 5 equal to 1/RC. This was done to obtain a rapid convergence.
In fact, with this choice the correlation function yz(T) can be represented exactly by the
first three members of the Laguerre set for T > 0, and by the first two members for
T < 0. For illustrative purposes, we shall consider only the expansion of yz (T) for posi-
yz
tive values of T. The coefficients for this expansion can be computed with the use of
Eq. 4, and the results are
2 1/2
o 16 IC
1 1/2
(19)
1 2 1/2
a 3= A -RC)
a.=0 i>2
1
Note that the analytic solutions contain the parameter RC. For a better comparison,
the experimental results were also expressed in terms of this parameter. This was
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Fig. VIII- 13. Computer program for measuring the coefficients of the crosscorrelation
function of the random processes in Fig. VIII-12. (All integrators have
transfer function 100/S, unless otherwise noted.)
accomplished by making the measurements for a convenient value of the prod-
uct RC, and then converting the results to a form containing this parameter.
The particular RC product used was 0. 01, and the complete computer program
for measuring the coefficients is shown in Fig. VIII-13.
The measurements for each coefficient were made several times and a typi-
cal set is shown in Fig. VIII-14. In order to obtain the desired coefficients,
the measured averages had to be scaled according to the constants involved in
making the measurements. The measured coefficients were found to be random
variables as expected, and the mean and variance of the measurements are given
in Table VIII-1 along with the computed coefficients for an RC product of 0. 01
and an averaging time of 2. 5 seconds.
From previous work it is known that for the averaging system used in the
measurements, the mean value of the measured coefficients should be the true
coefficient. From the values in Table VIII-1 it is seen that on a percentage
basis the difference between these values is approximately 13 per cent for ao
and 7 per cent for al and a 2.
By using several different values of the measured coefficients, the corre-
lation function was synthesized by means of the computer program illustrated
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Fig. VIII-14. Coefficient measurements for the correlation function of filtered noise.
Integrator output for measurement of: (a) ao; (b) al; (c) a 2.
in Fig. VIII-15. Several comments should be made concerning this system. The
program includes all of the first six Laguerre functions, even though only three
were used in this experiment. However, all six will be used later, so pro-
visions were made for the six Laguerre functions to be available with both polari-
ties. For plotting purposes, an RC product of I was used. The input RC section
when excited with a step function has the same effect as if the voltage transfer
function of this section were 1/(l+jw) and an impulse is applied to the network.
The step excitation was chosen because it is easier to obtain a good approxi-
mation to a step than to an impulse.
Table VIII- 1.
Measured Values Computed
Coefficient Value
Mean Variance
a 2.35 0.09 2.65
o
a 1.64 0. 023 1.77
a2 0.41 0. 022 0.442
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Fig. VIII-15. System for synthesizing the correlation functions. (All integrators
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Fig. VIII- 16.
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The first six Laguerre functions used to synthesize correlation
functions. (a)-(f): 0ot); I(t); 2(t); f 3 (t); 4 (t); 5 (t).
The first six Laguerre functions are shown in Fig. VIII-16 for reference. With the
use of the measured coefficients, the correlation function was synthesized, and some of
the results are shown in Fig. VIII-17. Since the problem was scaled for plotting, axes
have been added to each record to indicate the true scales. The results shown in
Fig. VIII-17a and 17b were obtained with some of the various measured coefficients. In
Fig. VIII-17c, the correlation function is plotted by using the mean values of the meas-
ured coefficients. In order to illustrate what can happen when an expansion is truncated,
Fig. VIII-17d shows the expansion with only two members of the set used. Finally, the
true correlation function is shown in Fig. VIII-17e. In all of these, including the trun-
cated expansion, the general shape is very much the same. The peak occurs in almost
the same place, and its height does not change appreciably. The most significant dif-
ference is the value at the origin.
5. Extraction of a Pulse from Noise
One technique for detecting a known signal in the presence of noise is crosscorre-
lating the signal plus noise with a replica of the signal. If the signal is denoted s(t) and
the noise n(t), this crosscorrelation function is given by
(T) = [s(t)+n(t)] s(t+T) = s(t) s(t+T) + n(t) s(t+T)= #ss(T) + n(t) s(t)
If the noise has zero mean, this reduces to
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S(T) = ss(T) (20)
That is, the crosscorrelation function is simply the autocorrelation function of the signal.
For this experiment the signal was found to be a 1-volt pulse of 1-sec duration, and
the noise was white noise whose peak-to-peak voltage was approximately 25 volts. The
crosscorrelation function is, then, the autocorrelation function of the pulse which is
known to be
I -ss -CI, (T) 0
IT I < 1
T -I >1 (21)
Thus we can compute the coefficients for comparison with the measured values. Again,
the Laguerre functions were chosen as the orthogonal set, and the first six members
0.2
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Fig. VIII-17. Measured correlation function of filtered noise normalized
to RC yz(T/RC). (a) a = 0. 25; al = 0. 169; a 2 = 0. 043.
(b) ao= 0. 25; a = 0. 165; a 2 = 0. 042. (c) a =0. 235; al
0. 166; a2 = 0. 041. (d) a = 0.242; al = 0. 166; a 2 = 0.
(e) ao = 0.265; al = 0. 177; a 2 = 0.044.
were used in the expansion. In order for the expansion to converge rapidly, the param-
eter p in Eq. 5 was chosen to be 1. For this set, direct computation shows that the
coefficients are:
141
OPERATIONAL AMPLIFIER
(FEEDBACK PATH OPEN)
5.6K
COIL
Fig. VIII-18. System for measuring the coefficients of the correlation function of
a pulse in noise. (All integrators have transfer function, 1/S.)
+I10
-
STEP
-100 V
SWITCH
POSITION
COEFFICIENT
MEASURED
a
0
02
03
4
5
(VIII. STATISTICAL COMMUNICATION THEORY)
a = 0.52Z
al = -0. 229
a2 = 0. 068
a 3 = 0. 0156
a 4 = -0. 0382
a 5 = 0. 048
In programming this problem for the computer we found that there were not enough
amplifiers and integrators on the computer for the complete simulation. The first
Laguerre function was therefore built with standard components. The complete system
for measuring the coefficients is shown in Fig. VIII-18. The values of R and C used
in the first Laguerre function were necessary to compensate for the loading caused by
the input impedance of the operational amplifiers.
0.4
0
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0 1 2
(SECONDS)
(a)
Fig. VIII-19. Measurement of the coefficients of
the correlation function of a pulse
in noise: (a) ao; (b) al; (c) a 2 ;
(d) a 3 ; (e) a 4 ; (f) a 5 .
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Another aspect of the program is the manner in which the signal, or pulse, was
obtained. In the ideal measuring system, one input to the multiplier is nonzero only
when the pulse is present. The output of the multiplier then behaves in the same man-
ner. The multiplier used in these measurements, however, had a small nonzero output
with one input grounded. To prevent this from affecting the measurements, the inte-
grator was placed in the circuit only when the signal was present. This was achieved
by an arrangement that made use of a bipolar relay. For example, with the stepping
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Table VIII-2.
Measured Values
Coefficient TrueValueMean Variance Value
a 0. 52 0. 0021 0. 52
o
al -0. 22 0. 0005 -0. 226
a 2  0. 058 6. 3 (10 - ) 0. 068
a3  0. 0216 8. 7 (10 - ) 0. 0156
a 4  -0. 017 .00012 -0. 0382
a 5 0. 004 11 (10 - 6 ) 0. 048
switch open, the initial condition on the integrator following potentiometer K2 insures
that the integrator is out of the circuit. When the step is applied, a pulse is started into
the system and the integrator is placed in the circuit by the action of the high-gain ampli-
fier. After a time determined by the gain of potentiometer K 2 , the polarity of the input
to the high-gain amplifier is reversed, and the integrator is removed from the circuit
that simulates the end of a pulse.
Since the correlation function that is being measured is the correlation function of
aperiodic signals, the coefficients are measured by integrating instead of averaging.
Five measurements were made for each coefficient, and a typical set is shown in
Fig. VIII-19. For the purpose of comparison, the mean and variance of the measured
coefficients are listed in Table VIII-2, together with the true coefficients. It is seen
that the more significant coefficients compare very well, while there is some discrep-
ancy in the smaller values. This difference will not result in a significant change in
the shape of the correlation function, since it is small compared with the first two terms.
By using these coefficients, the correlation function was synthesized with the
use of the system shown in Fig VIII- 15, and some of the results are shown in
Fig. VIII-20. The curves in Fig. VIII-20a and 20b were made with some of the
various measured coefficients used, and Fig. VIII-20e is the correlation function
corresponding to the mean values of the measured coefficients. For comparison,
the correlation function was synthesized by using the computed coefficients, and
it is shown in Fig. VIII-Z0f. Finally, the effects of truncating the expansion
are illustrated in Fig. VIII-20c and 20d. Only the first four Laguerre functions
were used in Fig. VIII-20c; and in Fig. VIII-20d, only the first three were used.
The most noticeable effect of truncation is that the correlation function decays
less rapidly.
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Fig. VIII-20. Correlation function of a pulse in noise with a pulse.
6. The Effects of Using More Members of a Set than Are Necessary
For the most part, one generally thinks of the errors that can be introduced by trun-
cating an expansion and attempting to use as many members of a set as possible. There
are cases in which the use of more and
more terms in the expansion is not desir-
n(t) h(t) y (t) able. For example, if a correlation
WHITE
NOISE n(t) function can be represented exactly byINPUT
N members of a set, then using more
Fig. VIII-21. Linear system with white than N terms increases the integral-
noise as its input.
square error and contributes no addi-
tional information concerning the true correlation function. The experiment described
in this section was designed to illustrate the effects of using more terms than are
necessary.
This experiment consists of measuring the impulse response of an RC lowpass filter
with white noise present. By choosing the Laguerre functions properly, this impulse
can be expanded exactly by the first Laguerre function. All of the first six members
of the set were used, however, so that five of the terms were unnecessary. Also, the
impulse response of any realizable linear system is zero for negative time. It is of
interest to see how well zero can be expanded, since it is possible for two random proc-
esses to be uncorrelated.
The impulse response of a linear system can be measured by putting white noise into
the system and crosscorrelating the input with the output. For example, consider the
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impulse response of a linear system.
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Fig. VIII-23. Measurement of coefficients
of impulse response for T >0.
Integrator output for meas-
urement of: (a) ao; (b) al;
(c) a2 ; (d) a 3 ; (e) a 4 ; (f) a 5 .
Fig. VIII-Z4. Measurement of coefficients
of impulse response for T <0.
(a)-(f) Integrator output for
measurement of ao' al, a 2 ,
a 3 , a 4 , a.53 4'5
system shown in Fig. VIII-21. Let n(t) be white noise whose autocorrelation function is
N 6 (T). The crosscorrelation function of the input with the output is given by
00(t I
n(t) dt f-0
h(o) do- lim T
T--oo 0
h() 4nn(T-O) do = NO f
- cc
h(a) n(t+T-o-) do
n(t) n(t+T-a-) dt
h(o) 6 (T-c-) do
= Noh(T)
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n y(T) = n(t) y(t+T) = lim TT-- o 0
f00
-00
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The impulse response is given by the relation
1h(T) = - I ny(T) (24)
The linear system chosen for this experiment had an impulse response equal to
100 e , and the Laguerre functions used for the expansion had the same cutoff fre-
quency. Therefore, for positive values of T, the coefficient of the first Laguerre func-
tion should be 7. 07, and all others zero. For negative values of T, all of the coefficients
should be zero.
The system used to measure the coefficients is shown in Fig. VIII-22. As it appears,
the coefficients of the expansion for positive argument are being determined. For nega-
tive argument, the coefficients are measured with the same system but with the leads
marked ] and [1 interchanged.
As in the previous experiments, the various coefficients were measured several
times, and examples of these measurements are given in Figs. VIII-23 and VIII-24. The
measurements for the expansion of h(+T) are indicated in Fig. VIII-23, and those for the
expansion of h(-T) in Fig. VIII-24. Again, the measured coefficients were random vari-
ables, and the mean values of these measurements are given in Table VIII-3 for an aver-
aging time of 10 seconds. For this averaging time, the coefficients that should have
been zero were found to have a finite nonzero value. However, in each of these meas-
urements the output of the integrator never exceeded 5 volts 2 seconds. This means that
even though these coefficients were not zero, their values approach zero as the aver-
aging time increases.
The correlation function was synthesized by using the coefficients given in
Table VIII-3 and the system shown in Fig. VIII-15. The results of this synthesis are
Table VIII-3.
Mean of Measured Values
Coefficient
For T > 0 For T < 0
a 7. 35 0. 125
al -0. 40 0. 55
a2  -0. 775 0. 25
a3  0. 325 -0.30
a4  0. 075 -0. 113
a5 -0. 275 0. 215
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Fig. VIII-25. Impulse response measured with white noise.
(a) Impulse response for T < 0. (b) Impulse
response for T > 0. (c) True impulse response.
shown in Fig. VIII-25, and the scales given take into account the scaling used in the
computer.
The function in Fig. VIII-25a is the measured impulse response for T < 0. Since
the coefficients for this expansion were not zero, there is some response for negative
time. The impulse response measured for positive time is given in Fig. VIII-25b. These
results illustrate what can happen when more members of a set are used than are neces-
sary to represent the correlation function. In this case, the extra members caused
some distortion after approximately four time constants. By using a much longer aver-
aging time, this distortion can be made arbitrarily small. For comparison, the true
impulse response is included in Fig. VIII-25c.
As more members of a set are used to determine a correlation function for a fixed
averaging time, the integral-square error resulting from finite time averaging will
increase. This means that if we attempt to obtain a better estimate of the correlation
function by using many terms in the expansion, the integral-square error can become
extremely large. One way in which this can be prevented is by increasing the averaging
time in proportion to the number of terms added to the expansion. This suggests that a
rule of thumb to follow is to maintain the ratio N/T constant, where N is the number of
terms used, and T is the averaging time.
R. A. Bruce
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C. MUTUAL INFORMATION IN SIGNAL REPRESENTATION
The reconstruction of a message variable x from an observed signal z is a typical
problem in statistical communication theory. Wiener (1), and others, have shown that
x can be estimated by a polynomial (or some other function) in the variables z l , ... , zn,
which have been selected to provide an adequate linear representation of z and its past.
We suggest that a criterion of adequacy for this representation be obtained by comparing
the average mutual information between x and the set z, ... , zn with the average mutual
information between x and z. The outstanding feature of such a criterion is its indepen-
dence of the polynomial (or other function) that comprises the nonlinear part of the esti-
mator. This independence may simplify analysis in the representation problem, although
it is not likely to provide maximum efficiency or economy. We shall consider some
simple examples showing that the desired simplicity need not always be nullified by dif-
ficulties in computing average mutual information. In the rest of this report we assume
that x and z, ..... zn possess a joint Gaussian distribution for any n, and that zl' ...
zn is capable of representing z and its past arbitrarily well for sufficiently large n.
Let ul, ... , um and v 1I .... vn be a set of Gaussian variables. If the first subset
is called U, the second V, and the whole set U, V, the average mutual information (in
natural units) between U and V is given by
1 AUAVI(U;V) = In (1)A, V1
where I I is the determinant of the covariance matrix A of variables in the set W (2).
It is quite possible that. Eq. 1 has appeared in published works on information theory; at
any rate, the proof is a straightforward computation. In our case, the set U consists
of x (we also denote the set containing only x by x), and V is the set zl,... zn,
denoted Z . Under the further assumption that x and all z. have the same variance,n 1
Eq. 1 reduces to
Pz1
I(x; Z ) = In (Z)
n 2 P
x, Zn
where P is a correlation matrix corresponding to A (3).
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In certain classes of problems Eq. 2 may be further simplified. For example, sup-
pose that the correlation coefficients depend only on "spacing," that is,
Pij = f( i-j ) (3)
where p..ij is the correlation coefficient of z i and z.j for i > 0, and p .oj is the correlation
coefficient of x and z.. It is clear that, in this case, P, P Z f is put
3 n n+1 k
into triangular form (4) by the modified Gauss-Jordan reduction (rows not multiplied by
a constant that would make diagonal elements one and would also multiply the determi-
nant by that constant), and if the ith diagonal element so formed is called di , then
P k = dl ... dk. Thus, Eq. 2 becomes
1 1
I(x; Z n ) = In d (4)
and the calculation of average mutual information is reduced to the triangularization of
a correlation matrix.
For a very simple example, let the correlation coefficients of Eq. 3 be specified by
1, k=O 0
f(k) = , k = 1
O0, k> 1
The ith diagonal element of the triangularized correlation matrix is readily found to be
i+ld. = (6)1 2i
The limit of this expression for large i is
1d (7)
It is therefore easy to determine how well z 1 , ... , zn represents z for the purpose of
estimating x in terms of how close I(x;Z ) comes to its limiting value, or, how close
1 2n + 2 1
- n + comes to In 2.
Consider text the more general case, for which
1, k=O 0
f(k) = c, k = 1 (8)
0, k> 1
Notice that this agrees with the preceding example for c = z. If I c > z, it will always
be possible to find an i large enough so that d i < 0, in which case the distribution is not
Gaussian. This fact may be proved from a careful study of the recursion formula
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di+ 1 = 1 - (c/ di) (9)
where dl = 1. There is no simple expression for d., but this is not a great practical
difficulty. The important point is that we can find the limit expression,
S 1 21/2 1d 12 (10)
where Icl -<. This agrees with Eq. 7 for c = . When c = 0, Eq. 10 yields d = 1.
Then Eq. 4 gives I(x;Z, ) = 0, which agrees with the fact that independent variables have
zero mutual information.
Finally, let us suppose that
m k 0 -- k -- m
f(k) = (11)
0, k>m
where m and k are both integers. Notice that this agrees with Eq. 5 when m = 2. It is
certainly possible to establish a recursive procedure for computing the d. corresponding1
to a given m, although a direct formulation of d i will probably be difficult. We conjec-
ture that the limiting expression, for any m, is
1d = (12)c0 m
The rigorous proof that the limit exists and is given by Eq. 12 has thus far eluded us,
although a convincing information theory argument makes existence of the limit quite
plausible.
A. D. Hause
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D. POWER ABSORBED BY A NONLINEAR TWO-TERMINAL NETWORK WITH
A WHITE GAUSSIAN INPUT
The average power absorbed by a two-terminal linear or nonlinear network, as
depicted in Fig. VIII-26, is the average of the product of the voltage, e(t), and the
152
(VIII. STATISTICAL COMMUNICATION THEORY)
i(t)
e(t)
Fig. VIII-26. A two-terminal linear or nonlinear network.
current, i(t). The network is passive if, for any excitation, the average power absorbed
is positive. That is, if
P = e(t) i(t) > 0 (1)
in which the bar indicates that the time average is taken. In terms of the crosscorrela-
tion function, ie(T) = i(t) e(t+T), the average power absorbed can be expressed asle
ie (w) dwle
in which .ie(w) is the Fourier transform of ie (T):
ie 2 r 
-00
4 ie(T) e jWT dT
Since ie(T) is a real function of T, we observe that the real part of P ie(w), Re{ ie(w)}, is
an even function of w, and the imaginary part of ie (w), Im{ie (W)}, is an odd function of
w. Thus, Eq. 2 can be written as
P= 2 0 Re{~ie(w)} dw
If the network is linear, then the current can be expressed as
i ooi(t) --
-0
k(o-) e(t-ac) do-
in which k(t) is the current response to an impulse of voltage. That is,
K(w) =
-oo
k(t) e - j t dt
is the input admittance of the network. In terms of K(w), we can express .i (w) as
ieW) = 1)ee(w) K(w)
in which cee(w) is the power density spectrum of the voltage, e(t). Thus, for a linear
passive network,
Re(jie ) = Dee(w) Re{K()} >0 (0
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for all w. This result follows because (ee(w) is a real, positive function of w, and, for
a passive network, Re{K(w)} > 0. If the network is not linear, then it is possible that
Re{(. ()}
_  
< 0 over some range of frequencies; although from Eq. 4, the positive area
must be larger than the negative area if the system is passive. In this report, we shall
present some results that we have obtained for systems in which Re{(ie(w)} > 0, for all
w. Systems for which this is not true will be discussed in a later report.
We note, first, that Re{.ie (w)} is the Fourier transform of the even part of 4. (T).lie(
Thus, since Re( ie(w)} > 0, the even part of 4ie (T) is a function of the class P (1). Now,
in terms of the orthogonal functionals described by Wiener (2), we can express the cur-
rent in terms of the voltage as
00co
i(t) = Z G [h , e(t)] (9)
n= 0
If the voltage is a Gaussian white-noise process for which ee(T) = Kf±(T), then (see Lee
and Schetzen (3))
ie (T) = Kh (T) (10)
and from Eq. 3,
. () H (w) (11)le 2w 1
Thus, from Eq. 4, for a Gaussian white-noise excitation, the power absorbed by a
nonlinear network is determined solely by the real part of H 1(w). Furthermore, if
Ref ie(w)} > 0, we require that ReHl1(w)} > 0, for all w. This means that, for such a
condition, H (w) must be realizable as the admittance of a linear passive network.
M. Schetzen
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