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Aplicando un procedimiento de optimizacio´n
paralelo Teaching-Learning para el enfoque
automa´tico de helio´statos
N.C. Cruz1 , J.L. Redondo2 , J.D A´lvarez 3 , M. Berenguel 4 , P.M. Ortigosa 5
Resumen—La configuracio´n operativa del campo so-
lar de las centrales solares de recepcio´n central es un
aspecto fundamental de sus tareas de control. El sub-
cojunto de helio´statos activos debe configurarse con
precisio´n para alcanzar el estado de funcionamiento
deseado y evitando distribuciones de flujo y picos de
potencia peligrosos sobre la superficie del receptor.
En este contexto, los autores de este trabajo esta´n
desarrollando una metodolog´ıa de enfoque automa´tico
general. Sin embargo, la formulacio´n matema´tica de
este problema da lugar a un complejo problema de op-
timizacio´n de amplia escala en el que cada helio´stato
activo requiere un cierto punto de enfoque bidimen-
sional sobre la superficie del receptor. En este tra-
bajo se estudia la posibilidad de aplicar TLBO, un
optimizador basado en poblaciones y disen˜ado para
problemas de optimizacio´n de amplia escala. Te-
niendo en cuenta el potencial coste computacional
de este proceso, se ha desarrollado una versio´n pa-
ralela preliminar de TLBO. Se describe la aplicacio´n
de este me´todo para realizar una exploracio´n am-
plia del espacio de bu´squeda en un entorno de com-
putacio´n de altas prestaciones. La paralelizacio´n del
optimizador resulta ser muy u´til para acelerar el pro-
ceso de bu´squeda en el presente problema. Por consi-
guiente, se factibiliza la posibilidad de incluir etapas
adicionales dentro del me´todo que permitan obtener
mejores soluciones.
Palabras clave— Computacio´n paralela, Opti-
mizacio´n de amplia escala, TLBO, Enfoque de
helio´statos.
I. Introduccio´n
LAS centrales solares de recepcio´n central, CSRCen adelante, son instalaciones de produccio´n de
energ´ıa ele´ctrica basadas en el aprovechamiento de
la energ´ıa solar mediante la concentracio´n de la ra-
diacio´n incidente. En te´rminos generales, y teniendo
en cuenta el a´mbito de este trabajo, se forman por un
amplio conjunto de espejos orientables y altamente
reflectantes y un receptor de radiacio´n situado sobre
una torre. Los espejos, llamados ‘helio´statos’, siguen
el movimiento aparente del Sol a lo largo del d´ıa para
concentrar la radiacio´n incidente sobre el receptor.
Por consiguiente, se genera una gran densidad de ra-
diacio´n sobre la superficie del receptor. Esta energ´ıa
se transmite entonces a un fluido caloportador que
circula por su interior. Despue´s de aumentar consi-
derablemente su temperatura, este fluido puede final-
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mente emplearse en un ciclo termodina´mico cla´sico
para la generacio´n de energ´ıa ele´ctrica. En la figura
1 se puede ver un esquema ilustrativo de este tipo de
centrales. Algunos de sus aspectos clave son la esta-
bilidad de produccio´n y la eficiencia operativa dada
la madurez de las tecnolog´ıas subyacentes en las que
se basa. Se remite al lector interesado a [2], [10] para
obtener ma´s informacio´n de las centrales solares de
recepcio´n central.
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Fig. 1. Esquema de una central solar de recepcio´n central.
El control de la distribucio´n de flujo que forma
el campo de helio´statos sobre la superficie del re-
ceptor es de vital importancia para evitar gradien-
tes de temperatura peligrosos, estre´s te´rmico y el
envejecimiento prematuro de sus componentes [1],
[3], [5], [8], [12]. Es un factor clave para aumen-
tar el tiempo de vida u´til del receptor, lo que tiene
una repercusio´n directa en los costes de las CSRC
como se destaca en [8]. Teniendo en cuenta que el
campo de helio´statos esta´ formado normalmente por
cientos (incluso miles) de helio´statos, la definicio´n
del subconjunto de ellos a activar en un momento
dado, as´ı como sus correspondientes puntos de en-
foque segu´n la distribucio´n de flujo a lograr, lleva
a resolver un complejo problema de varios niveles
de decisio´n. En [3], [8] este problema se aborda fi-
jando un conjunto de helio´statos y otro de puntos de
enfoque disponibles, para obtener una distribucio´n
homoge´nea, con buenos resultados. Sin embargo,
en el contexto de este trabajo, se esta´ desarrollando
una generalizacio´n del concepto tratando de configu-
rar automa´ticamente todo el campo, para un cierto
instante de tiempo (una determinada posicio´n so-
lar), y una distribucio´n de flujo culaquiera a obtener.
El procedimiento disen˜ado habr´ıa de ser capaz in-
cluso de desactivar aquellos helio´statos innecesarios
para replicar una distribucio´n de referencia deseada
(dado que los campos solares suelen estar sobre-
dimensionados para afrontar situaciones desfavora-
bles como d´ıas nublados). En cualquier caso, esta
etapa de seleccio´n quedar´ıa fuera del alcance del
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presente documento y se asume de entrada que el
conjunto de helio´statos activos ya se conoce. En
este punto, se obtienen en general buenos resulta-
dos aplicando optimizadores basados en la direccio´n
del gradiente. Desafortunadamente, estas estrategias
tienen un a´mbito local y se sabe que la funcio´n ob-
jetivo tiene mu´ltiples o´ptimos locales. Se pretende
por tanto incluir en el procedimiento un optimizador
global eficiente que permita obtener una perspectiva
amplia del problema. Se ha decidido considerar un
optimizador global basado en poblaciones existente
y especialmente orientado a problemas de amplia
escala, el algoritmo ‘Teaching-Learning-Based Opti-
mization’ (TLBO) [6]. Por consiguiente, el desplie-
gue y evaluacion de este me´todo en un entorno de
computacio´n de altas prestaciones es el principal ob-
jetivo de este trabajo.
En la seccio´n II se describe formalmente el pro-
blema abordado. Seguidamente, en la seccio´n III, se
explica el algoritmo TLBO. En la seccio´n IV se co-
menta la estrategia de paralelizacio´n del algoritmo
seguida. Finalmente, la experimentacio´n realizada y
las conclusiones obtenidas se detallan en las secciones
V y VI respectivamente.
II. Definicio´n del problema
Con objeto de modelar el presente problema es
necesario, en primer lugar, definir la distribucio´n de
flujo que se pretende conseguir, F . Se trata de una
matriz Y × X donde Y y X son el nu´mero de filas
y columnas respectivamente. Todos los elementos
de F son conocidos, tanto en magnitud (densidad
de flujo) como posicio´n, dado que forma parte de
la informacio´n de entrada del problema. Esta ma-
triz puede verse como una ‘imagen’ de la distribucio´n
de flujo a replicar sobre el receptor, que se modela
como un recta´ngulo plano, con los helio´statos ac-
tivos. Su dimensio´n YP esta´ ligada a la vertical del
plano, con direccio´n hacia el ce´nit desde la base de
la torre en un sistema de coordenadas cartesianas
tridimensional. En relacio´n a su dimensio´n lateral
XP , se extiende en la direccio´n horizontal del plano
desde el Oeste hacia el Este. En este contexto, los
ejes de discretizacio´n son tambie´n conocidos como
los vectores Y ′ = yo, · · · , yY y X ′ = x0, · · · , xX
cuya longitud es Y y X respectivamente. Por consi-
guiente, cada elemento de la matriz hace referencia
a una zona particular del receptor, cuya superficie
esta´ impl´ıcitamente discretizada por el paso usado al
definir F .
En relacio´n a los helio´statos activos, se trata de
un conjunto ordenado H = {h1, hs · · · , hT } con car-
dinalidad T . Cada helio´stato hi proyecta una cierta
distribucio´n de flujo sobre el receptor cuando esta´
operativo, que es una funcio´n bidimensional cono-
cida de la densidad de radiacio´n. Se define como una
funcio´n de densidad gaussiana bidimensional como se
muestra en la ecuacio´n 1. En dicha ecuacio´n, x e y
son las coordenadas sobre el plano rectangular del re-
ceptor en sus dimensiones XP e YP respectivamente,
P es la contribucio´n de potencia del helio´stato hi
sobre el receptor, ρ es la correlacio´n entre x e y, y
σx y σy son la desviacio´n t´ıpica a lo largo de x e
y respectivamente. En relacio´n a µx y µy, las me-
dias en la funcio´n de probabilidad gaussiana, definen
el punto central de la distribucio´n de flujo, es de-
cir, el punto de enfoque del helio´stato hi. Este es-
quema de modelado es similar al seguido en [3], [8],
donde se aplica una funcio´n de densidad gaussiana
circular siguiendo el modelo de HFLCAL [9]. To-
dos los para´metros que definen la forma de la dis-
tribucio´n de flujo de cada helio´stato, es decir, P ,
ρ, σx y σy son conocidas (en nuestro caso a par-
tir de simulaciones detalladas y procesos de ajuste
de curvas). Sin embargo, su punto central de en-
foque, (µx, µy), debe determinarse para replicar la
distribucio´n de flujo de referencia. Una vez que to-
dos los helio´statos tienen un cierto punto de enfoque
asignado, el vector de configuracio´n del campo, c,
puede entonces definirse concatenando el par de co-
ordenadas de enfoque de cada uno. Finalmente, la
distribucio´n de flujo obtenida segu´n dicha configu-
racio´n, F∗c, se forma a partir de la convolucio´n de la
correspondiente a cada helio´stato sobre el receptor,
a lo largo de los ejes de discretizacio´n y dando lugar
a una matriz de las mismas dimensiones que F .
Teniendo en cuenta las definiciones previas, se
puede plantear un problema de miniminzacio´n
2T−dimensional sobre la acumulacio´n de la diferen-
cia al cuadrado, en cada punto de discretizacio´n,
entre las matrices F y F∗c como se muestra en la
ecuacio´n 2
min O = min
xX∑
x=x0
yY∑
y=y0
(F (x, y)− F ∗c (x, y))2 (2)
III. Optimizacio´n ‘Teaching-Learning’ (TLBO)
‘Teaching-Learning-Based Optimization’ (TLBO)
es un algoritmo de optimizacio´n global estoca´stico,
basado en poblaciones y orientado a problemas de
amplia escala presentado en [6]. Se basa en modelar
el comportamiento de una clase de estudiantes for-
mada por un conjunto de soluciones candidatas cono-
cidas. Estas soluciones se van mejorando progresiva-
mente mediante la simulacio´n tanto del proceso de
ensen˜anza de un profesor como de la interaccio´n en-
tre los alumnos. Este algoritmo se caracteriza fun-
damentalmente por su rendimiento y por su falta de
para´metros espec´ıficos de bu´squeda, ya que so´lo es
necesario especificar el taman˜o de la poblacio´n y el
nu´mero de ciclos segu´n se requiera. A pesar de que
en este trabajo se ha seleccionado para una primera
exploracio´n la versio´n ba´sica del algoritmo para pro-
blemas de optimizacio´n continua sin restricciones, se
recomienda al lector interesado la lectura de [7] para
mayor informacio´n sobre TLBO, sus versiones y apli-
caciones. Adicionalmente, la lectura de los trabajos
de [4] y [11] es tambie´n muy recomendable.
Los ‘estudiantes’, es decir, las soluciones candi-
datas, se definen como vectores N−dimensionales,
donde N es el nu´mero de dimensiones del problema
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fhi(x, y) =
P
2piσxσy
√
1− ρ2 e
(
− 1
2(1−ρ2)
(
(x−µx)2
σ2x
+
(y−µy)2
σ2y
− 2ρ(x−µx)(y−µy)σxσy
))
(1)
abordado. Cada dimensio´n se considera como una
‘asignatura’ en el contexto de TLBO, y la repre-
sentacio´n natural de la poblacio´n o ‘clase’ es una
matriz P × N , siendo P el nu´mero de individuos
disponibles. Se asume que la calidad o rendimiento
de los estudiantes sigue una distribucio´n normal cuyo
valor medio debe mejorarse mediante la interaccio´n
acade´mica. Por consiguiente, el valor de los estu-
diantes en cada asignatura se va alterando a lo largo
de los ciclos con el objetivo de mejorar la media gene-
ral. Para lograrlo, TLBO se apoya en dos pasos fun-
damentales por ciclo, las fases del profesor (Teacher
Phase (TS)) y la de los alumnos o aprendices (Learn-
ers Phase (LS)). Ambas se resumen a continuacio´n,
para un cierto ciclo k, desde una perspectiva de pro-
blema minimizacio´n.
A. Fase del profesor (TS)
En esta etapa se comienza calculando el valor
medio actual por asignatura o dimensio´n, es decir,
por columnas en la matriz de poblacio´n previamente
comentada. De esta forma, se obtiene un vector
N−dimensionalM . Entonces, el mejor estudiante de
la poblacio´n, cuyo valor de la funcio´n objetivo es el
menor de los conocidos, se selecciona como profesor
del ciclo. Seguidamente, se calcula un entero aleato-
rio en el rango [1, 2] denominado factor de ensen˜anza
(Teaching Factor (TF )). Este valor supone un fac-
tor de ponderacio´n general de las capacidades de
ensen˜anza del profesor. Posteriormente, se genera un
vector N−dimensional aleatorio de valores reales, r,
en el rango [0, 1], para modelar la capacidad de do-
cencia del profesor, en cada asignatura, en relacio´n
con los estudiantes. Con esta informacio´n se cal-
cula entonces un vector de desplazamiento general
DM , de dimensio´n N , segu´n la ecuacio´n 3 (donde
los operadores tienen una componente dimensional
o ‘elemento a elemento’). Finalmente, este vector
se suma a cada invididuo existente. Sin embargo,
so´lo aquellos que se ven mejorados por el cambio,
tras evaluarlos, se mantienen. En caso contrario este
cambio se deshace.
DM = r(T − TFM) (3)
B. Fase de los alumnos (LS)
En esta etapa se comienza por generar un vector
N−dimensional de valores reales, r, en los mismos
te´rminos que el vector homo´nimo de la etapa an-
terior. En esta ocasio´n modela la capacidad pun-
tual de avance de los alumnos, en cada asignatura,
a trave´s de su interaccio´n. Seguidamente, cada in-
dividuo final i de la etapa anterior se empareja con
otro, diferente de s´ı mismo, j. A continuacio´n, se
intenta desplazar al individuo i de su posicio´n actual
en una direccio´n que depende de su valor relativo con
respecto a j, tal y como se comenta en la ecuacio´n 4
(manteniendo el cara´cter ‘elemento a elemento’ de la
operacio´n). Finalmente, el individuo i so´lo sera´ ac-
tualizado si su valor se ve mejorado tras el cambio.
Llegados a este punto, la poblacio´n del siguiente
ciclo quedar´ıa en principio definida. Sin embargo,
aunque no se menciona en [6], es posible la inclusio´n
de un paso adicional para la eliminacio´n de soluciones
duplicadas. Este detalle se destaca en [4] y se res-
ponde en [11]. Este proceso ha de buscar soluciones
candidatas iguales y reinicializar aleatoriamente al-
guna dimensio´n de una de ellas dando lugar a una
nueva solucio´n candidata. Dicha fase tambie´n se ha
incluido en la implementacio´n realizada para este
trabajo.
IV. Estrategia de paralelizacio´n
Teniendo en cuenta la descripcio´n realizada de la
estructura y funcionamiento de TLBO, y asumiendo
adema´s una funcio´n objetivo computacionalmente
costosa de evaluar, los procesos iterativos subya-
centes en las etapas TS y LS (el intento de actuacio´n
y evaluacio´n de cada individuo) podr´ıan asignarse a
distintas unidades de ejecucio´n. De esta forma, el
procedimiento se mantendr´ıa perfectamente consis-
tente con el secuencial pero, en cada ciclo, las ta-
reas de gestio´n de los individuos se repartir´ıan en-
tre las unidades de ejecucio´n disponibles. Por con-
siguiente, las evaluaciones requeridas de la funcio´n
objetivo se repartir´ıan entre las mismas. Esta es la
estrategia que se ha seguido en el presente trabajo
en un entorno de concurrencia real basada en hilos.
Su eficiencia depende directamente del taman˜o de la
poblacio´n y el coste de su evaluacio´n. Queda, sin
embargo, teo´ricamente desligada del nu´mero de ci-
clos de bu´squeda.
Finalmente, es importante mencionar que para
poblaciones extremadamente grandes (a fin de am-
pliar la bu´squeda) y/o funciones objetivo muy cos-
tosas, la estrategia descrita podr´ıa ser fa´cilmente
generalizada. En concreto, la poblacio´n podr´ıa ser
dividida en subconjuntos disjuntos y ser interna-
mente gestionada en paralelo con puntos de inter-
cambio y sincronizacio´n intermedios. De esta forma
ser´ıa interesante para un entorno h´ıbrido combi-
nando procesos independientes e hilos cuando el pro-
blema abordado permitiera amortizar el coste de las
comunicaciones.
V. Experimentacio´n y resultados
Una instancia de muestra del presente problema
pretender´ıa formar una distribucio´n de flujo uni-
forme y plana sobre el receptor. Por consiguiente,
la matriz F estar´ıa formada por un u´nico elemento
replicado. En este caso de estudio se esta´ ante una
forma plana a 80kW/m2 sobre un receptor de 6× 6
metros. El subconjunto de helio´statos a activar ya
habr´ıa sido seleccionado por las capas superiores de
138
© Ediciones Universidad de Salamanca
n.c. cruz , j.l. redondo , j.d álvarez , m. berenguel , p.m. ortigosa
aplicando un procedimiento de optimización paralelo teaching-learning para el enfoque automático de helióstatos
Actas Jornadas Sarteco 2016, pp. 135-139
Estudiantei =
{
Estudiantei + r(Estudiantej − Estudiantei), Si j mejor que i
Estudiantei + r(Estudiantei − Estudiantej), Si i mejor que j
(4)
nuestro procedimiento dando lugar a un conjunto de
110 elementos. En este contexto, se va a lanzar la
implementacio´n paralela de TLBO para evaluar su
rendimiento computacional. E´sta ha sido desarro-
llada en el lenguaje de programacio´n C con directivas
OpenMP para temas de hebrado.
La plataforma de ejecucio´n es un nodo de cluster
con procesador Intel Xeon E5 2650v2 con 16 nu´cleos
y 128 GB de memoria RAM. El nm´ero de ciclos se
ha fijado a 150 tras una etapa de ajuste preliminar.
En relacio´n al nu´mero de individuos de la poblacio´n,
lo que marca el coste computacional directo de cada
ciclo, se ha configurado para ser 50, 100, 200 y 400.
Teniendo en cuenta el equipo disponible, el nu´mero
de hilos desplegado en las pruebas ha sido de 2, 4, 8
y 16 para todos los taman˜os de poblacio´n.
En la figura 2 se muestra la aceleracio´n obtenida
con la versio´n paralela de TLBO para los distintos
taman˜os de poblacio´n. Adicionalmente, se incluye
como referencia una l´ınea punteada negra que re-
presenta la aceleracio´n teo´rica lineal. Los resultados
mostrados se han promediado tras cinco ejecuciones.
Como se puede apreciar, la aceleracio´n conseguida es
casi lineal en todos los casos. De hecho, con 2 y 4 hi-
los podr´ıa considerarse lineal independientemente del
ta taman˜o de la poblacio´n. El pico de rendimiento
se logra con la mayor poblacio´n evaluada, 400 indivi-
duos, y 16 hilos, llegando a una aceleracio´n de 14.10.
Sin embargo, como es de esperar, se reduce conforme
el taman˜o de la poblacio´n se reduce y el nu´mero de
hilos es demasiado elevado. Dicho en otras palabras,
la aceleracio´n se va alejando progresivamente de la
linealidad cuando el ratio entre individuos e hilos ac-
tivos se reduce. No´tese, no obstante, la escalabilidad
del procedimiento dada la tendencia mono´tonamente
creciente de la aceleracio´n en todas las configura-
ciones probadas.
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Fig. 2. Aceleracio´n obtenida con la versio´n hebrada de TLBO.
Finalmente, en la figura 3 se muestra la dis-
tribucio´n de flujo correspondiente a la mejor solucio´n
encontrada por TLBO. Se ha obtenido con una
poblacio´n de 400 individuos a lo largo de 150 ciclos
de bu´squeda. Como se puede apreciar, su zona su-
perior es relativamente plana y pro´xima a 80kW/m2
como se pretend´ıa. Por consiguiente, el algoritmo
no so´lo se muestra apto para ser paralelizado eficien-
temente con este problema, sino que sus resultados
parecen prometedores como puntos de partida de op-
timizadores locales basados en gradiente.
Fig. 3. Plano X-Z de la solucio´n obtenida por TLBO al
replicar una forma plana.
VI. Conclusiones y trabajo futuro
En este trabajo se ha presentado el problema
que supone la definicio´n del punto de enfoque de
un conjunto de helio´statos en una central solar de
recepcio´n central. A continuacio´n, se ha formali-
zado matema´ticamente como un problema de opti-
mizacio´n (minimizacio´n) de amplia escala sin res-
tricciones. Se sabe de dicho problema que tiene nu-
merosos o´ptimos locales y una complejidad que crece
con el nu´mero de helio´statos. En este contexto, se ha
decidido estudiar el comportamiento de un algoritmo
de optimizacio´n global eficiente, basado en pobla-
ciones y especialmente destinado a problemas de am-
plia escala, TLBO. Se pretende fundamentalmente
que permita exploraciones amplias del espacio de
bu´squeda con grandes poblaciones. Por este motivo,
y considerando adema´s el coste computacional de la
funcio´n objetivo, se ha implementado una versio´n de
TLBO paralela, basada en hilos, bajo el soporte de
Open-MP. Ha mostrado una aceleracio´n casi lineal
y un comportamiento muy escalable con resultados
aceptables en el dominio del problema. Por consi-
guiente, TLBO parece adecuado para usarse como
gu´ıa de a´mbito global de un proceso con etapas de
refinamiento o bu´squeda local.
Como trabajo futuro, teniendo en cuenta los re-
sultados positivos obtenidos, se va a considerar en
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profundidad la inclusio´n de TLBO paralelo en el pro-
cedimiento de enfoque automa´tico de helio´statos de-
sarrollado por los autores de este trabajo. Adicional-
mente, se abordara´ la posibilidad de desplegar una
versio´n paralela h´ıbrida de TLBO que pudiera ejecu-
tarse en diferentes nodos de un cluster.
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