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Abstract
Resource Allocation in Relay Networks
Anahid Attarkashani, Ph.D.
Concordia University, 2018
Demand for high data rates is increasing rapidly, due to the rapid rise of mobile data traffic vol-
ume. In order to meet the demands, the future generation of wireless communication systems has to
support higher data rates and quality of service. The inherent unreliable and unpredictable nature of
wireless medium provides a challenge for increasing the data rate. Cooperative communications, is
a prominent technique to combat the detrimental fading effect in wireless communications. Adding
relay nodes to the network, and creating s virtual multiple-input multiple-output (MIMO) antenna
array is proven to be an efficient method to mitigate the multipath fading and expand the network
coverage. Therefore, cooperative relaying is considered as a fundamental element in the Long Term
Evolution (LTE)-Advanced standard.
In this thesis, we address the problem of resource allocation in cooperative networks. We pro-
vide a detailed review on the resource allocation problem. We look at the joint subcarrier-relay
assignment and power allocation. The objective of this optimization problem is to allocate the re-
sources fairly, so even the cell-edge users with weakest communication links receive a fair share of
resources. We propose a simple and practical algorithm to find the optimal solution. We assess the
performance of the proposed algorithm by providing simulations. Furthermore, we investigate the
optimality and complexity of the proposed algorithm.
Due to the layered architecture of the wireless networks, to achieve the optimal performance it
is necessary that the design of the algorithms be based on the underlying physical and link layers.
For a cooperative network with correlated channels, we propose a cross-layer algorithm for relay
iii
selection, based on both the physical and link-layer characteristics, in order to maximize the link-
layer throughput. The performance of the proposed algorithm is studied in different network models.
Furthermore, we investigate the optimum number of relays required for cooperation in order to
achieve maximum throughput.
Buffering has proven to improve the performance of the cooperative network. In light of this,
we study the performance of buffer-aided relay selection. In order to move one step closer to the
practical applications, we consider a system with coded transmissions. We study three different
coding schemes: convolutional code, Turbo code, and distributed Turbo code (DTC). For each
scheme, the performance of the system is simulated and assessed analytically. We derive a closed-
form expression of the average throughput. Using the analysis results, we investigate the diversity
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With the advent of easily accessible personal wireless devices that support a variety of wireless
services, more and more people rely on these devices for their daily activities. The increasing
number of mobile broadband subscribers leads to the rapid growth of mobile data traffic. According
to [1], between 2016 and 2022, the traffic generated by smart phones will increase by a factor of
×10. In order to provide the required data traffic, the target data rate is increased in every generation
of wireless mobile telecommunications technology. In addition to data rate, mobile broadband
subscribers require reliable communication, increase in mobility, and higher quality of service.
One barrier to achieve high data rates while satisfying the requisite quality of service is the
unpredictability and unreliability of the wireless medium. An emitted signal through the wireless
medium arrives at the receiver from multiple paths, therefore the received signal suffers from dis-
tortion. This effect is known as multipath fading. This channel characteristic varries with time, if
the transmitter, receiver, and the obstacles blocking the line-of-sight path are moving [2]. Multipath
fading has detrimental effects on the network performance. One of the most effective techniques to
mitigate the effects of fading is diversity.
The main idea behind the diversity technique is to transmit the same signal over independent fad-
ing channels. One method to provide independent fading channels is to use multiple transmit and/or
receive antennas, which are separated in space. In applications where placing multiple antennas
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at transmitter/receiver sides is challenging due to the limitations of size or power, the independent
channels are established by adding relay nodes to the network. These single antenna nodes share
their antennas and create a virtual multiple-input multiple-output (MIMO) antenna array. This tech-
nique is known as cooperative diversity. Substantial studies on cooperative communication confirm
its advantages. First, significant diversity gain is achieved. Furthermore, communication through
a relay node reduces the distance between the transmitter and the receiver nodes, hence the effect
of path loss is reduced. In addition, the network coverage is enhanced by providing reliable com-
munication links for cell edges users. Considering these advantages, in the study performed by the
Third Generation Partnership Project (3GPP) for the Long Term Evolution (LTE)-Advanced stan-
dard development, cooperative relaying is included as an essential element in cellular networks [3].
However, with the advantages offered by relay communications, many challenges need to be ad-
dressed.
1.2 Motivation
The motivations behind this study are to:
(1) study the challenges in cooperative networks;
(2) propose practical solutions in order to enhance the performance of cooperative networks,
while respecting the limitations;
(3) provide analytical and simulation frameworks for the proposed algorithms.
In design of wireless networks, one of the most important considerations is the allocation of
resources, such as power and bandwidth. Optimal power allocation plays a key role in performance
improvement of the network. It is known that the data rate and coverage of a network are improved
by more power consumption, however the increased interference and cost appear as restricting fac-
tors. In the context of cellular networks, power consumption at the user ends is considered an
important issue, in order to maximize the battery life time. Another network resource that should be
considered is the radio spectrum. The radio spectrum is a scarce resource, therefore, it is regulated
by regulatory authority to guarantee the efficient use.
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Second challenge in design of wireless networks is the layered architecture. Network layers
are associated with different system operations. The physical layer administers the transmission
and reception of bits over the physical medium, the data link layer insures the reliable transmission
over the physical layer, network and transport layers handle routing, addressing, and connectivity,
and the application layer manages data rates and delay constraints related to the applications [2].
These layers are designed in a separate manner, in order to reduce the intricacies of the design,
and to simplify the standardization. Nevertheless, the overall network performance is not always
optimal, in the absence of a global optimization [2]. The performance of the layered network can
be enhanced by a cross-layer design that considers the quality of service requirements of different
layers, at the same time.
Recently, the application of buffer-aided relays in cooperative networks has attracted atten-
tion [4]. Substantial studies in this area indicate significant improvement in the performance of
cooperative networks. It has been proven that buffer-aided relays improve the networks throughput,
diversity, stability, and balances the traffic load passing through each relay [4]. Equipping relays
with data buffers enable them to store and transmit packets in appropriate link condition. The main
drawback of buffering is additional total transmission delay. However, in the applications that delay
is tolerated, the system can benefit from many advantages of buffer-aided relaying. Considering the
above challenges and techniques, the focus of this thesis is design of proper algorithms to improve
the performance of the cooperative network with efficient exploitation of resources.
1.3 Thesis Contributions
The contributions of this thesis can be summarized as follows.
• We consider a cooperative network combined with orthogonal-frequency-division multiplex-
ing (OFDM). For this model, we study the problem of joint power allocation and subcarrier-
relay assignment. This resource allocation problem is a non-convex optimization problem
and can be solved through an exhaustive search. We propose a practical algorithm to find the
optimal solution with polynomial time complexity [5, 6].
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• Considering both the physical and link-layer characteristics, we propose a cross-layer algo-
rithm for relay selection in order to maximize the link-layer throughput. We consider a system
model with equally spatially correlated channels, featuring closely placed relays (or a relay
cluster). We show that the cross-layer design significantly improves the system performance
in comparison to the capacity-based design [7].
• As a step to get closer to practical applications, and in consideration of the advantages of
buffering, we study the performance of buffer-aided relay selection in a system with coded
transmissions. We consider a general model for channels where channels are independent
but not identically distributed, reflecting different distances among the nodes. We study three
coding schemes: convolutional code, Turbo code, and distributed Turbo code (DTC). For
each coding scheme, we derive a closed-form expression for the average throughput. Using
this average throughput, we analyze the asymptotic behavior of the system for infinite buffer
size and in high-SNR regime, which provides us with an important insight on the maximum
achievable diversity gain [8, 9].
1.4 Thesis Organization
The rest of the thesis is organized as follows:
In Chapter 2, we present some background on cooperative network and different methods of
relay selection and resource allocation. Then, we briefly present the OFDM transmission technique.
The principles of channel coding techniques including convolutional code, Turbo code and DTC are
covered. At last, we present the basics of buffer-aided relaying and the related works on this topic.
In Chapter 3, we propose an optimal algorithm for the joint power allocation and subcarrier-
relay assignment problem in OFDM relay networks, with L half-duplex (HD) decode-and-forward
(DF) relays, and M subcarriers. Our objective is to find the best subcarrier-relay assignment and
power allocation, that maximizes the minimum received SNR. This non-convex optimization prob-
lem could be solved by exhaustive search, which is not practical when the number of subcarriers
and relays is large. Suboptimal methods, that solve the relay assignment problem and power alloca-
tion separately have less time complexity at the expense of performance degradation. We propose
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a simple algorithm to jointly solve the subcarrier-relay assignment and power allocation problem.
We show that the proposed algorithm finds the optimal solution with complexity order of O(M3L).
In Chapter 4, we propose a cross-layer-based relay selection scheme in a wireless sensor net-
work (WSN) with equally spatially correlated channels. The equally correlated model can be used
as a worst-case benchmark or as a rough approximation by assuming equal correlation coefficients
for all channels. By considering the physical and link layer characteristics, one or multiple relays
are selected to maximize the link layer throughput. Based on the channel characteristics, the best
performance is achieved by using one cooperative relay in poor links and multiple relays in high
quality links. We compare the performance of the proposed scheme with the capacity-based scheme
and we see that considerable improvement in performance is achieved in both correlated and un-
correlated channels. We examine the proposed scheme for both DF and amplify-and-forward (AF)
relaying, and for relay selection and subcarrier allocation in OFDM-based systems. In all cases, the
cross-layer technique is shown to offer significant improvement relative to physical-layer optimiza-
tion techniques.
In Chapter 5, we study the performance analysis of a relay selection scheme in a buffer-aided
multi-relay network with coded transmissions. We consider three different coding schemes: convo-
lutional codes, Turbo codes and DTC. Moreover, it is assumed that the channels undergo quasi-static
Rayleigh fading and all the links are independent but non-identically distributed. For each of the
coding schemes, we analyze the performance of the system in terms of the average throughput,
and derive a closed-form expression. In addition, simple and explicit approximations of the average
throughput for infinite buffer size and in the high-SNR regime are obtained to provide some insights
on how various system parameters impact the system performance. An analysis of the asymptotic
average throughput provides the maximum achievable diversity gain of the system. Finally, we ver-
ify the accuracy of the derived analytical framework by providing Monte-Carlo simulations. We
show that analytical average throughput holds tight under different system parameters.
In Chapter 6, we summarize the results and contributions described above. We also suggest
different areas for future studies.
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Chapter 2
Background and Literature Review
In this chapter, we present a brief background on topics related to this thesis, and we provide a
literature review on the related works.
2.1 Cooperative Communication
Cooperative communication is based on the work done on relay networks proposed in [10]. In
this work, the capacity of the network consisting of one source node, one destination node, and one
relay node is analyzed. The benefits of relaying networks have been widely acknowledged in [11].
First, using relays reduce the communication distance between nodes. A reliable direct transmission
in long distances requires high power, which causes faster battery drainage and increased interfer-
ence. Adding relay nodes to the network reduces the communication distance. Therefore, less
power is required for reliable transmission and the network coverage expands. Apart from that,
relays add independent paths to the network, therefore, spatial diversity is achieved. Diversity is of
high importance due to the inevitable fading effect in wireless networks. The schematic of a relay
network is shown in Fig. 2.1.
In [12], the authors suggest that spatial diversity can be achieved by cooperation of mobile users
and call it User Cooperation Diversity. In the suggested scheme, mobile users share their antenna
and act as a relay for other users (see Fig. 2.1). Cooperative network is similar to relay network
in many aspects, although the main difference is that in cooperative network users are responsible
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Figure 2.1: Cooperative Networks
for transmitting their own information, while acting as a relay for other users. However, in relay
networks the only role of a relay is receiving and forwarding the information from other source
nodes. In this work, we consider a relay network for simplicity, but the proposed methods can be
extended to cooperative networks.
2.1.1 Cooperative Signaling Methods
There are two main transmission protocols in cooperative networks:
• Decode and forward: In this protocol, the relay decodes and re-encodes the received signal
before forwarding (Fig. 3.9). The relay nodes require the knowledge of channel state in-
formation (CSI) in order to decode the received signal. In this protocol, in case of incorrect
decoding the cooperation would result in error propagation.
• Amplify and forward: In this protocol, the relay amplifies the received signal before for-
warding (Fig. 3.9). The advantage of this protocol is its simplicity. However, when the relay
amplifies the received signal, the noise is also amplified. Furthermore, sampling, amplifying
and transmitting an analog signal is difficult.
2.2 Resource Allocation
The resource allocation problem in cooperative networks has been widely addressed in the liter-
ature [13–17,17–20]. Resource allocation is an optimization problem with an objective of achieving
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Figure 2.2: Cooperative signaling methods
the best performance, given the available resources. There are two main resources in cooperative
networks: relays and power.
2.2.1 Relay Selection
The relay selection problem deals with the selection of one or a set of relays based on different
metrics to satisfy different criteria. A proper technique for relay selection can improve the perfor-
mance of a wireless network by achieving full diversity. Relay selection problem has been widely
studied in literature [13, 14, 21–25]. Two main schemes proposed are, the single relay selection
(SRS) and multiple relay selection (MRS). In SRS, the best relay is selected according to a certain
criterion. It is shown that employing this scheme, full diversity is achieved [13]. In MRS, a subset
of reliable relays is selected. In this scheme, the weakest paths are excluded, therefore better per-
formance is achieved compared to conventional cooperative networks [14].
Although multi-relay transmission offers better performance than single relay transmission, its
implementation requires additional resources and increased complexity. Multiple relays utilize ei-
ther orthogonal subchannels (in time or frequency) or space-time codes to transmit their information
to the destination node. Orthogonality in time or frequency, leads to consumption of scarce re-
sources and results in performance loss in terms of transmission rate or spectral efficiency. To over-
come this problem, space-time coded protocols are proposed for cooperative relaying in [26–30].
Design of space-time codes for multi-relay networks is different from MIMO schemes and difficult
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in practice. Different from MIMO schemes, in a multi-relay network, antennas belong to dispersed
terminals. Therefore, the creation of a virtual MIMO terminal from distributed relays requires
coordination and additional synchronization among different nodes. In addition, in a multi-relay
network, the number of participating relays is variable. A relay may not participate in cooperation
if the it has not received the signal successfully [13]. To avoid the complexity of the space-time
code design, and the excessive use of resources (e.g. time and bandwidth), single relay selection
or best relay selection (BRS) schemes have been proposed in [13]. It has shown that BRS achieves
the same diversity gain as a multi-relay transmission. Substantial work has been done based on the
BRS scheme. This method is also adapted to various applications, for instance, in [31–33], BRS is
employed under the concept of cognitive radio, and in [34] it is combined with network coding.
Different selection criteria are used to select the best relay [13, 21–25]. The commonly used
selection metrics in the literature are categorized as follows:
• Geographical location: By this metric, relays are selected based on their spatial distribution.
It is assumed that the locations of the relays are known or can be estimated. This metric is
used in [21–23]. The disadvantage of this metric is that the effects of shadowing and fading
are neglected.
• Average channel characteristics: By this metric, relays are selected based on an estimate of
the average channel fading, or average SNR. While this method works well for static termi-
nals, it is not recommended for mobile terminals, since channels are subject to considerable
change.
• Instantaneous channel characteristics: By this metric, relays are selected based on an esti-
mate of instantaneous channel characteristics. This metric is vastly used in numerous works
like [13, 24, 25]. The main drawback of this metric is the large amount of overhead commu-
nicated between terminals, to propagate the channel information.
The relay selection algorithms proposed in the literature follow different criteria [13, 35–41]. The
most commonly used criteria are:
• Max-Sum criterion: By this criterion, a relay or a set of relays are selected that maximize
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the sum of data rates. This criterion is used in [35–38] to maximize the summation of data
rates.
• Max-Min criterion: By this criterion, a relay or a set of relays are selected in order to
maximize the minimum SNR or date rate. This method is used in [13, 39–41].
2.2.2 Joint Relay Selection and Power Allocation
The problem of resource allocation in cooperative networks is not limited to relay selection.
Power allocation is another issue, that with the proper solution could enhance the system perfor-
mance as well. The problem of joint relay selection and power allocation is described to be non-
convex. To find the optimal solution to this non-convex optimization problem, different solutions
are proposed in the literature:
• Exhaustive search: This method selects the best relay or relays among all the possible se-
lections. The solution is optimal, however, the complexity of this method increases with the
increase in the number of relays [15, 16].
• Dual decomposition method: This method results in an asymptotical solution. With the
increase in the number of relays, the solution asymptotically reaches to the optimal solution.
However, the complexity is still an issue with the increase in the number of relays [17, 18].
The main problem of these methods is the increase in time complexity of the algorithm, with an
increase in the number of relays. In communication systems, the number of relays or users could
be very large, which makes the aforementioned methods impractical. To deal with this issue, some
suboptimal algorithms are proposed. These algorithms provide less complexity, at the expense of
performance degradation. Suboptimal methods can be categorized as follows:
• Two part method: In this method, relay assignment and power allocation are performed
separately. In [17,19,20], different suboptimal algorithms are proposed based on this method.
• Partial relay selection: In this method, the complete knowledge of the system is not being
considered in the selection process. In [42], the authors propose a partial relay selection (PRS)
algorithm. In this algorithm, first a subset of relays is pre-selected based on the average CSI,
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then the best relay is selected based on the instantaneous CSI out of the pre-selected subset.
In [15], the authors propose another PRS algorithm that uses only the knowledge of relay to
destination node channels.
• Other methods: Other suboptimal methods are proposed that address the problem of joint re-
lay selection and power allocation. In [16], the authors propose a suboptimal algorithm based
on a relay ordering function, similar to the greedy approximation algorithm for knapsack
problems [43].
2.3 Assignment Problem
The problem of resource allocation in cooperative networks can be considered as an assignment
problem. Assignment problem deals with the question of how to assign n items to n other items [43].
An assignment problem can be described mathematically as a mapping pi between two finite sets
U and V of n elements. pi is called a permutation. Each permutation can be represented by a
permutation matrix X = [xij ], defined by
xij =
 1 element j is assigned to element i0 o.w (2.1)
This permutation matrix is described by a system of linear equations
∑n
j=1 xij = 1 i = 1, 2, ..., n∑n
i=1 xij = 1 j = 1, 2, ..., n
xij ∈ {0, 1} for all i, j = 1, 2, ..., n
(2.2)
This means that every row and every column of the permutation matrix has sum of 1. An n×n cost
matrixC = [cij ] measures the cost of assigning element j to element i. The assignment problem can
be defined as an optimization problem that searches for the best permutation to satisfy an objective
function. The objective functions vary with different applications. If the objective is to minimize
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in which pik represents the kth permutation out of whole K = n! permutations. This problem
is called linear sum assignment problem(LSAP) [43] and it corresponds to the max-sum criterion
mentioned in section 2.2.1. The min function can be easily replaced by the max function.









This problem is called linear bottleneck assignment problem(LBAP) [43] and it corresponds to the
max-min criterion mentioned in 2.2.1 by substituting the min function and max function. The
algorithms for solving the LSAP and LBAP are presented in the following subsections.
2.3.1 Hungarian Algorithm
The Hungarian algorithm is proposed in [44] to solve LSAP. The algorithm is based on this
theorem: ”If a number is added to or subtracted from all of the entries of any row or column of a
cost matrix, then an optimal assignment for the resulting cost matrix is also an optimal assignment
for the original cost matrix.” [43]. The following algorithm applies this theorem to a n × n cost
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matrix to find an optimal assignment. It is shown that the time complexity of this algorithm is
Algorithm 1 Hungarian Algorithm
step 1: Subtract the smallest element in each row from all the elements of the same row
step 2: Subtract the smallest element in each column from all the elements of the same column
step 3: Draw lines through appropriate rows and columns so that all the zero elements of the cost
matrix are covered and the minimum number of lines is used
step 4:
if the minimum number of covering lines is n then
The assignment is possible. Go to step 6
else
go to step 5
end if
step 5: Determine the smallest element not covered by any line. Subtract this element from each
uncovered row, and then add it to each covered column
go to step 3
step 6: The assignment is the zero element of the cost matrix
O(N4). The best time complexity of Hungarian algorithm is O(N3) [45].
2.3.2 Threshold Algorithm
The Threshold algorithm is proposed to solve LBAP [43]. This algorithm consists of two phases.
In phase 1, a threshold value c∗ is chosen from the elements of the cost matrix, and a threshold matrix
C¯ = [c¯ij ] is formed as follow
c¯ij =




In phase 2, it is checked whether the threshold matrix C¯ contains an assignment with the total cost
of 0. If this assignment is found, the search is completed. If it is not found, phase 1 is repeated
with a different threshold value c∗. Phase 1 can be performed using the binary algorithm. In this
case, the time complexity of the threshold algorithm is O(T (n) log(n)), in which T (n) is the time
complexity for checking if the cost matrix contains an optimal assignment or not. The threshold
algorithm with the binary search is presented as follows:
If the corresponding assignment is needed, the method proposed in [46] can be used. This





Algorithm 2 Threshold Algorithm
Initialize imin = the minimum element of C
Initialize imax = the maximum element of C
repeat
m = b imin+imax2 c
Define C¯ using (2.9)





until The smallest c∗ is found
2.4 OFDM
Multicarrier modulation is a technique where a wide-band signal is divided into a number of
narrow-band signals and sent through different orthogonal subchannels [2]. The data rate and the
bandwidth of each subchannel is much smaller than the total date rate and bandwidth of the system.
In multicarrier modulation, the effect of inter-symbol interference (ISI) can be alleviated, if the
bandwidth of each subchannel is smaller than the coherent bandwidth of the channel [2]. In this
case, each subchannel experiences flat fading.
OFDM is a digital implementation of multicarrier modulation that uses fast Fourier transform
(FFT)-based modulator and cyclic prefix. This technique is used substantially in wireless commu-
nications, for instance in Wi-Fi, WiMax, LTE, and LTE-Advanced [47]. The advantages of OFDM
technique include the elimination of ISI, low complexity of FFT algorithms, and the omission of
the complex equalizers [2].
The block diagram for OFDM transmitter and receiver is shown in Fig. 2.3 and 2.3. In the trans-
mitter, the input data bits are modulated, usually with a quadrature amplitude modulation (QAM) or
phase-shift keying (PSK) modulator. This symbol stream goes through a serial-to-parallel converter.
The output is a sequence of N parallel symbol streams. Each symbol stream is transmitted through
each subchannel, therefore these streams are frequency components of the output of the transmitter.
By passing these symbol streams through an IFFT block, frequency components are converted into
time samples. Then, cyclic prefix is added and samples are put back into one sample stream. This
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Figure 2.3: OFDM Transmitter
Figure 2.4: OFDM Receiver
stream is digital-to-analog converted and transmitted over the carrier frequency of fc.
At the receiver, the received signal is down converted and passed thorough a low pass filter
(LPF) to remove the carrier frequency. An analog-to-digital (A/D) converter samples the signal,
then the cyclic prefix is removed and the samples are passed through a serial-to-parallel converter.
The result is a sequence of N parallel streams. These streams are passed through an FFT block,
parallel-to-serial converted and demodulated to recover the transmitted data bits.
2.5 Wireless Sensor Network (WSN)
WSN consists of many sensor nodes that are randomly distributed and communicate wirelessly
over short distances. These sensors are usually low-cost, low-power and multifunctional [48]. Two
main different architectures are used in sensor networks: flat architecture and hierarchical architec-
ture. In flat architecture, each node is responsible for sensing, routing and transmitting its own data
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to the base station. In a hierarchical architecture, each node belongs to a cluster. Each cluster con-
sists of a cluster head and multiple sensor nodes. Each sensor transmits data only to the cluster head,
and the cluster head gathers all the information in a cluster and transmits to the base station [49].
2.5.1 Relays in WSN
The use of relays in WSNs has drawn a lot of attention. Relay nodes fight multipath fading by
adding cooperative diversity to the system. In addition, relay node can shorten the distance between
a sensor node and the destination. Therefore, by an optimal power allocation scheme, the power
consumption of sensor node decreases, which results in extended lifetime of the network. Moreover,
relay node can balance data gathering by lessening loads from overloaded nodes. Adding relays to
the network provides some extra routes. By finding an optimal route we can redirect burden from
some overloaded nodes to more powerful relays.
By providing each sensor node with more than one disjoint connection, deploying relays makes
network fault tolerant. If one connection is lost, an alternative connection saves sensor from dying
[50]. In two-tiered cluster-based networks, high-power relays are placed in upper tier and sensors
are placed in lower tier. Sensors in the lower tier communicate only with relays in the upper tier.
The objective of the optimization problem is to find the minimum number of relays so that each
sensor is connected to at least two relays. An alternative objective in order to maximize scalability
is to find the minimum number of relays so that each sensor is connected to at least one relay [49].
In some sensor networks, usually with flat architecture, relay nodes are nodes similar to sensor
nodes. The role of each node can be pre-defined as a sensor/relay or it can be changed by a role-
assignment algorithm according to current network status, in order to achieve higher performance.
In other networks, usually with hierarchical architecture, relays can be special nodes with higher
capacity. Unlike sensor nodes that only gather information from surrounding information and trans-
mit to the relays which usually are located closely, relay nodes repeatedly receive and transmit data
from multiple sensors to another relay node or base station located in farther distances. Therefore,
using a more powerful node for relays helps improve network performance [49].
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2.6 Buffer-aided Relays
In a conventional cooperative network, it is assumed that relays can store only one packet for the
duration of one time slot. Therefore, the source-relay (SR) and the relay-destination (RD) transmis-
sions occur in two consecutive time slots, independent of the channel characteristics. In a system
where channels vary with time, this scheduled transmission inhibits the system from using the best
possible SR or RD links. This restriction can be removed by equipping relays with buffers. Buffer-
aided relay can benefit a reliable SR link by receiving multiple packets and storing them in its buffer.
Similarly, when RD link is reliable, relay can transmit multiple packets that are previously stored in
its buffer.
Buffer-aided relays introduce significant improvements to the system performance in terms of
throughput and stability, and balances the traffic load passing through each relay [4]. However,
these improvements are achieved at the expense of an increase in total transmission delay, that
should be handled in the applications that are delay-sensitive. Moreover, the relaying protocols
for buffer-aided relaying are more complicated than conventional relaying, since the status of the
buffers should be considered.
2.6.1 Single Relay Network
In order to get a better perspective of buffer-aided relays, initially we consider a single relay
network where the relay node is equipped with buffer. In this network, a single source node is
communicating with a single destination through a DF relay. We assume that direct communication
is not possible. Channels are modeled as quasi-static fading, where fading gains are constant during
one time slot, but change from one time slot to another.
In contrast with the conventional relaying transmission protocol where the source and the relay
nodes transmit in consecutive time slots, in the buffer-aided relaying network, at each time slot a
node with better link quality is selected for transmission. If the SR link has better quality than
the RD link, the source node transmits, otherwise the relay node transmits. Fig. 2.5 depicts these
transmission modes. This protocol is known as buffer-aided relaying with adaptive link selection
and was introduced in [51–53]. Based on the nodes knowledge of CSI, the adaptive or fixed rate
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(a) A buffer-aided relaying when the relay receives a
packet
(b) A buffer-aided relaying when the relay transmits a
packet
Figure 2.5: A buffer-aided single relay network
transmissions are proposed.
Adaptive Rate Transmission
This protocol requires all the nodes to be aware of the CSI of their transmitting and receiving
channels. In this scheme, based on the CSI of the SR and RD links, the decision is made whether the
source or the relay node transmits. The source and the relay nodes while selected for transmission,
transmit with data rate equal to the capacities of SR or RD channels, respectively. In [51], it is
assumed that the buffer size is infinite, and the buffer is never empty nor full. Denoting the capacity
of SR and RD links by CSR and CRD, respectively, and a constant ρ > 0, the transmission protocol
is as follows:
• The source node is selected for transmission if CSR > ρCRD
• The relay node is selected for transmission if CSR < ρCRD
where ρ is a decision threshold that should be optimized. It has been shown that this scheme has
diversity order of two, which provides considerable gain in comparison to conventional relaying.
In a more practical scenario, it is assumed that buffer size is limited. Therefore, the transmission
protocol is modified as follows:
• If the buffer is empty, the source node is selected for transmission
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• If the buffer is full, the relay node is selected for transmission
• Otherwise, the selection policy is similar to finite buffer size scenario
In this protocol, the transmission delay is limited by reducing the buffer size.
Fixed Rate Transmission
For fixed rate transmission, the source and the relay do not have CSI knowledge of their trans-
mission link, therefore the transmission rate is fixed. In order to decide which node to transmit, the
relay node has the knowledge of the outage state of the SR and RD link. The outage state of the SR
and RD links are determined by the relay and the destination nodes, respectively, and sent as a one
bit feedback to the source and relay nodes. In [53] , the following transmission protocol is proposed
based on the outage states.
• If the SR link is in outage and RD link is not, the relay transmits.
• If the RD link is in outage and SR link is not, the source transmits.
• If both links are not in outage, the relay transmits PC percent of the times and the source transmits
100− PC percent of the times.
In this protocol, the transmission delay can be adjusted by the parameter PC
2.6.2 Multi-relay Network
The performance of the system is improved in a network equipped with multiple relays. As
mentioned in section 2.2.1, with a proper relay selection technique, the benefits of multi-relay net-
work are achieved without excessive use of scarce resources. The BRS scheme is adapted to the
buffer-aided relay network has first been proposed in [54] wherein the authors propose the max-
max relay selection algorithm. In the max-max scheme, a relay with the best available SR channel
is selected for reception, and the one with the best RD channel is selected for transmission.
The max-max algorithm is constrained by scheduled transmission, where the source and the
relay transmit in consecutive time slots. This constraint is removed in [55], with the aim of providing
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additional degrees of freedom (DoF) in relay selection. In [55], the authors propose the max-link
algorithm where the best link is selected among the available SR and RD channels. Also, it is shown
that a diversity gain twice the number of relays, is achieved. In [56], the authors consider a more
realistic model where the source and the destination nodes can communicate directly. Furthermore,
the modified max-link algorithm is proposed, where the relay selection scheme is similar to [55]
with the RD transmission being conditioned to unsuccessful SD transmission.
Different from [54–56] where nodes transmit with fixed rate, in [57] the source and the relay
nodes transmit with data rate equal to the capacities of SR and RD links. The best relay is the
one that maximizes SR or RD channel capacity, similar to the selection criterion proposed in [51].
In [58], the authors propose a max-ratio policy, to optimize the secrecy transmission. In this scheme,
the best relay is the one that maximizes the SR or RD signal to eavesdropper channel gain ratio.
In [59], the authors propose the balancing relay selection algorithm to balance the arrival and
departure rates at each buffer. By keeping the buffers in non-full and non-empty states, more links
are available for selection, therefore, the outage probability is reduced. Based on this idea, the
relay selection algorithm selects a link with highest channel gain, while keeping buffers in non-
full and non-empty state. In [60] and [61], the authors propose a priority-based max-link selection
algorithm. In this algorithm, links are prioritized into three classes: 1) R-D links with full buffers,
2) S-R links with empty buffers, and 3) SR and RD links with non-full or non-empty buffers. The
link with highest channel gain is selected among the links in each class. It has been shown that
prioritizing reduces the outage probability in comparison with the max-link algorithm. In another
work in [62], the authors introduce the max-weight algorithm, where each link is assigned a weight
according to the relevant buffer status. The weight of each S-R (R-D) link is equal to the number
of empty (occupied) buffer spaces. Then, the algorithm selects a link with the largest weight. It
has been shown that the max-weight algorithm can achieve more diversity than max-link when
buffer size is small. In [63], an improved max-weight algorithm is proposed as an extension to
the max-weight algorithm. In this algorithm, if weight of more than one links are equal to the
maximum weight, the link with highest channel gain is selected. Moreover, to reduce the delay, R-
D links are prioritized to S-R links when having equal weights. In another work in [64], the authors
propose an algorithm based on the max-weight algorithm. However, the proposed algorithm allows
20
simultaneous transmission of multiple S-R or R-D links.
Buffer-aided relay selection is also adapted to cognitive networks to select the best relay for the
secondary network [65, 66]. In [65], one relay is selected for the secondary reception or transmis-
sion based on the max-link policy. However, the selection is constrained by a maximum tolerable
interference level at the primary receiver. In [66], the authors propose a max-ratio scheme that se-
lects the relay with highest SR or RD channel signal-to-interference ratio (SIR), while keeping the
interference to the primary nodes below a certain threshold.
2.7 Channel Coding
In design of a communication system, the reliable transmission of the information from one
point to another at an acceptable rate is a major task. Channel coding is a useful tool to fulfill this
task. The idea behind channel coding is increasing the distance between constellation points, by
mapping the constellation points of the input sequence to a higher dimensional signaling space [2].
This added redundancy provides error detection and correction capabilities. However, the addition
of this redundancy increases the required bandwidth for transmission and the complexity of the
encoder/decoder design. Therefore, the trade-off in designing a channel coding is to attain low
error rate while considering the bandwidth and system complexity. There are two main classes of
codes: block codes and convolutional codes. In the remaining of this section the principals of the
convolutional code and Turbo code are briefly presented.
2.7.1 Convolutional Code
A convolutional code is generated by passing the information bits through a linear finite-state
shift register [2]. Fig. 2.6 shows the diagram of a convolutional encoder, consists of K stages
of k bits shift registers and n addition operators. A k-bit information sequence enters and shifted
into each stage of the shift register. For each k-bit input, a code word of length n is generated.
Therefore, the code rate is equal to Rc = kn . The parameter K is defined as constraint length of the
convolutional code.
A convolutional code is described by its generator matrix. This generator matrix consists of
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Figure 2.6: Convolutional encoder
Figure 2.7: Convolutional encoder (5,7)
n vectors, representing the generator polynomial for each addition operator. The entries of these
vectors represent the connection of the corresponding addition operator to each stage. For instance,
consider the convolutional encoder depicted in Fig. 2.7, with k = 1, K = 3, and n = 2. The
generator polynomials for this convolutional encoder are g1 = [1, 0, 1] and g2 = [1, 1, 1]. It is more
convenient to present the generator polynomials in octal form as (5, 7).
Traditionally, there are three graphical methods to describe the properties of a convolutional
code: the tree diagram, the trellis diagram and the state diagram. Fig. 2.8, shows the trellis diagram
for convolutional code (5, 7), assuming that the encoder is in all-zero state initially. The solid
lines indicate the input bit S1 = 0, and the dashed line indicate the input bit S1 = 1. The term
S2S3 denotes the current state of the shift register, and the output bits C1C2 are written next to the
transition lines. The stages are denoted by ti. Starting at the all-zero state S2S3 = 00 at stage t0, if
the input is 0, after the transitioning to the stage t1, the new state will remain S2S3 = 00, and the
output bits will be C1C2 = 00. Conversely, if the input is 1, after the transitioning to the stage t1,
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Figure 2.8: Trellis diagram for convolutional code (5,7)
the new state will become S2S3 = 10, and the output bits will be C1C2 = 11. Fig. 2.8 shows that
the trellis repeats itself after stage t3, which is expected when the constraint length is K = 3.
Viterbi Algorithm
The Viterbi algorithm is a maximum-likelihood decoder for decoding a convolutional code, by
selecting a path in the code trellis which has minimum difference with the received sequence. This
algorithm calculates a metric for every path in the trellis. For hard decision decoding, this metric
corresponds to the Hamming distance between the coded bit sequence of each path and the received
sequence. At each state, the algorithm compares the metrics of all paths entering that node (state).
The path with the lowest metric is retained and all the other paths are removed. The path that is
not removed is called the survivor path. At each state, 2K−1 survivor paths are kept, one for each
state. These calculations are repeated for all the stages. When the trellis reaches the termination
point, the path with the smallest value is selected. Then, the related sequence of symbols to this
path constitutes the decoded bits.
Error Probability of Convolutional Codes
A state diagram is one of the methods to describe the properties of a convolutional code, in-
cluding the distance properties. Fig. 2.9, depicts the state diagram of the convolutional code (5,7).
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Figure 2.9: State diagram for convolutional code (5,7)
This diagram includes all the possible transitions from the all-zero state to the all-zero state. It is
assumed that the input to the convolutional encoder is an all-zero sequence. Due to the linearity of
the convolutional code, this assumption is made with no loss of generality. Each branch is labeled
by branch gainDdLl, where the exponent ofD denotes the Hamming distance of the corresponding
branch’s output with respect to the all-zero sequence, and the exponent of L denotes the length of
the branch. Here, the exponent of L is always equal to 1, since the branch lengths are 1. The state
equations for the state diagram in Fig. 2.9 are written as follows:
Xb = DLXc +DLXd,
Xc = D
2LXa + LXb,
Xd = DLXc +DLXd,
Xe = D
2LXd, (2.10)
where Xa, ..., Xe denote the node signals. The transfer function for this diagram is defined as






1−DL(1 + L) . (2.11)
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Using the binomial expansion and setting L = 1, the transfer function becomes
T (D, 1) = D5 + 2D6 + 4D7 + ....
(2.12)






where ad denotes the number of paths with Hamming distance d from the all-zero path, and dmin
denotes the minimum Hamming distance. By the aid of the transfer function and the distance prop-
erties of a convolutional code, the probability of error of a convolutional code can be calculated. An
error-event is defined as the event that an erroneous path is selected at the decoder. The probability





where, P2(d) is called the pairwise error probability, and defined as the probability of the oc-
currence of the path with Hamming distance d. This probability depends on the channel model,
modulation scheme, and whether the soft-decision or hard-decision decoding is employed. For in-
stance, for an Additive White Gaussian Noise (AWGN) channel, Binary Phase-Shift Keying (BPSK)




where Q(.) is the Gaussian Q−function, and γ¯ is the average bit SNR. The upper bound given in
(2.14) gives the probability of an error event, while it is more common to use the probability of






Figure 2.10: Block diagram of a Turbo Encoder
Figure 2.11: An RSC encoder with generator polynomial (1, 57)
where f(d) denotes the number of bit errors in each erroneous path.
2.7.2 Turbo Code
Turbo codes are parallel concatenated convolutional codes that can achieve near-capacity per-
formance with feasible complexity and code word length [67]. The turbo encoder shown in Fig.
2.10, consists of two constituent systematic encoders separated by an interleaver. Commonly, the
recursive systematic convolutional (RSC) encoders are used as constituent encoders. An example
of an RSC encoder with constraint length 3 is shown in Fig. 2.11. The RSCs are described with a
ratio of polynomials (g1g2 ), where g1 and g2 represent the parity and the feedback polynomials. The
encoder in Fig. 2.11 has generator polynomial (1, 57).
The interleaver is an essential component of the Turbo code. This block generates the output
26
Figure 2.12: Block diagram of a Turbo Decoder
sequence by permuting the input sequence. Therefore, the output consists of the same symbols as
the input, but in a different order. There are many different types of interleavers. For a Turbo code
with small block length, it is advantageous to design the interleaver. Conversely, for large block
lengths, pseudo-random interleavers are shown to perform best [68].
Unlike convolutional code, Turbo code is a block code. In order to determine the beginning
and the ending of a block, the Turbo encoder is always initialized in all-zero state. Moreover, after
encoding a block of data, a number of tail bits enter the encoder to make it return to the all-zero
state.
Fig. 2.12 shows the block diagram for the Turbo decoder. The Turbo decoding algorithm iterates
between two decoding stages. Each stage consists of a soft-decision decoder for the RSC encoders
used in the Turbo encoder. The information sharing between the two stages are through an inter-
leaver. The most commonly used decoding algorithms for a Turbo decoder are soft output Viterbi
algorithm (SOVA), or the Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm. The BCJR algorithm
is a soft-input soft-output maximum a posteriori probability (MAP) detection algorithm. Unlike the
Viterbi algorithm that maximizes the likelihood of the whole sequence, the BCJR algorithm max-
imizes the a posteriori probabilities of each individual bits [67]. Therefore, the BCJR algorithm
shows slightly better performance than Viterbi algorithm. Since the BCJR is a soft-output algo-
rithm, after completing a certain number of iterations, the output of the decoder is passed through a
hard limiter to achieve the decoded bits.
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Error Probability of Turbo Codes
The upper bound of the Turbo code is commonly driven by the Union bound method, given the
weight distribution function λ(d). Obtaining λ(d) of the Turbo code for a particular interleaver is
complicated. In [69], the authors obtain the average weight distribution λ¯(d), by averaging over all
possible interleavers. As Fig. 2.10 shows, a turbo code consists of three fragments: the systematic
(input) bits s , first parity bits sequence p1, and second parity bit sequence p2. If the interleaver I is





where λ(d|I) is the number of codewords with Hamming distance d, given a specific interleaver I.





where λ¯(d) is the average weight distribution function. The λ¯(d) is obtained by averaging over all









where p(d|i, I) is the probability of generating a codeword with weight d, from an input sequence
with weight i, given the interleaver I. As the Turbo code consists of three fragments, the weight of
the output sequence can be written as d = i + d1 + d1, where d1 is the weight of the parity set p1,













p(i, d1, d2|i, I), (2.20)
where p(i, d1, d2|i, I) is the probability that an input sequence with weight i is mapped to a code-
word with fragment weights d1 and d2. If the interleavers are selected randomly and uniformly from
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all the possible permutations of k elements, the p(i, d1, d2|i, I) is given as
p(i, d1, d2|i, I) = p(i|i, I)p(d1|i, I)p(d2|i, I). (2.21)





























The p(d1/2|i) denotes the probability of generating a codeword fragment of weight d1/2, given









where t(k, i, d) denotes the number of paths of length k, input weight i, and output weight d, when
the trellis starts and ends in all-zero state. In [69], the authors show that for any block length k = l,
the t(l, i, d) can be derived from the transfer function of the convolutional encoder T (L, I,D),
defined as







LlIiDdt(l, i, d). (2.25)
By solving (2.25) recursively, t(l, i, d) is obtained. For instance, the transfer function for a convo-
lutional code (1, 5/7) is given by
T5/7(L, I,D) =
1− LI − L2I − L3(D2 − I2)
1− L(i+ I)− L3(D2 − I − I2 + I3D2) + L4(D2 − I2 − I2D4 + I4D2)(2.26)
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With some manipulations, (2.26) can be written in form of (2.25), then t(l, i, d) is calculated recur-
sively, as
t(l, i, d) = t(l − 1, i− 1, d) + t(l − 1, i, d)
+ t(l − 3, i− 3, d− 2)− t(l − 3, i− 2, d)− t(l − 3, i− 1, d) + t(l − 3, i, d− 2)
− t(l − 4, i− 4, d− 2) + t(l − 4, i− 2, d− 4) + t(l − 4, i− 2, d)− t(l − 4, i, d− 2)
+ δ(l, i, d)− δ(l − 1, i− 1, d)− δ(l − 2, i− 1, d)− δ(l − 3, i, d− 2) + δ(l − 3, i− 2, d)
(2.27)
where δ(l, i, d) = 1 if l = i = d = 0 and δ(l, i, d) = 0 otherwise, and t(l, i, d) = 0 if any index is
negative.
2.7.3 Distributed Turbo Code
Distributed coding techniques are introduced in [70–72] to improve the performance of the
cooperative networks. The distributed Turbo code introduced in [73, 74] represents an important
member of distributed codes. In [73, 74], the authors propose a DTC scheme for a single-relay
network with one source and one destination nodes. The source node broadcasts a convolutionally
coded block to the destination and relay nodes. The relay decodes the received signal, interleaves
the information bits, and re-encodes with a convolutional encoder and forwards the coded bits to
the destination node. At the destination node, the received codeword from the source and the relay
constitute a Turbo code word. The destination uses a Turbo decoder to decode the received signal.
Different DTC scheme are proposed in the literature [73–77]. In [73, 74], the author assumed
that error-free decoding is performed at the relay. In [75], the relay calculates the a posteriori
probabilities of the information bits. Then the soft estimate of the parity bits are generated and
forwarded to the destination node. In [76], the relay calculates the log-likelihood ratio (LLR) of the
information bits. Then, by applying a threshold on LLRs, the relay only forward the reliable bits
and discard the others. In [77], the authors consider a network with multiple relays. The relays who
can successfully decode the received signal, interleave and re-encode the decoded bits and forward
to the destination. The rest of the relays amplify and forward the received signal. The destination
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node combines all the received signals to form a DTC codeword.
2.8 Markov Chains
Markov chain is a process for which the future results are affected by all the preceding results.
A Markov chain is defined as a sequence of states: {X0, X1, ...}. Each stateXi is a random variable
that can take any value in state space S = {1, 2, ..., N} [78]. The process begins from one state and
moves to the next state. A transition from current state Xi to the next state Xj is called a step. The
probability of this step is called the transition probability, which is denoted by Tij = P(Xn+1 =
j|Xn = i). The process can remain in the same state with the probability of Tii.
The transition probabilities do not depend on the past states that Markov chain was in, before
the current state. That means
Tij = P(Xn+1 = j|Xn = i,Xn−1 = i− 1, ..., X0 = i0) = P(Xn+1 = j|Xn = i). (2.28)
This property is called the Markov Property [78]. A transition matrix is defined as a N ×N square
matrix T for which the entities are transition probabilities Tij .
At each time n, the probability distribution of the chain is denoted by a vector pi(n), for which
the entities are defined as pi(n)i = P(Xn = i). To predict the behavior of the process at any time,
we need to obtain this probability distribution vector pi(n).
At time 0, the probability distribution of the process is defined by the Initial distribution vector
denoted by pi(0). This initial distribution pi(0) is a vector whose ith entry is pi(0)i = P(X0 = i),
where




i = 1. (2.30)
For a Markov chain, the probability distribution at time n is given by [78]
pi(n) = pi(0)T n. (2.31)
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Equation (2.31) indicates that any probabilistic behavior of the Markov chain can be obtained by
performing matrix operations.
Suppose a Markov chain with distribution pi such that, if the initial distribution is pi(0) = pi
then the distribution at time 1 is also pi(1) = pi. Then pi is called the stationary distribution defined
as [78]
pi = piT , (2.32)∑
i∈S
pii = 1. (2.33)
The existence of the stationary distribution is proven for special types of Markov chain, in
Fundamental Limit Theorem. The definition of the special types of Markov chains are as follows:
• Ergodic or irreducible Markov chain: A Markov chain is irreducible if it is possible to go to
every state from every state [78].
• Aperiodic Markov chain: For each state i, we define the period di as the greatest common
divisor (GCD)
di = GCD{n : Tnii > 0}. (2.34)
where Tnii denotes the entity (i, i) of T
n. An irreducible Markov chain is called aperiodic if
its period is 1 [78].
Fundamental Limit Theorem: For an irreducible and aperiodic Markov chain with transition ma-
trix T , the stationary distribution pi exists and it is a unique vector [78]. Then we have
lim
n→∞T
n = Π, (2.35)
whereΠ is a matrix with each row equal to pi.
In order to find the stationary distribution vector, linear equations (2.32) and (2.33) should be
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solved. Expression (2.33) can be written as
Bpi = b, (2.36)
Bij = 1,∀i, j, (2.37)
b = [1, 1, 1, ..., 1]T, (2.38)
where T is the transpose operator. By adding (2.32) to (2.36) we have
Tpi − pi +Bpi = b, (2.39)
then
pi = (T − I +B)−1b. (2.40)
2.9 Conclusion
In this Chapter, we presented a general background on cooperative network and its elements.
Different relaying protocols used in the literature are discussed. We also presented a literature re-
view on different methods of relay selection and resource allocation. Then, we presented the basics
of the assignment problems and related algorithms. These algorithms are later used in Chapter 3.
Further, we briefly presented the OFDM transmission technique. Moreover, a brief review on WSN
and its elements are also included. We have used the WSN model in Chapter 4. We presented the
basics of buffer-aided relaying and the related works on this topic. The principles of channel coding
techniques including convolutional code, Turbo code and DTC are covered. At last, we provided a








OFDM is a well-known technique to combat frequency selective fading. By combining relaying
with OFDM, we can have the advantages of both techniques. However, in order to achieve the
improvements to the fullest extent the resource allocation should be optimized. Power allocation
plays a key role in performance improvement by optimally distributing power among subcarriers.
However, the problem of resource allocation is not solely defined by power allocation. In a network
with multiple relays, the problem of subcarrier-relay assignment arises.
Various methods are proposed to solve the resource allocation problem. Graph-based methods
are widely used [79,80], where the addressed problem is formulated as a problem of finding a perfect
matching in a bipartite weighted graph. Another vastly used method is Lagrange dual decomposition
that finds an asymptotically optimal solution [81, 82]. Although it is proven that the duality gap is
negligible for large number of subcarriers, the high amount of calculations and time complexity
makes this method not applicable. To deal with this problem, suboptimal algorithms are proposed.
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In [82,83], the joint optimization problem is decomposed into multiple simpler subproblems which
are solved separately. In [79, 80], power allocation is not pursued to simplify the problem. These
suboptimal algorithms reduce the complexity at the expense of performance degradation.
The criterion mostly used for resource allocation is maximizing the total capacity of the system
known as max-sum criterion [79, 80, 82]. In a cooperative network, relays can represent other users
that shared their antennas in order to create a virtual MIMO antenna array. These users require
fair share of resources. The weak point of the max-sum criterion is that cell edge users with poor
link qualities achieve less resources. To achieve the fairness more resources should be allocated to
the users with poorest channels. This objective can be achieved by a criterion known as max-min
which is addressed in few previous works [83–85]. This drew us to address the problem of resource
allocation with max-min fairness objective.
In [86], the author proposed an optimal solution for joint power allocation and relay-assignment
problem subject to the sum-power constraint. This work is based on the assumption that the relay-
destination channel is perfect which is not a valid assumption when the channel quality is poor.
Also, this algorithm is designed for AF relays.
Motivated by aforementioned shortcomings, in this chapter we investigate the joint optimization
problem of subcarrier-relay assignment and power allocation to maximize the SNR of the poorest
channel in an OFDM-based DF relay network. An optimal algorithm with polynomial time com-
plexity is proposed to solve this problem. The optimality of the proposed algorithm is proved.
The rest of the chapter is organized as follows. In section 3.1 the system model is presented
and the problem is formulated. In section 3.2 the proposed algorithm is presented and explained
in details. In section 3.4 the simulation results are presented and discussed. Finally section 3.5
concludes the chapter.
3.1 System Model and Problem Formulation
The system model is depicted in figure 3.1. We consider an OFDM-based network with one
source and one destination nodes and L half-duplex DF relay nodes denoted by S, D, and Ri(i ∈
{1, ..., L}), respectively. The communication takes place in two phases. In phase one, the source
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Figure 3.1: System model
node transmits data over allM subcarriers to relays. Each relay decodes a selected set of subcarriers.
In phase two, each relay re-encodes and forwards the received data using another set of selected
subcarriers to the destination node.
It is assumed that there is no direct communication link between source and destination nodes
because of the poor link quality. All channels are considered to be Rayleigh fading with path loss. A
centralized resource allocator with the knowledge of all the instantaneous CSI performs two tasks:
1) assigns subcarriers to relays and 2) distribute the power among subcarriers. The objective of
the resource allocator is to reach max-min fairness between subcarriers, that means maximizing
the SNR of the poorest (or bottleneck) subchannel at the destination node. We define two binary
variables uij and vij . If subcarrier j is assigned to relay i in phase 1, uij = 1 otherwise uij = 0.
Similarly, if subcarrier j′ is assigned to relay i in phase 2 vij = 1 otherwise vij = 0. In order to
avoid interference, it is assumed that each subcarrier is only assigned to one relay. The number of
subcarriers assigned to relay Ri is denoted by bi. These conditions are formulated by
L∑
i=1
uij = 1 ∀j,
M∑
j=1
uij = bi ∀i, uij ∈ {0, 1} (3.1)
L∑
i=1
vi′j = 1 ∀j′,
M∑
j′=1
vi′j = bi ∀i, vi′j ∈ {0, 1} (3.2)
Each selection of relays is denoted by a permutation matrix uk = [uij ]M×L in phase 1, and vk =
[vi′j ]M×L in phase 2, k ∈ {1, 2, ...,K}, K is the total number of permutations in each phase,
K = M !b1!b2!...bL! .
Let Suk denote a set of (i, j) pairs indicating the indices of the elements of the permutation uk
and Svk denote a set of (i
′, j) pairs indicating the indices of the elements of the permutation vk
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(i, j)|uij = 1, i ∈ {1, ..., L}, j ∈ {1, ...,M}, s.t.(1)}, (3.3)
Svk = {(i′, j)|vi′j = 1, i′ ∈ {1, ..., L}, j ∈ {1, ...,M}, s.t.(2)}. (3.4)
The SNR of the SRi channel when subcarrier j is assigned to relay i is denoted by γSRij , and the
SNR of the RiD channel when subcarrier j′ is assigned to relay i is denoted by γRDi′j . The power P
is available at the source node and distributed among subcarriers using the Water-filling algorithm.
All γSRij can be improved by using power Pij according to





Pij ≤ P (3.6)
Pij ≥ 0
P0 is an initial power assigned to each subcarrier to avoid zero power allocation. The power Pr is
available at each relay and distributed among subcarriers using the Water-filling algorithm, in phase
two. All γRDi′j can be improved by using power P
′
i′j according to





P ′i′j ≤ Pr ∀j (3.8)
P ′i′j ≥ 0








This optimization problem is subject to (3.1),(3.2),(3.6),(3.8). Due to independence of γSRij and
γRDi′j , the optimization problem is divided into two sub-problems (3.10) and (3.11) without losing
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γRDi′j (new) s.t.(3.2), (3.8) (3.11)
3.2 Proposed Optimization Algorithm
The idea of the proposed algorithm comes from the Threshold algorithm used to solve the max-
min assignment problem on a cost matrix C [43] . A threshold algorithm has two stages. In the
first stage an element from cost matrix is selected as a threshold c∗ and applied to the cost matrix to
define the threshold matrix.
c¯ =




In the second stage, the feasibility of an assignment with zero cost is checked for this threshold
matrix. The largest value of the threshold is the optimum value.
In the proposed algorithm, the cost matrix is an SNR matrix ΓSR = [γSRij ] or Γ
RD = [γRDij ].
Each assignment can be improved by using the available power. An assignment is considered feasi-
ble, if the required power to reach a specific threshold is less than the available power.
Using γthr as a threshold, matrix ΓSR is broken into two matrices ∆ and Ψ by thresholding
with γthr. This threshold is selected so the best permutation in ∆ can reach the target SNR (γthr)
consuming less power than the available power P . The parameters ∆ and Ψ are given by
∆ =
 γij γij ≤ γthr0 o.w (3.13)
Ψ =
 γij γij > γthr0 o.w .
By this approach, the optimization problem is divided into two parts. First, we apply the joint
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power allocation and subcarrier-relay assignment on ∆ until all the power is used. Then, we apply
the max-min algorithm on Ψ when no extra power is available. The γthr is calculated by Search
for Threshold Algorithm. The threshold value can be any element of ML elements in ΓSR. Binary
search algorithm is utilized to find the threshold:
1) Let us sort all the values of ΓSR. When a matrix or array is indexed by a single argument (r), we
refer to this as the rth smallest element of that array or matrix. γthr is initialized by the midpoint










− 1)P0 γSRij ≤ γr
0 o.w
(3.14)
3) The best permutation in Φr denoted by ur, requires minimum power to reach γr. Therefore the
optimization problem can be written as (3.15). This problem is known as semi-assignment problem
and it is solved by the Shortest Augmenting path algorithm proposed in [87]. The complexity order









uij = 1 ∀j,
M∑
j=1
uij = bi ∀i, uij ∈ {0, 1}. (3.15)
If the required power for this permutation is less than the available power P , we search for a higher
threshold in the searching span of [ΓSR(r+1) : Γ
SR





The Search for Threshold algorithm returns the index of the highest reachable threshold with the
available power P . However, the power is not totally consumed. It is viable that by consuming the
whole power we reach a higher SNR (T ) , Γ(r) ≤ T < Γ(r+1). The Joint Optimization algorithm
performs a fine-tuning process on T to reach the highest achievable SNR. In this algorithm, first
we start with a target SNR achieved from the Search for Threshold Algorithm T0 and the min-sum
permutation is found. In the next step, the whole power is used to improve this permutation to reach
a new higher target SNR (T1). It is viable that another permutation exists that can reach T1 with
less power. The search continues until the selected permutation does not change in consecutive
iterations.
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Algorithm 3 Search for Threshold
1: Input: ΓSR
2: Output: r
3: Initialize rmin = 1 and rmax = ML
4: repeat
5: r = b rmin+rmax2 c
6: γr = Γ
SR
(r)
7: Calculate Φr with the threshold of γr
8: Find ur as the min-sum permutation in Φr
9: if
∑
(i,j)∈Sur pij ≤ P then
10: rmin = r
11: else




(i,j)∈Sur pij ≤ P and
∑
(i,j)∈Sur+1 pij > P
15: return r
Algorithm 4 Joint Optimization
1: Input: ΓSR , P , γr
2: Output: T , uk
3: Initialize T = γr
4: k = 1
5: repeat
6: Calculate Φ with T as threshold
7: Find uk as the min-sum permutation in Φ
8: if
∑
(i,j)∈Suk pij ≤ P then
9: Calculate γSRij (new) using Water-filling algorithm
10: T = min(i,j)∈Suk{γSRij (new)}
11: else
12: uk = uk−1
13: Convergence = true
14: end if
15: k = k + 1
16: until uk = uk−1
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The Joint Optimization algorithm ensures that we have achieved the highest possible bottleneck
SNR (denoted by T ) and the power is consumed completely. To this point, the elements of ΓSR
which are greater than T are not considered in the optimization process. Therefore, in the next
step the Ψ matrix is calculated, and the optimum assignment is found by performing the max-min
algorithm. It should be noted that in this step no power allocation is needed. This procedure is
illustrated in Main Algorithm. The similar algorithm is used to find the best permutation in phase 2,
denoted by T ∗RD. The highest achievable SNR at the destination node is calculated using (3.16)
T ∗ = min{T ∗SR, T ∗RD}. (3.16)
The time complexity of the proposed algorithm is analyzed as follows: the complexity of Search
Algorithm 5 Main Algorithm
1: Input: ΓSR, uk
2: Output: T ∗SR
3: Call Search for Threshold algorithm and find r







T (i, j) ∈ Suk
0 o.w.
6: Calculate uk = max-min permutation in Ψ
7: T ∗SR = min(i,j)∈Suk γ
SR
ij
8: return T ∗SR
for Threshold algorithm, Joint Optimization, and max-min are O(M2L log(ML)), O(M3L), and
O(M2L log(ML)), respectively. It can be seen that the time complexity of each iteration of the
main algorithm is dominated by O(M3L). In comparison with the complexity order of the exhaus-
tive search which is O( M !
(M/L)!L
), the proposed algorithm has less complexity for large number of
subcarriers.
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3.3 Proof of Optimality
In this section, it is proved that Joint optimization algorithm reaches the optimal T . Assume that
the algorithm stops after I iterations reaches the SNR value of Tk, but the optimal SNR is Tk+1.
The required amount of power for the optimal permutation to reach Tk+1 is Pk+1. Two cases are
possible:
1) Pk+1 < P : In this case the algorithm cannot stop at iteration I, since the condition at line 10 is
satisfied. This contradicts the first assumption.
2) Pk+1 > P : In this case Tk+1 is not feasible, therefore cannot be the optimal solution.
By rejecting the assumption it can be concluded that Tk is the optimal solution.
3.4 Simulation Results
In this section, simulation results are presented to evaluate the performance of the proposed
algorithm. The model used in simulation complies with the system model presented in section 3.1.
In all the simulations, it is assumed that for all the relays bi = ML . This assumption is for simplicity,
however, bi can take any integer value.
In Fig. 3.2 the performance of the proposed algorithm is compared with the Exhaustive search
algorithm, in terms of error probability to validate the optimality of the proposed algorithm. It can
be seen that the performance of our algorithm matches the Exhaustive search, for different number
of relays, subcarriers and various values of SNR.
In Fig. 3.3, the performance of our algorithm is evaluated in terms of the achievable minimum
SNR across the subcarriers at the destination node. The performance of the proposed algorithm
is compared to the :Relay assignment + equally distributed power (EDP) algorithm. The Relay
assignment + equally distributed power (EDP) algorithm is a two-step algorithm. In the first step,
relays are assigned according to max-min criterion. This method is an optimal relay selection for
DF relays and it is often used as a baseline relay selection scheme as a means of comparison [13].
In the second step the power is allocated equally between subcarriers. It can be observed that the
minimum SNR achieved by the proposed algorithm is considerably higher that the Relay assignment



























Figure 3.2: Error probability of the proposed algorithm in comparison with Exhaustive search









Figure 3.3: Achievable minimum SNR across the subcarriers in a system with L = {2, 4, 6, 10}
relays, 60 subcarriers, Ps = 6, P0 = 1, Pr = 1
relays, the achievable minimum increases, as expected.
In Fig. 3.4, t he performance of the proposed algorithm is compared to theRelay assignment
+ Waterfilling, in terms of the achievable minimum SNR. TheRelay assignment + Waterfilling is
a two-step algorithm. In the first step relays are assigned according to max-min criterion and in
the second step power is distributed by Water-filling algorithm. It can be seen that the proposed
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Figure 3.4: Achievable minimum SNR across the subcarriers in a system with L = {2, 4, 6, 10}
relays, 60 subcarriers, Ps = 6, P0 = 1, Pr = 1
algorithm achieves higher minimum SNR than the Relay assignment + Waterfilling, for different
number of relays and various values of SNR. The reason for this improvement is that in the proposed
algorithm, the subcarrier-relay assignment and power allocation problem are solved jointly, where
in the Relay assignment + Waterfilling, the optimization problem is solved separately.
In Fig. 3.5 the performance of our algorithm is compared with the Relay assignment + EDP
and Relay assignment + Waterfilling algorithms in terms of the achievable minimum SNR across
the subcarriers at the destination node, for different number of relays. It can be seen that the for
various number of relays the proposed algorithm achieves higher minimum SNR that the other two
algorithms. It can also be seen that for larger number of relays, the improvement in the achievable
minimum SNR is more considerable.
In Fig. 3.6 it is shown that the Joint Optimization algorithm converges to the optimum value in
less than 3 iterations.
In Fig. 3.7, the performance of the proposed algorithm is compared to the Relay assignment
+ EDP, in term of the outage probability. An outage event occurs when in each transmission, the
minimum SNR is lower than a certain threshold. Here, we assume that the SNR threshold is 0dB.
It can be observed that the proposed algorithm achieves considerable improvement in terms of the
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Figure 3.5: Achievable minimum SNR across the subcarriers in a system with 60 subcarriers, Ps =
6, P0 = 1, Pr = 2 and different number of relays














Figure 3.6: Convergence of the Joint Optimization algorithm, in a system with 5 subcarriers and
different number of relays
outage probability. Also, it is shown in this figure that the performance improvement becomes more
noticeable, as the number of relays increases.
In Fig. 3.8, the performance of the proposed algorithm is compared to the Relay assignment
+ Waterfilling, in term of the outage probability. This figure shows that the proposed algorithm
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Figure 3.7: The outage probability of the proposed algorithm in comparison with the max-min
algorithm, in a system with 60 subcarriers and different number of relays





Figure 3.8: The outage probability of the proposed algorithm in comparison with the max-min
algorithm, in a system with 60 subcarriers and different number of relays
outperforms the Relay assignment + Waterfilling one for all the values of SNR and for different
number of relays. It can be observed that similar to Fig. 3.7, the performance improvement becomes
more noticeable, as the number of relays increases.
In Fig. 3.9, the performance of our algorithm is compared with the algorithm proposed in [86]
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Figure 3.9: The error probability of the system with DF relays in comparison with AF relays, in a
system with 3 subcarriers
for a system with AF relays. As AF relays amplify and forward the received signal, they are re-
stricted to use the same subcarrier for reception and transmission. The proposed algorithm is not
restricted by the same limitation. However, to make a fair comparison, we add an extra condition
to our algorithm that states relays are constrained to use the same subcarriers for transmission and
reception. Fig. 3.9 shows that even by adding this extra condition, the proposed algorithm outper-
form the algorithm proposed in [86], for different values of SNR and various number of relays. The
performance improvement is more significant in low SNR regime. The reason is that in an AF relay
noise is amplified besides the signal. This effect is more detrimental when the noise level is higher.
The proposed algorithm is based on the max-min fairness to ensure that each subcarrier secures
a fair part of the resources. To evaluate the fairness of the proposed algorithm, we used Jain’s













. In Fig 3.10 the fairness of our method is compared with the
Max-min algorithm and the Max-sum algorithm. In the Max-sum algorithm the selection criterion
is to maximize the total capacity. It is observed in this figure that the proposed algorithm achieves
higher fairness.
47








Figure 3.10: The Jain’s fairness index of the proposed algorithm in comparison with Max-min and
Max-sum algorithms
3.5 Conclusion
We proposed an algorithm for the joint power allocation and relay assignment problem in re-
lay networks. The relay assignment is based on the max-min criterion and the power allocation is
performed by the water-filling algorithm. We analytically proved the optimality of the proposed al-
gorithm. It was also shown by simulation results that the performance of our algorithm matches the
performance of the exhaustive search. Since the proposed algorithm acts iteratively, we performed
convergence investigation and showed that the algorithm convergences in less than three iterations.
By performing complexity analysis, we showed that the algorithm that we proposed offers polyno-
mial time complexity that makes it practical for a larger number of relays or subcarriers. Moreover,
we provided various comparisons between our algorithm and the max-min algorithm when power
is equally distributed among subcarriers, and the max-min algorithm when power allocation fol-
lows waterfilling algorithm. Our algorithm showed significant improvement in terms of the outage
probability and the achievable minimum SNR, in comparison with these two algorithms. It can be
inferred from the simulation results that as the SNR and/or the number of relays increase, the per-
formance improvement of the proposed algorithm with respect to the other two algorithms becomes
more significant. It was also shown that our algorithm secures more fairness in comparison with the
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Cross-Layer Design in Wireless Sensor
Networks
4.1 Introduction
In WSN, depending on the application, there are three main metrics that are the objective of
optimization: network lifetime is maximized, data latency is minimized, and network throughput is
maximized. Due to the recent improvements in energy harvesting technique in WSN (EH-WSN),
the sensor nodes can harvest energy from resources like wind, solar or vibration in their surrounding
environment [88], therefore, in EH-WSN mostly the objective of optimization is network throughput
rather than lifetime maximization. The throughput optimization is investigated in [88–90]. The
problem is NP-hard. Therefore, in [89] the authors derive a bound rather than optimal solution.
In [90] an exact solution for throughput optimization is obtained for medium-sized networks, but
for large network a heuristic algorithm is proposed.
The many benefits of relays in WSN are previously discussed in Chapter 2. A proper relay se-
lection technique in a WSN with multiple relays can improve the performance of the network. The
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relay selection techniques that improve the performance of the wireless network from a physical-
layer point of view, do not consider the quality-of-service (QoS) requirements of the data-link layer
like packet error rate (PER) or total throughput. A proper cross-layer technique could guarantee
these requirements. In [91], a cross-layer relay selection algorithm is proposed to select the optimal
relay in device-to-device (D2D) communications, while addressing the problem of buffer manage-
ment. Both channel-state-information (CSI) in the physical-layer, and queue state information (QSI)
at the data-link layer are considered. In [92], a cross-layer relay selection for cooperative network is
proposed. The algorithm uses exhaustive search at the destination node to select a subset of relays
that maximizes the link-layer throughput. In [93], a Q-learning-based algorithm is proposed for
relay selection problem to maximize the link-layer transmission efficiency. In [94], a distributed
optimal relay selection scheme is proposed to improve multimedia transmission, while optimizing
the application layer QoS and distortion. In [95], a cross-layer design for relay selection and power
control is proposed for a multi-cell network to maximize the total capacity while considering the
inter-cell interference. It is assumed that relays are affected by the nodes in adjacent cells. In [96],
a cross-layer relaying transmission framework is proposed to maximize the effective capacity. In
the same paper, the authors also propose a cross-layer fixed power allocation scheme based on the
particle swarm optimization.
Previous works on relay selection assume independent channels. This is a valid assumption
when relays are sufficiently separated, although in scenarios when relays are placed closely these
channels tend to be correlated. In [97], the performance of a system with SRS with correlated
channels is analyzed. It is assumed that SR channels are equally correlated, as well as RD channels,
but for each relay, SR and RD channels are independent. This correlation model is used as a worst-
case benchmark. In [98], the performance of a single relay network is analyzed. It is assumed that
SR, RD, and SD channel are correlated. In [99], a relay selection scheme for OFDM based system
is proposed over equally spatially correlated channels within the same hop and independent channel
in two hops.
In this chapter, we propose a cross-layer-based scheme for relay/sensor selection to maximize
the link-layer throughput. In this scheme, no limit is put on the number of relays. Taking into
account the physical and link-layer characteristics, one or multiple relay sensors are selected. The
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objective of the scheme is to maximize the link layer throughput. Unlike many works that assumed
independent channels, we consider equally spatially correlated channels. Correlation among dif-
ferent sensors become significant when sensors are closely placed (a relay cluster). The equally
correlated model can be used as a worst-case benchmark or as a rough approximation by assuming
equal correlation coefficients for all channels.
The rest of the chapter is organized as follows. In section 4.2, the system model is presented
and the problem is formulated. In section 4.3, the proposed scheme for cross-layer sensor/relay
selection is presented and discussed in details. In section 4.4, the simulation results are presented
and discussed. Finally, section 4.5 concludes the chapter.
4.2 System Model
We consider a two-hop wireless sensor network with a single source node S, L half-duplex DF
relays/sensors Ri, i = 1, ..., L and single destination node D (see Fig. 4.1). All nodes are equipped
with single antennas. Each hop includes L channels which are equally correlated in space. Channels
from different hops are statistically independent. Channels are modeled as Rayleigh fading with
equally correlated gains as proposed in [100]. This model can be used for systems with closely
placed sensor network (i.e., relay cluster). Many techniques are proposed for relay clustering. One
of the mostly used methods is geographic approach which places closely placed sensors in one
cluster. By this method, sensors in a cluster experience correlated fading. The equally correlated
model can be used as a worst-case benchmark or as a rough approximation by assuming equal
correlation coefficients for all channels [100], [97, 99]. For the ith relay, Ri, we denote the SR
gain by hSRi and RD channel gain by h
RD
i . According to [100], we can model equally correlated





1− ρxi +√ρx0) + i(
√
1− ρyi +√ρy0) (4.1)
where i =
√−1, xi and yi ∼ N (0, σ2/2) are independent, x0 and y0 ∼ N (0, σ2/2) are indepen-
dent and used to correlate all channels. Correlation coefficient is denoted by ρ = E[hih∗j ]/
√
E[hih∗i ]E[hjh∗j ]
where E is the expected value operator and 0 ≤ ρ ≤ 1.
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Figure 4.1: The block diagram of the system with 5 relays; 3 relays are selected for cooperation
It is assumed that channels are quasi-static and fixed during a single packet transmission. Also,
a perfect CSI is assumed. The relay/sensor selection takes place at the destination node. A subset of
K best sensors are selected, and this selection is sent to the source node through a reliable error-free
feedback link.
The transmission takes place in two hops. In the first hop, the source node sends a packet with
the length of N . Using a spatial multiplexer, this packet is split into K streams. The source node
uses orthogonal transmission (in time, code, or etc.) to send each stream to relays. It is assumed that
due to the poor link quality, a direct communication link between the source and the destination node
does not exist. Each of the selected relays decodes the received signal. In the second hop, sensor
relays transmit the re-encoded signal to the destination node. The received signal at the ith sensor















where PS is the available power at the source node, Pr is the available power at each sensor node,
n{SRi,RiD} is zero-mean complex Gaussian noise with variance N0/2, and sˆ is the estimated value
of s. Equivalent instantaneous SNR at the destination node, received from relay Ri is given by









4.3 Cross-Layer Relay/Sensor Selection
In this section, we present a cross-layer relay selection technique that uses CSI at physical layer
to maximize the throughput at the data-link layer. It is assumed that Go-Back-N (GBN) protocol is
used with the transmit window size of W .
For each stream sent through relay Ri, the received symbol error rate SERi at the destination




where Q(.) denotes Gaussian Q-function. The packet error rate (PER) at the destination node is
given by (4.5).
PER = 1− [
K∏
i=1
(1− SERi)]N/K . (4.5)
The instantaneous throughput at the destination node using GBN protocol is given as
ηGBN = K
1− PER
1 + PER(W − 1) . (4.6)
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1 + (1− [∏Ki=1(1−Q(√2γeqi ))]N/K)(W − 1) . (4.7)
At the destination node, the best set of sensors is selected to maximize the instantaneous through-







In order to verify the improvement of the cross-layer based sensor selection scheme, we use a
capacity-based scheme for comparison. The general formula for the instantaneous capacity is given
as [2]
C = log2 det[IK + γ¯H
HH] (4.8)
where IK is K × K identity matrix, γ¯ is the average SNR γ¯ = PsN0 , and H denotes conjugate
transpose. H represents the equivalent channel matrix and is given by (4.26). In a system with DF
relays, H derives from the minimum of normalized SR and RD channel matrices. It can be seen that
constant K, source power Ps and sensor power Pr are absorbed into channel matrices.










4.3.1 Cross-Layer Relay/Sensor Selection for AF Relaying
The proposed scheme is based on the DF relaying protocol. Another widely used relaying
protocol is the AF. Although DF relaying shows promising results, the AF protocol attracts attention
due to its simplicity, and is widely used in many works. In this section, we show that the proposed
cross-layer scheme can be applied to AF relaying networks with some modifications.
In a system with AF relaying, the received signal at the ith sensor/relay from the source node,









s+ nSRi , (4.10)
yRiD = h
RD
i βiySRi + nRiD
























Assuming BPSK modulation and GBN protocol at data-link layer, (4.4)-(4.7) can be applied to
calculate the SER, PER, and throughput.
To verify the improvement of the cross-layer based sensor selection scheme, we use a capacity-
based scheme for comparison. According to [101], the instantaneous capacity for a system that
could be described by y = Ax+ Bn is given as




where Rx is the covariance matrix of the transmitted vector, and Rn is the noise covariance matrix.
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s+ hRDi βinSRi + nRiD. (4.14)
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The instantaneous capacity becomes




4.3.2 Cross-layer Relay/Sensor Selection and Subcarrier Allocation
In this section, we consider an OFDM-based network with single source node, single destination
node, L half duplex DF relays/sensors, and M orthogonal subcarriers. In each hop for a given
subcarrier, there are L channels that are equally correlated in space [99]. Channels for different
subcarriers are statistically independent. Channels are modeled as Rayleigh fading with equally





1− ρxij +√ρx0j) + i(
√
1− ρyij +√ρy0j) (4.19)
where xij and yij ∼ N (0, σ2/2) are independent, x0j and y0j ∼ N (0, σ2/2) are independent and
used to correlate all channels. Correlation coefficient is denoted by ρ = E[hijh∗i′j ]/
√
E[hijh∗ij ]E[hi′jh∗i′j ].
It is assumed that, at the source node by using a multiplexer, a packet of length N is split
into M streams, and each stream is transmitted by one subcarrier. The source node uses all the
subcarriers to transmit information to K selected sensors. Each sensor decodes the received data
from a pre-selected set of subcarriers. This selection is done by the destination node and sent to
sensor relays using an error-free feedback channel. In order to avoid interference it is assumed that
each subcarrier can be allocated to only one sensor node. It is also assumed that each sensor node
uses the same subcarriers in the second time slot as the first time slot. The received signal at the ith
relay from the source node and using jth subcarrier, and the received signal at the destination node















It is assumed that the available power at the source node Ps, and the available power at each sensor
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node Pr are equally distributed among subcarriers. The number of subcarriers assigned to relay
sensor Ri is denoted by mi.
Equivalent SNR at the destination node, received from relay Ri using subcarrier j is given as









For each stream sent by subcarrier j through relay Ri, the received symbol error rate SERij at the




We define a binary variable αij , when subcarrier j is assigned to relay i, αij = 1, otherwise αij = 0.
The PER at the destination node is given by





(1− SERijαij)]N/M . (4.23)







1 + (1− [∏Li=1∏Mj=1(1− SERijαij)]N/M )(W − 1) . (4.24)
In order to verify the improvement of the proposed scheme, we compare it with the capacity-
based scheme. The general formula for instantaneous capacity is given as
C = log2 det[IM + γ¯H
HH] (4.25)
59
where γ¯ = PsN0 , and matrix H, the equivalent channel matrix is given as











In this section, simulation results are presented to evaluate the performance of the proposed
scheme. The model used in simulation complies with the system model presented in section 4.2.
The system performance is evaluated in terms of the system throughput with respect to Es/N0. It
is assumed that the system has four relay sensors L = 4, packet length is N = 120, window size is
W = 4, source and sensor powers are Ps = Pr = 1, and average channel gain is σ2 = 1.
To verify the improvement achieved by the proposed scheme, the system performance is evalu-
ated in terms of the link-layer throughput using cross-layer-based and capacity-based relay selection
schemes. The results are shown in Fig. 4.2. In this figure, it is assumed that the channels are un-
correlated ρ = 0. It can be seen that the cross-layer approach leads to considerable improvement in
terms of the system throughput. In the second scenario, it is assumed that channels are correlated
with correlation coefficient ρ = 0.8. The results are shown in Fig. 4.3. It can be seen that the
system performance degrades with channel correlation, however, the cross-layer-based scheme still
outperforms the capacity-based considerably.
Fig. 4.4 shows the performance of the proposed scheme using AF transmission. Similar to the
DF case, it can be seen that the cross-layer-based scheme outperforms the capacity-based.
Fig 4.5 shows the results of the proposed scheme for relay sensor selection and subcarrier allo-
cation. For simplicity, an OFDM-based system is considered with 4 subcarriers and 4 relays. Two
scenarios are considered: uncorrelated channels ρ = 0 and correlated channels ρ = 0.8. It can be
seen that in both scenarios the proposed scheme outperforms the capacity-based scheme.
In Fig. 4.6-4.8, the percentage of the relay usage is demonstrated for each value of SNR. These




























Figure 4.2: Throughput of the cross-layer-based relay selection in comparison with capacity-based
scheme in a system with 4 DF relays for different values of SNR
system with four relay sensor nodes L = 4, and for two scenarios, with uncorrelated channels
ρ = 0 and with correlation ρ = 0.8. It can be inferred from Fig. 4.6-4.8 that in the cross-layer-
based scheme and in case of poor channels, the maximum throughput is achieved when only one
relay node is used for cooperation (SRS). However, for higher values of SNR better performance is
achieved by letting more than one sensor node transmit to the destination. A similar trend is seen
for correlated channels. In the capacity-based scheme, no meaningful difference is seen in relay
usage percentage for different values of SNR.
4.5 Conclusion
We proposed a cross-layer-based scheme for sensor node selection in wireless cooperative sen-
sor networks with equally spatially correlated channels. The objective is to maximize link layer
throughput. The performance of the proposed scheme is compared with the physical-layer capacity-
based scheme. The results show that the proposed scheme outperforms the capacity-based scheme,
considerably, for both correlated and uncorrelated models. In the proposed scheme, no limit is put
on the number of selected sensor nodes. The simulation results show that for poor channels with




























Figure 4.3: Throughput of the cross-layer-based relay selection in comparison with capacity-based



























Figure 4.4: Throughput of the cross-layer-based relay selection in comparison with capacity-based
scheme in a system with 4 AF relays for different values of SNR
higher SNR, letting more relays to cooperate is more beneficial (MRS). The proposed scheme is
applied to both DF and AF relaying where performance gains are achieved in both cases. We also
used the proposed scheme for sensor selection and subcarrier assignment in OFDM-based system






























Figure 4.5: Throughput of the cross-layer-based relay selection in comparison with capacity-based






































































Figure 4.6: Relay usage percentage of Average number of selected relays in a system with 4 DF






































































Figure 4.7: Relay usage percentage of Average number of selected relays in a system with 4 DF



































































Figure 4.8: Relay usage percentage of Average number of selected relays in a system with 4 DF
relays and 4 subcarriers, a) Cross-layer-based , b) Capacity-based
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Chapter 5
Performance Analysis of Convolutional
codes, Turbo Codes and Distributed
Turbo Codes in Buffer-Aided Relay
Selection
5.1 Introduction
Buffer-aided relays introduce significant improvements to the system performance in terms of
throughput and stability, and balances the traffic load passing through each relay [4]. As mentioned
in Chapter 2, buffer-aided relay selection algorithms are studied in substantial works. Although
channel coding is an integral part of any communication system, there have been few works reported
on the problem of coded buffer-aided relaying in the open literature. In [102], the authors propose
an adaptive modulation and coding scheme in a cognitive buffer-aided relaying network, where the
communication from the secondary source to the secondary destination switches between the direct
and relaying transmission based on the instantaneous channel conditions. In [103], the authors
propose a link selection protocol based on the quality of the links and buffer status in a buffer-aided
relaying system that combines bit-interleaved coded modulation (BICM) with OFDM. Different
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from [102] and [103], where the system includes a single relay, the authors in [104] consider a
cooperative system with two half-duplex (HD) DF relays with the BICM transmission. In this
system, the relays alternate between transmission and reception, and a detection algorithm based on
the iterative parallel decoding is used at the destination node.
To further improve the performance of the relay networks, a coded cooperation technique is
proposed in [105], where channel coding is integrated into cooperative transmission. Coded co-
operation networks employ distributed coding schemes to encode and transmit the data. Among
various distributed coding schemes, distributed Turbo code (DTC) has shown to perform close to
the capacity of relay channel [74]. DTC scheme in a multi-relay network has been considered
in [106–110]. In [106], the authors consider a multi-relay network with Nakagami-m fading chan-
nels, where the source node broadcasts a turbo-coded frame to the destination and relay nodes. All
the relays receive the first part of the frame, and the ones who successfully decode the received
signal, generate the second part of the codeword and forward it to the destination node. In [107], the
authors propose an AF turbo-coded relay selection scheme, where the relay with the highest end-to-
end instantaneous SNR amplifies and forwards the received signal to the destination node. In [108]
and [109], the authors present the bit error rate (BER) and outage analysis for a Turbo-coded relay
selection scheme, in Rayleigh and Nakagami-m fading channels. In their proposed scheme, the
relays listen to a fraction of the codeword, and among a set of relays who decoded successfully,
known as the decoding set, the one with the highest instantaneous R-D channel SNR is selected for
transmission of the remaining bits. In [110], the authors propose a DTC scheme with two ordered
best relays, where two relays with the highest and second highest R-D link qualities, respectively,
are selected for transmission. The best relay uses an interleaver and a recursive systematic con-
volutional (RSC) encoder to encode the received signal; the second-best relay uses a similar RSC
encoder, without interleaving. The two code segments are combined and decoded by an iterative
decoder at the destination node.
In this work, we are motivated by observing that in [106–110] buffering capability is not as-
sumed for the relay nodes. Therefore, these systems do not benefit from numerous advantages
offered by data buffers. Different from the above-mentioned works, we consider a relay selection
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problem in a system with multiple buffer-aided relays combined with three distinct coded transmis-
sions, i.e., convolutionally coded, Turbo-coded and DTC transmissions. To the best of our knowl-
edge, convolutionally coded, turbo-coded and DTC transmissions in the context of buffer-aided
relay selection has not been investigated in the open literature. We assume that all the transmissions
experience quasi-static Rayleigh fading, which is a realistic model for users that are stationary or
moving slowly. To model the fading gains, we consider a general case, where channels are indepen-
dent but not identically distributed (i.n.i.d). The contributions of this chapter are as follows:
(i) For each coding scheme, we analyze the average throughput of the underlying system.
(ii) Simple and explicit expressions of the asymptotic throughput for infinite buffer size and in
the high signal-to-noise ratio for the aforementioned schemes are derived. Using the derived
asymptotic expression of the throughput, the maximum achievable diversity gain is obtained.
(iii) Furthermore, we provide a comparison between the DTC scheme and a convolutionally coded
scheme for various number of relays in terms of throughput and average delay. Finally, we
verify the accuracy of our analytical framework by Monte-Carlo simulations for various sys-
tem parameters.
The rest of this chapter is organized as follows. In Section 5.2, the system model is presented,
and the relay selection scheme is discussed. In Section 5.3, the performance analysis of the system
in terms of the average throughput is presented. In Section 5.4, the simulation results are presented
and discussed. Finally, Section 5.5 concludes the paper.
5.2 System Model
Fig. 5.1 shows the block diagram of the system model. We consider a multi-relay network con-
sisting of a single source node S, a single destination nodeD, and L HD DF relay nodes denoted by
Ri, i = 1, ..., L. All nodes are equipped with a single antenna, and they are subjected to the same
power constraint P . In our model, we assume that the direct transmission from the source to the
destination node is possible. We assume that channels are quasi-static Rayleigh fading, i.e., they
remain constant during the transmission of a frame but change from one frame to another. The SD,
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Figure 5.1: Buffer-aided relaying system.
SR, and RD channel gains are denoted by hSD, hSRi and hRiD, which are modeled as circularly




spectively. In addition, AWGN with zero mean and variance N02 for each channel is considered. We
assume that the destination node has perfect knowledge of the SR and RD channel state information
(CSI). The link selection is performed at the destination node on the basis of the instantaneous SR







This decision is sent to the relays through a reliable error-free feedback link.
Here, the relay selection policy is based on the modified max-link scheme proposed in [56]. In
the modified max-link scheme, at each time slot, instead of selecting the best relay, the best link is
selected among all the available links. The available links are all the SR links with non-full buffers
and all the RD links with non-empty buffers. We assume that each relay is equipped with a buffer of
size Q. The parameter qi ∈ [0, Q] denotes the number of packets stored in relay Ri. This parameter
is incremented when relay Ri has successfully received a packet and decremented when Ri has
successfully transmitted a packet. Let us denote the subset of all the relays with non-empty buffers
by NE = {Ri : qi > 0}. Similarly, a subset of all the relays with non-full buffers is denoted by
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NF = {Ri : qi < Q}. Given this, the relay R∗i associated with the selected link is given by
R∗i = arg max
Ri
{{γSRi : Ri ∈ NF} ∪ {γRiD : Ri ∈ NE}}. (5.1)
We denote by γ∗ the SNR of the selected SR or RD channel, associated with R∗i . Considering





















































In the modified max-link scheme, the data communication switches between two transmission
modes: source transmission and relay transmission. The transmission mode is determined based
on the selected link. If the selected link is an SR link, node S broadcasts a frame to node D and
relay R∗i , otherwise, relay R
∗
i transmits a frame to node D. The received signals at R
∗
i and D (in
the first and second time slots) are respectively given by
ySR∗i =
√








where x and x˜ denote the BPSK modulated symbol transmitted from the source and the relay nodes,
respectively, nSR∗i , nSD, and nR∗iD denote the AWGN. To ensure the successful reception of the
data, ACK/NACK signaling is used between nodes, through an error-free feedback link. In the
source transmission mode, where both D and R∗i receive the same frame, if D successfully decodes
the received frame, it sends an ACK signal to R∗i , and R
∗
i discards the received frame. In the case
of unsuccessful decoding at node D, a NACK signal is sent to R∗i , at which time, if the frame is
successfully decoded at R∗i , it is stored in its buffer, and an ACK signal is sent to node S. In the
relay transmission mode, the relay R∗i transmits one of its stored frames to node D, and if it is
received successfully, an ACK is sent to the R∗i , therefore R
∗
i drops the frame from its buffer.
We consider three channel coding and transmission schemes: convolutional code, Turbo codes
and DTC. Fig. 5.2 shows the block diagrams of these schemes. In the convolutionally coded scheme,
the source and the relay nodes use the same convolutional encoder to encode a K-bit message into
an N -bit codeword. The selected relay and the destination node decode the received signal by a
Viterbi decoder. The success of the decoding process is determined by the Cyclic Redundancy
Check (CRC) code. The selected relay then, uses the same convolutional encoder to re-encode the
received K-bit message if NACK signal is received.
In the Turbo-coded scheme, the source and the relay nodes use the same Turbo encoder to
encode a K-bit message into an N -bit codeword. The Turbo encoder with rate RT = 1/3, consists
of the parallel concatenation of two RSC encoders with rate RC = 1/2, separated by a random
interleaver. The received signal is decoded by a Turbo decoder and consists of two constituent
soft-input soft-output RSC decoders that exchange extrinsic information, iteratively.
In the DTC scheme, the source node uses an RSC encoder with rate RC = 1/2 to generate the
first constituent of a Turbo-coded codeword. The received frames, at nodes R∗i and D, are decoded
by a conventional Viterbi decoder. If the decoding process at node D is unsuccessful, then the relay
node R∗i , using the same RSC encoder with the source node and a random interleaver, generates
the second constituent of a Turbo-coded codeword. The turbo decoding is performed at node D by
combining the first and the second constituent of a Turbo-coded codeword.
It should be noted that in the Turbo-coded and DTC scheme, at node D the received frame from
the relay is combined with the frame directly received from node S by a maximal-ratio combining
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(a) Convolutionally coded scheme
(b) Turbo coding scheme
(c) DTC scheme
Figure 5.2: Block diagram of the system with three coding schemes
(MRC). However, in the convolutionally-coded scheme, MRC is not used. Although it is possible to
use MRC in all three schemes, not using it results in a simpler expression for the average throughput.
Therefore, we present the analysis for the convolutionally coded scheme without MRC, and the
other two schemes with MRC.
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5.3 Performance Analysis
In this section, we analyze the performance of the system model presented in Section II in terms
of the average throughput. We define the throughput as number of error-free frames over the total
number of frames, received by node D. Considering this definition, throughput is given as
η = R0(1− PSD)ps + 1
2
R0(1− PRD)(1− ps), (5.8)
where R0 is the source transmission data rate, PSD is the probability that an error occurs at node D
in the source transmission mode, PRD is the probability that an error occurs at node D in the relay
transmission mode, and ps is the probability of the source transmission mode. Note that in the relay
transmission mode,
5.3.1 Throughput Analysis of the Buffer-aided Relay Selection scheme
In what follows, we use a Markov chain analysis to study the performance of the coded system.
In an L-relay system whereby each relay is equipped with a buffer of size Q, each state of the
Markov chain is denoted by Zu = (ρ, q1, q2, ..., qL), 1 ≤ u ≤ 2(1 + Q)L, where ρ ∈ {0, 1} is a
binary variable that changes value when the direct transmission from S to D is successful.
In the construction of the Markov chain, we follow the following rules:
Rule 1) In the relay transmission mode, if node D successfully decodes the received frame, qi is
decremented.
Rule 2) In the source transmission mode, if the direct transmission from S to D fails, but R∗i
successfully decodes the frame, qi is incremented.
Rule 3) In the source transmission mode, if the direct transmission from S to D is successful, ρ
changes from 0 to 1, or 1 to 0, depending on its current value, and qi stays unchanged.
As an example, in TABLE I, states S1 − S9 of Markov chain for a system with L = 2, Q = 2 are
shown. It should be noted that this Markov chain has 2(1+Q)L = 18 states. States S10−S18 are not
shown in the table, since they have similar buffer status as S1−S9, however the value of the variable
sD is sD = 1. The transition matrix of the Markov chain is denoted by T ∈ R2(1+Q)L×2(1+Q)L , in
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Table 5.1: States of Markov chain for a system with L = 2, Q = 2
Si sDq1q2 ANF (i) ANE(i)
S1 000 2 0
S2 001 2 1
S3 010 2 1
S4 002 1 1
S5 011 2 2
S6 020 1 1
S7 012 1 2
S8 021 1 2
S9 022 0 2
which the entry
Tuv = P(Zv → Zu), (5.9)
is the probability of moving from state Zv to state Zu, and P{•} denotes the probability operator.
For each state, ANF and ANE denote the number of relays with non-full and non-empty buffers,
respectively. The transition probabilities from state Zv to state Zu, following each rule, for u 6= v
are given by 
CRD(1− PRD), Rule 1
CSR(1− PSR)PSD, Rule 2
CSRANF (1− PSD), Rule 3
0, O.W.
(5.10)









where CSR and CRD are probabilities that a certain SR or RD link is selected for the transmission,
PSR and PRD are the average frame error rate (FER) over the selected SR or RD channel, PSD
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is the average FER over the SD channel. The expressions for PSR, PRD and PSD depend on the
coded scheme. We derive these expressions in the following sections. Considering that SR and RD

























where γ¯κ = E{γκ} is the average SNR with E{•} denoting the expectation operator, and κ =





























iγ¯RD + (j + 1)γ¯SR
.
(5.15)
Note that if the SR and RD channels are independent and identically distributed (i.i.d.), (5.14) and
(5.15) can be simplified to




where A = ANF +ANE .
It is to be noted that the transition matrix is stationary, irreducible and aperiodic, therefore a
steady state pi ∈ R2(1+Q)L exists; piT = pi. Therefore, it is given as
pi = (T − I +B)−1b,
Bij = 1 ∀i, j,
b = [1, 1, ..., 1]ᵀ, (5.17)
where I is identity matrix and ᵀ is transpose operator [55]. Each entity of pi, denoted by piu approx-
imates the probability of being at state Zu in the long run.
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In order to calculate pi in (5.17), the inverse of a square matrix of size 2(1 + Q)L should be
calculated. For large values of buffer size and large number of relays, the inverse calculation is
complicated. To address this problem, an efficient way to calculate the steady state probabilities is










where θu is a set of states u for which the steady state probability is the same, and Ψ(v, θu) denotes
a set of states that state v has to pass through to reach state u ∈ θu.
According to the definition of η, the throughput at each state Zu is given as
ηu = R0ANFCSR(1− PSD) + R0
2
ANECRD(1− PRD). (5.19)















5.3.2 Performance Analysis of the Convolutionally coded Scheme
In this section, we derive an approximation of the FER for a convolutional code in a Rayleigh
block fading channel. The exact evaluation of FER in a block fading channel is complicated. The
commonly used bounding methods for FER are the Jenson’s inequality and the Chernoff upper
bound [111], where these bounds are shown to be loose. In [111], a tight bound on FER is proposed
for both uncoded and coded schemes. This bound is tight only in the high-SNR regime. In [112],
an approximation of the FER for an uncoded system in a block fading channel using Extreme value
theory is proposed. This method proposes a tight approximation of the FER for any value of SNR
and packet length. Using the same method, we calculate a bound on the FER of a convolutional
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code in a block fading Rayleigh channel. The FER of a convolutional code over a quasi-static


















where a(d) represents the number of error events with distance d, dfree is the minimum free dis-






For large values of SNR, Pe(γ) in (5.23) can be approximated by its dominant term, when d = dfree.
Using the Extreme value theory as in [112], the PSD can further be expressed as





















































































By substituting (5.25) and (5.27) in (5.20), the average throughput of the system is calculated.

































where δij = δj − δi, and δi denotes the number of packets stored in all buffers in state i.
















Having obtained an analytical expression of the η¯, one can evaluate the asymptotic behavior of
the η¯, as γ¯SR = γ¯SR = γ¯SD = γ¯ → ∞, and assuming that all buffers are never full or empty,
therefore, all the relays are available for transmission and reception. This assumption is made in the
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literature to simplify the mathematical framework [54]. For all states ANF (u) = ANE(u) = L and
A(u) = 2L. Under these assumptions, the steady state distribution is uniform and the probabilities









(1− PSD) + R0
4
(1− PRD), (5.32)
For large values of γ¯, the expression of PSD in (5.25) and PSR,RD in (5.28) can be approximated as
PSD ≈ 1− e−
α
γ¯ , (5.33)




)(1− e−αγ¯ )2L. (5.34)
Using 1 − e−x ≈ x, when x → 0, (5.34) becomes PSR,RD ≈ (αγ¯ )2L+1. Therefore, the diversity
order of D ≈ 2L + 1 is achieved. This maximum achievable diversity given is attained when all
the SR and RD links are available and can participate in the selection process. The diversity gain
offered by these links is twice the number of relays, in addition to the source-destination link.
Buffer Size Analysis
Diversity analysis showed that buffering improves the diversity order. The maximum diversity
order is achieved when all the SR and RD links are available to participate in the relay selection
scheme. In other words, none of the buffers are full or empty. We denote by pif the probability that











δf = δ(j)−QL. (5.36)
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As shown in (5.37), in a system with L relays, pif is a function of PSD and Q. It is obvious in
(5.37) that pif increases as the SNR of the SD channels decreases. In a system with low SNR SD
link, the probability of having full buffers is higher than a system with high SNR SD link. That
is, having full buffers decreases the number of available links in the selection process. Therefore,
the offered diversity gain degrades. On the other hand, an increase in buffer size can compensate
for this degradation, where the performance of the system improves as buffer size increases, at the
expense of an increased transmission delay.
5.3.3 Performance Analysis of the Turbo coded Scheme
In [113], an analytical approximation for the FER of the Turbo code over the quasi-static
Rayleigh fading channel is obtained, and is given by
Pf = P(γ ≤ γth), (5.38)
where γ is the instantaneous channel SNR, and γth is the minimum SNR required for iterative
decoder convergence in AWGN channel [113]. Given (5.38), for each state, the FER over the
selected SR or RD channel, and over the SD channel are given by





























































PSD = 1− e−
γth
γ¯SD . (5.44)
The average throughput of the system is achieved by putting (5.42)-(5.44)in (5.20)and (5.18).
Diversity Analysis
Similar to the convolutionally-coded scheme, we evaluate the asymptotic behavior of η¯ of the
Turbo-coded scheme, under the same assumptions. The steady state probabilities are given as in


















Approximations (5.46) and (5.47) emerge from: 1− e−x ≈ x, when x→ 0. By substituting (5.46)



















According to (5.48), the η¯ is approximated by the average of two terms. The first term representing
the direct SD transmission, and the second term representing the relay transmission mode. It is
important to note that (5.48) shows that in relay transmission mode, the diversity order of 2L+ 1 is
achieved. By equipping relays with buffers, 2L links participate in the selection process. Therefore,
the diversity order is twice the number of relays in addition to the SD link.
5.3.4 Performance Analysis of the DTC Scheme
In the performance analysis of the DTC scheme, the Markov chain is constructed by following
the same rules as the Turbo-coded scheme, however, the transition probabilities are different. In this
case, the transition probabilities from state Zv to state Zu, for u 6= v, are given by
Tuv =

CRD(1− PDTC), Rule 1
CSR(1− Pconv)PSD, Rule 2
CSRANF (1− PSD), Rule 3
0, O.W.
(5.49)
and for u = v
Tvv = 1−ANECRD(1− PDTC)−ANFCSR(1− PconvPSD), (5.50)
where CRD and CSR are defined according to (5.14) and (5.15), respectively. Pconv is the aver-
age FER of convolutional code over the selected SR or RD channel, PSD is the average FER of
convolutional code over the SD channel, and PDTC is the average FER of the DTC at node D. By
calculating the transition matrix T , following the transition rules and using (5.18), the steady state
pi is calculated. The probability of error for each state Zu is given as



















The Pconv is calculated similar to (5.27). In the following, we derive the bounds on PDTC .






where λd represents the number of codewords with Hamming weight d, dmin represents the min-
imum free distance of the Turbo code, and P2(d) denotes the pairwise error probability (PEP) be-
tween the all-zero sequence and a sequence with weight d.
On the quasi-static channel with known CSI, the conditional PEP at node D, can be written
as [114]




γSD(d0 + d1) + γ∗(d0 + d2)
))
, (5.54)
where d0 denotes the Hamming weight of the systematic bits, d1 and d2 denote the Hamming weight
of the parity bits sent through the SD and RD channels, respectively, d = d0 + d1 + d2, and Q(•)


























2 sin2 φdφ. (5.56)
By substituting (5.55) and (5.56) into (5.54), we have






sin2 φ e−RT γ
∗(d0+d2)dφ. (5.57)








By substituting (5.3), (5.4), and (5.57) into (5.58), and evaluating the integrals, the closed-form




































iγ¯SR + (j + 1)γ¯RD +RC(d0 + d2)
]
(5.59)
The upper bound in (5.53) is tight for the AWGN channels, however, for a quasi-static Rayleigh
channel, it provides a loose bound. To get a tighter bound, one can use the limit-before-averaging











This integration is calculated numerically as no closed form expression can be obtained. It should
be noted that in (5.60), the order of integration and summation cannot be interchanged, due to the
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minimization. Nevertheless, the analytical expression of the average PEP given in (5.59) is helpful,
since it presents insight into the asymptotic behavior of the performance of the coding scheme.
Diversity Analysis
Similar to the Turbo-coded scheme, we evaluate the asymptotic behavior of η¯ of the DTC
scheme, under the same assumptions. The steady state probabilities are given as in (5.31), and
















(d0 + d1)(d0 + d2)2L (Rcγ¯)
2L+1
. (5.64)
Given the expression in (5.64), the diversity order for the relay transmission mode is 2L+ 1.
5.4 Simulations and Results
In this section, we present the simulation results in terms of the average throughput for all three
coding schemes, under various system parameters. The model used in the simulations complies with
the system model presented in Section 5.2. In the convolutionally-coded scheme, we considered an
8-state (13, 15) convolutional encoder with rate of Rc = 1/2, at source and relay nodes. In the
Turbo-coded scheme, we considered a 4-state (1, 5/7)8 Turbo code with overall rate RT = 1/3,
whereas in the DTC scheme, we consider a 4-state (1, 5/7)8 convolutional encoder with rate Rc =
1/2, at source and relay nodes. For all three schemes, we consider message block lengthK = 1000.
For the Turbo-coded and DTC scheme the interleaver size is 1000. It is assumed that the source and
relay nodes transmit with normalized power P = 1. Channels are modeled as quasi-static Rayleigh
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Figure 5.3: The average throughput of the convolutionally coded scheme versus SNR, L =
{1, 2, 3, 5, 7}, Q = 2
fading with E{|hSRi |2} = E{|hRiD|2} = 1,E{|hSD|2} = 0.1. The value of γthr for (1, 5/7)8
Turbo code is 0.134 dB, according to [113].
5.4.1 Simulation and Results for the convolutionally coded scheme
In Fig. 5.3, for the convolutionally coded scheme, the analytical results of the average through-
put are compared with simulation results. The number of relays are L = {1, 2, 3, 5, 7} and buffer
size is Q = 2 for all relays. It is clear from these results that our analytical results match perfectly
with the simulated ones. As it can be observed from Fig. 5.3, increasing the number of relays im-
proves the average throughput, since more links are available for selection. It can also be seen that
in high SNRs, the average throughput converges to one, due to the successful transmission through
the SD link.
Fig. 5.4 plots the average throughput versus SNR for different buffer sizes. Systems with two
relays and buffer sizes of Q = {1, 2, 4, 12} are considered. As we can see in Fig. 5.4, increasing
the buffer size improves the average throughput. The reason is that increasing buffer size decreases
the probability of buffers being full. Therefore, more links are available for selection. As the buffer
size increases, the average throughput approaches the case where Q → ∞. Moreover, we can see
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Figure 5.4: The average of the convolutionally coded scheme throughput versus SNR, L = 2,
Q = {1, 2, 4, 12,∞}

















Figure 5.5: The probability of buffers being full, L = 2, Q = {2, 3, 4}
that the analytical results closely follows the simulated ones.
In Fig. 5.5, we show the probability of buffers being full versus the SD channel SNR, in a system
with two relays and different buffer sizes. We compare the simulation results to the analytical ones
given in (5.37). In addition to the accurate analytical results, Fig. 5.5 shows that in a system with
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Figure 5.6: Minimum required buffer size to achieve η¯ ≥ 0.25, L = 2
low SNR SD channel the value of pif is larger compared to high SNR channels. One can note that
in a low SNR channel, the probability that the transmission through the direct link fails is higher.
Hence, the transmitted packets are stored in the buffers more often. As a final remark, one can see
that increasing buffer size decreases the probability of buffers being full, pif . As a result, the total
number of the channels available in the selection process increases, therefore higher diversity gain
is achieved as shown in Fig. 5.4.
In Fig. 5.6 we show the minimum required buffer size versus E{|hSD|2}, to achieve a fixed
average throughput η¯ ≥ 0.25. In these results, we consider a system with two relays, and the
channels are modeled as EbNo = 4dB, and E{|hSR|2} = E{|hSR|2} = 1. Fig. 5.6 shows the
minimum required buffer size for different values of E{|hSD|2}, in order to maintain the system
performance at η¯ ≥ 0.25. We can see that smaller buffer size is required when the SD channel has
higher SNR. This becomes an important issue as determining the minimum required buffer size is
important since it minimizes the transmission delay.
5.4.2 Simulation and Results for the Turbo coded scheme
In Fig. 5.7, the performance of the Turbo-coded system is shown in terms of the average
throughput versus the average SNR for different number of relays L = {1, 2, 3, 5}, and buffer size
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Figure 5.7: Average throughput for Turbo-coded scheme for a system with L = 1, 2, 3, 5, and
Q = 2
Q = 2. The analytical results obtained in section 5.3.3 are compared with the simulation results.
It is evident from these results that the simulated throughput corroborates our analytical framework
as an approximation on the throughput is seen to be tight over the entire SNR regime. We also note
that in low SNR regime, as the number of relays increases, the throughput performance improves,
as expected. However, as illustrated in Fig. 5.7, in high SNR regime the curves corresponding
to various relays converge. The reason is that in high SNR regime, the error probabilities in S-R
and R-D links are very low. Thus, the throughput in (5.19) can be approximated as a function of
PSD, and independent of the number of relays. Moreover, due to the dominance of the direct link
transmission in high SNR regime, full throughput is achieved.
In Fig. 5.8, we investigate the impact of relay buffer size on the average throughput of the
underlying system. Here, we consider a system with two relay nodes, i.e. L = 2, and buffer sizes
Q = 1, 2, 6, 12 and Q = ∞. As can be observed in Fig. 5.8, in low SNR regime, the average
throughput improves as the buffer size increases. The reason is that buffers increase the number of
available links for selection. Each relay can provide two available links when the related buffer is
neither full nor empty. The probability of buffers being full is diminished by increasing the buffer
size. Therefore, performance improvement is achieved. However, for sufficiently large buffer sizes,
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Figure 5.8: Average throughput for Turbo-coded scheme for a system with L = 2, and Q =
1, 2, 6, 12,∞
when the probability of buffers being full is very small, increasing the buffer size further, would
result in insignificant performance improvement. As depicted in Fig. 5.8, the achieved gain when
increasing buffer size from Q = 6 to Q = 12 is insignificant. Fig. 5.8 also shows that for different
buffer sizes, the analytical results closely follow the simulated ones.
In Fig. 5.9, we plot the average delay of the Turbo coded scheme. The average delay is measured
in terms of the number of time slots required for each packet to reach the destination node. It
is shown in Fig. 5.9 that the average delay increases with an increase in the buffer size and the
number of relays. It can also be observed that as SNR increases, the average delay decreases.
The reason is that in high SNR regime, the FER decreases. Thus, fewer time slots are required to
successfully deliver a frame to the destination node. As it was shown in Fig. 5.8, in a system with
E{|hSRi |2} = E{|hRiD|2} = 1,E{|hSD|2} = 0.1 and L = 2, increasing buffer size more than
Q = 6 results in insignificant improvement in average throughput. In Fig. 5.9, it can be seen that
average delay continues to increase for buffer sizes larger than Q = 6. Therefore, in system design
it is better to maintain the buffer size to a minimum when the throughput requirement is satisfied.
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Figure 5.9: Average delay of Turbo coded scheme for a system with L = 2, 3, 4, 5, and Q =
2, 4, 6, 8
5.4.3 Simulation and Results for the DTC scheme
In Fig. 5.10, we compare the average throughput of the DTC scheme with a system with con-
volutional encoders at the source and relay nodes, and no interleaver. In the convolutional scheme,
the received signals at node D are combined by a MRC and sent to a Viterbi decoder. We consider
a system with L = {1, 2, 4}, and buffer size Q = 2. We can see that significant performance
improvement is achieved at the expense of higher complexity at the destination node decoder. The
importance of this comparison is that both the DTC and convolutionally coded schemes use the
same code rate 1/2, therefore, the extra coding gain achieved by the DTC scheme is the result of
the interleaver at R∗i and an iterative decoder at node D.
In Fig. 5.11 and 5.12, we present the average throughput of the DTC in buffer-aided relay
system versus the average SNR for various number of relays and different buffer sizes. We show
a comparison between the simulation and analytical results. It should be noted that the analytical
throughput is calculated from the general formula given in (5.20), and the analytical expression of
the PDTC is calculated by the limit-before-averaging method, given in (5.60). It can be observed
in Fig. 5.11 and 5.12, that analytical results follow the simulated ones, after the divergence at low
SNR values. This divergence is due to the false convergence behavior region of the union upper
92






























Figure 5.10: Average throughput for the DTC scheme compared to the convolutionally coded
scheme, for a system with L = 1− 3, and Q = 2































Figure 5.11: Average throughput of DTC scheme for a system with L = 1, 2, 4, and Q = 2
bound on the Turbo code. At high SNR values, the analytical results follow the simulation ones. It
can be seen that the analytical framework describes the behavior of the DTC scheme for different
number of relays and buffers. As seen in these figures, the performance improves when the number
of relays or buffer size increases.
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Figure 5.12: Average throughput of DTC scheme for a system with L = 2, and Q = 1, 2, 6, 12,∞
In Fig. 5.13, the average delay of the DTC scheme is compared with the convolutionally coded
scheme vs channel SNR. As it can be seen, in all the cases the convolutionally coded scheme has
higher delay than the DTC scheme. The average delay of the two schemes converge in high SNRs.
This is because in high SNR regime, the frames are delivered to the destination node successfully
through the SD channel.
In Fig. 5.14, we compare the average delay of the DTC scheme and the convolutionally coded
scheme for different buffer sizes. The channel SNR is set to 2dB. It can be observed that the average
delay increases linearly with an increase in buffer size. Also, it is shown that for the convolutionally
coded scheme, the average delay increases with a higher rate compared to the DTC scheme.
5.5 Conclusion
In this chapter, we studied a buffer-aided relay selection scheme, in a multi-relay network with
coded transmissions. We considered three coding schemes: convolutionally coded, Turbo-coded
and DTC. For each scheme, we analyzed the performance of the system in terms of the average
throughput. By providing the Monte-Carlo simulation results, we showed that the analytical results
closely follow the simulation ones, for all the values of SNR, and various number of relays and
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Figure 5.13: Average delay of the DTC scheme compared to the convolutionally coded scheme, for
a system with L = 2, and Q = 2, 4, 6




































Figure 5.14: Average delay of the DTC scheme compared to the convolutionally coded scheme, for
a system with L = 1, 2, 3, 4
buffer sizes. In the DTC scheme we observed a gap between the analytical results and the simulation
ones, due to the false convergence behavior region of the union upper bound. However, it can be
observed that the analytical results follow the similar trend as the simulation ones. By further
investigating the analytical results in high-SNR regime and infinite buffer size, we obtained the
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achievable diversity order of the system. We showed that the achievable diversity order is twice the
number of relays, plus the additional direct link. For finite buffer sizes, we analyzed the probability
of buffers being full. We showed the impact of buffer size and different system parameters on
this probability. We also investigated the minimum required buffer size for achieving a certain
average throughput. Since one of the parameters of concern in buffer-aided relaying network is
the inevitable transmission delay, we demonstrated the average delay in different schemes and for
different values of SNR and various number of relays and buffer sized. Finally, we provided a
comparison between the DTC and convolutionally coded schemes in buffer-aided relaying network,
in terms of the average throughput and average delay. We showed that in all cases the DTC scheme
outperforms the convolutionally coded one.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
The application of cooperative relaying in LTE-A standard is suggested by 3GPP in order to im-
prove the performance of the cellular networks. Equipping a network with relays alleviates the effect
of multipath fading by establishing independent channels. Moreover, the communication distance
is shortened by adding relay nodes. Therefore, the effect of path loss becomes less destructive. As
a result, the network coverage is expanded and the number of under coverage users are augmented.
In this thesis, we have tackled the problem of resource allocation in relay networks. We proposed
efficient algorithms for resource allocation to improve the performance of the cooperative network
and supported them with the analytical and simulation frameworks. Firstly, we proposed an opti-
mal algorithm for joint subcarrier-relay assignment and power allocation. Secondly, we proposed a
cross-layer design for throughput maximization. Lastly, we provided analysis framework for coded
buffer-aided relay selection system. In what follows, we summarize the contributions of this thesis.
In Chapter 3, we considered a cooperative network combined with OFDM. We investigated the
problem of joint power allocation and subcarrier-relay assignment. The objective of this allocation
problem is to find the best subcarrier-relay assignment and power allocation, that maximizes the
minimum received SNR, representing the cell-edge users with weakest channels. This optimiza-
tion problem is non-convex, and the optimal solution can be obtained through an exhaustive search.
However, the time complexity of the exhaustive search increases exponentially with an increase in
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the number of subcarriers and relays, hence, making it impractical for cellular network applications.
We provided a simple and practical algorithm with polynomial time complexity that finds the opti-
mal solution. We proved the optimality of the proposed algorithm and assessed its performance for
different system parameters and provided comparisons with two other algorithms. The simulation
results showed the superiority of our algorithm.
While in Chapter 3 we focused on maximizing the physical layer characteristics, in Chapter 4
we considered both the physical and link-layer characteristics. We considered a relaying network
where channels are equally spatially correlated. We proposed a cross-layer algorithm, where by
considering the physical and link layer characteristics, one or multiple relays are selected in order
to maximize the link layer throughput. We provided simulation results to compare the performance
of the proposed scheme with the capacity-based scheme. We showed that the cross-layer design
significantly improves the system performance compared to the capacity-based design, for different
values of SNR and correlation coefficients. We investigated the performance of the cross-layer-
based algorithm in various network models, including AF and DF relaying networks. Furthermore,
we investigated the performance of the cross-layer based algorithm for relay selection and subcarrier
allocation in an OFDM-based system. Finally, we studied the optimum number of relays required
for cooperation in order to achieve maximum throughput, for different values of SNR.
In chapter 5, we considered a buffer-aided multi-relay network with coded transmissions. We
considered a network with independent but non-identically distributed links and assumed that chan-
nels undergo quasi-static Rayleigh fading. We looked at three different coding schemes: convolu-
tional codes, Turbo codes and DTC. For each coding scheme, we studied the performance analysis
of the system in terms of the average throughput and derived a closed-form expression. Further-
more, by analyzing the asymptotic behavior of the average throughput for infinite buffer size and in
the high-SNR regime, we obtained an approximation on the maximum achievable diversity gain of
the system. We provided the Monte-Carlo simulations to corroborate the derived analytical frame-
work. We showed that analytical average throughput follows the simulation results under different
system parameters, such as channel SNR, number of relays and buffer sized. Finally, we investi-
gated the average delay in different scheme and for different values of SNR and various number of
relays and buffer sized.
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6.2 Future Work
In this thesis, we have studied the challenges in the cooperative network and designed algorithms
for performance improvement. We considered a cooperative network with one source and one
destination nodes where all the nodes are equipped with single antenna. These assumptions limit
the applicability of the scheme in practical applications. Considering a multi-user network with
multi-antenna nodes can be an extension to this work.
The relay selection schemes that we proposed are based on the availability of the perfect and
instantaneous CSI estimation, which is not always feasible in practical applications, due to the high
amount of overhead. Thus, it is useful to investigate the performance of the network under statistical
CSI or under the impact of outdated channel estimation. Furthermore, we considered Rayleigh flat
fading channels. Study on the performance of the proposed algorithms on other fading channels like
Nakagami-fading is of interest.
For the system with coded transmissions, we assumed fixed rate and fixed packet length during
the transmission. However, in actual communication systems such as the LTE-A standard, different
code rates and packet sizes are supported. Thus, investigating the adaptability of the system to
variable rate and packet lengths can be considered in the future work. Furthermore, in this work,
the BPSK modulation scheme is employed. Considering higher level modulations might be part of
the future work.
In this thesis, we mainly put focus on improving the physical layer or data link layer characteris-
tics. In more practical situations, the energy efficiency is considered an issue of concern. Designing
an energy efficient network is challenging and requires significant modifications to the algorithms
at each layer. Studying these challenges and proposing an energy efficient algorithm can be con-
sidered a possible direction to the future work. Moreover, in this work we considered orthogonal
channels in frequency. However, such schemes suffer a poor spectral efficiency. Since the spectrum
is a scarce and valuable resource considering the problem of resource allocation in a cooperative
network with non-orthogonal channels is another direction to the future work.
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