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ОБУЧЕНИЕ КОНСЕКВЕНТОВ НЕЧЕТКИХ ПРАВИЛ, ПОСТРОЕННЫХ  
НА ОСНОВЕ ЭВРИСТИЧЕСКОЙ ВОЗМОЖНОСТНОЙ  
КЛАСТЕРИЗАЦИИ 
Предлагается метод построения функций принадлежности нечетких множеств, соответ-
ствующих консеквентам нечетких правил, которые сгенерированы на основе результатов обработки 
обучающей выборки эвристическим алгоритмом возможностной кластеризации. Эффективность 
метода демонстрируется на иллюстративном примере. 
Введение 
В задачах нечеткого управления, нечеткой классификации и принятия решений в нечет-
кой среде центральное место отводится системам нечеткого вывода, представляющим собой 
алгоритм получения нечетких заключений на основе нечетких предпосылок [1]. Главным эле-
ментом систем нечеткого вывода является база нечетких продукционных правил, в наиболее 
общем случае имеющих вид  
l: ЕСЛИ 1xˆ  есть 1lB  И … И 
mxˆ  есть mlB  ТО 1y  есть 
lC1  И … И cy  есть 
l
cC ,        (1) 
где },,1{ cl …∈  – номер правила; tt Xx ˆˆ ∈ , },,1{ mt …∈ , – входные переменные; tXˆ  – область 
определения соответствующей переменной; ll Yy ∈ , },,1{ cl …∈ , – нечеткие выходные пере-




lC  – нечеткие 
множества с функциями принадлежности ˆ( )t
l
t
B xγ  и ( )ll lC yγ , определенные на соответствую-
щих универсумах. Следует отметить, что в правиле вида (1) m  посылкам соответствует c  за-
ключений, так что структура правил вида (1) в специальной литературе именуется 
MIMO-структурой (от англ. Multi Inputs – Multi Outputs) [1]. Вместе с тем любое правило вида 
(1) может быть представлено c  правилами вида  
l: ЕСЛИ 1xˆ  есть 1lB  И … И 
mxˆ  есть mlB  ТО ly  есть 
l
lC ,                             (2) 
структура которых именуется MISO-структурой (от англ. Multi Inputs – Single Output). Правила 
вида (1) обладают тем преимуществом, что их использование позволяет значительно сократить 
размерность базы правил. Необходимо также указать, что условная часть некоторого нечеткого 
продукционного правила в специальной литературе называется антецедентом, а заключение – 
консеквентом [1]. 
На формирование базы правил систем нечеткого вывода часто оказывает влияние ряд 
факторов, определяемых спецификой решаемой задачи или используемого алгоритма нечетко-
го вывода, наиболее известными из которых являются алгоритмы Мамдани, Цукамото, Ларсена 
и Такаги – Сугэно [1]. 
База нечетких правил может формироваться, с одной стороны, экспертным путем, а с другой – 
на основе обработки данных обучающей выборки, для чего чаще всего используются оптимизаци-
онные методы нечеткой или возможностной кластеризации [2]. При этом исследуемая совокупность 
},,{ 1 nxxX …=  объектов обучающей выборки обрабатывается каким-либо методом нечеткой или 
возможностной кластеризации с последующим проецированием значений принадлежности liμ  или 
значений типичности liυ  того или иного нечеткого кластера lA , cl ,,1 …= , на координатные оси 
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признакового пространства )(XI m . Так, при обращении к методам нечеткой кластеризации функ-
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⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪γ = = ∈ℜ⎨ ⎬⎛ ⎞⎛ ⎞⎪ ⎪τ⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟τ⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭
∑
 … … ,             (3) 
где ix , ni ,,1 …= , – объекты исследуемой совокупности; lτ , cl ,,1 …= , – центры нечетких кла-
стеров – элементов нечеткого c -разбиения )(XP ; γ , 1< γ < ∞ , – показатель нечеткости клас-
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⎧ ⎫⎪ ⎪γ = = ∈ℜ⎨ ⎬+ τ η⎪ ⎪⎩ ⎭
 … … ,                (4) 
где 1< ψ < ∞  – возможностный аналог показателя нечеткости классификации; 0lη > , cl ,,1 …= , – 
параметр, характеризующий каждый нечеткий кластер, являющийся элементом возможностного 
разбиения )(XΥ . 
Полученные с помощью выражений (3) или (4) нечеткие множества с дискретными функ-




xγ  аппроксимируются параметрическими непрерывными функция-




xγ  (как правило, треугольной или трапециевидной формы), для чего 
целесообразно воспользоваться алгоритмом, предложенным М. Сугэно и Т. Ясукавой [3]. 
Данный подход обладает довольно существенным недостатком: в силу того что в опти-
мизационных методах нечеткой и возможностной кластеризации первоначальное разбиение 
формируется, как правило, случайным образом, зачастую для получения приемлемого резуль-
тата классификации в виде нечеткого c -разбиения или возможностного разбиения необходи-
мым является проведение серии вычислительных экспериментов. Указанного недостатка ли-
шен предложенный в [4] метод прототипирования систем нечеткого вывода, основанный на 
обработке данных об объектах обучающей выборки эвристическим D-AFC(c)-алгоритмом воз-
можностной кластеризации [5]. Вместе с тем в изложенном в [4] подходе рассмотрен случай 
полностью разделенных нечетких кластеров, вследствие чего функции принадлежности заклю-
чений строятся только для нечетких множеств llC  с совпадающими значениями нижнего и 
верхнего индексов },,1{ cl …∈ . Целью предпринятого исследования является обобщение изло-
женного в [4] метода построения функций принадлежности ( )l
l
lC
yγ , cl ,,1 …= , нечетких мно-
жеств, соответствующих консеквентам продукционных правил вида (2), или, иными словами, 
обучение консеквентов в случае частично разделенных нечетких кластеров.  
1. Основные понятия эвристического метода возможностной кластеризации  
Сущность эвристического метода возможностной кластеризации заключается в построении 
так называемого распределения по априори задаваемому числу c  нечетких α -кластеров, удовле-
творяющих введенному определению. Такое распределение является, как продемонстрировано 
в [6], частным случаем возможностного разбиения [7], в общем случае определяемого условием 






υ >∑ , ni ,,1 …= , cl ,,1 …= ,                                              (5) 
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где },...,{ 1 nxxX =  – совокупность объектов, на которой определена нечеткая толерантность T  
с функцией принадлежности ( , )T i jx xμ , nji ,,1, …= , являющаяся матрицей исходных данных 
для D-AFC(c)-алгоритма, так что строки или столбцы этой матрицы представляют собой нечет-
кие множества },...,{ 1 nAA . В таком случае для некоторого значения α , (0,1]α∈ , нечеткое 
множество уровня α , определяемое условием ( ) {( , ( )) | ( ) }l ll i i iA AA x x xα = μ μ ≥ α , ],1[ nl∈ , такое, 
что ( )
l lA Aα ⊆ , },,{ 1 nl AAA …∈ , будет именоваться нечетким α -кластером с функцией принад-
лежности liυ  объекта Xxi ∈  нечеткому α -кластеру ( )lA α , определяемой выражением 
( ), если ;





x x Aα⎧μ ∈⎪υ = ⎨⎪⎩
                                                     (6) 
где { | ( ) }ll i iAA x X xα = ∈ μ ≥ α  – α -уровень lA , },,1{ nl …∈ . Объект Xxi ∈ , обладающий наи-






τ = υ , lix Aα∀ ∈ , 1( ) ( ) ( ){ ,..., }l cA A Aα α α∈ ,                                     (7) 
именуется его типичной точкой и обозначается lτ , а функция принадлежности, определяемая 
выражением (5), показывает степень сходства i -го объекта множества X  с типичной точкой lτ  
соответствующего нечеткого α -кластера. Как указывается в [8], нечеткий α -кластер ( )lA α , 
(0,1]α∈ , },,1{ nl …∈ , может обладать более чем одной типичной точкой leτ , 1, 2,e = … , и ин-
декс e  обозначает номер типичной точки нечеткого кластера ( )
lA α , а множество 
( ) 1( ) { , , }
l l l
eK A α = τ τ…  типичных точек нечеткого α -кластера ( )lA α  в дальнейшем будет имено-
ваться его ядром, так что количество e  типичных точек leτ , ee ,,1 …= , определяет мощность 
ядра нечеткого α -кластера ( )lA α , ( )( )( )lcard K A eα = . Если условие (5) выполняется для всех 




α ∈ , где ( )( ) { | 1, , 2 }lzR X A l c c nα α= = ≤ ≤  – семейство c  нечетких α -кластеров для не-
которого значения α , порожденных заданной на X  нечеткой толерантностью T , то это семей-
ство является распределением множества классифицируемых объектов X  по c  нечетким 
α -кластерам. Условие (5) в рассматриваемом случае требует, чтобы все объекты совокупности 
X  были распределены по c  нечетким α -кластерам 1( ) ( ){ ,..., }cA Aα α  с положительными значе-
ниями liυ , cl ,,1 …= , ni ,,1 …= .  
Распределение, удовлетворяющее условиям задачи классификации в конкретном слу-
чае, именуется адекватным распределением. В общем случае для нечетких α -
кластеров ( )
lA α , cl ,,1 …= , некоторого распределения ( )( ) { | 1, , 2 }lzR X A l c c nα α= = ≤ ≤  требуется 
выполнение условия  
( )l mcard A A wα α∩ ≤ , ( ) ( ),l mA Aα α∀ , ml ≠ , (0,1]α∈ ,                                      (8) 
где },,0{ nw …∈  – максимальное число объектов в области пересечения носителей любых двух 
нечетких α -кластеров некоторого распределения ( )zR Xα . Очевидно, что при 0=w  в (8) вы-
полняется равенство, так что имеет место условие 
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card A card Xα
=
≥∑ , ( ) ( )l zA R Xαα∀ ∈ , ( ( ))zcard R X cα = ,                             (9) 
и при выполнении равенства в (9) в (8) при 0=w  будет иметь место равенство, а выполнение 
(8) при 0>w  влечет выполнение строгого неравенства в (9). Таким образом, при 0=w  условия 
(8) и (9) принимают вид 








=∪                                                                    (11) 
соответственно, где (10) выражает необходимость принадлежности каждого элемента множества 
классифицируемых объектов X  какому-либо одному нечеткому α -кластеру ( )lA α , ],1[ cl∈ , с по-
ложительным значением функции принадлежности liυ , а условие (11) формализует требование, 
согласно которому все объекты исследуемой совокупности },...,{ 1 nxxX =  должны быть расклас-
сифицированы. Если любые два различных нечетких α -кластера распределения ( )zR Xα  удовле-
творяют условиям (8) и (9), то их носители имеют общие элементы и соответствующие кластеры 
именуются частично разделенными, а если же все нечеткие α -кластеры распределения ( )zR Xα  
удовлетворяют условиям (10) и (11), то их носители образуют четкое разбиение множества клас-
сифицируемых объектов X , а нечеткие α -кластеры именуются полностью разделенными. 
Сущность D-AFC(c)-алгоритма заключается в построении множества допустимых реше-
ний ( ) { ( )}zB c R X
α=  для c  классов с последующим выбором в качестве решения задачи клас-
сификации некоторого единственного распределения )()( cBXR ∈∗ . Выбор )(XR∗  основывает-
ся на вычислении для всех ( ) ( )zR X B c
α ∈  критерия 
1 1








α = υ −α⋅∑ ∑ ,                                                  (12) 
определяющего качество каждого ( ) ( )zR X B c
α ∈ , где ( )lln card Aα=  – мощность носителя нечет-




α ∈ , },,1{ cl …∈ , (0,1]α∈ , так что (12) определяет среднюю суммар-
ную принадлежность объектов множества X  нечетким α -кластерам 1( ) ( ){ ,..., }cA Aα α  распределе-
ния ( )zR X
ε  за вычетом величины cα⋅ , регуляризующей число классов в ( )zR Xα . При этом оп-
тимальному распределению )(XR∗  соответствует максимальное значение (12) и решение со-
стоит в нахождении такого распределения, при котором 
( ) ( )
( ) arg max ( ( ), )
z
z
R X B c
R X F R Xα
∗ α
∈
= α .                                               (13) 
Результатом работы D-AFC(c)-алгоритма является не только распределение )(XR∗  
объектов совокупности X  по заданному числу с  нечетких α -кластеров, но и значение поро-
га сходства α .  
D-AFC(c)-алгоритм представляет собой базовую версию кластер-процедуры, в работе [9] 
предлагается его модификация, использующая аппарат частичного обучения. В силу этого ука-
занная модификация получила обозначение D-AFC-PS(c)-алгоритма (от англ. partial supervision – 
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частичное обучение). В работе [10] предложен D-PAFC-алгоритм, строящий так называемое 
главное распределение по априори неизвестному наименьшему числу с  полностью разделен-
ных нечетких α -кластеров. Кроме того, в [11] предложены модификации D-AFC(c)-алгоритма, 
использующие транзитивное замыкание T

 нечеткой толерантности T  и получившие названия 
D-AFC-TC-алгоритма, D-PAFC-TC-алгоритма и D-AFC-TC(α*)-алгоритма, матрицей исходных 
данных для которых является матрица нормированных данных «объект – признак». Следует 
указать, что эвристические возможностные кластер-процедуры, использующие транзитивное 
замыкание T

 нечеткой толерантности T , не требуют априорного задания числа с  полностью 
разделенных нечетких α -кластеров в искомом распределении )(XR∗ . 
2. Обучение антецедентов нечетких правил на основе результатов кластеризации 
В работе [4] предложен метод извлечения нечетких правил, основанный на обработке 
данных обучающей выборки, которые представлены матрицей «объект – признак» 
ˆ[ ]tn m iX x× = , ni ,,1 …= , mt ,,1 …= , где n  – число объектов классифицируемого множества 
},,{ 1 nxxX …= , а m  – размерность признакового пространства, с помощью эвристических 
алгоритмов возможностной кластеризации. Необходимо отметить, что система нечеткого вы-
вода может генерироваться на основе результатов кластеризации, полученных с помощью 
любого из вышеуказанных алгоритмов. Однако поскольку операция транзитивного замыка-
ния искажает геометрию исходных данных, так что соответствующие алгоритмы оказывают-
ся удобным средством лишь для проведения разведочного анализа данных, генерирование 
системы нечеткого вывода лучше проводить на основе результатов, полученных с помощью 
реляционных алгоритмов. В связи с этим дальнейшее изложение метода извлечения нечетких 
правил без нарушения общности будет производиться исходя из предположения, что данные 
обрабатываются D-AFC(c)-алгоритмом. 
Сущность предложенного в [4] метода заключается в следующем. Нечеткие множества 
t
lB , },,1{ cl …∈ , },,1{ mt …∈ , условных частей продукционных правил вида (1) и (2) с, в общем 




xγ  могут быть представлены в па-










l ammaB =  (рис. 1), где t lm )(  – нижнее модальное значение 
нечеткого интервала tlB ; 
t









l ma −  представляют собой значения левого и правого коэффициентов нечеткости соот-
ветственно [12]. 
 
Рис. 1. Трапециевидная функция принадлежности нечеткого множества,  
соответствующего антецеденту нечеткого правила 
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l amaB =  [12]. При построении условных частей нечетких правил задача заключается 
в определении соответствующих параметров нечетких множеств tlB , },,1{ cl …∈ , },,1{ mt …∈ . 
После предварительной обработки матрицы исходных данных ]ˆ[ timn xX =× , ni ,,1 …= , 








ˆ= ,                                                                 (14) 
так что каждая строка tix  матрицы ][
t
imn xX =× , ni ,,1 …= , mt ,,1 …= , может интерпретиро-
ваться как нечеткое множество на универсуме признаков с соответствующей функцией при-
надлежности ( ) [0,1]
i
t t
i xx x= μ ∈ , ni ,,1…= , mt ,,1…= , и применения к полученному множеству 
n  нечетких множеств какого-либо расстояния между нечеткими множествами [13], например 
квадрата нормализованного евклидова расстояния 
( )2
1




i j x x
t
x x x x
m =
ε = μ −μ∑ ,                                              (15) 
получается матрица нечеткого отношения несходства [ ( , )]I i jI x x= μ , nji ,,1, …= . После при-
менения к ней, в свою очередь, операции дополнения 
( , ) 1 ( , )T i j I i jx x x xμ = −μ , nji ,,1, …=∀ ,                                             (16) 
строится матрица нечеткой толерантности [ ( , )]T i jT x x= μ , nji ,,1, …= , на },,{ 1 nxxX …= . 
Для построения базы правил системы нечеткого вывода типа Мамдани [14] данные об 
объектах исследуемой совокупности, представленные в форме матрицы нечеткой толерантно-
сти [ ( , )]T i jT x x= μ , nji ,,1, …= , обрабатываются D-AFC(c)-алгоритмом для заданного числа 
классов c , и для каждого нечеткого α -кластера ( )lA α , },,1{ cl …∈ , полученного распределения 
1
( ) ( )( ) { , , }
cR X A A∗ α α= …  выделяются его ядро ( )( )lK A α  и носитель lAα . Кроме того, как указыва-
лось выше, дополнительным результатом классификации является значение порога сходства 





l xx  значений каждого признака 
txˆ , },,1{ mt …∈ , вычисляется для носителя lAα  каж-
дого нечеткого α -кластера ( )lA α , },,1{ cl …∈ . В частности, значение tlx min)(ˆ , },,1{ mt …∈  может 
быть получено по формуле  







= , },,1{ mt …∈∀ , },,1{ cl …∈∀ ,                                       (17) 
а значение tlx max)(ˆ , },,1{ mt …∈ , – по формуле  







= , },,1{ mt …∈∀ , },,1{ cl …∈∀ .                                      (18) 
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В свою очередь, параметр t la )(  вычисляется путем решения линейных уравнений при ус-
ловиях 








aγ = ,                                              (19) 
а параметр tla )(  – при условиях 








aγ = .                                             (20) 
Значение t lx )(ˆ  вычисляется для всех типичных точек ( )( )
l l
e K A ατ ∈  нечеткого α -кластера 
( )












= , },,1{ le …∈∀ ,                                             (21) 












= , },,1{ le …∈∀ .                                             (22) 
Таким образом, параметр t lm )(  может быть вычислен путем решения линейных уравнений 
исходя из условий  








mγ = ,                                           (23) 
а параметр tlm )(  вычисляется аналогичным образом при условиях 
( ) ( )








mγ = ,                                          (24) 
где 
( )










= μ  – высота соответствующего нечеткого α -кластера ( ) ( )lA R X∗α ∈ . Сле-
дует указать, что необходимость учета высоты ( )( )
lh A α  каждого нечеткого α -кластера при по-




xγ (см. рис. 1) обусловлена возможностью обработки 
D-AFC(c)-алгоритмом матриц слабых толерантностей, которые представляют структуру сход-
ства динамических объектов, т. е. объектов, признаки которых принимают различные значения 
в различные моменты времени [15] либо представляют собой интервалы значений. Полученные 
в результате классификации нечеткие α -кластеры ( )lA α , },,1{ cl …∈ , будут представлять собой 
субнормальные нечеткие множества и именоваться слабыми нечеткими α -кластерами [8]. 
Очевидно, что если матрица исходных данных ]ˆ[ timn xX =× , ni ,,1 …= , mt ,,1 …= , будет пред-
ставлять собой обычную матрицу вида «объект – признак», где каждому признаку tx , 
mt ,,1 …= , соответствует только одно значение, все полученные нечеткие α -кластеры будут 
представлять собой нормальные нечеткие множества, т. е. ( )( ) 1
lh A α = , ( ) ( )lA R X∗α∀ ∈ , и имено-
ваться сильными нечеткими α -кластерами [8]. 
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Таким образом, число входных переменных txˆ  генерируемых правил вида (1) соответст-
вует размерности признакового пространства )(XI m , а число выходных переменных ly , кото-
рым в соответствие могут быть поставлены метки классов, как и число продукционных правил, 
эквивалентно числу нечетких α -кластеров ( )lA α , },,1{ cl …∈ , полученного распределения 
)(XR∗ . Необходимо указать, что правила построенной вышеизложенным способом базы не-
четких продукций будут иметь вид (1) как в случае, когда нечеткие α -кластеры ( )lA α , 
},,1{ cl …∈ , являются частично разделенными, так и в случае полностью разделенных нечетких 
α -кластеров. 
3. Метод обучения консеквентов нечетких продукционных правил 
Нечеткие множества llC , cl ,,1 …= , соответствующие консеквентам нечетких продукци-
онных правил, определяются на интервале значений принадлежности ]1,0[ . В [4] для построе-
ния функций принадлежности ly , },,1{ cl …∈ , предлагается следующий метод: нечеткие мно-
жества llС , },,1{ cl …∈ , консеквентов продукционных правил вида (1) представляются в пара-
метрической форме ( , , ,1)ll llC = α μ μ , где α  – порог сходства, при котором строится решение 
)(XR∗  задачи классификации, также являющийся, как указывалось выше, результатом работы 
D-AFC(c)-алгоритма; 
l
μ  – наименьшее значение принадлежностей объектов lix Aα∈  соответст-
вующему нечеткому α -кластеру ( ) ( )lA R X∗α ∈ , minl
i
lil x Aα∈
μ = μ , а lμ  – наибольшее значение при-




μ = μ . 
В связи с этим соответствующие функции принадлежности ( )l
l
lC
yγ  будут иметь трапециевид-
ную форму (рис. 2, а). В случае же когда носитель lAα  некоторого нечеткого α -кластера ( )lA α  
распределения )(XR∗  представляет собой пустое множество, выходной переменной ly , 
},,1{ cl …∈ , будет соответствовать пустое нечеткое множество llC , так что ( ) 0l
l
lC
yγ = . 
  
а) б) 
Рис. 2. Трапециевидная функция принадлежности консеквента в случае слабого нечеткого α-кластера: 
а) высокая степень принадлежности классу; б) низкая степень принадлежности классу  
Подобный подход оказывается приемлемым лишь для случая, когда все нечеткие 
α -кластеры в искомом распределении )(XR∗  оказываются полностью разделенными. В свою 
очередь, если ( )
lA α  и ( )
mA α  – два нечетких α -кластера распределения )(XR∗ , ml ≠ , для которых 
в неравенстве (8) 0≠w , то в соответствии с доказанной в [8] леммой их ядра не пересекаются, 
т. е. если некоторый объект Xxi ∈  является типичной точкой ( )( )l le K A ατ ∈  нечеткого 
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α -кластера ( ) ( )lA R X∗α ∈ , то он не будет являться элементом ядра нечеткого α -кластера 
( ) ( )
mA R X∗α ∈ . В таком случае нечеткой выходной переменной my  l -го нечеткого правила ви-
да (1), соответствующей нечеткому α -кластеру ( )mA α , можно поставить в соответствие нечеткое 
множество (0,1 ,1 ,1 )lm m mC = −μ −μ −α  (рис. 2, б). 
Необходимо указать, что изображенный на рис. 2 случай является общей иллюстрацией 
метода обучения консеквентов. К примеру, если в результате обработки данных D-AFC(c)-
алгоритмом полученные нечеткие α -кластеры ( ) ( )lA R X∗α ∈ , },,1{ cl …∈ , будут являться силь-
ными нечеткими α -кластерами, то, очевидно, будет иметь место 1lμ = , так что трапециевид-
ная функция принадлежности ( )l
l
lC
yγ  соответствующего нечеткого множества llС , 




кого множества lmС , {1, , }m c∈ … , m l≠ , примет вид, изображенный на рис. 3, б.  
  
а) б) 
Рис. 3. Трапециевидная функция принадлежности консеквента в случае сильного нечеткого α-кластера: 
а) высокая степень принадлежности классу; б) низкая степень принадлежности классу 
С содержательной точки зрения функциям принадлежности консеквентов нечетких пра-
вил (см. рис. 2, а и рис. 3, а) можно поставить в соответствие метки «высокая принадлежность», 
тогда как функции принадлежности консеквентов (см. рис. 2, б и рис. 3, б) совершенно естест-
венно получают интерпретацию «низкая принадлежность». 
4. Иллюстративный пример 
Предложенный метод обучения консеквентов нечетких правил целесообразно проиллю-
стрировать на примере, для чего были выбраны четырехмерные данные Е. Андерсона по 
150 ирисам [16]; каждый цветок описывается длиной и шириной лепестка и длиной и шириной 
чашелистика. Задача классификации заключается в разбиении исследуемой совокупности на 
три класса – SETOSA, VERSICOLOR и VIRGINICA, в каждом из которых содержится 50 ири-
сов. При проведении вычислительных экспериментов правила строились на основе результатов 
кластеризации всей совокупности объектов, т. е. обучающая и тестируемая выборки совпали. 
В первом эксперименте база нечетких правил строилась с помощью D-AFC(c)-алгоритма. 
Для предварительной обработки матрицы исходных данных ]ˆ[4150
t
ixX =×  была выбрана 
нормализация (14), а в качестве расстояния – квадрат нормализованного евклидова расстоя-
ния (15). После обработки полученной матрицы нечеткой толерантности )],(μ[150150 jiT xxT =× , 
150,,1, …=ji , для 3=c  результатом классификации оказалось распределение )(XR∗  по трем 
полностью разделенным нечетким α -кластерам при значении порога сходства 0,9642α = . Ти-
пичными точками первого нечеткого α -кластера, соответствующего классу SETOSA, оказа-
лись объекты 95x  и 106x , типичной точкой второго нечеткого α -кластера, которому в соответ-
ствие ставится класс VERSICOLOR, оказался объект 98x , а типичной точкой третьего нечетко-
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го α -кластера, соответствующего классу VIRGINICA, – объект 73x . Значения принадлежности 
объектов первому классу обозначены на рис. 4 символом +, второму – символом ■ и третьему – 
символом □. Некорректно расклассифицированными оказались всего шесть объектов. 
 
Рис. 4. Значения принадлежности объектов полностью разделенным нечетким кластерам распределения, 
полученного с помощью D-AFC(c)-алгоритма  
После применения предложенного подхода к извлечению нечетких правил на основе ре-
зультатов кластеризации была сгенерирована система нечеткого вывода (рис. 5), где символами 
SL, SW, PL и PW обозначены входные переменные, соответствующие признакам txˆ , 
4,,1 …=t , объектов исследуемой совокупности, значения от 1 до 3 соответствуют номеру пра-
вила, а консеквентам нечетких правил в качестве меток были поставлены названия соответст-
вующих классов. В результате классификации объектов исследуемой совокупности некоррект-
но расклассифицированными оказались объекты 5x , 9x , 25x , 56x  и 90x , а объекты 12x  и 147x  
оказались расклассифицированными дважды, т. е. принадлежащими классам VERSICOLOR и 
VIRGINICA с одинаково высокой степенью.  
 
Рис. 5. Классификация объекта исследуемой совокупности, построенной  
с помощью D-AFC(c)-алгоритма, системой нечеткого вывода типа Мамдани 
На рис. 5 приведен пример классификации объекта 147x , который, как указывалось выше, 
оказался принадлежащим классам VERSICOLOR и VIRGINICA с одинаково высокой степе-
нью, что допускает двусмысленность в интерпретации результата классификации. В свою оче-
редь, значение принадлежности указанного объекта классу SETOSA, полученное в результате 
его классификации с помощью построенной системы нечеткого вывода типа Мамдани, оказа-
лось равным 0,5, что допускает такую интерпретацию, как «неопределенно». 
Во втором эксперименте база нечетких правил была сгенерирована на основе результатов 
кластеризации исходных данных с помощью D-AFC-PS(c)-алгоритма, причем для построения 
подмножества помеченных объектов была использована методика, предложенная в [17], так что 
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в качестве помеченных объектов были выбраны 95x , 3x , 5x  с общим для всех априорным зна-
чением принадлежности 9929,0)( =jly . После построения матрицы нечеткой толерантности 
методом, аналогичным рассмотренному выше, и обработки данных с помощью D-AFC-PS(c)-
алгоритма результатом классификации оказалось распределение )(XR∗  по трем частично раз-
деленным нечетким α -кластерам при значении порога сходства 0,9715α = . Значения принад-
лежности объектов первому классу обозначены на рис. 4 символом +, второму – символом ■ и 
третьему – символом □. Число некорректно классифицированных объектов равно 10. 
 
Рис. 6. Значения принадлежности объектов частично разделенным нечетким кластерам распределения, 
полученного с помощью D-AFC-PS(c)-алгоритма  
Из рис. 7 видно, что принадлежность объекта 147x  классу VIRGINICA оказалась высокой, 
а классу VERSICOLOR – низкой. Это позволило устранить двусмысленность при интерпрета-
ции результата классификации, имевшую место в предыдущем эксперименте. 
 
Рис. 7. Классификация объекта исследуемой совокупности, построенной  
с помощью D-AFC-PS(c)-алгоритма, системой нечеткого вывода типа Мамдани 
Различие между консеквентами построенных в результате обоих экспериментов систем 
нечеткого вывода можно продемонстрировать на примере поверхности нечеткого вывода, ви-
зуализирующей зависимость выходных переменных от отдельных входных переменных. 
На рис. 8 изображены поверхности нечеткого вывода, показывающие зависимость значения 
выходной переменной VIRGINICA от первых двух входных переменных SL и SW при класси-
фикации объекта 147x  для обоих построенных систем нечеткого вывода. 




Рис. 8. Вид поверхности нечеткого вывода для моделей, разработанных  
на основе результатов кластеризации обучающих данных:  
а) с помощью D-AFC(c)-алгоритма; б) с помощью D-AFC-PS(c)-алгоритма 
Анализ поверхностей нечеткого вывода для остальных входных и выходных переменных 
позволяет сделать вывод об адекватности нечеткой модели, построенной на основе результатов 
кластеризации исходных данных с помощью D-AFC-PS(c)-алгоритма. 
Устойчивость результатов кластеризации, свойственная эвристическому методу возмож-
ностной кластеризации, а также алгоритмическая простота предложенного метода быстрого 
прототипирования базы правил системы нечеткого вывода, с учетом вышеизложенных резуль-
татов, позволила разработать соответствующий программный модуль, получивший название 
FIS Generator [18]. Генерирование правил системы нечеткого вывода выполняется после пред-
варительной обработки данных D-AFC(c)-алгоритмом с ручным выбором в главном окне про-
граммы параметров кластеризации, таких, как вид используемого расстояния между нечеткими 
множествами [13], метод нормировки исходных данных, количество классов, вид используемо-
го в D-AFC(c)-алгоритме критерия качества классификации и значение показателя точности 
вычислений. На рис. 9 изображен выбор параметров классификации при генерировании систе-
мы нечеткого вывода по данным Е. Андерсона.  
 
Рис. 9. Вид главного окна программного модуля FIS Generator  
и диалоговое окно выбора параметров классификации 
Результат кластеризации выводится в рабочее окно программы, после чего производится 
непосредственное генерирование правил прямо в файл, указанный пользователем. Все вычисле-
ния выполняются в фоновом потоке и сопровождаются окном, информирующем о степени обра-
110                               В.В. АНИЩЕНКО, Д.А. ВЯТЧЕНИН, А.В. ДОМОРАЦКИЙ 
 
ботки данных. Генерируемая с помощью разработанного программного модуля FIS Generator 
система нечеткого вывода представляет собой внешний файл с расширением fis, сохраняемый 
пользователем с помощью стандартного диалогового окна и запускаемый с помощью среды 
MATLAB® версии не ниже 7.6.0 [19]. Так как каждое правило идентифицирует объекты опреде-
ленного класса, то при обучении или переобучении системы нечеткого вывода выходным пере-
менным сгенерированной системы необходимо ставить в соответствие названия классов, для чего 
пользователю следует содержательно интерпретировать результаты кластеризации. 
Простота реализованного метода, интуитивно понятный интерфейс, а также возможность 
генерирования систем нечеткого вывода в режиме времени, близком к реальному, делают разрабо-
танный программный модуль FIS Generator удобным средством для моделирования нечеткого вы-
вода при проектировании систем оценки защищенности критически важных объектов информа-
ционно-телекоммуникационной инфраструктуры, таких, как системы военного назначения [20].  
Заключение 
В статье предложен метод построения функций принадлежности нечетких множеств, со-
ответствующих консеквентам продукционных правил механизма нечеткого вывода типа Мам-
дани, строящегося на основе результатов обработки обучающей выборки эвристическим 
D-AFC(c)-алгоритмом возможностной кластеризации. Предложенный метод отличается про-
стотой и содержательной осмысленностью количественной оценки результатов классификации. 
С учетом предложенного в статье метода обучения консеквентов разработка основы подхода к 
проектированию базы правил системы нечеткого вывода, базирующегося на обработке данных 
эвристическим алгоритмом возможностной кластеризации, получает свое завершение. 
Анализ результатов вычислительных экспериментов наглядно демонстрирует высокую 
эффективность предлагаемого подхода в сравнении с традиционным методом проектирования 
систем нечеткого вывода, основанным на использовании оптимизационных кластер-процедур 
нечеткой и возможностной кластеризации. Отличия предлагаемого подхода заключаются, пре-
жде всего, в сокращении числа нечетких продукций, формирующих базу правил системы не-
четкого вывода, а также в возможности быстрой разработки прототипа системы нечеткого вы-
вода в автоматическом режиме, что является следствием устойчивости результатов обработки 
данных эвристическим алгоритмом возможностной кластеризации.  
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U.V. Anishchanka, D.A. Viattchenin, A.V. Damaratski 
TRAINING CONSEQUENTS OF FUZZY RULES CONSTRUCTED  
BASED ON HEURISTIC POSSIBILISTIC CLUSTERING 
A method of constructing of membership functions which correspond to consequents of fuzzy 
rules constructed based on results of the training data set processing by a heuristic algorithm of possi-
bilistic clustering is proposed. The efficiency of the method is demonstrated on an illustrative example. 
