Abstract. In the companion paper [C. Maugis and B. Michel, A non asymptotic penalized criterion for Gaussian mixture model selection. ESAIM: P&S 15 (2011) 41-68], a penalized likelihood criterion is proposed to select a Gaussian mixture model among a specific model collection. This criterion depends on unknown constants which have to be calibrated in practical situations. A "slope heuristics" method is described and experimented to deal with this practical problem. In a model-based clustering context, the specific form of the considered Gaussian mixtures allows us to detect the noisy variables in order to improve the data clustering and its interpretation. The behavior of our data-driven criterion is highlighted on simulated datasets, a curve clustering example and a genomics application.
1. Gaussian mixture models
Multivariate Gaussian models and clustering
Centered observations y = (y 1 , . . . , y n ), with y i ∈ R Q are assumed to be a sample from a probability distribution with unknown density s. This target s is estimated by a finite mixture model in a clustering purpose although s is not assumed to be a Gaussian mixture density itself. Model-based clustering consists of assuming that the data come from a source with several subpopulations, modelled separately and the resulting model is a finite mixture model. When the data are multivariate continuous observations, the parameterized component density is usually a multidimensional Gaussian density. A Gaussian mixture density with K components is
where the p k 's are the mixing proportions (∀k = 1, . . . , K, 0 < p k < 1 and K k=1 p k = 1) and Φ(.|η k , Λ k ) denotes the Q-dimensional Gaussian density with mean η k and variance matrix Λ k . The parameter vector is (p 1 , . . . , p K , η 1 , . . . , η K , Λ 1 , . . . , Λ K ). The mixture model is an incomplete data structure model: the complete data are ((y 1 , z 1 ) , . . . , (y n , z n )) where the missing data are z = (z 1 , . . . , z n ) with z i = (z i1 , . . . , z iK ) such that z ik = 1 if and only if y i arises from the component k. The vector z defines an ideal clustering of the data y associated to the mixture model. Denoting (p 1 , . . . ,p K ,η 1 , . . . ,η K ,Λ 1 , . . . ,Λ K ) the maximum likelihood estimate of the vector parameter, derived for instance from the EM algorithm [18] , a data clustering is deduced from the maximum a posteriori principle:
, ∀l = k 0 otherwise.
Definitions of the considered Gaussian mixture models
Gaussian mixtures with a specific form are considered in order to detect the noisy variables in the clustering process. Irrelevant variables are assumed to have a homogeneous behavior around a null mean. Hence the data density is modelled with a spherical Gaussian joint distribution with zero mean vector. On the contrary, the different component mean vectors are free on clustering variables. Moreover, the variance matrices restricted on clustering variables are either taken completely free or are chosen in a specified set of positive definite matrices.
The model is as follows. Let V be the collection of nonempty subsets of {1, . . . , Q}. A Gaussian mixture family is characterized by the number of components K ∈ N * and the relevant variable index subset v ∈ V whose cardinal is denoted α. In the sequel, the set of index couples (K, v) is M = N * × V. Consider the decomposition of a vector x ∈ R Q into its restriction on relevant variables x [v] = (x j1 , . . . , x jα ) and its restriction on irrelevant variables x [v 
where a ∈ R * + and D + (K,α) denotes a family of K-tuples of α × α symmetric positive definite matrices which is related to the Gaussian mixture form specified hereafter. On irrelevant variables, the data density is modelled by a spherical Gaussian density g belonging to the following family
where 0 < λ m < λ M . Finally, the family of Gaussian mixture associated to (K, v) ∈ M is defined by
The dimension of the model S (K,v) is denoted D(K, v) and corresponds to the free parameter number of Gaussian mixtures in this model. It only depends on the number K of components, the Gaussian mixture form and the number of clustering variables α. Note that a density of S (K,v) can be written as a Gaussian mixture with mean vectors η k = (μ k , 0, . . . , 0) and block-diagonal variance matrices Λ k with diagonal-blocks Σ k and ω 2 I Q−α . Consequently, a data clustering can be deduced from the MAP rule given in Section 1.1.
In this paper, four forms of Gaussian mixtures based on the eigenvalue decomposition of the variance matrices as in [7, 17] are considered. The same notation S (K,v) is used for the four model forms for brevity. The Gaussian mixture notation for those forms is taken from [12] .
• For the [L k B k ] collection, the variance matrices are assumed to be diagonal and free. Thus, the variance matrices have the following form
where the eigenvalues σ
• For the [L k C k ] collection, the variance matrices are assumed to be totally free. Thus, the variance matrices are α × α positive definite matrices with eigenvalues in the interval
].
• For the [LB k ] collection, the variance matrices are assumed to be diagonal and to have the same • For the [LC] collection, the variance matrices are all equal to a free positive definite matrix Σ whose eigenvalues are assumed to be in the interval
. These Gaussian mixture models allow to recast clustering problem and detection of noisy variables into a model selection problem.
A new penalized likelihood criterion

Model selection principle
Density estimation deals with the problem of estimating the distribution of a sample y. In many cases, it is not easy to choose a model of adequate dimension. For instance, a model with few parameters tends to be efficiently estimated but can be far from the true distribution. In the opposite situation, a more complex model easily fits data but estimates could have too large variances. The aim of model selection is to construct a data-driven penalized criterion to select a proper dimension model among a model collection. A general theory on this topic, using a non asymptotic view point is proposed by Birgé and Massart (see [30] for an overview). In the density estimation framework, their model selection principle is as follows.
Let S be the set of all densities with respect to the Lebesgue measure on R Q . The contrast γ(t, ·) = − ln{t(·)} leading to the maximum likelihood criterion is considered. The corresponding loss function is the KullbackLeibler information. It is defined for two densities s and t in S by
if sdx is absolutely continuous with respect to tdx and +∞ otherwise. The density s being the unique minimizer of the Kullback-Leibler information on S, s is also a minimizer over S of the expectation of the empirical contrast, defined by
A countable collection of models {S (K,v) } (K,v)∈M is considered and letŝ (K,v) be a minimizer of the empirical contrast γ n over the model S (K,v) . Substituting the empirical criterion γ n to its expectation and minimizing γ n on S (K,v) is expected to lead to a sensible estimator of s, at least if s is close enough to model S (K,v) . The ideal model is minimizing the expected risk
However, the oracle functionŝ (K ,v ) is unknown since it depends on the true density s. Thus, the aim is to find a data-driven criterion to select an estimator such that its risk is as close as possible to the oracle risk. A penalized model selection procedure consists of considering a penalized criterion
where pen is a penalty function pen :
is a minimizer of the penalized criterion (2.1). The purpose of a non asymptotic approach is to obtain a penalty function providing an oracle inequality. Such an oracle inequality would allow to compare the risk of the penalized maximum likelihood estimator (MLE)ŝ (K,v) with the benchmark inf
, for a fixed number n of observations.
Theoretical results
From a theoretical point of view, the problem of defining a convenient penalized likelihood criterion for our specific Gaussian mixture model collections has been treated in [33] . This work has been made possible thanks to the use of a general model selection theorem for MLE, proposed by Massart [30] . The application of this theorem requires the control of bracketing entropy of Gaussian mixture families. It allows to obtain penalty function forms and associated oracle inequalities.
In the sequel, the norm
We note that if f and g are two densities with respect to the Lebesgue measure on R Q , the squared Hellinger distance between f and g is
In the following, d H (f, g) is improperly called Hellinger distance even if f and g are not density functions. The following theorem summarizes the theoretical results established in [33] for the four Gaussian mixture models we consider. [33] 
Theorem 2.1 (Maugis and Michel
If the variables are not ordered, there exists two absolute constants κ and C such that, if
3) The penalty functions take the model complexity into account through D(K, v) as well as the richness of model family. Indeed in the non-ordered variable case, the number of models with the same dimension is larger, and the associated penalty functions have an additional logarithm term depending on the dimension.
The other logarithm term, common to both cases, is probably not necessary to define efficient penalties. As explained in [33] , the reason for that is certainly that the general model selection theorem for MLE is stated in a local version whereas we are only able to apply the global version in our framework. Logarithm terms are not detected in practice as shown in Section 4.1 and thus only the preponderant term in
is retained in the penalty form.
Contrary to classical model selection criteria for which Q is fixed and n tends to infinity, our result allows to study cases for which Q increases with n. For specific clustering problems where the number of variables Q is of the order of n or even larger than n, the oracle inequality is still sensible.
The point we want to stress here is that Theorem 2.1 gives the general form of penalty functions but it does not provide explicit penalties since (2.2) and (2.3) depend on absolute unknown constants and mixture parameters are not bounded in practice. Consequently a method has to be proposed to calibrate the penalty function for a practical use of these results.
Slope heuristics
Since the lower bounds on penalty functions in (2.2) and (2.3) are defined up to an unknown multiplicative constant, this theorem does not provide directly an usable model selection criterion. Recently, some efforts have been paid to overcome such a difficulty. Birgé and Massart [14] propose a practical method based on a mixture of theoretical and heuristic ideas for defining efficient penalty functions from the data. This heuristics is proved in [14] in the framework of Gaussian regression with a homoscedastic fixed design and has been generalized by Arlot and Massart [5] in the heteroscedastic random-design case. Nevertheless applications of this method are developed in other frameworks: For instance, in multiple change point detection by Lebarbier [25] and in genomics applications by Villers [40] . This section first describes the main ideas of this heuristics, the so-called "slope heuristics", and next details its practical use in our framework.
Rationale for the slope heuristics
In many situations, the considered model collection contains several models with the same dimension. In order to penalize each model of dimension D in the same way, a new collection (S D ) D∈D is considered such that S D is the union of all the models
and a minimizer of γ n (·) on S D is denotedŝ
As for criteria due to Mallows [29] 
where
s is a variance term. Note that the bias b D decreases whereas the variance term V D tends to increase when the dimension D increases. Taking the expectation of (3.1) leads to
Among the model collection D, the selected modelD is the one minimizing a criterion of the form
Introducing the term of interest (3.1) into (3.3) leads to
Because of the law of large numbers, it is reasonable to assume thatb D − b D ≈ 0. Furthermore, concentration arguments (see [30] p. 9) allow us to suppose that KL(s,ŝ D ) is close to its expectation. Thus
In order to make (3.4) close to the risk E [KL(s,ŝ D )], the optimal penalty is
Next, the main point of this heuristics is to assume that V D ≈ V D . An argument to justify this assumption is that the probability measure and the corresponding empirical measure play a similar role, in the expressions of 
As the dimension increases, the bias termb D becomes stable as soon as the approximation of the model cannot be appreciably improved. Thus, the behavior of V D according to the model dimension is derived by −γ n (ŝ D ) for large dimensions. In our framework, penalty functions could be regarded as proportional to the dimension (see remarks at the end of Sect. 2.2). Hence pen opt (D) is of the form
where C opt is a constant to be fixed. In order to use the slope heuristics to calibrate the penalty, a required condition is to observe a linear behavior of D → −γ n (ŝ D ) for large dimensions. If this condition is fulfilled, C opt can be estimated by the slopeĈ of the linear part of D → −γ n (ŝ D ) and the final penalty is pen(D) = 2ĈD.
Using the slope heuristics
This section details how the slope heuristics is applied to select a Gaussian mixture model among a family
where the maximum number of mixture components K max and the mixture form have been fixed by the user. Our model selection procedure, based on the slope heuristics, is decomposed into the three following steps:
• Estimation step: The maximum likelihood estimatorŝ (K,v) is computed for each model S (K,v) . According to (1.1), the mixture parameters and ω 2 can be independently estimated. Thuŝ
where the estimated mixture parameters 
The user has to check that this function has a linear behavior for large dimensions. If this condition is not fulfilled, the slope heuristics cannot be applied. This situation may occur when the estimation step is performed not for large enough dimensions or when the model collection is not adapted to the dataset.
Assume that the linear behavior of D → −γ n (ŝ D ) is observed for large dimensions. The user has to choose a threshold D 0 such that the restriction of −γ n (ŝ D ) for dimensions greater than D 0 has a linear behavior. Then the slopeĈ of this linear part is evaluated. Since possible estimation errors in the first step can damage the slope estimation, a robust regression procedure [21] is used. This procedure which makes use of an iteratively weighted least squares algorithm, is expected to give lower weights to suboptimal and spurious parameter estimates. Finally, the calibrated penalty function is pen(D) = 2ĈD.
• Model selection step: The minimizerD of the criterion D → γ n (ŝ D )+ 2ĈD is determined and the model (K,v) = (KD, vD) is selected. Finally, the estimated parameter vector associated to (K,v) provides a data clustering using the MAP rule (see Sect. 1.1).
Remark about estimated oracle model: when simulated datasets (known density s) are studied, the model (K,v) selected with our penalized criterion can be compared to the oracle model
with a Monte Carlo procedure. A first sample x = (x 1 , . . . , x n ), with a large size n, is simulated from the density s in order to approximate the integral of the right-hand side of (3.5) by
Then a collection of M independent samples from s is considered. For the jth sample, the maximum likelihood estimators (ŝ
Thus the estimated oracle model is defined by v) ).
Applications
This section is devoted to the application of our method on simulated and real datasets. The method is applied on simulated datasets in Sections 4.1 and 4.2. In Section 4.3, our procedure is carried out on a curve clustering example for oil production profiles. In Section 4.4, a transcriptome dataset is studied with our method to obtain coexpressed gene clusters.
For each example we check the conditions ensuring the slope heuristics application and our data-driven criterion is compared with the classical criteria used for Gaussian mixture model selection: AIC, BIC and ICL. They are respectively defined by
and crit ICL (D) = crit BIC + ENT n with the entropy term ENT = − n i=1 K k=1 z ik ln(t ik ) where z is given by the MAP rule and
The reader is respectively referred to [2] , [37] and [11] for more details on these criteria.
Assessment of the slope heuristics
The aim of this first example is threefold: (i) checking the validity of the linear penalty shape assumption, (ii) comparing the slope estimator with other penalized estimators, (iii) analyzing its behavior with respect to the oracle. The dataset consists of n = 2000 points described by Q = 22 variables. The data are simulated according to a mixture of four equiprobable Gaussian distributions N (μ k , Σ k ) where 
.1).
The residuals of the linear regression are plotted on the bottom of Figure 2 . This supports the use of penalties proportional to the dimension since no trend can be observed in the residuals. The estimation ofĈ leads to choose the penalty of criterion (3.2) and the selected model isK slope = 4 andα slope = 7. In order to compare slope heuristics, the oracle, AIC, BIC and ICL criteria, 1000 datasets have been simulated as described before. Since the true density is known, a Monte Carlo procedure (see Sect. 3.2) gives the following oracle model estimationK oracle = 4 andα oracle = 9 and other models show a risk close to the oracle risk (see Tab. 1). Note that even if the true density belongs to the density collection, the oracle model is not equal to the corresponding true model. The results for the 1000 simulations are summarized in Table 2 .
The AIC criterion selects too many components and relevant variables since it underpenalizes models in the mixture context. Its averaged classification error rate is 8.11% in this context. The two criteria BIC and ICL select a model with four components and most of the times with six relevant variables. It is shown in [24] that a model selection procedure using BIC is consistent to find the number of components of a Gaussian mixture when the component densities are bounded. But as far as we know, there is no consistency result for such a noisy variable detection for mixtures. The model selected by BIC is not the true model. In this context, even if BIC tries to find the true model, the asymptotics could be not achieved. The behavior of the ICL method is not surprising since the aim of this criterion is to provide a mixture model leading to a sensible partitioning of the data. From a clustering point of view, BIC and ICL lead to an averaged classification error rate of 7.72%. As expected, the slope method selects one of the best models around the oracle model (see Tab. 1). An interesting fact is that the error rate of the oracle model (K = 4, α = 9) is a bit lower (7.62%) than those of AIC, ICL and BIC criteria. This is also the case for the true model (K = 4, α = 10) which error rate is 7.63%. By selecting a model close to the oracle one, the slope estimator shows a better averaged classification error rate (7.65%) than AIC, ICL and BIC criteria.
The interest of this first simulated example is to illustrate the behavior of the different criteria. For this particular simulation, it is clear that BIC and ICL criteria tend to provide a clustering and an associated sparse set of clustering variables whereas the slope estimator tends to provide a clustering based on the detection of the noisy variables. 
Waveform dataset
The waveform dataset, available at the UCI repository [15] and described in detail in [16] , is composed of three groups based on a random convex combination of two of three wave functions sampled at the integers from 1 to 21, with added noise. The dataset consists of 5000 observations described by 40 Table 3 gives the contingency table for the waveform data clustering obtained with our procedure. The three clusters are well related with the three true groups, with an error rate of 14.3%. Figure 4 plots the error rate in function of the number α of relevant variables, each curve is associated to a fixed number of components in the mixture. Choosing a model with an ill-chosen subset of relevant variables deteriorates the clustering performance. Note that the classification error rate is lower for the slope heuristics than for AIC (19.32%) and ICL (44.3%).
Curve clustering
An oil field production profile is the curve of oil production versus time. In the following, the term reserves (or ultimate reserves) denotes the amount of oil that is produced during the exploitation of an oil field. The reader is referred to [6] for more details about the exploration and the production of oil. It is well known by the oil industry that production profiles of large fields have a different shape than production profiles of little fields. Little fields tend to produce their reserves in a short time and early pass the production peak. On the contrary, large fields slowly produce their reserves and their production presents a plateau during several years at the top level. Figure 5 illustrates this behavior with productions of three fields of different size. In order to compare the production profile forms, we consider production profiles normalized by the amount of reserves contained in each field. The aim of the study is to validate that a clustering of normalized production profiles is consistent with the values of the reserves variable. 
The database is composed of several hundred of oil production profiles corresponding to hydrocarbon layers in the North Sea
1
. The data used in the procedure are obtained from the original curves as follows. First, each production profile is normalized by the reserves of the corresponding field 2 . Ideally, it is desirable to proceed to the clustering on complete production profile. This is impossible since most of the fields are still in production. Figure 5 suggests that the beginning of the production curve is sufficient to distinguish different shapes in the curve family. Thus, we only consider the subsample composed of 180 fields which have started their production more than 64 months ago. Next, a discrete wavelet transform (DWT) is proceeded on each of these normalized curves. This decomposition has the advantage of giving information on each curve at different resolution levels. This transformation has already been used in curve classification (see for instance [10] ). The reader is referred to [35] for details on the DWT. Let W i be the wavelet coefficient vector of the ith curve. Since the length of each curve is 64, the dimension of W i is also 64. The vector W i is defined by
1 Data is available on the website of the Norwegian Petroleum Directorate: www.npd.no/engelsk/cwi/pbl/en/index.htm, and the website of the English Department of Trade and Industry (DTI): www.og.dti.gov.uk/fields/fields_index.htm.
2
The DTI does not provide estimations of reserves of their fields, consequently we use the IHS database http://energy.ihs. com for the English fields of the sample where W ij is a vector of length 64/2 j which is composed of all the wavelet coefficients corresponding to the scale j. The coefficient V i6 is equal to the mean of the curve i divided by √ 64. The hierarchical structure of the DWT suggests a natural order of the wavelet coefficient variables according to their resolution. Indeed, V i6 and W i6 give informations about the general shape of the curve i whereas W i1 and W i2 give informations about details on it. We do not use the coefficients in W i1 and W i2 since they correspond to the finest resolution. We will see that the remaining coefficients are sufficient to propose a sensible clustering. Moreover, all the wavelet coefficient variables are centered and scaled to unit variance to make easier the fitting of the multidimensional Gaussian distribution N (0, ω 2 I Q−α ) on the coefficient vectors which are not used for the clustering. These new The clusters derived from the slope heuristics have 31, 140 and 9 curves respectively. Figure 7 displays on the left the mean cluster of the normalized production profiles in each cluster. Boxplot of the logarithm of the reserves variable for each cluster is displayed on the right part of this figure. The second cluster mainly corresponds to the large fields whereas the first and the third clusters contain fields of medium size and small size respectively. As expected, the shape of normalized production profiles can be explained by the reserves variable. The reader is referred to [34] for more details.
Analysis of a transcriptome dataset
Currently, biologists are interested in gene functional analysis. It is usually considered that coexpressed genes are often implicated in the same biological function and consequently are potential candidate to be co-regulated genes. Thus biologists try to extract groups of coexpressed genes according to transcriptome datasets in order to characterize more precisely their biological functions. Moreover the detection of irrelevant experiments can be desirable to improve the clustering and its interpretation with a biological point of view.
Here we study a transcriptome dataset of Arabidopsis thaliana extracted from the database CATdb [19] . To build this database, an identical statistical analysis for all transcriptome experiments has been performed to remove the technical biases (normalization) and to determine the gene significantly differentially expressed (differential analysis) between two conditions. In this differential analysis, a test statistic corresponding to the normalized differential expression and a p-value adjusted by the Bonferroni method are calculated in order to test if a gene is non-differentially expressed or not in an experiment. A gene is declared to be differentially expressed when its Bonferroni p-value is lower than 0.05. The reader is referred to [19] for a description of such an analysis and [27] for an application.
We focus on 305 genes of Arabidopsis thaliana studied on ten experiments which correspond to mutant conditions or different stress situations. These genes are declared differentially expressed in the two last experiments and non-differentially expressed in five experiments. Table 4 provides the number of differentially expressed genes per experiment. Each gene is described with a vector y i ∈ R 10 , the component y ij corresponding to the test statistic calculated in the experiment j for the differential analysis.
Since there is not a natural way to order the variables, our procedure for non-ordered variables is performed with the [LC] mixture collection. The maximum number of components is fixed to K max = 40. After the estimation step, we notice that the function D → −γ n (ŝ D ) has a linear behavior for D ≥ 220 (see Fig. 8 ), thus the slope heuristics can be applied. The procedure selects a clustering withK = 8 clusters based on the seven variablesv = {3, 5, 6, 7, 8, 9, 10}. The eight clusters have different size (see Tab. 5) and the clustering shows some interesting similar behaviors of expression profiles (see Fig. 9 ). A similar clustering can be found if all the variables are considered (α = 10 fixed) but with the noisy variable detection, the interpretation of the clustering is made clearer. The selected models for each of the classical criteria are given in Table 6 . First, we note that the two benchmark experiments (9 and 10) where all genes are differentially expressed are selected. Moreover, the three variables which are not selected for the clustering are three variables where all genes are non-differentially expressed. The average behavior of genes per cluster is the same in the irrelevant experiments 1, 2 and 4 since it is concentrated around zero. On the contrary, genes of Cluster 2 have a particular behavior in experiments 7 and 8. Their expression difference decreases between the two experiments (7 and 8) whereas the genes of the other clusters have the same expression in these two experiments (see Fig. 9 ). This remark may explain why the two experiments 7 and 8 where all genes are non-differentially expressed are selected for the clustering while experiments 1, 2 and 4 are not. To validate this explanation, t-test between experiments 7 and 8 for the eight clusters have been performed at level 0.05. Only the test for Cluster 2 is significant (p-value < 5.10 −4 ). This clustering can help biologists to find gene biological functions. For instance, 12 genes for which biologists do not know biological function are clustered with 27 other genes in Cluster 2. According to biological knowledge, the 27 genes have the same subcellular localisation (in plastid) and are involved in the photosynthesis of Arabidopsis thaliana. Thus the function of the 12 unknown genes is certainly related to the photosynthesis. This hypothesis remains to be confirmed by biologists experimentally.
Discussion
This paper illustrates how the slope heuristics can be applied to calibrate a penalty function whose form is known in a model-based clustering problem. More precisely, we are interested in the detection of noisy variables for improving the Gaussian mixture clustering and its interpretation. The problem is recast into a Gaussian mixture model selection problem where model collections are indexed by the number K of clusters and the clustering variable subset v. The slope heuristics allows us to calibrate the multiplicative constant in the penalty term of the theoretical criterion whose form is justified in the companion paper [33] . The behavior of this slope heuristic method is studied on simulated and real datasets. It has been compared with the standard asymptotic criteria BIC, ICL and AIC, currently used in this Gaussian mixture clustering context. Note that without noisy variable detection (α = Q), our method allows one to select the number of clusters which is the fundamental problem in model-based clustering. Furthermore, our theoretical and practical results could be extended for most of the twenty-eight Gaussian mixture forms proposed by Celeux and Govaert [17] . Thus our work could be adapted for selecting also the Gaussian mixture form.
In the previous applications of the slope heuristics, the penalty function was calibrated according to the "dimension jump" method. It consists of determining the minimal penalty and using the rule of thumb of the slope heuristics, saying that the optimal penalty is twice the minimal penalty. This minimal penalty pen min is such that the selected model has a too large dimension if the penalty is lower than pen min and has a reasonable dimension if the penalty is greater than pen min . Thus the key point of this method consists of determining this transition corresponding to the maximal dimension jump. This calibration method was applied for instance in [5, 25, 40] . In this paper, we do not use this method to calibrate the penalty since the maximal dimension jump does not often clearly appear, especially for real data (see [4] p. 94).
Our heuristic method is based on the linear behavior of D → −γ n (ŝ D ). Thus in any case, the user should check that this linear behavior in large dimensions is observed. The absence of a linear behavior can have different reasons: (i) the model dimension can be too low, namely the maximum number of components K max has to be increased, (ii) the problem can be related to the model family choice. Roughly speaking, the family model leads to a stabilization of the bias in large dimension only if the family model efficiently approaches the true density. When this linear behavior is observed for dimensions larger than a threshold D 0 , the slope of the restriction of D → −γ n (ŝ D ) to D ≥ D 0 is estimated. A robust regression is used to attenuate the influence of possible estimation errors. Ideally, we would like to propose a totally data-driven method which determines automatically the threshold D 0 but this automatic choice is not an easy task. An alternative solution would be to base the method on the stability of the selected model in function of the threshold value. In a work in progress, this strategy is adopted for a graphical user interface devoted to the general application of the slope heuristics, without restriction to Gaussian mixture clustering context. Recent works [31, 32, 36] on variable selection in model-based clustering have been proposed to progressively improve the variable role modelling. In particular, the models involved in these methods allow the irrelevant clustering variables to be linked to some relevant clustering variables through a linear regression. With a variable selection point of view, our hypotheses about the correlation between variables are less realistic than the ones considered in the three cited papers. One possible challenge would be to extend our procedure for such variable role modellings. Unfortunately, the first step consisting of adapting the theoretical results given in [33] in order to find the penalty shape is a difficult task since the bracketing entropy of the multivariate regression should be controlled. Next, the number of models involved in such variable role modellings being very large, an exhaustive search of the best model is impossible. A convenient strategy allowing us to run the estimation step only for a model subcollection is necessary. A natural idea is to use a backward or a forward stepwise algorithm for the variable selection as in [31, 32, 36] . Nevertheless, the slope heuristics method being not totally automatic, the BIC criterion used in the three associated variable selection algorithms cannot be directly replaced by our penalized criterion for the moment. Efforts should be concentrated on this question in future work.
