Nonlinear Unsteady Combustion of a Solid Propellant by Olles, Mark William
University of Tennessee, Knoxville 
TRACE: Tennessee Research and Creative 
Exchange 
Doctoral Dissertations Graduate School 
5-2008 
Nonlinear Unsteady Combustion of a Solid Propellant 
Mark William Olles 
University of Tennessee - Knoxville 
Follow this and additional works at: https://trace.tennessee.edu/utk_graddiss 
 Part of the Mechanical Engineering Commons 
Recommended Citation 
Olles, Mark William, "Nonlinear Unsteady Combustion of a Solid Propellant. " PhD diss., University of 
Tennessee, 2008. 
https://trace.tennessee.edu/utk_graddiss/370 
This Dissertation is brought to you for free and open access by the Graduate School at TRACE: Tennessee 
Research and Creative Exchange. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of TRACE: Tennessee Research and Creative Exchange. For more information, please contact 
trace@utk.edu. 
To the Graduate Council: 
I am submitting herewith a dissertation written by Mark William Olles entitled "Nonlinear 
Unsteady Combustion of a Solid Propellant." I have examined the final electronic copy of this 
dissertation for form and content and recommend that it be accepted in partial fulfillment of the 
requirements for the degree of Doctor of Philosophy, with a major in Mechanical Engineering. 
Gary A. Flandro, Major Professor 
We have read this dissertation and recommend its acceptance: 
John S. Steinhoff, Bruce W. Bomar, Kenneth R. Kimble 
Accepted for the Council: 
Carolyn R. Hodges 
Vice Provost and Dean of the Graduate School 
(Original signatures are on file with official student records.) 
To the Graduate Council: 
 
I am submitting herewith a dissertation written by Mark William Olles entitled 
"Nonlinear Unsteady Combustion of a Solid Propellant." I have examined the final 
electronic copy of this dissertation for form and content and recommend that it be 
accepted in partial fulfillment of the requirements for the degree of Doctor of 
Philosophy, with a major in Mechanical Engineering. 
 
 
       Gary A. Flandro 
 Major Professor 
We have read this dissertation 
and recommend its acceptance: 
 
 
John S. Steinhoff 
 
 
Bruce W. Bomar 
 
 







 Accepted for the Council: 
 
 
 Carolyn R. Hodges 










(Original signatures are on file with official student records.)
 


















Presented for the 
Doctor of Philosophy 
Degree 


















Mark William Olles 
May 2008
- ii - 
Copyright © 2008 by Mark William Olles 
All rights reserved.












To my parents William and Lou Ann Olles 
- iv - 
ACKNOWLEDGEMENTS 
 I wish to thank all those who helped me complete my Doctor of Philosophy 
degree in Mechanical Engineering.  I would particularly like to thank Dr. Gary 
Flandro for his guidance and support that he has provided to me in my education at 
UTSI, his suggestions and insight have been priceless to this work. I am honored and 
blessed to have the opportunity to work with such an astute and unselfish advisor.  I 
would also like to thank Dr. John Steinhoff, Dr. Kenneth Kimble and Dr. Bruce 
Bomar for their time and effort serving as my committee members. 
 The author also wishes to express his genuine appreciation to the University of 
Tennessee Space Institute for financial aid in the form of research assistantships and 
the Lloyd Crawford fellowship, and to the NASA Space Grant for a fellowship held 
in the 2002-2003 academic year.  
 And finally to, my wife Deana Olles, parents William and Lou Ann Olles, 
grandparents Lewis and Jeanice Passarell, brother Joseph Olles, my father and mother 
in-law Francis and Bonnie Connell, and the rest of my family and friends, thank you 
for always believing in me and encouraging me to achieve my goals. 
 Many thanks are also due to Francis Connell for his superior efforts in 
proofreading the final manuscript. 
- v - 
ABSTRACT 
 A nonlinear burning model is developed, valid across a wide range of 
frequencies, to allow for the incorporation of an admittance function into a nonlinear 
combustion instability (CI) framework.  This is accomplished by extending two 
existing models to incorporate the effects of nonlinearity, the QSHOD (  Α Β ) model 
as described by Culick in his 1968 review paper and the 1973 T’ien model.  The 
classical QSHOD model is marred by major limitations due to the simplifications and 
assumptions made.  The most evident is the exclusion of the unsteady gas phase 
eliminating the high frequency response.  The less recognized T’ien model includes 
the high frequency unsteady gas phase effects while successfully capturing the low 
frequency response. 
 An overlooked and unexpected finding on the sensitivity of a propellant’s 
response on temperature was discovered while recreating the original linear work by 
T’ien.  This temperature sensitivity was first recognized by Brownlee during his T-
burner experiments at the Caltech Jet Propulsion Laboratory in 1959, but was not 
fully understood.  Lowering the cold propellant temperature yields an inverse primary 
admittance peak inferring damping of pressure oscillations.  Inversely, by increasing 
the cold propellant temperature to a value close to that at the burning surface, the low-
frequency primary admittance peak is “flattened,” also reducing the ability to drive 
pressure oscillations. 
 When extended to encompass the second-order nonlinear corrections, the 
QSHOD model yields a definitive increase in the amplitude of the primary low 
- vi - 
frequency response peak.  This result is also observed in the extended T’ien model, 
along with the observed enhancement of wave-amplifying at high frequency due to 
nonlinear gas phase resonance corrections.  The inclusion of the nonlinear high-
frequency gas phase interactions explains effects important in understanding the 
growth of waves from noise to finite-amplitude pressure oscillations observed in 
Brownlee’s data [13], as well as in Shuttle SRB measurements.  The occurrence of a 
mean pressure rise (DC shift) regularly encountered in combustion instability 
research is found to be partially attributable to the nonlinear steady correction of the 
burning rate.  The appearance of maximum instability occurring in the first tangential 
mode observed in the Brownlee- Marble data [13] may correspond to the formation of 
a secondary positive admittance peak due solely to the nonlinear corrections from the 
extension of T’ien’s work.  Throughout this work the validity and the limitations of 
the models are investigated. 
- vii - 
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NOMENCLATURE 
Symbol Description 
a  burning rate coefficient 
,  Α Β  similarity parameters (QSHOD) 
bA  admittance function 
B  frequency factor for gas phase reaction  
 or c C  specific heat 
dn  number of moles 
E  activation energy 
0h  standard heat of formation 
j  stoichiometric oxidizer-fuel ratio 
 characteristic flame length 
L  latent heat 
m  mass flux 
n  burning rate exponent (QSHOD), order of chemical  
 reaction (T’ien) 
p  pressure 
r  burning rate 
ℜ  gas constant 
bR  response function 
q  heat of combustion 
- xiv - 
dQ  average heat release (per unit volume) in the solid 
fQ  average heat release (per unit volume) of reactant 
t  time 
T  temperature 
,  u v  velocity 
v′  stoichiometric coefficient for reactant 
v′′  stoichiometric coefficient for product  
( )v ∞  value of velocity at x = ∞ , which is the acoustic admittance of  
 the flame  
w  dimensionless reaction rate  
iW  molecular weight 
x  position in the chamber 
sx  velocity 
Y  species mass fraction 
α  thermal diffusivity 
β  ratio of solid to gas densities 
1δ  
* *
g s sC Cλ λ  
2δ  
* *
sλ λ  
ε  perturbation parameter 'p p  
fε  fuel mass fraction 
ε  reaction rate 
- xv - 
γ  ratio of specific heats p vC C  
λ  thermal conductivity 
ρ  density 
ω  dimensionless frequency used by T’ien (non-dirnensionalized  
 by the reciprocal of gas thermal time * 2uα∞ ∞ ) 
Ω  dimensionless frequency used by Culick 
Subscripts 
c  cold propellant 
 or f ∞  flame edge 
g  gas phase 
p  solid phase 
s  propellant surface 
0  moving boundary 
+  value downstream (gas side) 
−  value upstream (solid side) 
Superscripts 
r  real part 
i  imaginary part 
( ) ( )0 ,  1 ,...  denotes the perturbation level 
( )*  dimensional quantity  
- xvi - 
( )  mean value 
( ) '  fluctuating value 
Acronyms 
CI Combustion Instability 
QSHOD Quasi-Steady Homogenous One-Dimensional 
SRB Solid Rocket Booster 
UTSI University of Tennessee Space Institute 
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CHAPTER I 
INTRODUCTION 
Combustion Instability (CI) 
 The presence of undesired oscillations in a combustion chamber is a problem 
which arises in solid, liquid, and hybrid rockets, as well as in jet engine combustors 
and afterburners.  The observed wave frequencies often match the natural acoustic 
modes of the chamber and, as a result, the waves are often misinterpreted as sound 
waves.  When the wave structures associated with these oscillations grow to finite 
amplitudes, they can steepen into shock-like waves.  The resulting shock-like waves 
sometimes result in severe damage to the system.  The large amplitude pressure 
fluctuations grow from acoustic noise that is always present in the flow.  The 
resulting oscillations were first observed during the test firings of solid rocket motors 
in the late 1930’s and were referred to as combustion instabilities. 
 These pressure oscillations continue to appear in more recent tactical motor 
experiments by Blomshield [15] (see Figures 1.1 and 1.2 for typical data).  Included 
with the appearance of the pressure oscillations are a rise in the mean pressure, 
structural vibrations and thrust oscillations.  The same holds true for the large shuttle 
Solid Rocket Boosters SRB, where nonlinear behavior is observed.  The waterfall plot 
shown in Figure 1.3 shows evidence of the aforementioned wave steepening process 
and displays a nonlinear limit cycle for a large SRB.  The nonlinear evolution of 
pressure wave growth is shown in Figure 1.4.  The diagram shows all features of 






Figure 1.1 Typical Pressure Trace for a Rocket Motor Test (Blomshield 1999) [15]






Figure 1.2 Typical Example of a Rocket Motor Test (Blomshield 1999) [15]
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Figure 1.3 SRB Motor Waterfall Plot [14]
















Figure 1.4 Anatomy of Nonlinear Combustion-Driven Pressure Wave Growth [16] 
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combustion instability that appear experimentally [16].  The figure demonstrates 
energy transfer from lower to higher modes, the steepening process and the limit 
cycle.  Combustion instabilities also threaten the NASA Ares Program.  Even the new 
five-segment Ares motor exhibits serious vibration and thrust oscillations at 12 Hz, a 
frequency that can lead to destructive structural resonance. 
 While there have been considerable advancements in understanding the theory 
governing combustion instabilities, the ability to predict this behavior is hampered by 
lack of sufficiently detailed theoretical models that describe the interaction of wave 
motions in combustion chambers experiencing an unsteady burning process.  The 
continued emergence of these detrimental pressure oscillations indicates that a great 
deal of work still remains 
 The term combustion instability can be misleading in gaining an 
understanding of mechanisms involved with the generation of the associated 
oscillations.  This is due to the fact that combustion instability has very little to do 
with the combustion process, but more to do with the way that mass is entering the 
system.  The energy released into the system is heavily reliant on the coupling of the 
fluctuations in the mass entering the system and the unsteady flow processes within 
the combustion chamber.  To clarify how this coupling can occur; assume that the 
burning rate of a solid rocket motor propellant increases due to a fluctuation in 
pressure or temperature.  If the resulting fluctuation in burning rate is in phase with 
the initial disturbance, the disturbance grows and the cycle begins again.  This 
example can be modified to describe the behavior of any system subject to 
combustion instability. 
- 7 - 
 Attempts to understand the underlying mechanisms of the phenomena are 
based very heavily on classical linear acoustics.  The principal restriction of this 
approach is that the magnitude of the pressure fluctuations must be a small fraction of 
the ambient chamber pressure.  Until recently much of the theoretical work on 
combustion instability is only focused on the treatment of the linear problems.  Note 
that the solution to the linear problem is a first order approximation, and while it 
indeed yields a great deal of very useful information, it does not fully describe the 
complex interactions taking place. 
 The current work in combustion instabilities is focusing on incorporating 
nonlinear effects, and remarkable strides have been made.  This focus drives the need 
to find nonlinear components to be incorporated into the CI analysis.  The research 
described here is aimed at just that; extending earlier classical theoretical models to 
include nonlinear effects.  The information provided will prove to be crucial in 
solving real rocket motor development problems involving combustion instability. 
Response and Admittance Functions 
 To approach the complex coupling effect of mass entering a solid propellant 
system, and the oscillatory gas effects in the system, a simplified combustion model 
is necessary.  The burning of a solid propellant can be modeled as a one dimensional 
laminar flame, which is justified by the close proximity of the flame to the burning 
surface, as seen in Figure 1.5.  Heated gases are expelled from the solid surface and 
releasing energy from solid to gas.  This process is referred to as the response














Figure 1.5 Simplified Model of a Burning Solid Propellant [4] 
of the propellant.  Chemical reactions cause a secondary energy release, which takes 
place in the flame region.  The coupled secondary energy release and surface energy 
release is referred to as the admittance.  The majority of studies on this topic pertain 
to the situation where the gas oscillations are perpendicular to the combustion zone, 
which is consistent with the only standardized and cost effective experiment; the T-
Burner [9].  The behavior observed is best described as a burning rate oscillation 
resulting from an imposed pressure oscillation. 
 The terms “response” and “admittance” functions are commonly used 
interchangeably in reference to most practical situations involving combustion 
instability.  It should be stressed that the response function does not account for the 
energy release from the chemical reactions taking place in the flame.  Commonly, in 
practice [5] simply subtract 1 γ  from the response function to acquire the admittance, 
where γ  is the ratio of specific heats.  This practice removes the gas phase from the 
formulation, a great limitation that will be discussed in greater detail in Chapter IV.  
- 9 - 
The unstable influence of the combustion can more appropriately be characterized by 
an admittance function characteristic of the propellant [1]. 
 To better understand exactly where the admittance function enters into the 
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where the pressure coupling term contains the admittance function and is the major 
energy source for oscillations.  To devise a fully nonlinear theory it is implicitly 
necessary to gain knowledge of the nonlinear propellant admittance function bA . 
Defining the Admittance Function 
 The response function itself is not directly applicable to combustion instability 
research.  Therefore, it is necessary to introduce the admittance function, defined by 
Culick and Yang [8] as: 





=  (1.2) 
Using the identity and assuming isentropic conditions 
 m u u p
m u u p
ρ
ρ γ
′ ′ ′ ′ ′
= + = +  (1.3) 
rearranging 
 1u u m m





and finally a relation for the admittance as a function of the response function is: 
 ( ) ( ) 1r rb bA R γ
= −  (1.5) 
Only the real part of the complex admittance function is retained, this is due to the 
fact that only the real part of the admittance function is in phase with the oscillating 
pressure waves. 
Experimental Testing 
 Past studies of unstable combustion in rocket motors were both costly and, for 
the most part, uninformative.  The uninformative nature of the data arose from the 
lack of an appropriate model to capture the complexity of the phenomenon.  If a 
motor experienced destructive oscillations in full scale testing, the motor designer 
would draw from a “bag of tricks”, and devise a solution via trial and error.  Due to 
the substantial expense involved in this, a number of relatively inexpensive laboratory 
experiments were devised to provide less ambiguous conditions and more meaningful 
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measurements.  The most popular and universally accepted experimental setup is the 
T-Burner [9]. 
T-Burner 
 The T-Burner was standardized due to its simplistic geometry that exhibits 
oscillatory combustion under pre-set conditions of pressure and frequency and its 
reproducibility.  The T-Burner (shown in Figure 1.6) is used in an attempt to measure 
the response function of propellants, which is particularly important in the field of 
combustion instabilities.  Some of the most complete T-Burner tests were conducted 
by Perry 1970 [12] and by Brownlee 1959 [13], covering the low frequency solid 
phase resonance, but failing to cover the necessary frequency range to capture the 
high frequency gas phase resonance effects.  Only one T-burner is still in operation at 
this time, residing at the Naval Air Warfare Center at China Lake, in California. 
 Generally, in a T-Burner; a fixed area propellant configuration is used (see 
Fig. 1.6(b)), but in some cases the so-called “variable area” configuration is utilized 
(see Figure 1.6(c)).  The variable area, or “extended-area”, T-Burner design employs 
a propellant at the side-wall in addition to the propellant in the conventional end-wall 
position.  The original intent of the variable area was to increase the surface area so 
that would be easier drive the oscillations.  Later work employed a “driver” 
propellant, with known characteristics, at the head-end with a test propellant as the 
tubular grain, at the side wall as illustrated in Figure 1.6(c). 
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Figure 1.6 Schematic of a T-Burner
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Objectives and Thesis Outline 
 Motivation for this research is to help understand the stability of a solid 
propellant system, by developing a valid nonlinear burning model to allow for the 
incorporation of a valid admittance model, across a wide range of frequencies, into 
nonlinear combustion instability (CI) analysis.  The first step is to assess two 
generally accepted models for the unsteady burning of a solid propellant with the 
objective of improving them and extending their range of validity into the nonlinear 
high-frequency range. 
 An assessment of two key theoretical response models will be made: Culick’s 
QSHOD model (Actually a compilation of over twenty analyses by other 
investigators), which is based on solid phase resonance, and T’ien’s improved 
analysis including high-frequency gas phase resonance.  The outcome will be able to 
provide predictive capabilities, thus eliminating the need for numerous tests, and act 
as a tool for selecting propellants due to their stability criteria.  The remainder of this 
section summarizes the main objectives and outlines how and where they are 
addressed in the chapters that follow. 
 Chapter II begins by reconstructing a quasi-steady, homogenous, one-
dimensional (QSHOD) model as developed by Culick [4].  Throughout the literature, 
there are discrepancies in the method used to arrive at the final solution, which are 
made clear in this section.  The motivation is to fully understand the model and its 
limitations, as well as, to gain perspective in attempting to extend the model to 
encompass the nonlinear corrections. 
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 Chapter III starts by reconstructing and extending the quasi-steady, 
homogenous, one-dimensional (QSHOD) to incorporate nonlinearity.  Again, due to 
the discrepancies in the literature and difficulty in arriving at the final solution, the 
method is carried out in full detail recreating the work found in Chapter 2.  Our 
motivation is to gain insight into the methodology to proceed in deriving a nonlinear 
model that includes the gas phase effects. 
 Chapter IV is the reconstruction of the linear model constructed by T’ien [1].  
As in the previous chapters, the background literature contains discrepancies in the 
method used to arrive at the final solution, which are made clear in this section.  Here, 
we will fully understand the model and its limitations, as well as to gain perspective 
in attempting to extend the model to encompass the nonlinear corrections.  The final 
result will be studied parametrically and reviewed. 
 Chapter V consists of the extension of the linear model constructed by T’ien 
[1] to include the effects of nonlinearity.  The final result will then be studied 
parametrically and reviewed.  Finally, Chapters VI and VII contain concluding 
remarks and suggestions for future research, respectively. 
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CHAPTER II 
LINEAR QSHOD MODEL 
Problem Definition 
 The following remarks and analysis are based on the model described in the 
recent book [4] and the 1968 review paper [5] by Culick, which compiles over 20 
analyses by other investigators.  The steps necessary to derive the model in the 
reference material are not readily found or necessarily clear.  For completeness, the 
model is described here in full detail. 
 The model defined is the simplest possible, capturing the dominant solid phase 
contribution to the combustion dynamics.  Only the contribution of the unsteady heat 
transfer in the condensed phase is assumed to cause dynamical behavior, not 
attempting to assess the coupling effects associated with the gas phase.  The model is 
defined by the following assumptions: 
(a) Quasi-Steady behavior of all processes except unsteady conductive 
heat transfer in the condensed phase; 
(b) Homogeneous and constant material properties, non-reacting 
condensed phase; 
(c) One-Dimensional variations in space; 
(d) Conversion of condensed material to the gas phase at an 
infinitesimally thin interface. 
 The model’s acronym QSHOD, is obtained by utilizing the five bold letters in 
assumptions (a) – (c).  The coordinate system used is based on Galilean 
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transformation such that “observer” moves at the mean burning rate, r .  The “moving 
observer” can be interpreted as cold propellant moving from the left and combustion 
products exiting the burning zone to the right. 
 In his review [5] of the works on the unsteady burning of a solid propellant; 
Culick explained that the ten models referenced from earlier works are for most the 
part, identical due to the use of the same set of assumptions (a) – (d).  Miniscule 
differences between the models are attributed to the different methods used to 
represent the gas phase, justifying the use of term QSHOD when referring to the 
models. 
 The analysis for this simplified model proceeds through three regions: the 
temperature field in the solid phase; the temperature field in the gas phase; and finally 
matching of the two solutions at the interface.  Due to the dependence of the model 
on the temperature field, the final results must be regarded as a thermal theory, 
lacking description of diffusive processes.  A reference system with datum fixed to 
the average position of the regressing solid surface or interfacial region is chosen.  
Figure 2.1 depicts this description and Figure 2.2 illustrates the matching conditions 
to be satisfied at the interface. 
Analysis 
Solid Phase 
 The energy equation for the temperature in the solid phase is assumed to have 
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Fig. 2.2 Interfacial Region [4]
- 18 - 
uniform and constant properties, 
  
2
2p p p p d
T T Tmc c Q
x x t
λ ρ∂ ∂ ∂− − =
∂ ∂ ∂
 (2.1) 
where ( )  indicates the time-averaged value, the subscript p  denotes the solid phase, 
pm rρ=  is the average mass flux in the reference system as defined in Figure 2.1, 
and dQ  is the rate at which energy is released per unit volume due to decomposition 
of the solid, for simplicity dQ = 0 .  The result of relaxing the dQ = 0  assumption has 
been carried out by Culick [4], but is left out here since it does not add to the 







=  (2.2) 














To seek solutions it is necessary to expand ( ) ( )0 1 i tT T T e ω= + .  Proceeding to collect 
the steady terms from the expanded (2.3) returns, 
 





− =  (2.4) 
Integrating (2.4), and applying the boundary conditions ( ) ( ) ( )0 00 sT T=  and 
( ) ( ) ( )0 0cT T−∞ = , gives the following formula for the normalized mean temperature 
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 ( ) ( ) ( ) ( ) ( )( )0 0 0 0 exp pc s c
p
mc
T x T T T x
λ
⎛ ⎞
= + − ⎜ ⎟⎜ ⎟
⎝ ⎠
 (2.5) 
where values at the interface are identified by subscript s  and values deep within the 
cold propellant are defined by subscript c .  Collecting the unsteady terms from the 
expansion of (2.3) presents 
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− − =  (2.6) 
Equation (2.6) is a Sturm-Liouville boundary value problem that leads to the 
following equation for ( )1T , 
 ( ) ( ) ( )1 , exp expp
p
mc
T x t x i tτ ω
λ
⎛ ⎞
′= Λ⎜ ⎟⎜ ⎟
⎝ ⎠
 (2.7) 
where the eigenvalue Λ  must satisfy 
 ( )1 iΛ Λ − = Ω  (2.8) 
and Ω , is defined as the dimensionless frequency 
 *2
λ ρ
ωΩ = p p
pm c
 (2.9) 
In order to insure that the condition ( ) ( )1 0T −∞ → , the positive real part of (2.8) must 
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Λ = − + + Ω  (2.11) 
The solution is split into real and imaginary parts because only the real part is in 
phase with the pressure.  Define τ ′ , from (2.7), as the fluctuation of temperature at 
the interface ( )0x = , this is based on the choice of datum. 
 Attempting to match the conditions at the interface requires knowledge of the 
values and derivatives of the temperature at the interface itself, referenced to position 
sx  and velocity sx .  Values at the interface are calculated by utilizing Taylor series 
expansions about ( )0x = , and on the solid side of the interface ( )sx x= : 
 
( ) ( ) ( ) ( )
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⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂
= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (2.13) 
The results for the gas phase side of the interface cannot be completed until the 
interfacial region is analyzed. 
Interfacial Region 
 The analysis at the interface is governed by three conservation laws: conservation 
of mass, energy, and the law for conversion of solid to gas 
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( ) ( )( )p p s g g sv x v xρ ρ− = − .  Noting that p pv mρ = , g gv mρ =  and where 











= − −⎜ ⎟⎜ ⎟
⎝ ⎠
 (2.14) 
The mean gas density gρ  near the surface is much smaller than the density of the 
condensed phase pρ , which yields / 1g pρ ρ  allowing the term to be dropped. 
 ( ) ( )1 expp sx m i tρ ω≈ −  (2.15) 
Isolating the regression rate sx  in (2.15) and integrating to find sx  
 ( ) ( )11 exps
p
x m i t dtω
ρ
= − ∫  (2.16) 
Using (2.16) to find sx  the first order approximation is 
 ( ) ( ) ( )1 11 exps
p




= −  (2.17) 
The conditions associated with the total mass and energy transfer in the upstream and 
downstream sides of the interface are found by summing the terms associated with 
the mass flux and energy transfer from Figure 2.2.  More specifically, 
 
( )( )
( )( )                   
p p p s p s s g
s
g g g s g s g
s
T v x c T L Q
x






∂⎛ ⎞− + − + +⎜ ⎟∂⎝ ⎠
∂⎛ ⎞= − + − +⎜ ⎟∂⎝ ⎠
 (2.18) 
From mass balance we know that ( ) ( )p p s g g sv x v xρ ρ− = −  so, 
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 ( )( )g p p p s g s p s s
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∂ ∂⎛ ⎞ ⎛ ⎞= + − − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.19) 
again noting that p pm vρ=  and using (2.15), 
 ( )g p g s p s s
s s




∂ ∂⎛ ⎞ ⎛ ⎞= + − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.20) 
The heat flux ( )/g sT xλ +∂ ∂  heat flow from the interface to the gas phase and the heat 
flux ( )/p sT xλ −∂ ∂  is the heat flow from the interface to the solid phase, note that 
(2.20) has not yet been split into mean and fluctuating parts.  For steady combustion, 
the energy balance (2.20), 
 
( ) ( )
( ) ( )( )
0 0
0 0
g p g s p s s
s s




⎛ ⎞ ⎛ ⎞∂ ∂
= + − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.21) 
A solution for ( )/p sT xλ −∂ ∂  can be found by differentiating (2.5) and assuming the 
gas is ideal, 
 
( )
( ) ( )( )
0
0 0
p p s c
s





= −⎜ ⎟⎜ ⎟∂⎝ ⎠
 (2.22) 
Substituting this finding into (2.21) yields 
 
( )
( ) ( )( )
0
0 0
g g s p c s
s





= − +⎜ ⎟⎜ ⎟∂⎝ ⎠
 (2.23) 
The linear unsteady part of (2.20), and again assuming the gas is ideal, is 
 
( ) ( )
( ) ( ) ( )
1 1
1 1
g p s g p s
s s




⎛ ⎞ ⎛ ⎞∂ ∂
= + + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (2.24) 
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Combining (2.5), (2.7) and the proper parts of (2.12) gives the formula for the heat 
transfer into the condensed phase from the interface: 
 
( )
( ) ( ) ( )( ) ( )
1
1 0 0 1p
p p s s c
p ps






= Λ − −⎢ ⎥⎜ ⎟⎜ ⎟∂ ⎢ ⎥⎝ ⎠ ⎣ ⎦
 (2.25) 
With the knowledge that ( ) 21 /p p pi m cλ ρ ωΛ Λ − = , carrying out a perturbation 










Λ Λ − Λ
 (2.26) 
The previous step is cause for concern, as the limitation Λ  must be small to allow for 
this simplification.  The concern is based on the inherent dependence of Λ  on Ω , by 
limiting Λ  to be small, so must Ω  also be small.  Proceed by substituting the result 
in (2.26) into (2.25) yields 
 
( )
( ) ( ) ( )( )
( )1 1
1 0 01
p p s s c
s




⎛ ⎞ ⎡ ⎤∂
= Λ + −⎜ ⎟ ⎢ ⎥⎜ ⎟∂ Λ⎣ ⎦⎝ ⎠
 (2.27) 
In this result, the approximation in (2.15) has been used.  Substitution of (2.27) in 
(2.24) leads to the condition to be set on the unsteady heat transfer at the downstream 
side of the interface: 
 
( )
( ) ( ) ( )( )
( )1 1
1 0 011g g ss s c
p p ps
c LT mT T T
mc x c c m
λ
+
⎛ ⎞ ⎡ ⎤⎛ ⎞∂
= Λ + − + − +⎜ ⎟ ⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟∂ Λ⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎣ ⎦
 (2.28) 
Gas Phase 
 To proceed, it is necessary to follow the analysis of a simplified model for 
steady burning, given by Culick [5].  This is accomplished by assuming constant 
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thermal properties and uniform combustion throughout the gas phase.  Two limits that 
are contained in this model are an infinitesimally thin flame sheet and uniform 
combustion beginning at the interface.  Figure 2.3 provides a sketch of the model 
where sx , ix  and fx  indicate the position of the solid surface, the leading edge of the 
combustion zone and the downstream edge of the gas phase, respectively. 
 The equation defining the gas phase is 
 g g g f
dT d dTmc Q
dx dx dx
λ ρ ε⎛ ⎞− =⎜ ⎟
⎝ ⎠
 (2.29) 
where the subscript g  denotes values for the gas phase, the constant fQ  is the energy 
release per unit mass of the reactant mixture and ε  is the reaction rate.  The 
temperature boundary condition at the downstream edge, fx x= , of the gas phase is 
 ( ) ( )0f fT x T=  (2.30) 








x = xi x = xf x = xs = 0 
 
Figure 2.3  Model of a Burning Solid Propellant [4] 
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=  (2.31) 
and at the interface, ( )sx x= , the temperature boundary condition is 
 ( ) ( )0s sT x T=  (2.32) 
The energy balance at the interface is given by (2.23), assuming steady combustion 
the energy flow across the gas phase is 
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0
0 0
g f g f s
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⎛ ⎞∂ ⎡ ⎤= − −⎜ ⎟⎜ ⎟ ⎣ ⎦∂⎝ ⎠
 (2.33) 
Alternatively, integrating (2.29) across the combustion zone, and applying boundary 
conditions (2.30) - (2.32) leads to 
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= − −⎜ ⎟⎜ ⎟∂⎝ ⎠
∫  (2.34) 
With the knowledge that fQ  is constant, the reaction rate is found by comparing 





= ∫  (2.35) 
To attempt to solve (2.29) it is convenient to transform x  to the dimensionless 







=  (2.36) 
Substituting the transformation into (2.29) gives 









− = Χ  (2.37) 







Χ =  (2.38) 
and 
 gw ρ ε=  (2.39) 
 The previous steps can only be arrived at if Χ  is assumed to be independent 
of ζ , which defines the condition of uniform combustion.  Integration of (2.37) 
evaluated over the combustion zone, iζ  at the leading edge of the combustion zone 






= Χ⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎝ ⎠ ⎝ ⎠
 (2.40) 
Evaluating (2.40), at the leading edge of the combustion phase the dimensionless iζ  






= Χ⎜ ⎟∂⎝ ⎠
 (2.41) 








∂⎛ ⎞ =⎜ ⎟∂⎝ ⎠
 (2.42) 
The steady form of equation (2.42) 
 










=⎜ ⎟⎜ ⎟∂⎝ ⎠
 (2.43) 
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The fluctuation of heat transfer at the surface is given by the unsteady form of (2.42) 
 
( ) ( ) ( )
( )





QT w w m




⎛ ⎞ ⎛ ⎞∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎝ ⎠ ⎝ ⎠
 (2.44) 
 To continue it is necessary to specify an explicit form for w , the reaction rate per 
unit volume, as a function of the flow variables.  To do so, equate (2.23) and (2.43), 
and the quasi-steady behavior allows the average values of temperature to be replaced 
by instantaneous values.  For this specific special case of steady uniform combustion, 




g s p c s
g f
c m
w c T c T L
Qλ
= − +  (2.45) 
Assuming that the right-hand side is a function of pressure only, it is convenient to 
introduce the pyrolysis law nm ap= .  Where a  and n  are the burning rate coefficient 








i t i tpm m m e an e
p
ω ω= + = +  (2.46) 
Collecting the terms to the appropriate order, unsteady, 
 






=  (2.47) 
Expanding at leading order (2.45) becomes 
 ( ) ( ) ( )
2
0 0 1
g s p c
g
c T c Tw mH
mw c
− ⎛ ⎞= + ⎜ ⎟Χ ⎝ ⎠
 (2.48) 
where 
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Χ =  (2.50) 
The fluctuation of the reaction rate is then 
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Substituting (2.47) into (2.51) the fluctuation of the reaction rate is then 
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With all three phases defined, matching of the solid phase to the interface and 
interface to the gas phase can commence. 
Construction of the Linear Response Function 
 In formulating the response function it is necessary to account for the conversion 
of a solid to a gas.  Proceed by utilizing the commonly used Arrhenius law, which 
gives the total surface mass flux 
 ( )exp /s sm B E T= − ℜ  (2.53) 
the perturbed form of (2.53), to first order is 
 








=  (2.54) 
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where the dimensionless activation energy is ( )0s sE E T= ℜ .  Substitute the Arrhenius 
law (2.54) into (2.28) defining the interfacial conditions for energy and mass transfer: 
 ( )
( ) ( )
( ) ( )
( )01 1
0 0 0
1 1 1g g c s
pp s s s ps
c T ELT E m
x E c mmc T T T c
λ
+
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Α = −⎜ ⎟⎜ ⎟
⎝ ⎠
 (2.57) 
Substituting (2.56) and (2.57) into (2.55), yields 
 ( )





x E c mmc T
λ
+
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= Λ + + − +⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂ Λ⎝ ⎠ ⎝ ⎠
 (2.58) 
Substitute the reaction rate (2.52) into the expression (2.44) for the heat loss from the 
gas phase to the interface: 
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 (2.59) 
 Equate the findings from (2.58) and (2.59), and use the Arrhenius law (2.54) 
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Α⎛ ⎞Λ + +⎜ ⎟Λ⎝ ⎠
 (2.62) 










define 1C  with 
 1C = Β  (2.64) 
Substituting this into (2.63), it follows that 
 ( )2 1C = Β− + Α  (2.65) 


















Α′ ⎛ ⎞Λ + +Β− + Α⎜ ⎟Λ⎝ ⎠
 (2.66) 
Equation (2.66) is the first order pressure coupled response function, as found by 
Culick [4].  To be incorporated into a combustion instability calculation, the response 
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function must be put into the from of the admittance function, achieved by using (1.5) 
and substituting (2.66) 
 ( )
( )







= − = −
Α⎛ ⎞Λ + +Β− + Α⎜ ⎟Λ⎝ ⎠
 (2.67) 
Results and Discussion 
 With the response and admittance functions defined by equations (2.66) and 
(2.67), figures can be generated by using values suggested by Culick [8].  Figure 2.4 
successfully reproduces the low frequency result for the response obtained by Culick 
[4], and Figure 2.5 demonstrates the low frequency admittance.  The result shown in 
Figure 2.6 demonstrates a strong correlation of the admittance function to 
experimental data found by Perry [12], reinforcing that the QSHOD model does 
capture the low frequency behavior.  The Perry data [12] used in Figure 2.6 was 
recorded using the standardized growth and decay technique [9] for the experiment. 
 The quasi-steady theory is marred by limitations due to the simplifications and 
assumptions made.  The first is the exclusion of the unsteady gas phase which 
excludes the high frequency response.  The lack in physical meaning of the similarity 
variables Α  and Β  restricts the model to curve fitting tool for low frequency data.  
 Although the QSHOD model is limited, it does give insight into the solid 
phase contribution to the response function.  The investigation conducted in Chapter 
III will build on the process used here to gain further understanding into the effects of 
the second-order wave amplitude. 

















Figure 2.4 Response Function: 0.3n = , 6.0Α = , 3.3Β =















Figure 2.5 Admittance Function: 0.3n = , 6.0Α = , 3.3Β = , 1.18γ =  
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Figure 2.6 Perry’s T-17 Data Fit by the QSHOD Model: 0.82n = , 2.3Α = , 1.38Β = , 1.18γ =  
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CHAPTER III 
QSHOD MODEL INCORPORATING NONLINEARITY 
Problem Definition 
 The following is an extension of the analysis carried out in Chapter II, to 
encompass the effects of nonlinearity on the response function by expanding to the 
perturbation series to second-order in the wave amplitude.  The remarks and analysis 
in this chapter are again based on the model described in the recent book [4] and the 
1968 review paper [5] by Culick.  Again, for completeness and reproducibility, the 
model is derived in full detail, including the analysis carried out in Chapter II. 
Analysis 
Solid Phase 
 The energy equation for the temperature in the solid phase is assumed to have 
uniform and constant properties, 
  
2
2p p p p d
T T Tmc c Q
x x t
λ ρ∂ ∂ ∂− − =
∂ ∂ ∂
 (3.1) 
where ( )  indicates the time-averaged value, the subscript p  denotes the solid phase, 
pm rρ=  is the average mass flux in the reference system as defined in Figure 2.1, 
and dQ  is the rate at which energy is released per unit volume due to decomposition 
of the solid, for simplicity dQ = 0 .  The result of relaxing the dQ = 0  assumption has 
been carried out by Culick [4], but is left out here since it does not add to the 
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=  (3.2) 














 To seek solutions it is necessary to expand ( ) ( ) ( )0 1 2 2i t i tT T T e T eω ω= + + .  It is 
important to note at this juncture that the steady component of the nonlinear 
correction has been excluded due to the assumption that the mean values are constant 
and the pressure is only being expanded to encompass the measurable physical 
pressure term ( ) ( )1 0p p .  The pressure is only carried to order ε  as we are seeking the 
nonlinear, 2ε  effects on the burning process due to the measurable fluctuating 
pressure (ensures that the model is defined by physical parameters).  This becomes 
clear if the analysis is carried out with inclusion of the steady nonlinear terms, the 
solution to the steady nonlinear part of the response function will return a zero value.  
Proceeding to collect the steady terms from the expanded (3.3) returns, 
 





− =  (3.4) 
Integrating (3.4), and applying the boundary conditions ( ) ( ) ( )0 00 sT T=  and 
( ) ( ) ( )0 0cT T−∞ = , gives the following formula for the normalized mean temperature 
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 ( ) ( ) ( ) ( ) ( )( )0 0 0 0 exp pc s c
p
mc
T x T T T x
λ
⎛ ⎞
= + − ⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.5) 
where values at the interface are identified by subscript s  and values deep within the 
cold propellant are defined by subscript c .  Collecting the unsteady terms from the 
expansion of (3.3) presents 
 







d T dT i T




− − =  (3.6) 
easily solved, (3.6) is a Sturm-Liouville boundary value problem that leads to the 
equation for ( )1T  
 ( ) ( ) ( )1 , exp expp
p
mc
T x t x i tτ ω
λ
⎛ ⎞
′= Λ⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.7) 
where the eigenvalue Λ  must satisfy 
 ( )1 iΛ Λ − = Ω  (3.8) 





ωΩ =  (3.9) 
In order to insure that ( ) ( )1 0T −∞ → , the positive real part of (3.8) must be used.  











 21 1 1 16
8 8i
Λ = − + + Ω  (3.11) 
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The solution is split into real and imaginary parts because only the real part is in 
phase with the pressure.  Define τ ′  from (3.7); as the fluctuation of temperature at the 
interface ( )0x = , this is due to the choice of datum.  Gathering the nonlinear terms 
from the expanded (3.3) yields the following differential equation 
 







d T dT i T




− − =  (3.12) 
 
solving (3.12) leads to the following equation for ( )2T  
 ( ) ( ) ( )2 ˆ, exp exp 2p
p
mc
T x t x i tτ ω
λ
⎛ ⎞
= Ψ⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.13) 
where the eigenvalue Ψ  satisfies 
 ( )1 2iΨ Ψ − = Ω  (3.14) 
In order to satisfy the condition ( ) ( )2 0T −∞ → , only the positive real part of (3.14) 












 21 1 1 64
8 8i
Ψ = − + + Ω  (3.16) 
 Again due to the choice of datum, τ̂  in (3.13) is the nonlinear fluctuation of 
temperature at the average position of the interface.  Attempting to match the 
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conditions at the interface requires knowledge of the values and derivatives of the 
temperature at the interface itself, referenced to position sx  and velocity sx .  Values 
at the interface are calculated by utilizing Taylor series expansions about ( )0x = , and 
on the solid side of the interface ( )sx x= : 
 
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( )
( )




















dTT x T x
dx
dTT x T x
dx









= + ⎜ ⎟⎜ ⎟
⎝ ⎠
⎛ ⎞
= + ⎜ ⎟⎜ ⎟
⎝ ⎠
⎛ ⎞





( ) ( ) ( )
( ) ( ) ( )
















dT dT d Tx
dx dx dx
T T d Tx
x x dx





⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂
= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂
= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (3.18) 
The results for the gas phase side of the interface cannot be completed until the 
interfacial region is analyzed. 
Interfacial Region 
 The analysis at the interface is governed by three conservation laws: 
conservation of mass, energy, and the law for conversion of solid to gas 
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( ) ( )( )p p s g g sv x v xρ ρ− = − .  Noting that p pv mρ = , g gv mρ =  and where 











= − −⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.19) 
The mean gas density gρ  near the surface is much smaller than the density of the 
condensed phase pρ , which yields / 1g pρ ρ  allowing the term to be dropped. 
 ( ) ( ) ( ) ( )( )1 2exp exp 2p sx m i t m i tρ ω ω≈ − +  (3.20) 
Isolating the regression rate sx  in (3.20) and integrating to find sx  
 ( ) ( ) ( ) ( )( )1 21 exp exp 2s
p
x m i t m i t dtω ω
ρ
= − +∫  (3.21) 
Using (3.21) to find sx  to the appropriate orders: 
the first order approximation 
 ( ) ( ) ( )1 11 exps
p




= −  (3.22) 
and the second order approximation 
 ( ) ( ) ( )2 21 exp 2
2s p




= −  (3.23) 
The conditions associated with the total mass and energy transfer in the upstream and 
downstream sides of the interface are found by summing the terms associated with 
the mass flux and energy transfer from Figure 2.1.  More specifically, 
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( )( )
( )( )                   
p p p s p s s g
s
g g g s g s g
s
T v x c T L Q
x






∂⎛ ⎞− + − + +⎜ ⎟∂⎝ ⎠
∂⎛ ⎞= − + − +⎜ ⎟∂⎝ ⎠
 (3.24) 
From mass balance we know that ( ) ( )p p s g g sv x v xρ ρ− = −  so, 
 ( )( )g p p p s g s p s s
s s




∂ ∂⎛ ⎞ ⎛ ⎞= + − − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (3.25) 
again noting that p pm vρ=  and using (3.20), 
 ( )g p g s p s s
s s




∂ ∂⎛ ⎞ ⎛ ⎞= + − +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (3.26) 
The heat flux ( )/g sT xλ +∂ ∂  heat flow from the interface to the gas phase and the heat 
flux ( )/p sT xλ −∂ ∂  is the heat flow from the interface to the solid phase (note that 
(3.26) has not yet been split into mean and fluctuating parts).  For steady combustion, 
the energy balance (3.26), 
 
( ) ( )
( ) ( )( )
0 0
0 0
g p g s p s s
s s




⎛ ⎞ ⎛ ⎞∂ ∂
= + − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (3.27) 
A solution for ( )/p sT xλ −∂ ∂  can be found by differentiating (3.5) and assuming the 
gas is ideal, 
 
( )
( ) ( )( )
0
0 0
p p s c
s





= −⎜ ⎟⎜ ⎟∂⎝ ⎠
 (3.28) 
Substituting this finding into (3.27) yields 
 
( )
( ) ( )( )
0
0 0
g g s p c s
s





= − +⎜ ⎟⎜ ⎟∂⎝ ⎠
 (3.29) 
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The linear unsteady part of (3.26), and again assuming the gas is ideal, is 
 
( ) ( )
( ) ( ) ( )
1 1
1 1
g p s g p s
s s




⎛ ⎞ ⎛ ⎞∂ ∂
= + + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (3.30) 
assuming the gas is ideal, the nonlinear part of (3.26) is 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
2 1 12 2
2
s g p s
g p
s s g p s
m L m c c TT T
x x m c c T
λ λ
+ −
⎡ ⎤+ −⎛ ⎞ ⎛ ⎞∂ ∂ ⎢ ⎥= +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ⎢ ⎥+ −⎝ ⎠ ⎝ ⎠ ⎣ ⎦
 (3.31) 
Combining (3.5), (3.7) and the proper parts of (3.17) gives the formula for the heat 
transfer into the condensed phase from the interface: 
 
( )
( ) ( ) ( )( ) ( )
1
1 0 0 1p
p p s s c
p ps






= Λ − −⎢ ⎥⎜ ⎟⎜ ⎟∂ ⎢ ⎥⎝ ⎠ ⎣ ⎦
 (3.32) 
With the knowledge that ( ) 21 /p p pi m cλ ρ ωΛ Λ − = , carrying out a perturbation 










Λ Λ − Λ
 (3.33) 
The previous step is cause for concern, due to the limitation Λ  must be small to allow 
for this simplification.  The concern is due to the inherent dependence of Λ  on Ω , by 
limiting Λ  to be small, Ω  must also be small.  Proceed by substituting the result in 
(3.33) into (3.32) yields 
 
( )
( ) ( ) ( )( )
( )1 1
1 0 01
p p s s c
s




⎛ ⎞ ⎡ ⎤∂
= Λ + −⎜ ⎟ ⎢ ⎥⎜ ⎟∂ Λ⎣ ⎦⎝ ⎠
 (3.34) 
In this result, the approximation in (3.20) has been used.  Substitution of (3.34) in 
(3.30) leads to the condition to be set on the unsteady heat transfer at the downstream 
side of the interface: 
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( )
( ) ( ) ( )( )
( )1 1
1 0 011g g ss s c
p p ps
c LT mT T T
mc x c c m
λ
+
⎛ ⎞ ⎡ ⎤⎛ ⎞∂
= Λ + − + − +⎜ ⎟ ⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟∂ Λ⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎣ ⎦
 (3.35) 
The nonlinear correction from (3.25), and again assuming the gas is ideal, is 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
2 1 12 2
2
s g p s
g p
s s g p s
m L m c c TT T
x x m c c T
λ λ
+ −
⎡ ⎤+ −⎛ ⎞ ⎛ ⎞∂ ∂ ⎢ ⎥= +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ⎢ ⎥+ −⎝ ⎠ ⎝ ⎠ ⎣ ⎦
 (3.36) 
Combination of (3.5), (3.13) and the appropriate parts of (3.17) constructs the 
equation for the heat transfer into the condensed phase from the interface: 
 
( )





p p s s c
p ps






= Ψ + −⎢ ⎥⎜ ⎟⎜ ⎟∂ ⎢ ⎥⎝ ⎠ ⎣ ⎦
 (3.37) 
With the knowledge that ( ) 21 2 /p p pi m cλ ρ ωΨ Ψ − = , using a perturbation expansion 










Ψ Ψ − Ψ
 (3.38) 
With the same reservations as the result in (3.33), the result in (3.38) again limits the 
range of valid frequencies Ω .  Substituting the result into (3.37), 
 
( )
( ) ( ) ( )( )
( )2 2
2 0 01
p p s s c
s




⎛ ⎞ ⎡ ⎤∂
= Ψ + −⎜ ⎟ ⎢ ⎥⎜ ⎟∂ Ψ⎣ ⎦⎝ ⎠
 (3.39) 
In this result, the approximation in (3.20) has been used.  Substitution of (3.39) in 
(3.31) leads to the boundary condition to be set on the nonlinear heat transfer at the 
downstream side of the interface: 
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( )
( ) ( )
( )





1 1g gs s
p pg
p s s c s
p
c c mT T
c c mT




⎧ ⎫⎛ ⎞ ⎛ ⎞
Ψ + − + −⎪ ⎪⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎛ ⎞ ⎪ ⎪∂ ⎝ ⎠ ⎝ ⎠=⎜ ⎟ ⎨ ⎬⎜ ⎟∂ ⎡ ⎤−⎝ ⎠ ⎪ ⎪+ +⎢ ⎥⎪ ⎪Ψ⎢ ⎥⎣ ⎦⎩ ⎭
 (3.40) 
Gas Phase 
 To proceed, it is necessary to follow the analysis of a simplified model for 
steady burning, given by Culick [5].  The model is simplified by the assumption of 
constant thermal properties and uniform combustion throughout the gas phase.  Two 
limits that are contained in this model are an infinitesimally thin flame sheet and 
uniform combustion beginning at the interface.  Figure 2.3 is a sketch of the model 
where sx , ix  and fx  indicate the position of the solid surface, the leading edge of the 
combustion zone and the downstream edge of the gas phase, respectively. 
 The equation defining the gas phase is 
 g g g f
dT d dTmc Q
dx dx dx
λ ρ ε⎛ ⎞− =⎜ ⎟
⎝ ⎠
 (3.41) 
where the subscript g  denotes values for the gas phase, the constant fQ  is the energy  
release per unit mass of the reactant mixture and ε  is the reaction rate.  The 
temperature boundary condition at the downstream edge, fx x= , of the gas phase is 
 ( ) ( )0f fT x T=  (3.42) 
where the constant ( )0fT  is the adiabatic flame temperature.  The derivative condition 
at the downstream edge, fx x= , is 






=  (3.43) 
and at the interface, ( )sx x= , the temperature boundary condition is 
 ( ) ( )0s sT x T=  (3.44) 
The energy balance at the interface is given by (3.29), assuming steady combustion 
the energy flow across the gas phase is 
 
( )
( ) ( )( )
0
0 0
g f g f s
s




⎛ ⎞∂ ⎡ ⎤= − −⎜ ⎟⎜ ⎟ ⎣ ⎦∂⎝ ⎠
 (3.45) 
Alternatively, integrating (3.41) across the combustion zone, and applying boundary 
conditions (3.42) - (3.44) leads to 
 
( )
( ) ( ) ( )( )
0
0 0
0g g f g f s
s






= − −⎜ ⎟⎜ ⎟∂⎝ ⎠
∫  (3.46) 
With the knowledge that fQ  is constant, the reaction rate is found by comparing 





= ∫  (3.47) 
To attempt to solve (3.41) it is convenient to transform x  to the dimensionless 







=  (3.48) 









− = Χ  (3.49) 
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Χ =  (3.50) 
and 
 gw ρ ε=  (3.51) 
 The previous steps can only be arrived at if Χ  is assumed to be independent 
of ζ , which defines the condition of uniform combustion.  Integration of (3.49) 
evaluated over the combustion zone, iζ  at the leading edge of the combustion zone 






= Χ⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎝ ⎠ ⎝ ⎠
 (3.52) 
Evaluating (3.52), at the leading edge of the combustion phase the dimensionless iζ  






= Χ⎜ ⎟∂⎝ ⎠
 (3.53) 








∂⎛ ⎞ =⎜ ⎟∂⎝ ⎠
 (3.54) 
The steady form of equation (3.54) 
 










=⎜ ⎟⎜ ⎟∂⎝ ⎠
 (3.55) 
The fluctuation of heat transfer at the surface is given by the unsteady form of (3.54) 
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( ) ( ) ( )
( )





QT w w m




⎛ ⎞ ⎛ ⎞∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎝ ⎠ ⎝ ⎠
 (3.56) 
The nonlinear portion of equation (3.54) 
 
( ) ( ) ( )
( )
( ) ( )
( )





QT w w m w m m




⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ⎢ ⎥= − − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (3.57) 
 To continue it is necessary to specify an explicit form for w , the reaction rate 
per unit volume, as a function of the flow variables.  To do so, equate (3.29) and 
(3.55), and the quasi-steady behavior allows the average values of temperature to be 
replaced by instantaneous values.  For this specific special case of steady uniform 




g s p c s
g f
c m
w c T c T L
Qλ
= − +  (3.58) 
Assuming that the right-hand side is a function of pressure only, it is convenient to 
introduce the pyrolysis law nm ap= .  Where a  and n  are the burning rate coefficient 
and the burning rate exponent respectively.  Expanding the pyrolysis law 
appropriately 
 ( ) ( )
( )
( )
( ) ( )
( )
21 1





i t i t i t i tn np pm m m e m e an e a e
p p
ω ω ω ω⎛ ⎞−= + + = + + ⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.59) 
Collecting the terms to the appropriate order, unsteady, 
 






=  (3.60) 
and nonlinear 
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= ⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.61) 
Expanding at leading order (3.58) becomes 
 ( ) ( ) ( )
2
0 0 1
g s p c
g
c T c Tw mH
mw c




g s p c
LH














Χ =  (3.64) 
The fluctuation of the reaction rate is then 
 
( )
( ) ( ) ( )
( )1 1
0 02 1
g s p c
g






and the fluctuation of the reaction rate is then 
 
( )
( ) ( ) ( )
( ) ( ) 22 2 1
0 0 1 2
g s p c
g
c T c Tw m mH
m mw c
⎡ ⎤⎛ ⎞−
⎢ ⎥= + + ⎜ ⎟⎜ ⎟Χ ⎢ ⎥⎝ ⎠⎣ ⎦
 (3.66) 
Substituting (3.60) into (3.65) the fluctuation of the reaction rate is then 
 
( )




0 0 02 1
g s p c
g






Similarly, substituting (3.61) into (3.66) the nonlinear fluctuation of the reaction rate 
is then 
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( )
( ) ( ) ( ) ( )
( )
( )
( )2 22 1 1
0 0 01 1
g s p c
g
c T c Tw p mH an n
mw c p
⎡ ⎤⎛ ⎞ ⎛ ⎞−
⎢ ⎥= + − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟Χ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (3.68) 
With all three phases defined, matching of the solid phase to the interface and 
interface to the gas phase can commence. 
Construction of the Linear Response Function 
 In formulating the response function, it is necessary to account for the 
conversion of a solid to a gas.  Proceed by utilizing the commonly used Arrhenius 
law, which gives the total surface mass flux 
 ( )exp /s sm B E T= − ℜ  (3.69) 
the perturbed form of (3.69), to first order is 
 








=  (3.70) 
where the dimensionless activation energy is ( )0s sE E T= ℜ .  Perturbing (3.69) to 
second order 
 










⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥= + − ⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (3.71) 
Substitute the Arrhenius law (3.70) into (3.35) defining the interfacial conditions for 
energy and mass transfer: 
 ( )
( ) ( )
( ) ( )
( )01 1
0 0 0
1 1 1g g c s
pp s s s ps
c T ELT E m
x E c mmc T T T c
λ
+
⎡ ⎤⎛ ⎞⎛ ⎞∂
= Λ + − + − +⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂ Λ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (3.72) 
letting 


















Α = −⎜ ⎟⎜ ⎟
⎝ ⎠
 (3.74) 
Substituting (3.73) and (3.74) into (3.72), yields 
 ( )





x E c mmc T
λ
+
⎛ ⎞⎛ ⎞∂ Α
= Λ + + − +⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂ Λ⎝ ⎠ ⎝ ⎠
 (3.75) 
Substitute the reaction rate (3.67) into the expression (3.56) for the heat loss from the 
gas phase to the interface: 
 ( )
( ) ( )





( )01 1 0 1
0 0 0 0
1 2 1 1p cg
gg s s ss
c TT p man H
x c mmc T T p T
λ
+
⎛ ⎞⎛ ⎞∂ Χ
= − + −⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎝ ⎠ ⎝ ⎠
 (3.76) 
 Equate the findings from (3.75) and (3.76), and use the Arrhenius law (3.70) 




























− +⎜ ⎟⎜ ⎟
⎝ ⎠= =
Α Χ
Λ + + − + +
Λ
 (3.77) 















Α⎛ ⎞Λ + +⎜ ⎟Λ⎝ ⎠
 (3.78) 
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Α⎛ ⎞Λ + +⎜ ⎟Λ⎝ ⎠
 (3.79) 










define 1C  with 
 1C = Β  (3.81) 
Substituting this into (3.80), it follows that 
 ( )2 1C = Β− + Α  (3.82) 


















Α′ ⎛ ⎞Λ + +Β− + Α⎜ ⎟Λ⎝ ⎠
 (3.83) 
Equation (3.83) is the first order pressure coupled response function, as found by 
Culick [4]. 
Construction of the Nonlinear Response Function 
Similar to the formulation of the linear response function, the nonlinear 
response function is found by substituting the nonlinear portion of the Arrhenius 
law(3.71) into (3.40), and also recalling (3.70), (3.73), (3.74), 













p s s g
p
c c m
E c c mT




⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞⎛ ⎞⎪ ⎪− Ψ + − + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎪ ⎪⎝ ⎠⎛ ⎞ ⎢ ⎥ ⎝ ⎠∂ ⎝ ⎠⎪ ⎪⎣ ⎦=⎜ ⎟ ⎨ ⎬⎜ ⎟∂ ⎡ ⎤⎛ ⎞⎝ ⎠ ⎪ ⎪
+ Ψ + + − +⎢ ⎥⎜ ⎟⎪ ⎪⎜ ⎟Ψ⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (3.84) 
and using the first order (unsteady) result, namely 
 








=  (3.85) 

















p s s g
p
c c p R
E c c pT




⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞⎛ ⎞⎪ ⎪− Ψ + − + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎪ ⎪⎝ ⎠⎛ ⎞ ⎢ ⎥ ⎝ ⎠∂ ⎝ ⎠⎪ ⎪⎣ ⎦=⎜ ⎟ ⎨ ⎬⎜ ⎟∂ ⎡ ⎤⎛ ⎞⎝ ⎠ ⎪ ⎪
+ Ψ + + − +⎢ ⎥⎜ ⎟⎪ ⎪⎜ ⎟Ψ⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (3.86) 
Substitution the reaction rate (3.68) into the expression (3.57), and again using (3.85), 



























g s p c
b
s g s
c T p man n H
mc T p TT
mc x c T pH R
T c T p
λ
+
⎧ ⎫⎛ ⎞ ⎛ ⎞ Χ⎪ ⎪− − + −⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎪ ⎪⎛ ⎞ ⎝ ⎠∂ ⎝ ⎠⎪ ⎪=⎜ ⎟ ⎨ ⎬⎜ ⎟∂ ⎡ ⎤⎛ ⎞ ⎛ ⎞⎝ ⎠ ⎪ ⎪Χ
⎢ ⎥− − +⎜ ⎟ ⎜ ⎟⎪ ⎪⎜ ⎟⎜ ⎟⎢ ⎥ ⎝ ⎠⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (3.87) 
 Equate (3.86) and (3.87), leaving an equation which can be rearranged to give 
the nonlinear part of the pressure coupled response function, 
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Α Χ
Ψ + + − + +
Ψ
 (3.88) 























Constants 1C  and 2C  are known from previous order calculations, substituting these 























− ⎡ ⎤⎛ ⎞+ − Ψ +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦= =
ΑΨ + +Β− + Α
Ψ
 (3.90) 
Utilizing the nonlinear pyrolysis law (3.61), (3.90) can be simplified and written as: 
 












− ⎡ ⎤⎛ ⎞+ − Ψ +⎜ ⎟⎢ ⎥ −⎝ ⎠⎣ ⎦ =
Α
Ψ + +Β− + Α
Ψ
 (3.91) 
where Ψ  can be defined in the limit of zero frequency, 0Ω = , giving the condition 
 



























= −  (3.93) 
substitute this finding back into (3.90), yielding the nonlinear correction to the 























− ⎛ ⎞+ − Ψ −⎜ ⎟
⎝ ⎠= =
Α
Ψ + +Β− + Α
Ψ
 (3.94) 
 Combining results (3.83) and (3.94) yields the total solution for the pressure 
coupled response function, 
 

























− ⎛ ⎞+ − Ψ −⎜ ⎟Β ⎝ ⎠= +
Α Α
Λ + +Β− −Α Ψ + +Β− −Α
Λ Ψ
 (3.96) 
To be incorporated into a combustion instability calculation the response function 
must be put into the from of the admittance function, this is achieved by using (1.5)  
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− ⎛ ⎞+ − Ψ −⎜ ⎟Β ⎝ ⎠= + −
Α Α
Λ + +Β− −Α Ψ + +Β− −Α
Λ Ψ
 (3.97) 
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Results and Discussion 
 With the response and admittance function, defined figures can be generated 
by using values suggested by Culick [8].  With ε  set to zero, Figure 3.1 successfully 
reproduces the low frequency result for the response obtained by Culick [4], which 
should be expected.  The nonlinear corrections lead to significant increase in 
amplitude and a frequency shift of the primary low frequency response peak, as 
observed in Figure 3.1.  It is important to note that this result shows that the waves 
receive enhanced energy flux as amplitude increases.  Figure 3.2 demonstrates the 
low frequency admittance, also showing the effects of nonlinearity. 
 The result shown in Figure 3.3 demonstrates a strong correlation of the 
admittance function to experimental data found by Perry [12].  The inclusion of the 
nonlinear correction further reinforces that the QSHOD model does capture the low 
frequency behavior.  The Perry data [12] used in Figure 3.3 was recorded using the 
standardized growth and decay technique [9] for the experiment. 
 The nonlinear quasi-steady theory is marred by the same limitations as the 
linear theory, as it is an extension of the linear model.  Although the nonlinear 
QSHOD model is limited, the model does give insight into the solid phase 
contribution to the nonlinear response function and the treatment of the boundary 
conditions, thus making it important to understand the analysis.  The limitations 
discussed here drive the need for a more complete model, one that includes unsteady 
gas phase behavior and unsteady conduction heat transfer in the solid. 
















Rbr (ε = 0)
Rbi (ε = 0)
Rbr (ε = .1)
Rbr (ε = .25)
 
Figure 3.1 Response Function: 0.3n = , 6.0Α = , 3.3Β = , 9sE =














Abr (ε = 0)
Abr (ε = .1)
Abr (ε = .25)
 
Figure 3.2 Admittance Function: 0.3n = , 6.0Α = , 3.3Β = , 1.18γ = , 9sE =  
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Figure 3.3 Perry’s T-17 Data Fit by the QSHOD Model : 0.82n = , 2.3Α = , 1.38Β = , 9sE = , 1.18γ =  
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CHAPTER IV 
LINEAR T’IEN MODEL 
Problem Definition 
 Making use of the less well known approach as laid out by T’ien will remove 
several limitations of the QSHOD model.  Doing so will fill in some of the limiting 
assumptions by including the unsteady gas phase behavior and unsteady conduction 
heat transfer in the solid while retaining the one dimensional, homogeneous constant 
material properties assumption.  The Galilean coordinate system used in the QSHOD 
models is retained. 
 The following analysis and remarks are based on a paper by T’ien [1].  
Throughout the reference material the steps necessary to derive the model are not 
readily found or necessarily clear, for clarity, the model is described here in full detail 
including intermediate steps. 
 It can be noted from the review by Culick [5]; that most of the previous 
investigations of unsteady burning of a solid propellant have been based on the quasi-
steady approach, yielding a result with several limiting outcomes.  The exceptions are 
the paper by T’ien [1] and the paper by Calvin and Lazmi [11], whose models the gas 
phase to respond to the pressure oscillations, introducing a coupling effect.  The 
importance of including this effect becomes apparent at higher frequencies. 
 To study the higher frequency range not captured by the quasi-steady model, 
both the solid and gas phases are treated in an unsteady manner.  The governing 
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equations are linearized for small amplitude oscillations, and then the resulting 
perturbed systems of equations are solved by numerical integration. 
Analysis 
Gas Phase 
 The flame in the gas phase is assumed to be premixed, laminar, one-
dimensional, and to proceed with a one-step forward chemical reaction.  The specific 
heats, molecular weights, and coefficient of heat conduction are taken to be constant, 
and the Lewis number equal to unity [1].  Applying these assumptions, the 
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1
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t x x t
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=
∂ ∂ ∂ ∂
+ − − = −
∂ ∂ ∂ ∂ ∑  (4.2) 
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Y Y Yu w
t x C x
λρ ρ∂ ∂ ∂+ − =
∂ ∂ ∂
          1, 2,...,i N=  (4.3) 
 * * *p Tρ= ℜ  (4.4) 
where dimensional quantities are denoted by the superscript *.  For equations (4.1) - 
(4.4) the range of *x  is from 0 , fixed at the propellant surface, to ∞ . 
 For a one-step forward chemical reaction, the conversion of fuel and oxidizer 
into products is defined by, 
 [ ] [ ] [ ]' ' ''f o pv f v o v p+ →  (4.5) 
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where the subscripts f , o  and p , represent fuel oxidizer and products respectively.  








→∑ ∑  (4.6) 
where, iW  is the molecular weight.  The change in number of moles idn , of each 
species is given by: 
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∏  (4.11) 
To define the reaction rate for oxidizer and products 
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The right hand side of equation (4.2) becomes 





h w w q
=
− =∑  (4.13) 
where, the heat of combustion per unit mass of fuel consumed is 
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0
* i i i i
f f





′∑  (4.14) 
It is useful at this juncture to introduce the following dimensionless variables: 
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 p Tρ=  (4.19) 
where iv  is defined by: 
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 The mass fraction equations (4.18); for the fuel, the oxidizer, and the products, 





− =  (4.21) 
With the knowledge that both the fuel and the oxidizer are completely expended at 
the flame edge, the following mathematical statement can be made: 
 oo f o f
f
vY Y v Y
v
= = −  (4.22) 
This important step allows for the treatment of the fuel equation alone, allowing for 








+ − = −
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 (4.23) 
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oxidizer – fuel ratio (4.25) 
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and n  is the order of chemical reaction. 
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 Under the assumption of small amplitude oscillations, a perturbation analysis 
is appropriate.  The pressure wavelength in the combustor is always much larger than 
the flame thickness, so that the pressure can be assumed to be a function of time only.  
Expanding the pressure, temperature, velocity, species and burning rate in terms of 
the small parameter ε , yields, 
 ( ) 1 i tp t e ωε= +  (4.28) 
 ( ) ( ) ( ) ( )0 1 2, i tT x t T T e ωε ε= + +O  (4.29) 
 ( ) ( ) ( ) ( )0 1 2, i tu x t u u e ωε ε= + +O  (4.30) 
 ( ) ( ) ( ) ( )0 1 2, i tfY x t Y Y e ωε ε= + +O  (4.31) 
 ( ) ( ) ( ) ( )0 1 2, i tr x t r r e ωε ε= + +O  (4.32) 
The frequency ω  here can be referenced to the classical dimensionless frequency as 
shown in the QSHOD analysis by: 
 1δ βωΩ =  (4.33) 









To eliminate the density we now expand ( ),x tρ , and make use of the perfect gas 
law, 










i tp t T Tx t e
T x t T T T
ωρ ε ε
⎡ ⎤⎛ ⎞
= = + − −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (4.35) 
In addition, it is useful at this time to expand ( ) ( ) ( ), , ,m x t x t u x tρ=  
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= + + −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (4.36) 
Expanding the reaction rate (4.24) is algebraically intensive and is more manageable 
when broken into its components, 
 1n i tp ne ωε= +  (4.37) 
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⎝ ⎠
 (4.40) 











− ⎛ ⎞= +⎜ ⎟⎜ ⎟
⎝ ⎠
 (4.41) 
Recombining and collecting by increasing order, the steady reaction rate, 
 ( ) ( )( ) ( )( ) ( )00 0 0
E
n n
Tw Bj T Y e
δ −−
=  (4.42) 
unsteady reaction rate 








i tE T Yw w n n e
T T Y
ωδ
⎡ ⎤⎛ ⎞⎛ ⎞= − + + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 (4.43) 
Expanding the governing equations (4.16), (4.17) and (4.23), collecting terms of 
leading order (steady-state) 
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t x x
ρ ρ∂ ∂ ∂+ − = −
∂ ∂ ∂
 (4.46) 
Making use of (4.35) and (4.36) to eliminate the density terms 








ρ= = =  (4.47) 
 























It is important at this juncture to note that from (4.47), ( ) ( )0 0u T= , and that equations 
(4.48) and (4.49) can be made similar by 
 ( ) ( )( )0 01 1Y Tq= −  (4.50) 
Substituting (4.50) into (4.42) returns an equation for the steady reaction rate: 
 ( ) ( )( ) ( )( ) ( )00 0 01n n E TnBjw T T eq
δ −
−= −  (4.51) 
In doing so the steady-state problem, is reduced to the solution of a single equation, 
equation (4.48), where ( )0w  is defined by (4.51). 
 The focus is now turned to the unsteady component of the problem.  Eliminating 
density by using the proper components of (4.35), and also recalling that ( ) ( )0 0u T= , 
the unsteady perturbed governing equations can be written as: 
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⎧ ⎫⎛ ⎞∂ ∂
+ + − +⎪ ⎪⎜ ⎟⎜ ⎟∂ ∂∂ ⎪ ⎪⎝ ⎠= ⎨ ⎬∂ ⎡ ⎤⎪ ⎪⎛ ⎞+ + + − +⎢ ⎥⎜ ⎟⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (4.54) 
Equations (4.52) - (4.54) constitute a fifth order system, that will be solved by 
numerical integration. 
Boundary Conditions 
 To solve the systems of equations, it is necessary to specify the appropriate 
number of boundary conditions.  There are two boundary conditions at the flame 
edge, x →∞ , the first is that the fuel must vanish, 
 ( ) ( ) ( ) ( )0 1 0Y Y∞ = ∞ =  (4.55) 
and the second is a condition for the temperature and is worthy of a detailed 
discussion. 
 The flame temperature, in general, oscillates, and a temperature wave is 
convected away from the flame.  When the period of oscillation is close to the gas 
thermal time, the temperature wave length is of the same order as the flame length.  
Deriving a suitable boundary condition depends on the flow condition in the 
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combustion zone.  For this one-dimensional problem, the product gas is convected 
away in the direction perpendicular to the flame front, it is reasonable to assume that 
the flow just outside the flame edge is isentropic.  Therefore, the entropy is 
conserved, 0DS Dt = , for each fluid particle convected away from the flame.  
Writing this expression in terms of temperature and pressure yields [1] 
 ( ) ( )
* *
* * * * * * * * *
* *





⎡ ⎤⎛ ⎞ ⎛ ⎞−
− − = − −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (4.56) 
where *X  is the distance measured from the flame edge into the combustion zone 
( * 0X =  coincides with *x = ∞ ).  Differentiation yields: 
 
( ) ( ) ( )* * * * *
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= −  (4.58) 
As *X  approaches zero and η  approaches *t , equation (4.57) yields 
 
( ) ( ) ( )* * * * * * * *
* * ** *
0, 0,1 1 1T X t T X t p t








Remembering that * 0X =  is equivalent to *x = ∞ , equation (4.59) is made 
dimensionless with the use of the variables in (4.15), 
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Perturbing (4.60) and collecting the appropriate orders, the steady-state solution 
yields two conditions that are equivalent for use in (4.48), namely 
 
( ) ( )0 0dT
dx
∞
=  (4.61) 
or 
 ( ) ( )0 1T ∞ =  (4.62) 
The oscillatory unsteady boundary condition from (4.60) is, 
 
( ) ( ) ( ) ( )
1





= − ∞ +
∂
 (4.63) 
Equation (4.63) is  the oscillatory temperature boundary condition at the flame edge, 
and is valid for high frequency oscillations. 
 Three boundary conditions remain, and all are located at the solid surface 0x = .  
The first condition comes from the fact that the mass flux fraction of the fuel and 
oxidizer are fixed by the composition of the propellants.  The fuel mass flux fraction 
is expressed by 









Evaluating (4.64) at 0x = , surrenders 
 ( )0f fsε ε=  (4.65) 
and 
 ( )1 0fε =  (4.66) 
To seek out the boundary conditions, perturb (4.64), and utilize (4.65) and (4.66).  
Which yields, for the steady part 
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the unsteady part 
 ( ) ( )




( )1 1 1 0
1 1
0 00 1f




= = − + + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
 (4.68) 
 To proceed with finding the other two boundary conditions, it is necessary to 
consider the heat transfer process in the solid phase and the law governing the mass 
conversion of a solid to a gas at 0x = . 
Solid Phase 
 The solid propellant is assumed to be homogeneous throughout and to not 
have an associated condensed-phase chemical reaction.  The dimensionless heat 
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=  (4.71) 






=  (4.72) 
The boundary condition at the gas-surface interface 0x =  is 





















=  (4.75) 
and at x = −∞ , 
 ( )−∞ = cT T  (4.76) 
To account for the conversion of a solid to a gas, the solid propellant is assumed to 
decompose according to Arrhenius Law.  In dimensionless form, 
 exp sEr
T






















=  (4.79) 
unsteady 










=  (4.80) 
Seeking the steady state temperature distribution, return to the heat transfer equation 
and perturb (4.69), which yields, 
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δ ∂ ∂− =
∂ ∂
 (4.81) 
Solving (4.81) and using the boundary condition ( ) ( ) ( )0 00 sT T= , 
 ( ) ( ) ( ) ( )( ) 10 0 0 0 δ
⎛ ⎞
⎜ ⎟
⎝ ⎠= + −
x
c s cT T T T e  (4.82) 
This result is used to calculate the temperature gradient in the gas phase, by 
substituting (4.82) into (4.73): 
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dT T T L
dx
 (4.83) 
Seeking the unsteady temperature distribution, collect the appropriate terms from the 
perturbed (4.69), 
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= −s cT T  (4.85) 
First, finding the particular integral 





particularT Ae  (4.86) 














= − = −  (4.87) 
Next, a complementary solution must be found, by using the roots of the 
characteristic equation 
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 ( )2 1 110 1 1 42m m i m iδ ωβ δ ωβ− − = → = + +  (4.88) 
Only the positive root must be taken to insure that the fluctuations will decay for any 
ω  at x →−∞ .  Using this result a complete solution is defined 
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Employing the condition ( ) ( ) ( )1 10 sT T=  
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Substituting this finding into (4.89) 
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 (4.92) 
Using the unsteady form of the boundary conditions from the perturbed (4.73) and 
(4.76) 
 










⎛ ⎞ ⎛ ⎞∂ ∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (4.93) 
where ( )1r  is given by (4.80) and 
 ( ) ( )1 0T −∞ =  (4.94) 
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Equation (4.93) can be solved to yield a relationship between the surface temperature 
and temperature gradient, 
 ( ) ( ) ( )
( )
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⎜ ⎟∂⎝ ⎠= =
⎛ ⎞
+ − +⎜ ⎟
⎝ ⎠
 (4.95) 
The remaining boundary conditions are derived by using the Arrhenius Law (4.77) 
and satisfying continuity across the propellant surface, more specifically; 
 * *sr uρ ρ=  (4.96) 
Making (4.96) dimensionless through the use of the variables defined in (4.15) and 
perturbing the result, yields 
 ( ) ( )








= + −⎜ ⎟⎜ ⎟
⎝ ⎠
 (4.97) 
With the systems of equations and their associated boundary conditions fully defined, 
a numerical integration can take place. 
Numerical Method 
 In order to proceed with the analysis, it is necessary at this stage to solve the 
resulting systems of equations through numerical integration.  The first step is to 
numerically integrate (4.48) using fourth order Runge-Kutta.  This is accomplished 
by guessing the eigenvalue B and specifying the boundary condition ( ) ( ) ( )0 00 sT T= .  
The boundary condition at x = ∞  can only be satisfied when the correct eigenvalue is 
chosen, so an iterative process is employed.  The iterative process proceeds until the 
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boundary condition (4.61) is satisfied to a specified error of 0.4 4E − .   Typical 
profiles of the temperature, reaction rate and species are shown in Figure 4.1. 
 The remaining unsteady equations constitute a fifth order system.  They are 
solved using Runge-Kutta, by writing each system as a system of first order 
equations, and incorporating a double shooting technique to satisfy the coupled 
boundary conditions.  Typical profiles of the velocity, temperature, and species for 
the unsteady system is shown in Figure 4.2.  Please note that Figures 4.1 and 4.2 are 
for a single frequency, 1ω = . 
 Calculation for the response and admittance functions is a time consuming 
process since the numerical integration of the unsteady system must be preformed for 
each frequency over a large range of frequencies.  The response of the propellant is 
obtained by plotting the real and imaginary parts of (4.80).  This is accomplished 
through the use of temperature values at the surface, 0x = , found from the numerical 
integration at each value of ω .  The admittance is acquired by plotting the real part of 
the unsteady velocity component at the flame edge, x = ∞ , for each value of ω . 
Results and Discussion 
 For the reference or base case, the following values were used: second order 
chemical reaction 2n = , oxidizer-fuel ratio of 1j = , temperature deep within the 
cold propellant of 0.15=cT , surface temperature of 0.35sT = , 1.17γ = , 1 2 1δ δ= = , 
0δ = , 0.65q = , 0.15L = , 10E = , 4sE = , and 1000β = .  A parametric study on 
the variables is performed changing one parameter at a time from the base case.  
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Figure 4.1 Steady-State Distributions of Dimensionless Temperature, Reaction Rate and Species 
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Figure 4.2 Unsteady Distributions of Dimensionless Velocity, Temperature and Species
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Figures 4.1 and 4.2. are dimensionless distributions created based on values for the 
base case at a frequency of 1ω = , or 1000Ω = . 
 In Figure 4.3, the response and the real part of acoustic admittance for the base 
case is plotted for the frequency ω , exactly reproducing the figure generated by T’ien 
[1].  Also from this figure, the importance of including the high frequency effects due 
to the gas phase becomes strikingly apparent.  Figure 4.4 is a successful attempt to fit 
the T-17 data from Perry’s dissertation [12] by using the linear T’ien model, verifying 
its ability to model the low frequency behavior of a propellant, and was accomplished 
by only changing one parameter, namely sE .  The T’ien model demonstrates the 
same ability as the QSHOD model.  When used to fit the data, the main difference 
between the two models is that the T’ien model allows for the actual parameters to 
change whereas, the non-physical similarity parameters change in the QSHOD model. 
 Figure 4.5 displays the impact of the ratio of solid to gas densities, β , on the 
admittance of the propellant.  It can be noted from both Figures 4.3 and 4.5 that the 
low frequency regions of the curves appear to be in agreement with the QSHOD 
findings, giving another form of validity to the quasi-steady analysis.  The importance 
of inclusion of the gas phase effects can be seen in Figure 4.6, where at higher 
frequencies there is a dramatic wave damping effect followed by a high frequency 
wave augmentation.  One major assumption of QSHOD model is the use of the 
restricting relation in (3.97), the restrictiveness becomes apparent when examining 
Figure 4.6, where after a dimensionless frequency of about ten the adjusted surface 
response no longer captures the physics of the problem.  Simply assuming that the 
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Figure 4.3 Acoustic Admittance and Response Function (Base Case) 
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Figure 4.4 Perry’s T-17 Data Fit by the T’ien Model by Varying one Parameter sE  
Es = 1.245 
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Figure 4.5 Dependence of Acoustic Admittance on the Ratio of Solid to Gas Densities 
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Figure 4.6 Acoustic Admittance and Adjusted Response Function (Base Case) 
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admittance can be found by subtracting the inverse of γ  is not valid or recommended.  
The importance of the high frequency is undeniable and can not be left out of a 
complete analysis. 
 Continuing with the parametric study of the constants, the activation energies 
are studied.  Figure 4.7 shows that increasing the solid phase surface activation 
energy, sE , results in a decrease in the magnitude of both the primary peak and the 
high frequency inverse peak.  Also shown in Figure 4.7, is the effect of decreasing 
sE , which results in a decrease and an increase in the magnitudes of the primary and 
the inverse high frequency peaks, respectively.  Figure 4.8 shows that increasing the 
gas phase activation energy, E , increases the magnitudes of both the primary peak 
and the inverse high frequency peak.  Also shown in Figure 4.8, is the effect of 
decreasing E , which results in a decrease in the magnitudes of both the primary peak 
and the inverse high frequency peak. 
 Figure 4.9 demonstrates the consequences of varying the parameter L , the 
latent heat, yields minimal changes to the low frequency peak.  The effects are seen at 
higher frequency, in the form a proportional moderate amplitude change and an 
intriguing frequency shift.  Variation of the parameter q , yields no change to the 
linear admittance. 
An exciting finding that appears to be overlooked in the work conducted by T’ien is 
the parametric study of the cold temperature deep within the propellant, but is seen in 
Figure 4.10 to be of great significance.  This was first discussed by Brownlee during  
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Es = 4  (Base Case)
Es = 7
 
Figure 4.7 Effect of Varying the Dimensionless Solid Phase Activation Energy on the Linear Admittance 
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E = 10 (Base Case)
E = 12
 
Figure 4.8 Effect of Varying the Dimensionless Gas Phase Activation Energy on the Linear Admittance 
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L = .15  (Base Case)
L = .25
 
Figure 4.9 Effect of Varying the Dimensionless Latent Heat on the Linear Admittance 
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Tc = 0.15 (Base Case)
Tc = 0.25
 
Figure 4.10 Effect of Varying the Dimensionless Cold Propellant Temperature on the Linear Admittance
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Figure 4.11 Brownlee Experimental Data and Findings [13]
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his experiments using a T-burner in 1959 [13] (see Figure 4.11).  Brownlee studied 
this temperature sensitivity while conducting T-Burner experiments, and went on to 
note that, this sensitivity had a direct impact on the stability boundary associated with 
the propellant.  The Brownlee observation was accomplished by conditioning the cold 
propellant temperature in a temperature range of -80 to 180 degrees Fahrenheit.  The 
finding here that needs to be stressed is the sensitivity of the linear admittance to the 
cold propellant temperature.  By decreasing the propellant temperature, a negative 
(damping) primary peak is captured.  Also by increasing the temperature, the 
admittance loses its ability to drive the oscillations at low frequency.  This finding 
shows promise in attempting to control combustion instability by just temperature 
conditioning the propellant before a firing. 
 Variation of the parameters studied only leads to very limited conclusions, but 
do give a sense for the effect of each parameter and its importance.  The motivation 
for this study; the need for a nonlinear model, aligns perfectly with the previous work 
as it is a logical extension to the perturbation analysis, which will be carried out in the 
next chapter. 
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CHAPTER V 
T’IEN MODEL INCORPORATING NONLINEARITY 
Problem Definition 
 The following analysis is based on the work in the paper by T’ien [1], and will 
reference Chapter II as the analysis will be extended by carrying the perturbation 
series out to second-order to encompass the effects of nonlinearity on the unsteady 
burning of a solid propellant.  The pressure series expansion is only carried to order 
ε  as we are seeking the nonlinear, 2ε , effects on the burning process due to a well-
defined and measurable fluctuating pressure disturbance.  For the purpose of clarity, 
the model is again described here in full detail including intermediate steps. 
Analysis 
Gas Phase 
 The flame in the gas phase is assumed to be premixed, laminar, one-
dimensional, and to proceed with a one-step forward chemical reaction.  The specific 
heats, molecular weights, and coefficient of heat conduction are taken to be constant, 
and the Lewis number equal to unity [1].  Applying these assumptions, the 
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* * 2 * *
* * * * * * 0 *
* * *2 *
1
N
g g i i
i
T T T pC u C h w
t x x t
ρ ρ λ
=
∂ ∂ ∂ ∂
+ − − = −
∂ ∂ ∂ ∂ ∑  (5.2) 
 
2*
* * * *




Y Y Yu w
t x C x
λρ ρ∂ ∂ ∂+ − =
∂ ∂ ∂
          1, 2,...,i N=  (5.3) 
 * * *p Tρ= ℜ  (5.4) 
where dimensional quantities are denoted by the superscript ( )* .  For equations (5.1) 
- (5.4) the range of *x  is from 0 , fixed at the propellant surface, to ∞ . 
 For a one-step forward chemical reaction, the conversion of fuel and oxidizer 
into products is defined by, 
 [ ] [ ] [ ]' ' ''f o pv f v o v p+ →  (5.5) 
where the subscripts f , o  and p , represent fuel oxidizer and products respectively.  








→∑ ∑  (5.6) 
where, iW  is the molecular weight.  The change in number of moles idn , of each 
species is given by: 
 * ii i
dnw W
dt
= ,          
( ) ( )'' ' '' '
ji
i i j j
dndn


















for j f= : 





= ,          '' 0fv =  (5.9) 








W v vw w
W v
−
= −  (5.10) 















−⎜ ⎟⎜ ⎟ℜ⎝ ⎠
=
⎛ ⎞⎛ ⎞
= ⎜ ⎟⎜ ⎟ ⎜ ⎟ℜ⎝ ⎠ ⎝ ⎠
∏  (5.11) 
To define the reaction rate for oxidizer and products 







,          0,i p=  (5.12) 
The right hand side of equation (5.2) becomes 





h w w q
=
− =∑  (5.13) 
where, the heat of combustion per unit mass of fuel consumed is 
 ( )
0
* i i i i
f f





′∑  (5.14) 
It is useful at this juncture to introduce the following dimensionless variables: 
 
* * ** *
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1T T T pu wq
t x x t
γρ ρ
γ
∂ ∂ ∂ − ∂
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Y Y Yu v w
t x x
ρ ρ∂ ∂ ∂+ − =
∂ ∂ ∂
        , ,i f o p=  (5.18) 
 p Tρ=  (5.19) 
where iv  is defined by: 









 The mass fraction equations (5.18); for the fuel, the oxidizer, and the products, 





− =  (5.21) 
With the knowledge that both the fuel and the oxidizer are completely expended at 
the flame edge, the following mathematical statement can be made: 
 oo f o f
f
vY Y v Y
v
= = −  (5.22) 
This important step allows for the treatment of the fuel equation alone, allowing for 








+ − = −
∂ ∂ ∂
 (5.23) 
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pw BjT Y e
T











oxidizer – fuel ratio (5.25) 
 
( )

























and n  is the order of chemical reaction. 
 When assuming that the oscillations are of small amplitude, a perturbation 
analysis is appropriate.  The pressure wavelength in the combustor is always much 
larger than the flame thickness, so that the pressure can be assumed to be a function 
of time only.  It is important to notice that the pressure term ( )p t  is only expanded to 
order ε .  This is due to the need to find the 2ε  effects on the burning process to a 
well-defined and measurable fluctuating pressure disturbance.  That is the linear 
pressure fluctuation is the input quantity with the nonlinear velocity, temperature and 
species mass fraction fluctuations as the desired output.  In essence, the result sought 
is the effect of the measurable fluctuating pressure on the nonlinear reaction of the 
system.  Expanding the pressure, temperature, velocity, species and burning rate in 
terms of the small parameter ε , yields, 
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 ( ) 1 i tp t e ωε= +  (5.28) 
 ( ) ( ) ( ) ( ) ( )( ) ( )0 1 2 22 2 3, i t i tT x t T T e T T eω ωε ε ε= + + + +O  (5.29) 
 ( ) ( ) ( ) ( ) ( )( ) ( )0 1 2 22 2 3, i t i tu x t u u e u u eω ωε ε ε= + + + +O  (5.30) 
 ( ) ( ) ( ) ( ) ( )( ) ( )0 1 2 22 2 3, i t i tfY x t Y Y e Y Y eω ωε ε ε= + + + +O  (5.31) 
 ( ) ( ) ( ) ( ) ( )( ) ( )0 1 2 22 2 3, i t i tr x t r r e r r eω ωε ε ε= + + + +O  (5.32) 
The frequency ω  here can be referenced to the classical dimensionless frequency as 
shown in the QSHOD analysis by: 
 1δ βωΩ =  (5.33) 
To eliminate the density we now expand ( ),x tρ , and make use of the perfect gas 
law, 

































+ − −⎪ ⎪⎜ ⎟⎜ ⎟⎪ ⎪⎝ ⎠⎪ ⎪= = ⎨ ⎬⎡ ⎤⎛ ⎞⎪ ⎪⎢ ⎥+ − −⎜ ⎟⎪ ⎪⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (5.34) 
In addition, it is useful at this time to expand ( ) ( ) ( ), , ,m x t x t u x tρ=  
 ( ) ( )
( ) ( ) ( )
( ) ( )
( )
( )
( ) ( )
( )
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⎧ ⎫⎛ ⎞ ⎛ ⎞
+ + − + −⎪ ⎪⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎪ ⎪⎝ ⎠ ⎝ ⎠
⎪ ⎪⎡ ⎤⎛ ⎞⎪ ⎪= − + −⎢ ⎥⎜ ⎟⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎪+ ⎢ ⎥⎪ ⎪⎛ ⎞⎢ ⎥⎪ ⎪+ −⎜ ⎟⎜ ⎟⎢ ⎥⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (5.35) 
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Expanding the reaction rate (5.24) is algebraically intensive and is more manageable 
when broken into its components, 
 ( )2 211
2
n i t i tn np ne eω ωε ε
−
= + +  (5.36) 
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= ⎨ ⎬⎡ ⎤⎛ ⎞−⎪ ⎪⎢ ⎥+ + ⎜ ⎟⎜ ⎟⎪ ⎪⎢ ⎥⎝ ⎠⎣ ⎦⎩ ⎭
 (5.37) 
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= ⎨ ⎬⎡ ⎤⎛ ⎞⎛ ⎞⎪ ⎪⎢ ⎥+ + − ⎜ ⎟⎜ ⎟⎜ ⎟⎪ ⎪⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦⎩ ⎭
 (5.40) 
Recombining and collecting by increasing order, the steady reaction rate, 
 ( ) ( )( ) ( )( ) ( )00 0 0
E
n n
Tw Bj T Y e
δ −−
=  (5.41) 
unsteady reaction rate 








i tE T Yw w n n e
T T Y
ωδ
⎡ ⎤⎛ ⎞⎛ ⎞= − + + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 (5.42) 
- 97 - 
steady component of the nonlinear reaction rate is 








E T Yw w n n
T T Y
δ
⎡ ⎤⎛ ⎞= − + +⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦
 (5.43) 
and the oscillatory component of the nonlinear reaction rate 
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⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞− − −⎛ ⎞⎪ ⎪⎢ ⎥+ + −⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎪ ⎪⎢ ⎥ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎣ ⎦⎪ ⎪
⎪ ⎪⎛ ⎞⎪ ⎪⎛ ⎞= + − + − + +⎜ ⎟⎨ ⎬⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎪ ⎪
⎪ ⎪⎡ ⎤⎛ ⎞⎛ ⎞⎪ ⎪+ − + + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟⎪ ⎪⎝ ⎠ ⎢ ⎥⎝ ⎠⎣ ⎦⎪ ⎪⎩ ⎭
 (5.44) 
Expanding the governing equations (5.16), (5.17) and (5.23), collecting terms of 
leading order (steady-state) 
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0 0 02
0 0 0 0
2
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( ) ( )
( ) ( )
( )
0 0 02
0 0 0 0
2
Y Y Yu w
t x x
ρ ρ∂ ∂ ∂+ − = −
∂ ∂ ∂
 (5.47) 
Making use of (5.34) and (5.35) to eliminate the density terms 








ρ= = =  (5.48) 
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It is important at this juncture to note that from (5.48), ( ) ( )0 0u T= , and that equations 
(5.49) and (5.50) can be made similar by 
 ( ) ( )( )0 01 1Y Tq= −  (5.51) 
Substituting (5.51) into (5.41) returns an equation for the steady reaction rate: 
 ( ) ( )( ) ( )( ) ( )00 0 01n n E TnBjw T T eq
δ −
−= −  (5.52) 
In doing so the steady-state problem, is reduced to the solution of a single equation, 
equation (5.49), where ( )0w  is defined by (5.52). 
 The focus is now turned to the unsteady component of the problem.  Eliminating 
density by using the proper components of (5.34), and also recalling that ( ) ( )0 0u T= , 
the unsteady perturbed governing equations can be written as: 
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⎛ ⎞ ⎛ ⎞∂ ∂ ∂
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1Y u T Y i Y
x xT T TY




⎧ ⎫⎛ ⎞∂ ∂
+ + − +⎪ ⎪⎜ ⎟⎜ ⎟∂ ∂∂ ⎪ ⎪⎝ ⎠= ⎨ ⎬∂ ⎡ ⎤⎪ ⎪⎛ ⎞+ + + − +⎢ ⎥⎜ ⎟⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (5.55) 
At this juncture it is convenient to expand the governing equations to the second order 
to encompass the steady nonlinear correction, 
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T u T T
x xT TT
x Y E Tw q n n
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⎧ ⎫⎛ ⎞∂ ∂
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Y u T Y
x xT TY
x Y E Tw n n
Y T T
δ
⎧ ⎫⎛ ⎞∂ ∂
+ −⎪ ⎪⎜ ⎟⎜ ⎟∂ ∂∂ ⎪ ⎪⎝ ⎠= ⎨ ⎬∂ ⎡ ⎤⎪ ⎪⎛ ⎞+ + − +⎢ ⎥⎜ ⎟⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (5.58) 
again recalling the result from (5.48), ( ) ( )0 0u T= .  As in the steady state equations 
(5.57) and (5.58) can be made similar by: 
 ( ) ( )( )2 21 1Y Tq= −  (5.59) 
Finally, carrying out the perturbation expansion to the governing equations to include 
the unsteady nonlinear correction, 
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⎧ ⎫⎛ ⎞∂ − ∂ ∂
− − −⎪ ⎪⎜ ⎟⎜ ⎟∂ ∂ ∂⎪ ⎪⎝ ⎠
⎪ ⎪⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎪∂ ∂⎢ ⎥= − − − − − −⎜ ⎟ ⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦
⎪ ⎪
⎛ ⎞⎛ ⎞ ∂⎪ ⎪
− − −⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟⎜ ⎟ ∂⎝ ⎠⎝ ⎠⎩ ⎭
 (5.60) 
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⎛ ⎞⎡ − − ⎤⎛ ⎞ ⎛ ⎞⎪ ⎪+ − + + − ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎪ ⎪⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎝ ⎠⎩ ⎭
 (5.62) 
Equations (5.53) - (5.55) and (5.60) - (5.62) constitute two separate fifth order 
systems, and (5.56) - (5.58) constitute a third order system that will each be solved by 
numerical integration, to be discussed in further detail. 
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Boundary Conditions 
 To solve the systems of equations, it is necessary to specify the appropriate 
number of boundary conditions.  There are two boundary conditions at the flame 
edge, x →∞ , the first is that the fuel must vanish, 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 1 2 2 0Y Y Y Y∞ = ∞ = ∞ = ∞ =  (5.63) 
and the second is a condition for the temperature and is worthy of a detailed 
discussion. 
 The flame temperature, in general, oscillates, and a temperature wave is 
convected away from the flame.  When the period of oscillation is close to the gas 
thermal time, the temperature wave length is of the same order as the flame length.  
Deriving a suitable boundary condition depends on the flow condition in the 
combustion zone.  For this one-dimensional problem, the product gas is convected 
away in the direction perpendicular to the flame front, it is reasonable to assume that 
the flow just outside the flame edge is isentropic.  Therefore, the entropy is 
conserved, 0DS Dt = , for each fluid particle convected away from the flame.  
Writing this expression in terms of temperature and pressure yields [1] 
 ( ) ( )
* *
* * * * * * * * *
* *





⎡ ⎤⎛ ⎞ ⎛ ⎞−
− − = − −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 (5.64) 
where *X  is the distance measured from the flame edge into the combustion zone 
( * 0X =  coincides with *x = ∞ ).  Differentiation yields: 
 
( ) ( ) ( )* * * * *
* * *



















= −  (5.66) 
As *X  approaches zero and η  approaches *t , equation (5.65) yields 
 
( ) ( ) ( )* * * * * * * *
* * ** *
0, 0,1 1 1T X t T X t p t








Remembering that * 0X =  is equivalent to *x = ∞ , equation (5.67) is made 
dimensionless with the use of the variables in (5.15), 








Perturbing (5.68) and collecting the appropriate orders, the steady-state solution 
yields two conditions that are equivalent for use in (5.49), namely 
 
( ) ( )0 0dT
dx
∞
=  (5.69) 
or 
 ( ) ( )0 1T ∞ =  (5.70) 
The oscillatory unsteady boundary condition from (5.68) is, 
 
( ) ( ) ( ) ( )
1





= − ∞ +
∂
 (5.71) 
the nonlinear steady boundary condition is 
 






and finally, the nonlinear unsteady boundary condition is 
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Equations (5.71) and (5.73) are the oscillatory temperature boundary conditions at the 
flame edge, and are valid for high frequency oscillations. 
 Three boundary conditions remain, and all are located at the solid surface 0x = .  
The first condition comes from the fact that the mass flux fraction of the fuel and 
oxidizer are fixed by the composition of the propellants.  The fuel mass flux fraction 
is expressed by 









Evaluating (5.74) at 0x = , surrenders 
 ( ) ( )0 22f fs fsε ε ε ε= +  (5.75) 
and ( ) ( )1 2 0f fε ε= =  (5.76) 
To seek out the boundary conditions, perturb (5.74), and utilize (5.75) and (5.76).  
Which yields, for the steady part 









the unsteady part 
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1 1
0 00 1f




= = − + + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
 (5.78) 
the nonlinear steady component 
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( )2 2 2 0
2 2
0 0fs




= − + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
 (5.79) 
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and the nonlinear unsteady part 
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⎧ ⎫⎛ ⎞∂ ∂
− + + −⎪ ⎪⎜ ⎟⎜ ⎟∂ ∂⎪ ⎪⎝ ⎠
⎪ ⎪⎡ ⎤⎛ ⎞⎪ ⎪− + −= =⎢ ⎥⎜ ⎟⎨ ⎬⎜ ⎟⎢ ⎥⎝ ⎠ ∂⎪ ⎪+ ⎢ ⎥⎪ ⎪∂⎛ ⎞ ⎛ ⎞⎢ ⎥⎪ ⎪+ − − + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎪ ⎪⎝ ⎠ ⎝ ⎠⎣ ⎦⎩ ⎭
 (5.80) 
To proceed with finding the other two boundary conditions, it is necessary to consider 
the heat transfer process in the solid phase and the law governing the mass conversion 
of a solid to a gas at 0x = . 
Solid Phase 
 The solid propellant is assumed to be homogeneous throughout and to not have 
an associated condensed-phase chemical reaction.  The dimensionless heat transfer 






β δ∂ ∂ ∂+ − =
∂ ∂ ∂


















=  (5.83) 






=  (5.84) 
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=  (5.87) 
and at x = −∞ , 
 ( )−∞ = cT T  (5.88) 
To account for the conversion of a solid to a gas, the solid propellant is assumed to 
decompose according to Arrhenius Law.  In dimensionless form, 
 exp sEr
T






















=  (5.91) 
unsteady 










=  (5.92) 
nonlinear steady  
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=  (5.93) 
and nonlinear unsteady 
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s s s s
E T E Tr
T T T T
⎡ ⎤⎛ ⎞⎛ ⎞
⎢ ⎥= + −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (5.94) 
Seeking the steady state temperature distribution, return to the heat transfer equation 
and perturb (5.81), which yields, 
 




δ ∂ ∂− =
∂ ∂
 (5.95) 
Solving (5.95) and using the boundary condition ( ) ( ) ( )0 00 sT T= , 
 ( ) ( ) ( ) ( )( ) 10 0 0 0 δ
⎛ ⎞
⎜ ⎟
⎝ ⎠= + −
x
c s cT T T T e  (5.96) 
This result is used to calculate the temperature gradient in the gas phase, by 
substituting (5.96) into (5.85): 
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dT T T L
dx
 (5.97) 
Seeking the unsteady temperature distribution, collect the appropriate terms from the 
perturbed (5.81), 
 
( ) ( )





T T i T r e
x x
δδ β ω χ
⎛ ⎞
⎜ ⎟








= −s cT T  (5.99) 
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First, finding the particular integral 





particularT Ae  (5.100) 














= − = −  (5.101) 
Next, a complementary solution must be found, by using the roots of the 
characteristic equation 
 ( )2 1 110 1 1 42m m i m iδ ωβ δ ωβ− − = → = + +  (5.102) 
Only the positive root must be taken to insure that the fluctuations will decay for any 
ω  at x →−∞ .  Using this result a complete solution is defined 














⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠= −  (5.103) 
Employing the condition ( ) ( ) ( )1 10 sT T=  










= +⎜ ⎟⎜ ⎟
⎝ ⎠
 (5.104) 
Substituting this finding into (5.103) 















⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎡ ⎤
⎢ ⎥= + −
⎢ ⎥⎣ ⎦
 (5.105) 

















ET m T mT e i e e
x T T
δ δ δχ
δ ωβ δ δ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎡ ⎤∂ ⎢ ⎥= + −
∂ ⎢ ⎥⎣ ⎦
 (5.106) 
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Using the unsteady form of the boundary conditions from the perturbed (5.85) and 
(5.88) 
 










⎛ ⎞ ⎛ ⎞∂ ∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (5.107) 
where ( )1r  is given by (5.92) and 
 ( ) ( )1 0T −∞ =  (5.108) 
Equation (5.107) can be solved to yield a relationship between the surface 
temperature and temperature gradient, 
 ( ) ( ) ( )
( )
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⎜ ⎟∂⎝ ⎠= =
⎛ ⎞
+ − +⎜ ⎟
⎝ ⎠
 (5.109) 
Collecting the steady nonlinear terms of (5.81) yields 
 











⎝ ⎠∂ ∂− − =
∂ ∂
 (5.110) 
finding the particular integral 
 ( ) 1 12 δ δ
⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠= +
x x
particularT Axe Be  (5.111) 
The result of substituting (5.111) into (5.110) returns an expression for A  










χ χ= =  (5.112) 
using the roots of the characteristic equation to find a complementary solution 
 2
1 1
10 0,  mm m m
δ δ
− = → = =  (5.113) 
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a complete solution is defined by 










E TT C e C xe Be
T T
δ δ δχ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠= + + +  (5.114) 
Making use of the condition ( ) ( )2 0T −∞ = , one finds 
 2 0C =  (5.115) 
Employing the condition ( ) ( ) ( )2 20 sT T=  
 ( )21 sC T B= −  (5.116) 
Substituting this finding into (5.114) 








































= + +⎢ ⎥⎜ ⎟∂ ⎝ ⎠⎣ ⎦
 (5.118) 
and using the unsteady form of the boundary conditions from (5.85) and (5.88) 
 










⎛ ⎞ ⎛ ⎞∂ ∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (5.119) 
where ( )2r  is given by (5.93).  Equation (5.119) can be solved to yield a relationship 
between the surface temperature and temperature gradient, 
 ( )
( )

























The nonlinear unsteady component of (5.81) is 
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( ) ( )





1 2 2 0
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⎝ ⎠∂ ∂ ∂− − − − =
∂ ∂ ∂
 (5.121) 









xT A B  (5.122) 
Substituting this finding into (5.121), yields 
 ( ) ( )
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using the roots of the characteristic equation to find a complementary solution 
 12
1 1 1






− − = → =  (5.125) 
Only the positive root must be taken to insure that the fluctuations will decay for any 
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∂⎪ ⎪⎪ ⎪= ⎨ ⎬⎡ ⎤⎛ ⎞⎛ ⎞⎪ ⎪⎢ ⎥+ − +⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (5.126) 
Remembering that ( )1T x∂ ∂  is defined by (5.106), and employing the condition 
( ) ( ) ( )2 20 sT T=  
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−⎪ ⎪∂⎪ ⎪⎪ ⎪= ⎨ ⎬⎡ ⎤⎛ ⎞⎛ ⎞⎪ ⎪⎢ ⎥− − +⎜ ⎟⎜ ⎟⎪ ⎪⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (5.127) 
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⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
⎧ ⎫⎡ ⎤ ∂⎪ ⎪⎢ ⎥+ −
∂⎪ ⎪⎢ ⎥⎣ ⎦⎪ ⎪= ⎨ ⎬
⎡ ⎤ ⎡ ⎤⎪ ⎪⎛ ⎞⎛ ⎞
⎢ ⎥ ⎢ ⎥+ + − −⎪ ⎪⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥ ⎢ ⎥⎪ ⎪⎝ ⎠⎝ ⎠ ⎣ ⎦⎣ ⎦⎩ ⎭
 (5.128) 
Taking the derivative of (5.128) and using the unsteady form of the boundary 
conditions from (5.85) and (5.88) 
 










⎛ ⎞ ⎛ ⎞∂ ∂
= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (5.129) 
where ( )2r  is given by (5.94) and 
 ( ) ( )2 0T −∞ =  (5.130) 
Equation (5.119) can be solved to yield a relationship between the surface 
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= −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠
 (5.134) 
Equations (5.109), (5.120) and (5.131) provide the relations at each order being 
sought.  The remaining boundary conditions are derived by using the Arrhenius Law 
(5.89) and satisfying continuity across the propellant surface, more specifically; 
 * *sr uρ ρ=  (5.135) 
Making (5.135) dimensionless through the use of the variables defined in (5.15) and 
perturbing the result, yields 
 ( ) ( )








= + −⎜ ⎟⎜ ⎟
⎝ ⎠
 (5.136) 










































⎡ ⎤⎛ ⎞ ⎛ ⎞
+ + − −⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠
= ⎢ ⎥
⎛ ⎞⎛ ⎞⎢ ⎥
+ −⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠⎣ ⎦
 (5.138) 
Equations (5.136) - (5.138) are the velocity boundary conditions; unsteady, steady 
nonlinear and unsteady nonlinear respectively.  With the systems of equations and 
their associated boundary conditions fully defined, a numerical integration can take 
place.
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Numerical Method 
 The iterative method discussed in the linear analysis from the previous chapter is 
again employed to find the steady or leading order results.  The remaining unsteady, 
nonlinear steady and nonlinear unsteady equations constitute a fifth order system, a 
third order and another fifth order system, respectively.  Again as in Chapter II, they 
are solved by using Runge-Kutta and incorporating a double shooting technique to 
satisfy the coupled boundary conditions.  The typical dimensionless distributions of 
the velocity, temperature, and species for the final three systems are shown in Figures 
5.1 – 5.4.  Please note that Figures 5.1 – 5.4 are for a single frequency 1ω = . 
 The calculation of the response and admittance functions is a previously stated 
in Chapter II, is a time consuming process, where the numerical integration of the 
unsteady system must be preformed for each frequency over a large range of 
frequencies.  The response of the propellant is obtained by plotting the real and 
imaginary parts of (5.92) - (5.94) at each value of ω .  Finally, the admittance is 
obtained by plotting the real part of the fluctuating velocity components at the flame 
edge, x = ∞ , for each value of ω . 
Results and Discussion 
 Reiterating the values for the base case from Chapter II: second order 
chemical reaction 2n = , oxidizer-fuel ratio of 1j = , temperature deep within the 
cold propellant of 0.15=cT , surface temperature of 0.35sT = , 1.17γ = , 1 2 1δ δ= = , 
0δ = , 0.65q = , 0.15L = , 10E = , 4sE = , and 1000β = .  A parametric study on 
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Figure 5.1 Steady-State Distributions of Dimensionless Temperature, Reaction Rate and Species 
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Figure 5.2 Unsteady Distributions of Dimensionless Velocity, Temperature and Species 
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Figure 5.3 Nonlinear Steady Distributions of Dimensionless Velocity, Temperature and Species 
- 117 - 
 

















Figure 5.4 Nonlinear Unsteady Distributions of Dimensionless Velocity, Temperature and Species
- 118 - 
the variables is performed changing one parameter at a time from the base case.  
Figures 5.1 – 5.4 are created based on values for the base case at a frequency of 
1ω = , or 1000Ω = . 
 The effects of nonlinearity seen in the QSHOD model (i.e. increased primary 
admittance peak) are again reproduced in this nonlinear model with the inclusion of 
the gas phase resonance, Figure 5.5 depicts the base case varying ε  from zero to 0.3  
There is a small nonlinear contribution to the amplification at the low frequency peak 
and a secondary resonant peak is noticed around a dimensionless frequency of 300.   
This secondary peak is due solely to the nonlinear correction and important because it 
may correspond to the first tangential mode instability experienced during test firings 
in the Brownlee data [13] (see Figure 5.6), the reason for which had gone unnoticed 
until now.  The high frequency amplification, associated with the higher mode 
oscillations, is also shown to be dramatically enhanced by the nonlinear effects.  
Inclusion of the nonlinear high-frequency gas phase interactions yields an observed 
increase in the amplitude of the high frequency peak, this finding will help clarify 
nonlinear experimental data (as observed in Brownlee’s data [13] and Shuttle SRB 
measurements).  The effect of nonlinearity on the burning rate can be seen in Figure 
5.7, the increase in real part of the burning rate is due solely to the nonlinear steady 
correction.  This rise in the burning rate is a contributing factor to the mean pressure 
rise (DC shift) frequently experienced in combustion instability research. 
 Increasing the parameter q , the heat of combustion, from 0.65 to 0.85 yields 
an increase to the secondary amplifying peak, seen in Figure 5.8, there are decreases 
in the low and high frequency peaks accompanied by an increase in the damping peak 
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Figure 5.5 Effect of Nonlinearity on the Acoustic Admittance (Base Case)






Figure 5.6 Perry’s T-17 Data Shown with Typical Instability Regions [14]
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Figure 5.7 Effect of Nonlinearity on the Real Part of the Burning Rate (Base Case) 
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q = .45, .65, .85
q = .45 ε = .3
q = .65 ε = .3 (Base Case)
q = .85 ε = .3
 
Figure 5.8 Effects of Nonlinearity and Varying the Dimensionless Heat of Combustion on the Admittance
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and a significant increase in the secondary peak associated with the first tangential 
mode maximum instability region. 
 The exciting finding in Chapter IV of the observed this temperature sensitivity 
is again seen here.  The incorporation of nonlinearity (seen in Figure 5.9) yields an 
overall increase in the magnitude of the admittance across all frequencies, with the 
most dramatic results again appearing in the high frequency range. 
 A similar trend to that in Figure 5.9 begins to form and can be seen in Figures 
5.10 and 5.12.  The effects of nonlinearity on the solid phase surface activation 
energy, the gas phase activation energy, and the latent heat all invariably yield the 
same overall increase in the magnitude of the admittance across all frequencies as 
seen in the cold propellant temperature figure. 
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Tc = .05  ε = .3
Tc = .15 (Base Case)
Tc = .15  ε = .3
Tc = .25
Tc = .25  ε = .3
 
Figure 5.9 Effects of Nonlinearity and Varying the Dimensionless Cold Propellant Temperature on the Admittance 
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Es = 1  ε = .3
Es = 4 (Base Case)
Es = 4  ε = .3
Es = 7
Es = 7  ε = .3
 
Figure 5.10 Effects of Nonlinearity and Varying the Dimensionless Solid Phase Activation Energy on the Admittance 
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E = 7  ε = .3
E = 10 (Base Case)
E = 10  ε = .3
E = 12
E = 12  ε = .3
 
Figure 5.11 Effects of Nonlinearity and Varying the Dimensionless Gas Phase Activation Energy on the Admittance 
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L = .05  ε = .3
L = .15 (Base Case)
L = .15  ε = .3
L = .35
L = .35  ε = .3
 
Figure 5.12 Effects of Nonlinearity and Varying the Dimensionless Latent Heat on the Admittance 
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CHAPTER VI 
CONCLUSION 
QSHOD Linear and Extension to Nonlinear 
 The quasi-steady theory is limited by assumptions.  The most evident is the 
exclusion of the unsteady gas phase eliminating the high frequency response.  When 
examining the work required arriving at a proper QSHOD curve fit for experimental 
data, it becomes apparent that the similarity variables Α  and Β  fail to explain the 
physical meaning of the variables they contain.  Another shortcoming of the QSHOD 
model is the lack of dependence of the mean burning rate on oscillatory pressure, an 
effect that is observed in experimental firings.  The lack in physical meaning makes 
the model a method to curve fit low frequency data, and has not been successfully 
implemented into a combustion instability analysis.  Although the classical linear 
QSHOD model is limited, the model does give a framework to extend the response 
function to incorporate nonlinearity. 
 The new second-order nonlinear corrections to the QSHOD model show a 
definitive increase in the amplitude of the primary low frequency response peak is 
observed and is entirely due to the incorporation of nonlinear effects.  This result 
yields a major improvement in understanding of growth of waves from noise to finite-
amplitude pressure oscillations and will play a major role in new Combustion 
Instability Framework under development by Flandro and his research group at UTSI. 
 The limitations applied to the classical QSHOD linear theory, naturally appear 
in the nonlinear quasi-steady theory, as the nonlinear is an extension of the linear 
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model.  As it stands the nonlinear QSHOD model does contain limitations, the model 
yields valuable information about the solid phase contribution to the nonlinear 
response function, making it a valuable tool. The limitations discussed here drive the 
need for a more complete model, one that includes unsteady gas phase behavior and 
unsteady conduction heat transfer in the solid. 
T’ien Linear and Extension to Nonlinear 
 The limitations in the QSHOD model drive the need for a more complete 
model, one that includes unsteady gas phase behavior and unsteady conduction heat 
transfer in the solid.  The inclusion of the unsteady gas phase effects is found to be of 
importance even when only looking to the low frequency response of the propellant.  
Simply assuming that the admittance can be found by subtracting the inverse of γ  as 
suggested in the QSHOD model is not valid or recommended.  The importance of the 
high frequency is undeniable and can not be left out of a complete analysis. 
 An exciting finding, first discussed by Brownlee during his experiments using 
a T-burner in 1959 [13], is the temperature sensitivity of a propellant’s stability 
boundary.  From the linear study it is evident that by lowering the propellant 
temperature a inverse primary admittance peak inferring damping of pressure 
oscillations.  Alternatively by raising the cold propellant temperature to a value 
approaching that of the burning propellant surface, the surface the primary admittance 
peak is flattened reducing the ability of the amplification of pressure oscillations.  
This finding demonstrates promise in attempting to control combustion instability by 
just temperature conditioning the propellant before a firing. 
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 The increased primary admittance peak due to effects of nonlinearity seen in 
the QSHOD model is again reproduced in the new nonlinear extension of the T’ien 
model with the inclusion of the gas phase resonance corrections.  Inclusion of the 
high-frequency gas phase interactions explains effects important in nonlinear 
calculations involving many high-frequency harmonics (as observed in Brownlee’s 
data [13] and Shuttle SRB measurements). 
 The mean pressure rise (DC shift), commonly experienced in combustion 
instability can partially be attributed to the nonlinear steady correction of the burning 
rate.  A secondary peak due solely to the nonlinear correction is noted; this give 
insight into the high-amplitude first tangential mode instability region observed in the 
Brownlee- Marble data [13].  An observed increase in the amplitude of the high 
frequency peak, due to nonlinear contributions, will prove to be essential in 
interpreting nonlinear experimental data. 
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CHAPTER VII 
RECOMMENDATIONS FOR FURTHER STUDY 
 The QSHOD model should only be used as a stepping stone for understanding 
the complex problem of unsteady burning of a solid propellant, as the final result has 
no predictive capability.  Limitations of the T’ien model, such as a one-step forward 
chemical reaction taking place in the gas phase, can be side stepped by using test 
propellants whose behavior closely resembles the model.  To further understand the 
problem data from inherently nonlinear experiments needs to be gathered, during this 
process values for the parameters set forth in the T’ien model need to be defined and 
verified.  Allowing for comparison and verification of the model, at this time no such 
data exists.  So comparisons to data alone would revert to only being a curve fitting 
exercise, yielding no benefits. 
 Testing at the high frequencies will be difficult and expensive but, once the 
model can be verified, predictive capabilities would follow, eliminating the need for 
numerous tests.  The admittance data from the T’ien model can, and should, be 
incorporated into nonlinear theoretical framework for combustion instability analysis, 
where no proper model for the admittance exists at this time. 
 What can be accomplished with the findings presented?  Presently the model 
should be used to understand the data that has been overlooked in the past, due to the 
inability to understand the complexities observed.  Propose new T-burner 
experiments based on propellants for which properties of the propellant can be 
accurately established over a wide range of frequencies and mean pressures.  The 
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findings described here must be correlated with actual motor instability data from 
current programs exhibiting combustion instability (i.e. the five-segment ARES 
SRB).  The model could also be used to assist in the design stable motors, or at least 
using it as a criterion for selection of propellants and operating conditions.  On a 
larger scale, it should be used in the development of new propellants that are less 
susceptible to instability. 
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