Abstract. Heterogeneous servers which can differ in service speed and reliability are getting more popular in modelling of modern communication systems. For a two-server queueing system with one non-reliable server and constant retrial discipline we formulate an optimal allocation problem for minimizing a long-run average cost per unit of time. Using a Markov decision process formulation we prove a number of monotone properties for the increments of the dynamic-programming value function. Such properties imply the optimality of the two-level threshold control policy. This policy prescribes the usage of the less productive server if the number of customers in the queue becomes higher as a predefined level which depends on a state of non-reliable more powerful server. We provide also a heuristic solution for the optimal threshold levels in explicit form as a function of system parameters.
Introduction
In modern communication systems the speed of data transmission in a link can interact with its reliability. In many cases this interaction is differently directed. The complementary properties of different links lead engineers to idea to combine them in such a way that the advantages of high speed links could guarantee acceptable values of the cost and reliability characteristics. As example of the system where the data transmission links differ in speed and reliability is a Radio Frequency/Free Space Optic (RF/FSO) channel [33] . The capacity of the RF link is limited to link throughputs in the order of tens of Mbps over distances of tens of meter. However, link availability can be maintained under most weather conditions. In contrast, the commercial FSO currently provides throughputs of several Gbps with link distances of a kilometre or more. One of the major limitation of FSO technology is the need for optical links to maintain line-of-sight and sensitivity to adverse weather conditions such as fog or heavy snowfalls. Another example of a system with combined technologies is a modern call-centre where the human operators are working together with a self-service facility which serves the calls on basis of speech recognition methods [7] .
Queueing systems with heterogeneous servers are appropriate models to describe the behaviour of communication systems with the properties mentioned above. In [14] it was proved that heterogeneous multi-server systems are superior in performance to the homogeneous ones with the same total service time. This is also established in [24] in the context of manufacturing cells and systems, and it was confirmed in [30] using simulation results. In [5] a non-trivial application of the queue with heterogeneous servers to the performance evaluation of a wireless communication system is presented. The question of how to allocate the customers between heterogeneous servers in order to minimize the mean number of customers in the system was studied by many authors. In [13] it was conjectured the optimality of threshold policy that prescribes the usage of the faster server whenever it is idle and there are customers in the system and the slower server must be used only if the queue length exceeds some prespecified threshold level. Based on dynamic programming approach, the authors in [16] have considered a similar problem and proved the optimality of a threshold policy. Some alternative proofs of this result have later been given in [11] , [18] , [34] . The problem of the optimal allocation in the system with more than two servers was studied in [2] , [21] , [22] , [32] . The allocation problem between the servers with failures was recently studied in [25] , where the optimality of threshold policy and dependence of a state of an unreliable server was proved.
Analysis control procedures for queueing systems with additional cost structure with the aim of minimizing the long-run average cost per unit of time is notoriously more difficult. Some progress have been made in [20] , where it was studied a model with set-up costs and hysteresis control policy. The paper [23] generalizes results to the case of multi-server system with cost structure. The recent paper [17] introduces the optimal routing problem in two-server systems which differ in speed and quality of resolution. The multi-server retrial queueing systems have been extensively studied only for homogeneous servers. The queueing systems that combine heterogeneous servers and retrial effect were only rarely treated in research and specially in queueing theory. The authors in [28] have evaluated the mean performance measures for the fastest free server allocation policy using the MOSEL performance modelling tool in case of finite-population multi-server retrial queueing system. In [9] it was proved the optimality of a threshold policy in a queue with a constant retrial discipline, where only the customer at the head of the queue repeat its attempt to occupy the server.
The presented here results differ from those obtained in previous papers. The paper studies the structural properties of the optimal control policy for the twoserver heterogeneous queueing system where we combine the classical model with an additional cost structure, unreliability of the server and constant retrial discipline. Our primary contribution includes a rigorous prove of the monotonicity properties of the dynamic programming value function for optimization problem with a constraint, of the threshold structure of the optimal allocation policy, evaluation of the stationary state probabilities in matrix form for the corresponding quasi-birth-and-death (QBD) process and derivation of the heuristic solution for the optimal threshold levels as a function of system parameters.
The remainder of the paper is organized as follows. Section 2 describes the Markov decision process. In Section 3 optimization problem is formulated and the optimality equations for the dynamic-programming value function together with relationship to the control policy is derived. Section 4 presents the monotonicity properties of the value function needed to establish the optimality of threshold policies. Section 5 is devoted to the stationary probabilistic analysis under given control policy. Section 6 presents heuristic results for explicit evaluation of optimal thresholds.
Mathematical model
Consider a controllable heterogeneous queueing system M/M/2 with breakdowns and constant retrial rate. Customers arrive at the system according to a Poisson process with intensity λ, 0 < λ < ∞. The service facility consists of two heterogeneous exponential servers with intensities µ 1 and µ 2 with 0 < µ 2 ≤ µ 1 < ∞. The customer, who is rejected to occupy one of the server, joins a queue of orbiting customers. According to a constant retrial discipline the customer at the head of the queue retries for service after an exponential distributed time with intensity τ , 0 < τ < ∞. Server 1 is assumed to be nonreliable with exponential distributed life times with intensity α. A failure can occur in both cases, if a server is idle or busy. If server fails, the repair starts immediately and a customer leaves this server if it was busy and joins a head of the queue. The repair time is exponential with intensity β, 0 < β < ∞. Assume that a customer, who gets a service at a certain server, can not change it up to the moment of leaving the system, e.g. after service completion and at a failure time. All interarrival times, intervals of successive retrials and service times, times to failure and repair times are assumed to be mutually independent. The system is supplied with a controller who gets a full information about system states and can allocate customers between two servers or put it to the queue of the orbiting customers at each arrival, failure of the busy server or retrial epoch. The objective is to minimize the long-run average cost per unit of time. We propose to formulate the allocation problem as a Markov decision process and then to use the value iteration technique to prove some structural properties, e.g. threshold structure, of the optimal control policy.
Let Q(t) denote the number of customers in the queue at time t, and D j (t) denote the state of server j ∈ {1, 2} at time t, where D j (t) = 0 if Server j is idle, D j (t) = 1 if Server j is busy and D 1 (t) = 2 if Server 1 is failed. The system states at time t are described by a Markov process
The controllable model associated with a Markov process {X(t)}, which is referred to as Markov decision process (MDP), is a five-tuple
-E is a state space,
Further in the paper the notations q(x) and d j (x) will be used to specify the certain components of the vector state x ∈ E. For every state x denote by J 0 (x), J 1 (x) and J 2 (x) the sets of indices of idle, busy and failed servers,
is an action space with elements a ∈ A, where a = 0 means "to send a customer to the queue" and a = 1, 2 -"to send a customer to Server 1 or 2" 
j , j ∈ {1, 2} stand for the shift operators defined as
, where e j is used for the vector of dimension 3 with 1 in the jth position (beginning from 0th) and 0 elsewhere. -λ xy (a) is a transition intensity to go from state x to state y under a control action a. It is assumed that the model is conservative, i.e.
where c 0 , c 11 , c 12 and c 2 is respectively the waiting cost per unit of time for each customer in the system, the usage and repair costs for Server 1 and usage cost for Server 2.
We will next explain how the controller chooses its actions. First the concept of a stationary policy must be introduced.
Definition 1. A stationary policy f for the given model is a vector of functions
The policy f specifies the control actions that must be chosen at different decision epochs whenever they occur just after an event at state x ∈ E:
-just after an arrival, if the queue is not empty, a customer can be sent to one of idle servers or sent to the queue; -just after a failure of a busy server a customer from the server can be sent to the queue or to an other idle server; -just after a retrial arrival a customer can be sent from the head of the queue, if it is not empty, to an idle server.
We assume that just after any other transition no control action has to be chosen.
Optimization problem for performance characteristics
For every fixed stationary policy f we wish to guarantee that the process {X(t)} t≥0 with a state-space E is an irreducible, positive recurrent Markov process defined through its infinitesimal matrix Λ = [λ xy (f (x))]. As it is known [29] , for ergodic Markov process with costs the long-run average cost per unit of time (also referred to as gain) for the policy f coincides with corresponding assemble average,
where
c(y)du denotes the total average cost up to time t when the process starts in state x and π f y = P f [X(t) = y] denotes a stationary probability of the process given policy f . The policy f * is said to be optimal when for any admissible policy f
In many applications it is often needed to find a policy f * which minimizes the long-run average cost per unit of time under the constraint on the sojourn time or the number of customers in the system (due to the Little's Law), namely
whereN is a mean number of customers in the system. The constrained Markov decision problem can be rewritten as an unconstrained one using Lagrange multipliers, see e.g. [1] , [4] . The application of MDP with constraints to the problem of optimal allocation in queueing systems was illustrated e.g. in [35] .
The optimal policy f * can be evaluated by means of a Howard iteration algorithm [10] , which constructs a sequence of improved policies until the average cost optimal is reached. The key role in this algorithm is played by the dynamic programming value function v : E → R + which indicates a transition effect of an initial state x to the total average cost and satisfies an asymptotic relation,
The functions V f , v f and g f further in the paper will be denoted by V , v and g without upper index f . The system will be uniformized as in [26] with
which can be obtained by time scaling. As it is well known, the optimal policy f and the optimal average cost g are solutions of the optimality equation
where B is the dynamic programming operator acting on value function v. 
Theorem 1. The dynamic programming operator B is defined as follows
Proof. 
The structure of the system (14) implies for each x ∈ E the following statement. 
Corollary 1. The optimal policy
Therefore, the optimal component f 0 completely defines the optimal policy f . To show the structural properties of the optimal policy f some monotonicity properties of the increments of the value function v(x) must be proved.
The relations (15) shows that the structural and monotone properties of the optimal control policy f can derived by analysing the monotonicity properties of the value function v. Such properties for other types of controlled queues in a tandem were studied also in [12] , [15] , [31] . It was shown that the value function has some monotonicity properties like non-decreasing and superconvexity. To prove such inequalities it is necessary to solve (13) . Since the solution of the optimality equation in analytic form is hardly available, it can be solved recursively defining v n+1 = Bv n for some arbitrary initial v 0 . Due to the limit relation
we get an optimal solution for the value function. For existence and convergence solutions and optimal policies we refer to [3] , [25] , [26] , [27] .
Optimality of the threshold policy
Now some monotonicity properties of the value function for the system under study will be presented and proved, but before we have to make a remark.
Theorem 2. The value function v satisfies the conditions for any x ∈ E:
C1. Non-decreasing condition Due to lack of space we demonstrate the proof only for the properties (C1-c) and (C2-a). The rest of inequalities can be proved in a similar way.
C2. Superconvexity condition
(a) v(S 0 x) − v(S 2 x) ≤ v(S 2 0 x) − v(S 0 S 2 x), d 1 (x) ∈ {0, 1, 2}, d 2 (x) = 0, (b) v(S 1 x) − v(S 2 x) ≤ v(S 0 S 1 x) − v(S 1 S 2 x), q(x) = 0, d 1 (x) = d 2 (x) = 0.
C3. Supermodularity condition
(a) v(S 0 x) − v(x) ≤ v(S 0 S 2 x) − v(S 2 x), d 1 (x) ∈ {0, 1, 2}, d 2 (x) = 0, (b) v(S 1 x) − v(x) ≤ v(S 1 S 2 x) − v(S 2 x), q(x) = 0, d 1 (x) = 0, d 2 (x) = 0.
C4. Convexity condition
(a) 2v(S 0 x) − v(x) − v(S 2 0 x) ≤ 0, d 1 (x) ∈ {1, 2}, d 2 (x) = 0, (b) 2v(S 0 S 2 x) − v(S 2 x) − v(S 2 0 S 2 x) ≤ 0, d 1 (x) ∈ {1, 2}, d 2 (x) = 0, (c) 2v(S 1 x) − v(x) − v(S 0 S 1 x) ≤ 0, d 1 (x) = 0, d 2 (x) = 0.
Proof (Condition C1).
The proof is by induction on n in v n . Define v 0 (x) = 0 for all states x ∈ E. This function obviously satisfies the conditions (C1)-(C3). Now, we assume (C1)-(C3) for the function v n (x), x ∈ E, and some n ∈ N. One have to prove that v n+1 (x) satisfies the proposed conditions as well.
(C1-c). Consider the inequality (C1-c). For this increment we get,
The term (I) is equal to c 11 − c 2 ≤ 0, which is true by assumption. The term (II)
by virtue of (C1-c) and (C1-d). Now we join the terms (III) and (IV),
for q(x) > 0 due to µ 1 ≥ µ 2 and (C1-b). The term (V) is non-positive,
For the term (VI) we have
by (C1-c). The term (VII) is non-positive according to (C1-c). If (C1) holds for v n (x) then it holds by induction for any n and by (16) 
for the function v(x).
Proof (Condition C2). The proof is done by induction on n in v n . Define v 0 (x) = 0 for all states x ∈ E. It is clear that this function satisfies condition (C2). Now suppose that properties (C1)-(C4) hold for v n , n ∈ N. Now we prove that it holds for n + 1 as well. (C2-a) . In this case for the function v n (x) holds the following inequality
The term (I) is obviously 0. Show that the term (II) is non-positive. To perform it consider the following two subcases.
The term (III) satisfies
which follows from the inequalities (C2-a). Consider the term (IV). We have
with respect to the property of the operator T 0 applied to (C2-a) in state S 2 1 x. The term (V) is of the form
which follows from the inequality (C2-a) in state S −2 1 x for d 1 (x) = 2. For the term (VI) we have
by (C4-a). The term (VII) is non-positive for q(x) > 0 due to the property of the operator T s and T 0 applied to the state S
For q(x) = 0 we get
If f 0 (S 0 x) = 0, then we have
The last term (VIII) is non-positive by (C2-a). Hence, we conclude, by taking the limit n → ∞, that the value function v(x) preserves conditions (C2).
Corollary 2. The optimal allocation policy is of threshold type. There exists a two-level threshold policy
1. Server 1 must be used whenever it is free while a customer tries to get a service at a service facility.
Server 2 must be used whenever it is free, Server 1 is busy or failed, a customer tries to get a service and the queue length q(x) upon arrival in state
Proof. The statement follows directly from the definition (15) of the control policy f (x) and monotonicity properties of the value function (C1-c), (C1-d) and (C2-a) given in theorem 2.
Stationary state probabilities
Now we fix the threshold policy f = (q 1 , q 2 ). The possible states of the system at any time are presented by the vector state x = (q,
Define the levels 0, 1, 2, . . . as a set (block) of states, q = {(q, 0, 0), (q, 1, 0), (q, 2, 0), (q, 0, 1), (q, 1, 1), (q, 2, 1)} for q ≥ 0. Let the row-vector of the stationary state probabilities π partitioned as
Denote by e j the vector of dimension 6 with 1 in the jth position (beginning from 0th) and 0 elsewhere and by e the unit vector of the same dimension.
Theorem 3.
If the stability condition holds, the vector π exists and is a unique solution of the system πΛ = 0, πe = 1, where Λ := Λ(q 1 , q 2 ) specifies a three diagonal block infinitesimal matrix of {X(t)} t≥0 , which is of the QBD type:
with
Blocks Q 1,n , n = 0, 5, include outgoing intensities for the certain block state,
Blocks Q 0,n , n = 1, 3, include the incoming intensities from the lower level,
Blocks Q 2,n , n = 1, 3, include the incoming intensities from the upper level,
For the given QBD process to be stable, it is required ( [19] ,Theorem 3.1.1, p.82) that pQ 0,3 e < pQ 2,3 e, where p is invariant probability, which can be evaluated from p(Q 0,3 + Q 1,5 + Q 2,3 ) = 0 and pe = 1.
Theorem 4.
The macro-vectors π q , q ≥ 0, satisfy the relations
where matrices M q are of the form,
The vector π q1 is a unic solution of the system of equations
Matrix R is a minimum non-negative solution of the matrix quadratic equation,
Proof. The results for boundary blocks, if q < q 1 , follows by recursive solution of the balance equation after routine block identification. For q ≥ q 1 we have a matrix geometric solution as it was shown in [19] .
Corollary 3. Optimization problem consists in minimizing of the function
HereQ is a mean number of customers in the queue,
stands for the utilization of the Server j,
] (e 1 1 {j=1} + (e 3 + e 5 )1 {j=2} + e 4 ),
is a failure index of the Server 1,
andN is a mean number of customers in the system,N =Q +Ū 1 +Ū 2 .
Heuristic solution for optimal thresholds
The Howard iteration algorithm allows to evaluate numerically the optimal threshold levels. This method has a weak spots connected with a necessity to solve the system of 6N linear equations for any fixed set of values of the system parameters. Here N specifies a truncation parameter to transform an infinite buffer system to a finite equivalent. A direct analytic minimization of the function g(q 1 , q 2 ) is infeasible and numerical evaluation requires evaluation of the corresponding matrices M q , q = 0, q 1 − 1 for each pair (q 1 , q 2 ). Consider first the equivalent scheduling problem where is assumed that there are customers in the system and the problem consists in allocation between the servers until the system becomes empty with the aim of the total expected cost minimization. That means that in the original system the arrival rate λ must be set to be 0.
Theorem 5.
The optimal thresholds q * k , k ∈ {1, 2}, for the scheduling problem satisfy the relations,
Proof. Consider the case λ = 0. Due to the threshold structure of the control policy f , we can calculate the total average cost V (x) incurred by the customers presented in the system until it becomes empty given initial state x. Assuming the known values of (q 1 , q 2 ) after some algebra we get for the state x = (0, 0, 0),
By successive substitution of expressions for v(S
When the orbit has reached the level q 1 or q 2 , it becomes optimal to use the second server. Then the following inequalities must hold,
Solving the last two inequalities using the notations (24) for the expressions (25) we get the relations (23) for the optimal thresholds (q * 1 , q * 2 ). In [8] the heuristic solution was obtained for the ordinary M/M/2 queue. Substituting in this relation the mean service 1 µ1 by the effective mean service time of the model under study A k , taking into account the cost structure and form of the scheduling threshold levels, we can make the following conjecture. 
Remark 3. Threshold levels defined by (23) satisfy the inequalities
Proof. The left inequality of (28) follows directly from
To prove the inequality at the right hand side we show that F k ≤ 1. By solving this inequality using simple algebraic manipulations we get µ 2 ≤ A
−1
k , where A k represents the mean effective service time of the customer.
Remark 4.
Because of the restricted volume space we have skipped numerical examples and make here only two general observations:
1. The optimal threshold policy can be up to 25% superior in performance comparing with policies like Fastest Free Server or Random Server Selection. 2. The difference between the real and heuristic policies does not exceed 1.5% of the performance value.
Conclusion
In this paper we have studied a dynamic allocation problem for the two-server heterogeneous queueing system. The more productive server is unreliable and subject to breakdowns whereas the less productive is absolutely reliable. Under some assumption about the costs it was proved the optimality of a threshold control policy depending on the state of unreliable server. We expect that this result can be generalized to the multi-server retrial queue where all servers are unreliable and to the limit case where retrial intensity tends to infinity. But in this case, as for the ordinary M/M/K queue, the optimal threshold levels may depend also on the states of slower servers although this influence is very insufficient.
