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Abstract. In a previous work (N. H. Tong, Phys. Rev. B 92, 165126 (2015)), an equation-of-motion based series
expansion formalism was used to do the second-order strong-coupling expansion for the single-particle Green function
of the Anderson impurity model. In this paper, we improve this theory in two aspects. We first use a more accurate
scheme to self-consistently calculate the averages that appear in G1. In the resummation process, we use updated
coefficients for the continued fraction, guided by the formally exact continued fraction from the Mori-Zwanzig theory.
These changes lead to more accurate impurity spin response to the magnetic bias of the bath. Combined with the
dynamical mean-field theory, our theory gives improved description for the antiferromagnetism of Hubbard model at
half filling.
PACS. 05.30.Jp – 05.10.Cc – 64.70.Tg
1 Introduction
The Anderson impurity model (AIM) is one of the best stud-
ied quantum many-body models in condensed matter physics.
It describes local electron orbitals with Coulomb interaction
(impurities) hybridizing with the itinerant non-interacting elec-
tron states (bath) [1]. AIM has been used to describe metals
doped with dilute magnetic impurities [2], mesoscopic quan-
tum dot systems, molecular conductors [3,4,5,6,7], and ab-
sorption of atoms onto the surface of materials [8,9]. In the
framework of the dynamical mean-field theory (DMFT), AIM
is the effective model for describing the temporal fluctuations
of Hubbard model in large spatial dimensions [10]. Many the-
oretical and numerical methods are used to solve the AIM,
including Bethe-ansatz [11], perturbation expansion [12,13],
Green’s function equation of motion [14,15], conserving slave
boson theory [16], noncrossing approximation [17,18], quan-
tumMonte Carlo (QMC) [19,20,21], renormalization group [22,
23,24,25], hierarchical equations of motion (EOM) [26], etc.
Through decades of efforts, the physics of single impurity AIM
has been well understood, though the treatment of multi-orbital
AIM is still a challenge [21,25]. The single-impurity Anderson
model is therefore a priority model for testing the validity of
new theoretical methods.
In a previous work [27] (hereafter referred to as I), an EOM
based series expansion method for Green’s functions (GF) was
developed and applied to AIM with a spin bias in the bath. The
local GF G(dσ|d†σ)ω was expanded to the second order of hy-
bridization Vkσ. Resummation was then carried out in the con-
tinued fraction (CF) formalism to approximately sum up the
a e-mail: nhtong@ruc.edu.cn
series to infinite order, recovering the correct analytical struc-
ture of GF. The obtained static averages and local density of
states are in quantitative agreement with those from numeri-
cal renormalization group (NRG) calculations at intermediate
to high temperatures and for small spin bias of the bath.
However, it is notable that in this theory the impurity spin
polarization by the magnetic bias of the bath is significantly
underestimated, especially at large U, large bias, and low tem-
perature regime. This undermines the value of this theory in
the study of quantum dots with ferromagnetic leads and of the
magnetic phase of lattice models via DMFT. This deficiency
is due to the over simplified approximation, i.e., the atomic
approximation, used in I to calculate the higher order static
correlation functions. We also found that the CF used for re-
summation, though recovers the exact form in the atomic limit,
does not apply at finite hybridization and arbitrary polarization.
Proper treatment of correlations beyond the V2
kσ
order is there-
fore vital for quantitative accuracy, even in the strong-coupling
regime where a second-order expansion in Vkσ is supposed to
be adequate.
In this paper, we aim to improve the second-order strong-
coupling series expansion in the two aspects stated above, by
making the following changes to the original theory: (i) We do
the exact self-consistent calculation for the averages appearing
in the first order GFG1(dσ|d†σ)ω (instead of using the atomic ap-
proximation for them); (ii) We use improved CF resummation
formalism, containing the exact coefficient a1 from the Mori-
Zwanzig theory [28] and revised the expression for the coeffi-
cient b2; (iii) All averages are calculated self-consistently from
G(dσ|d†σ)ω alone (instead of being calculated from separate re-
sumedGFs). With these changes in the theory, we achieve quan-
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titative improvement in the impurity spin polarization under the
magnetic bias of bath.
The outline of the paper is as follows. In Sec.2, a brief sum-
mary is given for the self-consistent EOM series expansion and
the CF resummation. In Sec.3, the improved strong-coupling
expansion is carried out for the single-impurity AIM to V2
kσ
order. In Sec.4, we compare the numerical results from the im-
proved theory, the original theory, and NRG. We also use the
improved theory as an impurity solver for DMFT and study
the local density of states of the half-filled Hubbard model in
the antiferromagnetic phase. The discussion and summary are
given in Sec.5.
2 General formalism
The general formalism of the EOM-based self-consistent series
expansion for GFs was developed in I. For the sake of com-
pleteness, here we give a brief overview. We consider the fol-
lowing retarded GF of operators A(t) and B(t′),
Gr
[
A(t)|B(t′)] ≡ −iθ(t − t′)〈[A(t), B(t′)]±〉. (1)
Here, A(t) = eiHtAe−iHt. [A, B]± ≡ AB± BA. 〈O〉 represents the
thermodynamic average of the operator O in the equilibrium
state of H. Here and below, we use the natural unit ~ = 1. The
Fourier transform of Gr[A(t)|B(t′)] is denoted as
G(A|B)ω+iη ≡
∫ +∞
−∞
Gr
[
A(t)|B(t′)] ei(ω+iη)(t−t′)d(t − t′) (2)
where η is an infinitesimal positive number. On the real fre-
quency axis, the EOM of this double-time GF reads
ωG(A|B)ω = 〈[A, B]±〉 +G ([A,H]|B)ω , (3)
ωG(A|B)ω = 〈[A, B]±〉 − G (A|[B,H])ω . (4)
Below, we only use the Fermion-typeGFwith the anti-commutator
[A, B]+ = {A, B} in the EOM.
2.1 Self-consistent series expansion
We decompose the given Hamiltonian H as H = H0 + λH1.
H0 is the exactly solvable part and H1 is regarded as the per-
turbation. λ is the formal expansion parameter and will be set
as unity after the calculation. To develop an EOM-based self-
consistent series expansion for GF, we formally write
G(A|B)ω = G0(A|B)ω +G1(A|B)ω + · · · +Gn(A|B)ω
+Γn(A|B)ω. (5)
Here,Gi(A|B)ω ∝ λi (i = 0, 1, ..., n) is the i-th order GF. Γn(A|B)ω
is the residue of this expansion at order n .
From the left-side EOM Eq.(3), the zeroth-order GF is de-
fined by the EOM
ωG0(A|B)ω = 〈{A, B}〉 +G0([A,H0]|B)ω. (6)
Here, 〈{A, B}〉 is the full average to be calculated self-consistently
after the GF is formally obtained. By putting Eq.(5) into Eq.(3)
and comparing the two sides of equation order by order, we
obtain the EOM for the i-th order GF Gi(A|B)ω ( i>1) as
ωGi(A|B)ω = Gi−1([A,H1]|B)ω +Gi([A,H0]|B)ω. (7)
Each order of GF can be solved exactly if the commutator
series [A,H0], [[A,H0],H0], ... closes automatically. The nth-
order residue Γn(A|B)ω satisfies
ωΓn(A|B)ω = Gn([A,H1]|B)ω + Γn([A,H]|B)ω, (8)
which cannot be solved exactly in general. The series expan-
sion could be deduced also from the right-side EOM Eq.(4),
which gives different Gi(A|B)ω’s. Hereafter, we will use the se-
ries from the left-side EOM, Eqs.(6)-(8). This theory is named
self-consistent series expansion.
2.2 CF resummation
A physically acceptable GF should be Lehmann representable,
i.e., it consists of real simple poles. Suppose we have obtained
the self-consistent series expansion of G(A|B)ω up to the m-th
order,
G(A|B)ω ≈ G0(A|B)ω +G1(A|B)ω + · · · +Gm(A|B)ω. (9)
Using the CF resummation [29], we can obtain the GFGCF (A|A†)ω
from Eq.(9) (taking B = A†)
GCF (A|A†)ω =
a0
ω + b1 −
a1
ω + b2 − ...
. (10)
It was proven that for al, bl+1 real and al > 0 (l = 0, 1, ...),
Eq.(10) is Lehmann representable [30]. In order to determine
al and bl, we can expand G(A|A†)ω and GCF (A|A†)ω into Tay-
lor series of 1/ω and require that for every n ∈ [1,+∞], the
ω−n terms of G(A|B)ω and GCF (A|B)ω equal on the level of λm.
Here, m is the order of perturbation. In this paper, we take
λ = Vk and m = 2. To calculate the averages (all real in
this work) appearing in the expansion, we use the fluctuation-
dissipation theorem,
〈BA〉 = −1
π
∫ ∞
−∞
ImG(A|B)̟+iη 1
eβ̟ + 1
d̟. (11)
3 Strong-coupling expansion for Anderson
impurity model
We consider the single-impurity Anderson model
HAIM =
∑
kσ
ǫkσc
†
kσ
ckσ+Un↑n↓+ǫd
∑
σ
nσ+
∑
kσ
Vkσ(c
†
kσ
dσ+h.c.).
(12)
Here, ckσ/dσ is the bath/impurity electron annihilation operator.
We split HAIM = H0 + H1 as
H0 =
∑
kσ
ǫkσc
†
kσ
ckσ + Un↑n↓ + ǫd
∑
σ
nσ, (13)
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and
H1 =
∑
kσ
Vkσ(c
†
kσ
dσ + h.c.). (14)
H0 is exactly solvable due to the decoupling of impurity from
bath. H1 is treated as a perturbation. For the hybridization func-
tion ∆σ(ω) ≡
∑
k V
2
kσ
δ(ω − ǫkσ), we use a Lorentzian form
∆σ(ω) =
Γω2c
(ω + σδω)2 + ω2c
. (15)
Here, Γ is the strength of the hybridization. δω is the spin bias
on the bath electrons, which is used to describe the magnetic
electrode in quantum dot systems or the magnetic phase of a
lattice Hamiltonian in DMFT. σ = 1 for spin up and −1 for
spin down. ωc is set as the energy unit. As in paper I, here we
only focus on the particle-hole symmetric case. Generalization
to the particle-hole asymmetric case is straightforward. For the
above hybridization function that fulfils ∆σ(−ω) = ∆σ¯(ω), the
particle-hole symmetric point is located at ǫd = −U/2. We also
define two related intermediate functions
Γσ(ω) =
∫ ∞
−∞
∆σ(ǫ)
ω − ǫ dǫ,
Λσ(ω) =
∫ ∞
−∞
∆σ(ǫ)
ω − ǫ
1
eβǫ + 1
dǫ. (16)
They fulfil the relations Γσ(−ω) = −Γσ¯(ω) and Λσ(−ω) =
Λσ¯(ω) − Γσ¯(ω).
3.1 Second order Vkσ expansion of GF
In I, a self-consistent expansion of the impurity GF was de-
veloped up to V2
kσ
order in the standard basis operator (SBO)
formalism. In this paper, these expressions are kept intact and
we only modify the schemes for the subsequent resummation
and self-consistent calculation. For completeness, in this part
we summarize the notations and results of I.
The standard basis operators (SBOs) [31,32] used in I are
the excitation operators of the local Hamiltonian h0 = Un↑n↓ +
ǫd
∑
σ nσ. Denoting |µ〉 (µ = 1 ∼ 4) as the eigenstates of h0,
i.e., h0|µ〉 = Eµ|µ〉, we have |1〉 = d†↑ |0〉, |2〉 = d†↓ |0〉, |3〉 =
|0〉, and |4〉 = d†↑d†↓ |0〉. The corresponding eigen energies are
E1 = E2 = ǫd, E3 = 0, and E4 = U + 2ǫd. The SBOs {Aαβ}
are defined as Aαβ ≡ |α〉〈β|. Obviously, we have
∑
α Aαα = 1
and AαβAµν = δβµAαν. The impurity annihilation operator is
expressed as dσ =
∑
µν f
σ
µνA
σ
µν. f
σ
µν = 0 except for f
↑
31
= f
↑
24
= 1
and f
↓
32
= − f ↓
14
= 1. Belowwe use Aσµν to denote the SBOwhich
net annihilates or creates an electron with spin σ. We use Aµν
without superscript to denote the SBO that changes the number
of electrons by an even number. Therefore, Aσµν is Grassman
odd and Aµν is Grassman even. We have {Aσµν, ckσ} = 0 and[
Aµν, ckσ
]
= 0.
With these definitions, we have
{Aσαβ, d†σ′ } =
∑
µν
Mσσ
′
αβ,µνAµν,
{Aσαβ, dσ′ } =
∑
µν
Nσσ
′
αβ,µνAµν, (17)
and
Mσσ
′
αβ,µν = δµα f
σ′∗
νβ + δνβ f
σ′∗
αµ ,
Nσσ
′
αβ,µν = δµα f
σ′
βν + δνβ f
σ′
µα . (18)
The commutators between SBOs and H0 and H1 are respec-
tively [
Aσαβ,H0
]
= (Eβ − Eα)Aσαβ, (19)
and[
Aσαβ,H1
]
=
∑
kσ′
∑
µν
Vkσ′
(
Mσσ
′
αβ,µνAµνckσ′ − Nσσ
′
αβ,µνc
†
kσ′ Aµν
)
.
(20)
The impurity GFG(dσ|d†σ)ω can be decomposed intoG(dσ|d†σ)ω =∑
αβγδ f
σ
αβ
f σ∗
γδ
G(Aσ
αβ
|Aσ†
γδ
)ω. The self-consistent strong-coupling
expansion
G(Aσαβ|Aσ†γδ )ω ≈ G0(Aσαβ|Aσ†γδ )ω +G1(Aσαβ|Aσ†γδ )ω +G2(Aσαβ|Aσ†γδ )ω
(21)
was obtained in I. We will not repeat the expressions but refer
the readers to I for details: Eq.(84) for G0(A
σ
αβ
|Aσ†
γδ
)ω, Eq.(88)
for G1(A
σ
αβ
|Aσ†
γδ
)ω, and Eqs.(89)-(91) for G2(A
σ
αβ
|Aσ†
γδ
)ω.
3.2 Improved self-consistent calculation
These GF components in Eq.(21) were expressed in terms of
the unknown averages such as 〈Aδβ〉 (in G0), 〈Aσ†γµckσ′〉 (in G1),
and 〈Aλγcpσ′′ckσ′〉, 〈Aλγc†pσ′′ckσ′〉 (in G2). In I, they were calcu-
lated from the followingminimum approximations that ensures
Eq.(21) being exact at the order V2
kσ
.
〈Aδβ〉 inG0 was calculated from the resummedGFGCF (Aσαβ|Aσ†γδ )ω.
The averages of the type 〈Ac〉 in G1 were calculated from the
corresponding GFs at Vkσ order. For instance, 〈Aσ†γµckσ′〉 was
calculated via the fluctuation-dissipation theorem from the ap-
proximate GF
G(ckσ′ |Aσ†γµ )ω ≈ G0(ckσ′ |Aσ†γµ )ω +G1(ckσ′ |Aσ†γµ )ω
=
Vkσ′
ω − ǫkσ′
G0(dσ′ |Aσ†γµ )ω. (22)
Other averages in G1 can be obtained by symmetry transforma-
tions from it.
The averages of the type 〈Acc〉 or 〈Ac†c〉 in G2 describe the
spin exchange and pair hopping between impurity and bath,
being important for the description of Kondo effect. In I, they
were calculated by a truncation valid at the order V0
k
,
〈Aλγcpσ′′ckσ′〉 ≈ 〈Aλγ〉〈cpσ′′ckσ′〉0 = 0,
〈c†
pσ′′ckσ′Aλγ〉 ≈ 〈c†pσ′′ckσ′〉0〈Aλγ〉. (23)
〈O〉0 means the zero-th order average. Eqs.(22) and (23) guar-
antees that the truncated series of G(Aσ
αβ
|Aσ†
γδ
)ω is exact at V
2
kσ
order.
As analyzed in the introduction, merely keeping the exact
V2
kσ
order is not sufficient for certain purpose even in the strong-
coupling limit, for which the accuracy of higher order terms are
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vital. In this section, we go one step forward than the previous
minimum approximation. Instead of using the approximation
Eq.(22), we calculate 〈Aσ†γµckσ′〉 in G1 from the following exact
relation
G(ckσ′ |Aσ†γµ )ω =
Vkσ′
ω − ǫkσ′
G(dσ′ |Aσ†γµ )ω, (24)
with G(dσ′ |Aσ†γµ )ω to be calculated self-consistently from the
CF-resummed impurity GFs. Comparedwith Eq.(22), the present
scheme treats higher order hybridization effect more accurately.
With the new self-consistent scheme Eq.(24), we obtain an
updated expression for G1(A
σ
αβ
|Aσ†
γδ
)ω as
G1(A
σ
αβ|Aσ†γδ )ω =
Kσ
αβ,γδ
(ω)
ω + Eα − Eβ
, (25)
with
Kσαβ,γδ(ω) =
∑
σ′
∑
µν
Mσσ
′
αβ,µν[δµγΦ
σ′
δν (ω + Eµ − Eν) −
δνδΦ
σ′
µγ(ω + Eµ − Eν)]
−
∑
σ′
∑
µν
Nσσ
′
αβ,µν[δµγΦ
σ′
νδ(−ω − Eµ + Eν) −
δνδΦ
σ′
γµ(−ω − Eµ + Eν)]. (26)
The functionΦσµγ(ω) is given by
Φσµγ(ω) ≡
∑
k
Vkσ〈Aσµγckσ〉
ω − ǫkσ
=
∫ ∞
−∞
dǫ
∆σ(ǫ)
ω − ǫ
〈G(dσ|Aσ†γµ )̟
̟ − ǫ
〉
. (27)
Here, for a given function g(̟), we define 〈g(̟)〉 ≡ −(1/π)
∫ ∞
−∞ Img(̟+
iη)/(eβ̟ + 1)d̟. If we replace G(dσ|Aσ†γµ )̟ in Eq.(27) with the
zero-th order quantity G0(dσ|Aσ†γµ )̟, Eq.(25) reduces to the old
result, Eq.(97) of I. Therefore, the new scheme Eq.(24) mod-
ifies only the V
n>3
kσ
order contributions in G1(A
σ
αβ
|Aσ†
γδ
)ω but
keeps the V
n62
kσ
order intact. Note that Eq.(25) has an explicit
pole at Eβ − Eα, while the corresponding old one, Eq.(97) of
I, has two explicit poles. This suggests that although Kσ
αβ,γδ
(ω)
in Eq.(26) contains real simple poles apparently, an additional
pole emerges in the expansion to V2
kσ
order. This could make a
second-order pole in Kσ
αβ,γδ
(ω) in the strong coupling limit. Due
to this observation, when we do CF resummation, Kσ
αβ,γδ
(ω)
should not be regarded as a constant (see below).
For the averages in G2(A
σ
αβ
|Aσ†
γδ
)ω, in this paper we still use
the old scheme Eq.(23). The resulting expression forG2(A
σ
αβ
|Aσ†
γδ
)ω
is not changed and the expressionwas given by Eq.(98) of I.We
will discuss how to improve Eq.(23) in Sec.5.
3.3 Improved CF resummation
Besides the self-consistent calculation, there is room for im-
provement also in the CF resummation process. At the particle-
hole symmetric point, the second-order truncated series of the
single-particle local GF is simplified into (from Eq.(21))
G(dσ|d†σ)ω ≈ G0(dσ|d†σ)ω +G1(dσ|d†σ)ω +G2(dσ|d†σ)ω (28)
=
Wσ
1
ω + U/2
+
Wσ
2
ω − U/2 +
Wσ
3
(ω)
(ω + U/2)2
+
Wσ
4
(ω)
(ω − U/2)2 +
Wσ
5
(ω)
(ω + U/2)(ω − U/2) . (29)
The expressions for Wσ
1
∼ Wσ
5
(ω) are summarized in Appendix
A. Due to the improved self-consistent calculation schemeEq.(24),
Wσ
3∼5(ω) are different from those in I. The following exact re-
lations still hold, Wσ
1
+ Wσ
2
= 1, Wσ
1
− Wσ
2
= 1 − 2〈nσ¯〉, and
Wσ
3
(ω) + Wσ
4
(ω) + Wσ
5
(ω) = Γσ(ω). They give out certain ex-
act properties of GF such as sum rule and the exactness in the
non-interacting limit.
We used the following two level extended CF to do the re-
summation for Eq.(29),
GCF (dσ|d†σ)ω =
a0
ω + b1(ω) −
a1
ω + b2(ω)
. (30)
Here, a0 and a1 are real and positive ω-independent constants.
GCF (dσ|d†σ)ω is Lehmann representable if b1(ω) and b2(ω) con-
tain only real simple poles. Eq.(30) is an extension of Eq.(10)
to ω-dependent bi’s, which can produce a continuous spectral
function from a finite level CF. In I, we expanded Eqs.(29) and
(30) into Taylor series of 1/ω and equated the corresponding
coefficients to produce
a0 = 1,
b1(ω) =
U
2
(
Wσ1 − Wσ2
)
− Γσ(ω),
a1 + b1(ω)
2 =
(
U
2
)2
− U
[
Wσ3 (ω) − Wσ4 (ω)
]
,
2a1b1(ω) + a1b2(ω) + b1(ω)
3
=
(
U
2
)3 [
Wσ1 − Wσ2
]
− 3
(
U
2
)2
Γσ(ω) + 2
(
U
2
)2
Wσ5 (ω).
(31)
In the expansion, Wσ
3∼5(ω) and b1∼2(ω) are regarded as con-
stants and the exact relations among Wσ
i
’s were used. Since
Eq.(29) contains second-order pole at most and hence a two
level extended CF is sufficient. In I, the coefficients ai’s and
bi(ω)’s were solved from the above equations at the V
2
kσ
order.
In particular, in solving the third equation of Eq.(31) for a1,
b1(ω)
2 and Wσ
3
(ω) − Wσ
4
(ω) were discarded since they are at
the order V4
kσ
(Note 〈nσ¯〉 = 1/2 + O(V2kσ)). This produced
a0 = 1, a1 =
(
U
2
)2
,
b1(ω) =
U
2
(Wσ1 − Wσ2 ) − Γσ(ω),
b2(ω) = −U
2
(Wσ1 − Wσ2 ) − Γσ(ω) + 2Wσ5 (ω). (32)
The b1(ω) and b2(ω) obtained above contain real simple poles
only and satisfy the Lehmann representability requirement.
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The above resummation scheme used in I has some degrees
of freedom to modify. First, the forms of Wσ
1
∼ Wσ
5
(ω) cannot
be uniquely determined by the expression of Eq.(29). Second,
the terms of order V
n>3
kσ
could be kept in the final ai (i = 0, 1)
or bi(ω) (i = 1, 2) to improve the accuracy. In this work, we
first find a suitable expression for Wσ
i
’s which are now dif-
ferent from those of I. Considering that in Eq.(25), Kσ
αβ,γδ
(ω)
contains the second-order pole at ω = Eδ − Eγ in the strong
coupling limit, we multiply
(
ω + Eγ − Eδ
)
simultaneously on
the nominator and the denominator of Eq.(25). This leads to
the modified expression for Wσ
i
’s in Appendix A, which in any
cases only have real simple poles. In mapping GF to CF, these
Wσ
i
’s are regarded as constants.
Second, in solving the third equation of Eq.(31) for a1, in-
stead of neglecting b1(ω)
2 completely, we now keep the static
part of it U/2(Wσ
1
− Wσ
2
) = U/2(1 − 2〈nσ¯〉). This is moti-
vated by the observation that though each coefficient in Eq.(32)
is exact at the V2
kσ
order, the response of 〈nσ〉 to δω is un-
satisfactory, especially at large U [27]. The exact local self-
energy in the atomic limit Σσ(ω) = ǫd + U〈nσ¯〉 + U2〈nσ¯〉(1 −
〈nσ¯〉)/ [ω − ǫd − U(1 − 〈nσ¯〉)] reminds us that to accurately de-
scribe the polarization of impurity spin by the bias of bath,
one needs to use the full term a1 = U
2〈nσ¯〉(1 − 〈nσ¯〉) instead
of the V2
kσ
order one a1 = (U/2)
2. Preserving the full term
U/2(Wσ
1
− Wσ
2
) in the static part of b1(ω) recovers the atomic
self-energy for arbitrary impurity polarization.
Using the above modifications, we obtain the improved CF
coefficients as
a0 = 1, a1 = U
2〈nσ¯〉(1 − 〈nσ¯〉),
b1(ω) =
U
2
(Wσ1 − Wσ2 ) − Γσ(ω),
b2(ω) = −U
2
(Wσ1 − Wσ2 ) − Γσ(ω) +
1
2〈nσ¯〉(1 − 〈nσ¯〉)
Wσ5 (ω).
(33)
Eq.(33) satisfies the Lehmann representability and recovers Eq.(32)
in the unbiased limit (δω = 0). In the biased case, Eq.(33) is ex-
pected to describe the impurity polarization more accurately.
The improved CF resummation scheme can be justified by
the exact extendedCF formalism of the local GF of AIM. Using
the Mori-Zwanzig operator projection method [28], we obtain
the formally exact expression
G(dσ|d†σ)ω
=
1
ω − Ω0 − Γσ(ω) −
U2〈nσ¯〉(1 − 〈nσ¯〉)
ω − Ω1 + 〈nσ¯〉1−〈nσ¯〉Γσ(ω) + iK2c(−iω)
.
(34)
The frequencies in the above equation are given by Ω0 = ǫd +
U〈nσ¯〉 and Ω1 = ǫd + U (1 − 〈nσ¯〉) + β˜σ, with
β˜σ =
∑
k Vkσ¯〈c†kσ¯dσ¯ (2nσ − 1)〉
〈nσ¯〉 (1 − 〈nσ¯〉) . (35)
The memory function iK2c(−iω) is a GF of higher order op-
erators, whose EOM cannot be solved exactly. The derivation
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Fig. 1. 〈n↑〉 and 〈n↑n↓〉 as functions of U for a spin-polarized bath.
Model parameters are Γ = 0.1, δω = 0.2, and T = 0.1.
of Eq.(34) is summarized in Appendix B. Comparing Eq.(33)
to Eq.(34), we see that our improved CF resummation gives
the exact coefficients a0, a1, and b1(ω). For b2(ω), the constant
term is also exact, givenWσ
5
(ω = ∞) = 2∑k Vkσ¯〈c†kσ¯dσ¯ (1 − 2nσ)〉.
The ω-dependence of b2(ω) is approximate. Eq.(34) is also re-
covered at various levels by the recently developed projective
truncation approximations with different operator bases [33,
34].
The improved second-order strong-coupling expansion for-
mulas involve the unknown averages 〈Aαα〉 and the functions
Φσ
αβ
(ω). To calculate them self-consistently, we first write 〈A11〉 =
〈n↑〉−〈n↑n↓〉, 〈A22〉 = 〈n↓〉−〈n↑n↓〉, 〈A33〉 = 〈A44〉 = (1−〈A11〉−
〈A22)/2. To calculate 〈n↑n↓〉 and Φσαβ(ω) , we use
G(dσ|nσ¯d†σ)ω =
ω − Γσ(ω) − ǫd
U
G(dσ|d†σ)ω − 1/U. (36)
Consequently, all averages are calculated from the CF-resummed
single-particle GF GCF (dσ|d†σ)ω. This is different from I where
the CF-resummed GFs GCF (A
↑
31
|A↑†
31
)ω, GCF (A
↑
24
|A↑†
24
)ω, etc are
required.
4 Numerical results
In this section, we present numerical results for the improved
strong-coupling expansion (denoted as ISC below) and com-
pare them with those from the original strong-coupling expan-
sion (denoted as SC below) and NRG. We use the full density
matrix NRG algorithm [35] supplemented with the self-energy
trick for the local density of states (LDOS) [24] to provide
a reference for comparison. We use logarithmic discretization
parameter Λ = 2.0 and keep Ms = [356, 380] states in the NRG
calculation [36].
Fig.1 presents impurity electron occupancies 〈n↑〉 and the
double occupancy 〈n↑n↓〉 as functions of U for a spin-polarized
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Fig. 2. 〈n↑〉 and 〈n↑n↓〉 as functions of T for a spin-polarized bath.
Model parameters are Γ = 0.1, δω = −0.2, and U = 2.0.
bath at T = 0.1. In Fig.1(a), it is seen that 〈n↑〉 calculated by the
two methods are in good agreement with NRG in the small U
regime. For SC, the quantitative agreement is maintained only
upto U = 0.5. The quantity is less accurate for ISC in the small
U regime but the better qualitative agreement sustains to larger
interaction U ∼ 2.0. In larger U regime, both results devi-
ate from NRG significantly, with ISC overestimating and SC
underestimating the polarization, respectively. In Fig.1(b), the
double occupancy obtained by the two methods are all in good
agreement with NRG, except for slight deviations at medium
U value.
Fig.2 presents 〈n↑〉 and 〈n↑n↓〉 as functions of temperature
for a negative bias δω = −0.2 and intermediate interaction
U = 2.0. In Fig.2(a), the value of 〈n↑〉 from ISC is almost
same as that of NRG except for T < 0.1, showing dramat-
ical improvement over SC. In Fig.2(b), 〈n↑n↓〉 from ISC has
no improvement but decreases slightly from the SC result at
low temperatures. Neither ISC nor SC produces the upturn of
〈n↑n↓〉 in the NRG data for T < 0.2 which is associated with
the establishment of Kondo screening and Fermi liquid state.
Such deviation is expected because neither SC nor ISC can ac-
curately describe the Kondo effect at low temperatures due to
the crude truncation approximation Eq.(23) for the averages of
the type 〈Acc〉 and 〈Ac†c〉 in G2(Aσαβ|Aσ†γδ )ω.
Fig.3 shows 〈n↑〉 and 〈n↑n↓〉 as functions of δω for an inter-
mediate U = 2.0. In Fig.3(a), ISC produces a curve of 〈n↑〉(δω)
almost identical to NRG upto the large bias regime, signifi-
cantly surpassing SC. Similar to Fig.2(b), the accuracy of the
double occupancy data from ISC deteriorates slightly with re-
spect to SC, both being much smaller than that of NRG. This
shows that ISC, with improved evaluation of the averages of
type 〈Ac〉 and with the exact CF coefficients a1, only improves
the response of the impurity spin to the bias of bath but gains
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0.1,T = 0.1, and U = 2.0.
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Fig. 4. Local density of states of Hubbard model on the half-filled
Bethe lattice: ρ↑(ω) for various U values, obtained from (a) SC, and
(b) ISC at T = 0.01. We use the antiferromagnetic initialization with
δω = 0.1. From top to bottom at ω = 0: U = 0.0, 1.0, 2.0, and 4.0.
little in the hybridization-induced correlation effect, i.e., the
Kondo physics. As stated above, such effect is encoded in the
averages of the type 〈Acc〉 and 〈Ac†c〉 in G2(Aσαβ|Aσ†γδ )ω. To fur-
ther demonstrate the improvement of ISC over SC, we use them
as impurity solvers to study the antiferromagnetism of the half-
filled Hubbard model within DMFT. The description of antifer-
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romagnetism in DMFT relies crucially on the accurate descrip-
tion of the impurity density of states under the bias of bath.
As is well known, many strong-coupling based approximations
such as the Hubbard-I approximation and the alloy analogy ap-
proximation cannot give out the antiferromagnetic phase of the
Hubbard model at half filling [38]. ISC is expected to do better
than SC in this respect due to the improved description of the
impurity spin response to the bias of bath. The Hubbard model
Hamiltonian reads
H = −t
∑
〈i, j〉
∑
σ
(
c
†
iσ
c jσ + h.c.
)
+ U
∑
i
ni↑ni↓. (37)
DMFT is exact for this model on the Bethe lattice with coordi-
nation number z = ∞, which has a semicircular free density of
states [10]
D(ǫ) =
2
πW2
√
W2 − ǫ2. (38)
W is the half-bandwidth which is set as the energy unit. We
used the standardDMFT self-consistent equations for the Bethe
lattice with z = ∞ in the antiferromagnetic phase [10].
Fig.4 shows the LDOS of the half-filled Hubbard model
at a low temperature T = 0.01, obtained from SC (Fig.4(a))
and ISC (Fig.4(b)), respectively. At U = 0, the LDOS’s from
SC and ISC are both exact, corresponding to a paramagnetic
metal phase. With gradual increase of U, distinctions appear
in two aspects. First, the LDOS from SC opens an energy gap
only at intermediate U while that from ISC opens a gap almost
immediately as U > 0. This contrast is seen clearly in the U =
1.0 curves: the SC curve is clearly a metal while the ISC curve
has a dip at ω = 0, being more close to a true insulator. The
ISC results agree better with the fact that the ground state of
Hubbard model on a bipartite lattice is a Slater insulator in the
weak coupling regime, due to the Fermi surface nesting [10,
37]. We checked that the small finite ρ↑(ω = 0) in the ISC
curve of U = 1.0 is not due to finite temperature, but due to the
ISC approximation.
In the second aspect, for intermediate to large U regimes,
SC only gives out very weak antiferromagnetism as shown by
the weakly asymmetric shape of the LDOS. The antiferromag-
netism disappears forU > 4.0 in Fig.4(a). In contrast, in Fig.4(b),
ISC givesmuchmore robust antiferromagnetismwith a strongly
asymmetric LDOS and a sharp peak on the shoulder of the
upper sub-band. The antiferromagnetism persists to the large
U limit. This shows that ISC correctly produces the antiferro-
magnetic ground state of this system in the large U regime.
The Ne´el temperature TN obtained from ISC varies with U in
the same qualitative trend as the QMC data. However, both
the ground state order parameter and the magnitude of Ne´el
temperature are overestimated by the ISC solver, compared to
the QMC results [39]. This observation is consistent with the
poor description of the Kondo screening by ISC since the un-
screened local moments order easier and generate strongermag-
netism.
5 Discussions and Summary
Besides the improved self-consistent calculation of the aver-
ages of the type 〈Ac〉 in G1(Aσαβ|Aσ†γδ )ω, we also tried to improve
the truncation approximation Eq.(23) for the averages of the
types 〈Acc〉 and 〈Ac†c〉 in G2(Aσαβ|Aσ†γδ )ω. For an example, for
〈Aλγcpσ′′ckσ′〉, we use 〈Aλγcpσ′′ckσ′〉 =
〈
G(ckσ′ |Aλγcpσ′′ )ω
〉
and
expand the latter to first-order of Vkσ, generating
G(ckσ′ |Aλγcpσ′′ )ω ≈ Vkσ
′
ω − ǫkσ′
∑
αβ
f σ
′
αβG0(A
σ′
αβ|Aλγcpσ′′ )ω
=
Vkσ′
ω − ǫkσ′
∑
αβ
f σ
′
αβ
δλβ〈Aσ′αγcpσ′′ 〉 − δαγ〈Aσ
′
λβ
cpσ′′ 〉
ω + Eα − Eβ
.
(39)
The averages of the type 〈Ac〉 in the second equation are cal-
culated self-consistently by scheme Eq.(24). Compared to the
truncation approximation Eq.(23) which is exact at V0
kσ
, the
above approximation is exact at V2
kσ
and partially takes into
account the spin exchange between impurity and the bath elec-
trons. Replacing Eq.(23) with this approximation, we obtain
the improved G2(A
σ
αβ
|Aσ†
γδ
)ω which modifies the expression of
functions Fσ
αβ,γδ
(ω) in Wσ
3∼5(ω).
However, we find that this improvement, together with the
improvement in calculating 〈Ac〉 (Eq.(24)) and in the CF re-
summation (Eq.(33)), does not produce uniformly improved re-
sults over ISC. This may be attributed to the fact that the Kondo
singlet are formed by degeneratemany-body states and is hence
singular at Vkσ = 0. Any expansion from the atomic limit will
break the spin exchange process. To handle the Kondo screen-
ing accurately, a truly non-perturbative calculation of the aver-
ages of the types 〈Acc〉 and 〈Ac†c〉 are necessary. We note that
the decoupling approximation of the Lacroix type [14], such
as 〈AcAc〉 ≈ 〈Ac〉〈Ac〉 was proved to be able to describe the
Kondo effect. Exploration in this direction will be carried out
in the forthcoming work.
One of the motivations of the present study is to develop
an impurity solver for the multi-orbital AIM, which is of more
practical interest in the community of DMFT. An accurate and
fast multi-orbital impurity solver is valuable for DMFT study
of strongly correlated d or f electron materials. Most of our
formula used in this paper can be generalized to multi-orbital
AIM, due to the generality of the SBO formalism. However,
the CF resummation will become more complicated for multi-
orbital AIM because the zero-th order GF contains larger num-
ber of poles instead of two in the single-orbital case. Con-
sequently, a multi-level extended CF must be used to do the
resummation. This makes the analytical derivation more dif-
ficult, if not impossible at all. Therefore, a computer-aided CF
resummation or the matrix generalization of the present strong-
coupling expansion theory are required for this purpose. Note
that our formalism, though demonstrated in this paper only for
the particle-hole symmetric case, can be generalized to particle-
hole asymmetric case without problem.
Besides the EOM-based series expansion of GF used in this
paper, the Mori-Zwanzig CF formalism [28,40] is also a use-
ful framework to carry out systematic strong-coupling expan-
sion, as was done for Hubbard model on the Bethe lattice in
Ref.[41]. In the present work, the GF is first expanded into a
series of a small parameter and an extended CF is then con-
structed from the truncated series. Ref.[41] used an inverse pro-
cedure, i.e., one first write down the exact formal expression
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for the CF via the recursive relation, and then the coefficients
of this CF are expanded into a series and truncated to a given
order. It thus avoids the difficulty of mapping GF to CF in our
approach. The exact formal expression for G(dσ|d†σ)ω Eq.(34)
obtained from the Mori-Zwanzig formalism suggests that this
approach has certain advantages and may provide an alternative
to the present approach. In both approaches, the self-consistent
calculation of averages that encode the important ground state
correlation is unavoidable. Quantitative comparison of the two
approaches are under study.
In summary, we improve the second-orderEOM-based strong-
coupling perturbation theory for the symmetric AIM, which
was first developed in I. The improvement consists of two as-
pects. First, the averages of the type 〈Ac〉 in G1(Aσαβ|Aσ†γδ )ω is
calculated from an exact relation instead of a V1
kσ
order approx-
imation. Second, contributions from V
n>3
kσ
are retained in the
CF coefficients a1 which now assumes the exact form. The av-
erages are calculated self-consistently through the CF-resummed
GF GCF (dσ|d†σ)ω. Using NRG results as reference, we show
that these modifications significantly improve the response of
the impurity spin to the bath bias. Combined with DMFT, im-
proved description is obtained for the antiferromagnetic phase
of the half-filled Hubbardmodel on Bethe lattice. We also present
an extended CF formalism for the GF of AIM, which may be
the starting point of an alternative strong-coupling expansion
theory.
6 Acknowledgements
This work is supported by 973 Program of China (2012CB921704),
NSFC grant (11374362), Fundamental Research Funds for the
Central Universities, and the Research Funds of Renmin Uni-
versity of China 15XNLQ03.
A Appendix: expressions for Wσ
1
∼ Wσ
5
(ω)
In AppendixA, we give the explicit expression forWσ
1
∼ Wσ
5
(ω)
in Eq.(29). To obtain them, we follow Eqs.(84), (88)-(91) of I
and insert the self-consistent calculation schemes Eq.(23) and
(24) into them. We also multiplied
(
ω + Eγ − Eδ
)
to Kσ
αβ,γδ
(ω)
to take care of the Lehmann representability of Wσ
i
(ω) (i =
3, 4, 5). At particle-hole symmetric point, we obtain for spin
up,
W
↑
1
= 〈A11〉 + 〈A33〉,
W
↑
2
= 〈A22〉 + 〈A44〉,
W
↑
3
(ω) = F
↑
31,31
(ω) +
(
ω +
U
2
)
K
↑
31,31
(ω),
W
↑
4
(ω) = F
↑
24,24
(ω) +
(
ω − U
2
)
K
↑
24,24
(ω),
W
↑
5
(ω) = F
↑
31,24
(ω) + F
↑
24,31
(ω) +
(
ω +
U
2
)
K
↑
24,31
(ω)
+
(
ω − U
2
)
K
↑
31,24
(ω). (40)
For spin down, we obtain
W
↓
1
= 〈A22〉 + 〈A33〉,
W
↓
2
= 〈A11〉 + 〈A44〉,
W
↓
3
(ω) = F
↓
32,32
(ω) +
(
ω +
U
2
)
K
↓
32,32
(ω),
W
↓
4
(ω) = F
↓
14,14
(ω) +
(
ω − U
2
)
K
↓
14,14
(ω),
W
↓
5
(ω) = −F↓
32,14
(ω) − F↓
14,32
(ω) −
(
ω +
U
2
)
K
↓
14,32
(ω),
−
(
ω − U
2
)
K
↓
32,14
(ω). (41)
The functions Kσ
αβ,γδ
(ω) in the above equations are given by
K
↑
31,31
(ω)= −K↑
24,31
(ω)= −Φ↓
23
(ω)+Φ
↓
41
(−ω),
K
↑
24,24
(ω)= −K↑
31,24
(ω)= Φ
↓
23
(−ω)−Φ↓
41
(ω),
K
↓
32,32
(ω)= K
↓
14,32
(ω)= −Φ↑
13
(ω)−Φ↑
42
(−ω),
K
↓
14,14
(ω)= K
↓
32,14
(ω)= Φ
↑
13
(−ω)+Φ↑
42
(ω). (42)
The functions Fσ
αβ,γδ
(ω) are given by
F
↑
31,31
(ω) = I13[Γ↑(ω) + Λ↓(ω) − Λ↓(−ω)],
F
↑
24,24
(ω) = I24[Γ↑(ω) + Γ↓(ω) − Γ↓(−ω) − Λ↓(ω) + Λ↓(−ω)],
F
↓
32,32
(ω) = I23[Γ↓(ω) + Λ↑(ω) − Λ↑(−ω)],
F
↓
14,14
(ω) = I14[Γ↓(ω) + Γ↑(ω) − Γ↑(−ω) − Λ↑(ω) + Λ↑(−ω)],
(43)
and
F
↑
24,31
(ω) = I13Γ↑(ω) − F↑31,31(ω),
F
↑
31,24
(ω) = I24Γ↑(ω) − F↑24,24(ω),
F
↓
14,32
(ω) = F
↓
32,32
(ω) − I23Γ↓(ω),
F
↓
32,14
(ω) = F
↓
14,14
(ω) − I14Γ↓(ω). (44)
Here, Iαβ ≡ 〈Aαα〉 + 〈Aββ〉. The particle-hole symmetry gives
the relationsΦ
↑
13
(ω) = Φ
↓
41
(−ω) and Φ↑
42
(ω) = −Φ↓
23
(−ω).
B Appendix: extended CF formula for
G(dσ|d†σ)ω
In Appendix B, we derive the formally exact extended CF for-
mula Eq.(34) for G(dσ|d†σ)ω of AIM, using the Mori-Zwanzig
formalism.
We consider the Heisenberg equation of motion for the op-
erator A0(t) = e
iHtA0e
−iHt in the Heisenberg picture,
i
d
dt
A0(t) = [A0(t),H]. (45)
Using the Liouville operator LO ≡ [H,O], we get
A0(t) = e
iLtA0. (46)
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Here and below,O(t),O(z), andO are used to denote the Heisen-
berg operator, its Laplace transformation, and O(t = 0), respec-
tively. We introduce the inner product (A|B) of the operator A
and B and define the projection operator P1 as
P1O ≡ (A0|O)
(A0|A0)
A0. (47)
P1 is a superoperator that projects any operator into the one-
dimensional subspace of A0. The projection operator of the
orthogonal subspace is Q1 = 1 − P1. We have the relations
P2
1
= P1, Q
2
1
= Q1, and P1Q1 = Q1P1 = 0. In this work, we use
the inner product (A|B) = 〈{A†, B}〉, which guarantees P1 = P†1,
Q1 = Q
†
1
, and L = L†. The generalized Langevin equation for
A0(t) reads
d
dt
A0(t) = −iΩ0A0(t) + iA1(t) −
∫ t
0
dτA0(t − τ)K1(τ). (48)
It is an alternative formulation of the Heisenberg equation of
motion Eq.(45). Ω0 = (A0|[A0,H])/(A0|A0) is the frequency
and the random force is given by A1(t) = e
iQ1LtA1 with A1 =
Q1LA0. A1(t) is orthogonal to A0. The memory function reads
K1(t) = (A1|A1(t))/(A0|A0). The derivation of Eq.(48) can be
found in Ref.[28] where the use of the followingDyson identity
is made
eiLt = eiQ1Lt + i
∫ t
0
dτeiL(t−τ)P1LeiQ1Lτ. (49)
Applying the Laplace transformation f (z) =
∫ ∞
0
f (t)exp(−zt)dt
to Eq.(46) and Eq.(48), we obtain respectively the Heisenberg
equation of motion and the generalized Langevin equation on
the complex variable z axis
zA0(z) = A0 + i [LA0] (z),
A0(z) =
A0 + iA1(z)
z + iΩ0 + K1(z)
. (50)
Projecting the second equation of Eq.(50) to A0, we obtain
K0(z) ≡ (A0|A0(z)) =
(A0|A0)
z + iΩ0 + K1(z)
. (51)
The Fermion-type Matsubara Green’s function G(A0|A†0)iωn is
obtained from K0(z) via G(A0|A†0)iωn = −iK0(z = ωn).
To calculate K1(z), one needs to obtain A1(t). It satisfies the
equation of motion and the (equivalent) generalized Langevin
equation,
dA1(t)
dt
= iQ1LA1(t) (52)
= −iΩ1A1(t) + iA2(t) −
∫ t
0
A1(t − τ)K2(τ). (53)
In Eq.(53), Ω1 = (A1|[A1,H]))/(A1|A1) and A2(t) = eiQ2Q1LtA2
with A2 = Q2Q1LA1. The memory function reads K2(t) =
(A2|A2(t))/(A1|A1). The projection operator Q2 = 1 − P2 and
P2O = [(A1|O)/(A1|A1)] A1. Hence A2(t) is orthogonal to both
A1 and A0. The Laplace transformation to Eqs.(52) and (53)
reads
zA1(z) = A1(0) + i [Q1LA1] (z), (54)
and
A1(z) =
A1 + iA2(z)
z + iΩ1 + K2(z)
, (55)
respectively. Projecting Eq.(55) to A1 gives
K1(z) =
(A1|A1)
z + iΩ1 + K2(z)
. (56)
Repeating the above derivation,we will obtain the CF for K0(z),
as did by Mori[28], Lee[40], Tserkovnikov[42], etc.
The specialty of the AIM is that some components in Ai(z)
(i = 1, 2, ...), such as the bath operators ckσ(z), can be solved ex-
actly from their Heisenberg EOM. A z-dependent term can thus
be separated from the memory function, leading to an extended
CF for K0(z). To employ this properties of the impurity model,
we split the operator A1(z) as A1(z) = B1(z)+C1(z). Both B1(z)
and C1(z) have their own equation of motion and the general-
ized Langevin equation, similar to those of A1(z) in Eqs.(54)
and (55). As to be shown below, from A1(z) we can collect the
bath operators ckσ(z) into B1(z) and solve its EOM exactly. It
provides the frequency-dependent term in the extended CF. We
need only to apply the generalized Langevin equation forC1(z)
alone.
To guarantee the orthogonality between different hierarchy
of operators, we also need (A0|B1) = (A0|C1) = 0 to be fulfilled.
The time-evolution is given by B1(t) = e
iQ1Lt B1 and C1(t) =
eiQ1LtC1, similar to that of A1(t). We then have
K0(z) =
(A0|A0)
z + iΩ0 + K1B(z) + K1C(z)
, (57)
with
K1B(z) =
1
(A0|A0)
[(B1|B1(z)) + (B1|C1(z)) + (C1|B1(z))] ,
K1C(z) =
1
(A0|A0)
(C1|C1(z)) . (58)
Once B1(z) is solved exactly from its equation of motion zB1(z) =
B1+i [Q1LB1] (z), it is easy to calculate (B1|B1(z)) and (C1|B1(z)).
(B1|C1(z)) can be calculated from (B1|C1(z)) =
∫ ∞
0
dte−zt(B1(−t)|C1).
So K1B(z) is easily calculated. For K1C(z), we write down the
generalized Langevin equation for C1(z) as
C1(z) =
C1 + iA2(z)
z + iΩ1 + K2(z)
, (59)
which gives
K1C(z) =
1
(A0|A0)
(C1|C1)
z + iΩ1 + K2(z)
. (60)
Here, the frequency and memory functions are given by
Ω1 =
(C1| [C1,H])
(C1|C1)
,
K2(z) =
(A2|A2(z))
(C1|C1)
. (61)
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The second-order memory function K2(z) is defined by the ran-
dom force A2(z) of C1(z). A2(z) is the Laplace transformation
of A2(t) = e
iQ2Q1LtA2, with A2 = Q2Q1LC1. Here Q2 = 1 − P2
and P2O = [(C1|O)/(C1|C1)]C1. Therefore, A2(z) is orthogonal
to C1.
The same procedure can be implemented for A2(z), i.e.,
from A2(z) we collect the bath operators into B2(z) and do the
splitting A2(z) = B2(z) + C2(z). We apply the equation of mo-
tion and generalized Langevin equation to B2(z) and C2(z), re-
spectively. Employing the exactly solved B2(z), we obtain the
second-order memory function K2(z) = K2B(z)+K2C(z). K2B(z)
is an exactly solvable frequency-dependent term
K2B(z) =
1
(C1|C1)
[(B2|B2(z)) + (B2|C2(z)) + (C2|B2(z))],
(62)
and K2C(z) is an unknown memory function
K2C(z) =
1
(C1|C1)
(C2|C2(z)). (63)
Here, we also require that (C1|B2) = (C1|C2) = 0. The time
evolution is given by B2(t) = e
iQ2Q1Lt B2 andC2(t) = e
iQ2Q1LtC2.
By repeating the above process, we can express K0(z) into an
infinite extended CF.
For the Hamiltonian in Eq.(12), we start from A0 = dσ and
obtain the following operators through straightforward calcu-
lation,
B1 = −
∑
k
Vkσckσ,
C1 = −U[nσ¯ − 〈nσ¯〉]dσ,
B2 = −U〈nσ¯〉
∑
k
Vkσckσ,
C2 = U
∑
k
Vkσnσ¯ckσ + U
∑
k
Vkσ¯(d
†
σ¯ckσ¯dσ − c†kσ¯dσ¯dσ)
−Uβ˜σ [nσ¯ − 〈nσ¯〉] dσ. (64)
Here β˜σ is given in Eq.(35). They fulfil the orthogonal require-
ments and the EOM of B1(z) and B2(z) can be solved exactly.
From these operators, we obtain the projecting coefficients used
in the extended CF
Ω0 = ǫd + U〈nσ¯〉,
Ω1 = ǫd + U(1 − 〈nσ¯〉) + β˜σ,
(C1|C1) = U2〈nσ¯〉(1 − 〈nσ¯〉),
K1B(z) =
∑
k
V2
kσ
z + iǫkσ
,
K2B(z) = − 〈nσ¯〉
1 − 〈nσ¯〉
∑
k
V2
kσ
z + iǫkσ
,
K2C(z) =
(C2|C2(z))
U2〈nσ¯〉(1 − 〈nσ¯〉)
. (65)
Finally, putting Eq.(65) into Eqs.(57), (58), (60), (62), and (63),
we obtain the two-level extended CF Eq.(34).
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