In this paper, we propose a multiscale approach for solving the parameter-dependent elliptic equation with highly heterogeneous coefficients. In particular, we assume that the coefficients have both small scales and high contrast (where the high contrast refers to the large variations in the coefficients). The main idea of our approach is to construct local basis functions that encode the local features present in the coefficient to approximate the solution of parameter-dependent flow equation. Constructing local basis functions involves (1) finding initial multiscale basis functions and (2) constructing local spectral problems for complementing the initial coarse space. We use the Reduced Basis (RB) approach to construct a reduced dimensional local approximation that allows quickly computing the local spectral problem. This is done following the RB concept by constructing a low dimensional approximation offline. For any online parameter value, we use a reduced dimensional approximation of the local problem to construct multiscale basis functions. These local computations are fast and are used to solve the coarse-scale dimensional problem. We present the details of the algorithm and numerical results. The locally supported basis functions can be used to obtain a coarse multiscale approximation for any smooth right hand side (source term). The approximation of the solution is obtained by solving a coarse global problem. The coarse problem can also be used to construct robust iterative methods of the domain decomposition type. Our numerical results show that one can achieve a substantial dimension reduction when solving the local spectral problems. We discuss convergence of the method, the construction of initial multiscale basis functions and the computational cost of the proposed method.
Introduction
Multiscale problems occur in many applications that include flow through porous media, composite materials, and so on. In many of these applications, the media properties can vary highly at the microscale. For example, in flow through fractured porous media, the conductivity within fractures can be several orders of magnitude higher than the conductivity within the matrix. Fracture regions, that are main conduits of the flow, can have complex heterogeneities. Note that in this case traditional scale separation assumptions no longer hold and therefore, classical homogenization and upscaling techniques cannot be straightforwardly applied. The variation in the conductivities in the fracture and matrix brings an additional small scale into the problem that one needs to take into account when designing efficient coarse-grid simulation techniques and iterative solvers.
Numerical discretization of flow problems in such heterogeneous media results to large ill-conditioned systems of linear equations. Several approaches are proposed to solve such systems. Some approaches involve the solution on a coarse grid (e.g., [23, 17, 24, 25, 31, 1, 4, 12, 9, 26, 36, 38] ). In these approaches, coarse-grid properties such as upscaled conductivities or multiscale basis functions are constructed that represent the media or the solution on the coarse grid. For solving high-contrast problems on a fine grid, robust iterative methods that converge independent of the contrast and multiple scales are needed (e.g, [35, 29, 21, 5] and references therein). There are many works that discuss similarities between solvers and multiscale methods, (e.g., [38] ) in the context of multi-phase flow). We note that multiscale and upscaling techniques are designed to solve global problems on a coarse grid for multiple source terms and right hand sides. This provides additional computational gain as the coarse-grid properties do not need to be re-computed.
In many applications, one deals with parameter-dependent heterogeneous problems. For example, in the presence of uncertainties, the media properties are often parametrized where the parameter represents realizations of the media properties. A typical example is the conductivity field described by a two-point correlation function that represents the correlation of the spatial field. Via Karhunen-Loeve expansion, one can expand the conductivity field and this expansion contains parameters that are random variables and spatial fields that represent the modes of the covariance matrix. Each value of the parameter gives a realization of the conductivity field. In many other more complex cases (e.g., channelized permeability fields), the conductivity can also be parametrized. In these parameter-dependent cases, it can be expensive to apply multiscale or upscaling methods realization-by-realization (i.e., to compute effective properties for each realization). Indeed, many multiscale and upscaling methods involve elaborate procedures to compute basis functions that can be used for multiple source terms and right hand sides. E.g., one may need to construct several basis functions per coarse element (see discussions below) and the coarse regions, that are often dictated by e.g., source terms, can be large. In this setup, it is important to construct smaller dimensional problems to compute basis functions online inexpensively. These computations will be based on some offline procedures. In this paper, we borrow the main idea from the Reduced Basis (RB) approach to achieve dimension reduction.
The Reduced Basis (RB) approach is proposed in [28, 33] and has been successfully applied to many parameter-dependent problems. The main idea of RB is to construct a reduced model based on offline computations. The offline computation involves the solution of global problems that are used to compute new basis functions. The reduced models are used for online computations for each parameter, i.e., the problem is rapidly solved online for each parameter. In many cases, when the solution is smooth with respect to the parameter one can achieve a substantial dimension reduction and represent the solution space with a small dimensional space. RB relies on affine representation of the coefficients with respect to the parameter or functionals of the parameter to pre-compute bilinear forms that speed-up the computations. Affine representation assumption can be relaxed as noted in previous findings, e.g., [6] . Our goal is to use RB ideas in constructing multiscale basis functions and to speed-up the simulations.
In this paper, we use multiscale methods for high-contrast media developed in [16, 19, 20] for a single parameter case. In these approaches, based on local spectral problems for each coarse region, we construct multiscale basis functions to approximate the solution. The construction of coarse spaces starts with an initial choice of multiscale basis functions that are supported in coarse regions sharing a common node. The initial multiscale basis function is chosen to represent important features of local solutions for all parameter values. These basis functions are complemented using weighted local (parameter-dependent) spectral problems that are defined in coarse blocks sharing a common node. The weight function in the local spectral problem is computed based on the initial choice of multiscale basis functions. Furthermore, we identify important eigenvalues (small eigenvalues in our case, see discussion below) and corresponding eigenvectors that represent important features of the solution. Coarse spaces are constructed by multiplying the selected eigenvectors with the initial multiscale basis functions. These eigenvectors represent features that can not be localized with initial multiscale space. For parameter-dependent problems, solving the local eigenvalue problem for each parameter at the online stage can be expensive, especially for the cases of large-size coarse blocks. RB offers an excellent opportunity to reduce the local eigenvalue problem to a problem with much smaller dimension. In particular, first, at the offline stage, we identify important eigenvectors for a range of parameters. Then, we use the RB technique to formulate a small dimensional spectral problem and downscaling operator that allows for solving the local spectral problem inexpensively in the online computations stage. At the online stage, for any parameter, we can rapidly compute multiscale basis functions. These basis functions are computed by solving small dimensional eigenvalue problems and selecting important eigenvectors for basis function construction. These eigenvectors are downscaled using a pre-computed multiscale interpolation operator. Furthermore, the coarse space is constructed and the global problem is solved. The dimension of the coarse system is related to important local features of the solution and it is the same as in standard multiscale methods with local spectral basis functions. However, the cost of computing a basis function is much smaller.
The coarse spaces constructed in this paper are targeting two main goals:
• obtaining robust convergence results of coarse multiscale approximations;
• obtaining robust bounds for the condition number of iterative (two-level additive) methods to compute fine-scale finite element solutions.
We show numerically (see Section 4) that the estimate for the convergence of MsFEM and the condition number of two-level preconditioners depend on the maximum of the inverse of the eigenvalues whose eigenvectors are not included in the coarse space. The maximum is taken over all coarse nodes. In order to obtain an optimal dimensional coarse space, the initial multiscale spaces are important. See [16, 19, 20] . We discuss possible choices for initial multiscale spaces for the parameter-dependent problem in Section 3.1. The proposed methods have advantages over standard multiscale methods when applied to parameterdependent problems. Our new approaches use pre-computed solutions calculated for some values of parameters, that are identified with RB methods, to speed-up the computations. Moreover, these basis functions can be used independent of the source terms which can not be done for general smooth right hand sides when global snapshots are employed. For multiscale problems, applications of reduced basis approaches that employ global snapshots are computationally expensive and the number of basis functions that are needed for calculating the solution at the online stage can be large. The proposed methods alleviate these problems (see Section 4.3). In particular, one does not need all snapshots when computing the solution at the online stage. This is because many of these global snapshots can be eliminated at the coarse-grid level by choosing appropriate basis functions. Our proposed approach can be especially useful when the parameter itself is a coarse-grid spatial function where the parameter in each coarse block is assumed to be an independent scalar quantity. In this case, one has a very large dimensional parameter space, and approaches such as the ones proposed in this paper are needed for efficient computations because local problems will involve only a scalar parameter. Finally, the applications to domain decomposition methods and solvers are new. In our methods, solvers are regarded as the correction to the coarse-grid solution at the online stage. We show that one can use the offline coarse spaces to obtain robust preconditioners.
The proposed approaches share similarities with approaches where the RB is used in homogenization or MsFEM setting to solve local problems (e.g., [7, 30] ). In these approaches, via offline computations, one reduces the cost associated with computing local solutions. Unlike the proposed approaches, these approaches do not systematically add new degrees of freedom on a coarse-grid level and do not consider high-contrast multiscale problems. Moreover, using our proposed coarse spaces, we construct robust contrast-independent preconditioners for multiscale problems. The proposed methods also have some relation to ensemble level multiscale methods [10, 2] . In ensemble level approaches, several realizations of the conductivity field are chosen and based on these realizations, multiscale basis functions are constructed for the whole ensemble or a part of the ensemble. Thus, one can construct a small dimensional space to span the solution for each member of the ensemble. In the proposed approaches, we speed-up basis computations to reducing these problems to much smaller dimensional ones at the online stage.
We present some representative numerical results. In our examples, we consider parameter-dependent high-contrast permeability fields where various distinct permeability features appear for different values of the parameter. We show numerically (see Section 4) that using our proposed technique one can substantially reduce the computational cost without sacrificing the accuracy of the method. We consider both coarse-grid approximation and the condition number for the preconditioned system where coarse spaces are inexpensively computed for each online parameter based on reduced dimensional local systems. We discuss the choice of initial multiscale basis functions designed for the entire parameter range. We show numerically (see Section 4) that if one can incorporate small-scale features (smaller than the coarse region) associated with all parameters into initial basis functions , we can achieve a dimension reduction for the coarse spaces. We discuss convergence of the method based on numerical experiments and computational cost (see Sections 4.1 and 4.3). Our proposed approach has lower computational cost, in general, compared to standard RB approaches that use global solutions. The computational gain is due to the fact that at online stage, we do not need all features that are in global solutions when standard RB is used. Via local solutions and online basis computations, we can identify small dimensional coarse spaces that are needed to compute the solution online without sacrificing the accuracy. Moreover, local computations can be performed in parallel and thus the computational time of solving local problems will be equivalent to that of solving one local problem. Our numerical results show that the combination of RB and MsFEM can provide an efficient computational tool for solving large-scale parameter-dependent multiscale problems with the parameter possibly varying over the coarse regions.
The paper is organized in the following way. In the next section, we present some background discussion on multiscale spaces, the RB, and two-level preconditioners. In Section 3, the details of the proposed algorithm are discussed. Numerical results and further discussions are presented in Section 4.
Preliminaries
We consider the following parameter-dependent problem
subject to some boundary conditions, where
Here, κ q (x) is the heterogeneous spatial field with multiple scales and high contrast (e.g., see Figure 6 for an example of such a permeability field), the parameter µ ∈ Λ ⊂ R p is possibly a coarse grid function and the functions Θ q : Λ → R. We define the weak formulation of the problem (1) as follow
and
Next, we introduce the notation for the coarse grid and briefly introduce the main concept of multiscale finite element methods. Let T H be a usual conforming partition of D into finite elements (triangles, quadrilaterals and etc.). We call this partition the coarse grid and assume that the coarse grid is partitioned into fine-grid blocks. We denote by N v the number of coarse nodes, by {y i } Nv i=1 the vertices of the coarse mesh T H and define the neighborhood of the node y i by
(see Figure 1 ) and the neighborhood of the coarse element K by
Our objective is to construct a coarse-grid reduced order model, so that for any value of the parameter µ and any value of the right hand side f we will be able to compute, in a very efficient way, the solution to (1) .
To obtain numerical approximations of (1), we will compute numerically a set of multiscale basis functions for each node y i . We denote the basis functions for the node i, χ 
where V 0 = span{χ . As the multiscale basis function are adapted to the specific oscillation present in the coefficient, they strongly depend on µ. It is often expensive to compute multiscale basis functions as one may need to solve local spectral problems to find an appropriate number of basis functions. Moreover, for the MsFEM to be accurate, we need to define a new basis for each single value of the parameter µ. For this purpose we will construct a reduced order problem to compute the basis function. The construction of the basis involves the approximation of local parametric eigenvalue problems. We will be applying reduced basis techniques to these local parametric eigenvalue problems posed on coarse regions.
We will also use coarse spaces constructed via the RB technique in two-level additive Schwarz preconditioners (e.g., [29] ). Our main goal is to show that with these basis functions one can obtain optimal (in terms of contrast) preconditioners. Next, we briefly describe the two-level domain decomposition setting that we use. We denote by {D
where dist is some distance function and let V We consider iterative methods to find the solution of the fine-grid finite element problem
where V h is the fine-grid finite element space of piecewise linear polynomials and the bilinear form a defined in (4) . The matrix of this linear systems is written as
Here, A is the stiffness matrix associated to the bilinear form a and b is such that v
h . We note that we are representing finite element functions and their vector of coordinates by the same symbols. We can solve the fine-scale linear system iteratively with the preconditioned conjugate gradient (PCG) method. Any other suitable iterative scheme can be used as well. We introduce the two level additive preconditioner of the form
where the local matrices are defined by
The coarse projection matrix
The columns Φ i 's are fine-grid coordinate vectors corresponding to the basis functions {χ j i }. See [35, 29] and references therein. In this paper, we will use RB procedures to construct (approximations of) the coarse space basis, i.e., R 0 (µ), for any given value of the parameter µ.
The application of the preconditioner involves solving local problems in each iteration. In domain decomposition methods, our main goal is to reduce the number of iterations in the iterative procedure. It is well known that a coarse solve needs to be added to the one level preconditioner in order to construct robust methods. The appropriate construction of the coarse space V 0 plays a key role in obtaining robust iterative domain decomposition methods.
In the numerical experiments, we will assume that the overlapping subdomains {D ′ i } coincide with the coarse vertex neighborhoods {ω i } of T H . In this case δ ≍ H, where δ = max 1≤i≤N δ i is the overlapping parameter.
Next, we briefly describe basic concepts of the reduced basis approach that employs global snapshots to construct reduced-order models for computing the solution of the parameter-dependent elliptic problem. The RB method can be understood as a way to discretize the manifold E = {u(x; µ), µ ∈ Λ}; otherwise stated it consists of defining a finite dimensional space
where N is small. Once X N has been defined, we compute the solution using a standard Galerkin projection:
with a defined in (4). The problem above is equivalent to solving a linear problem of dimension N and is thus cheap provided that N is small. We thus are left with the definition of the basis of X N , which is done by computing N snapshots (i.e., solution of the original equation for a given value of the parameter µ m ). A Greedy algorithm (see Section 3.3 below) is used to select iteratively the snapshots. Note that in the methods proposed in this paper, RB is used locally to construct multiscale basis functions that can be used to solve the global problem on a coarse grid.
Coarse-scale model reduction. Reduced Basis Multiscale Finite Element Method (RB-MsFEM)
In this section, we describe how coarse spaces are constructed. The main idea of this construction is to start with an initial multiscale basis functions which capture the effects that can be localized within coarse regions, this step is described in Section 3.1. Furthermore, we introduce, in Section 3.2, a local spectral problem where initial multiscale space is used to construct the weight function for this spectral problem. The eigenvectors corresponding to small eigenvalues represent important features of the solution (in energy norm). These eigenvectors are multiplied by initial basis functions to form the coarse space. In order to speed-up the computation of the spectral problems in a parameter dependent case, we use the RB techniques (see Section 3.3). Note that the computation of local eigenvalue problem for each coarse domain and for each online parameter can be expensive (see Section 4.3). We thus perform offline computation to pre-compute all the stiffness matrices needed for basis calculations and their reduced representation as well as the downscaling operators that allow us to easily go from the reduced basis to the fine mesh basis. The online stage (see Section3.4) is a two step computation where first we solve on each coarse region, for a given value of µ, the reduced problems that yield the multiscale basis functions and then compute the solution of the initial problem for a given value of the right hand side f . First, we describe some essential ingredients needed for our method and in Section 3.5, we will summarize our algorithm.
Initial basis functions
First, we briefly discuss the construction of the initial basis functions as they are used in setting up local spectral problems (see Item 3 of the offline stage). As we mentioned, initial multiscale basis functions are chosen such to include the features of the solution for all parameters µ. For this reason, we need to identify a permeability that contains as many of the small-scale features as possible. We denote this special permeability by κ S (x). We note that we can choose κ S (x) = κ(x; µ 0 ) as mentioned above. The idea is to construct multiscale basis functions for this permeability and use them as initial basis functions for our construction (Item 6 of the offline stage, Section 3.5.1). Multiscale basis functions solve local problems ( see (23) and Section 3.5 where a summary of the method is presented). A good choice of the permeability field κ S is possible for some problems. We discuss this issue further in the next section. As an alternative to the multiscale basis functions defined in (23), we can consider energy minimizing basis functions (see [37] ), where basis functions are obtained by minimizing the energy of the basis functions subject to a global constraint. More precisely, one can use the partition of unity functions {χ
, with N v being the number of coarse nodes, that provide the least energy. This can be accomplished by solving
= 1 is a global constraint though it is not tied to any particular global fields.
Spectral Multiscale basis
The initial coarse basis functions χ i (discussed above) often need to be complemented if more accurate coarse-scale solutions or more robust preconditioners are sought. This completion is accomplished via local spectral problems. For the case of parameter-dependent elliptic problems considered here, this completion is done at the online stage. See Section 3.5.2. Following [16, 13] , we consider, in the online computations, the local parametric homogeneous Neumann eigenvalue problem
posed on subdomains ω i . Here, the modified weight κ is defined by
where χ j are the initial basis functions.
In this paper, we will use RB techniques to compute cheap online approximations of this eigenvalue problem. The online approximation is computed based on the reduced order model constructed offline. The construction is summarized in Items 5-9 in Section 3.5.1 and further detailed in Section 3.3 where we describe the RB procedure applied to the eigenvalue problem above. Recall that we denote by
the online RB approximation of the eigenvalue problem (14) ; see Section 3.5 where a summary of the method is presented. This approximation is computed by solving the small linear system in (24) . The RB procedure parameter N rb is introduced in Section 3.5.1. It denotes the number of RB parameter values used for the construction of the reduced order eigenvalue problem. During our online stage (described in Section 3.5.2), we construct multiscale basis functions. The (online) multiscale basis functions are constructed as χ
(see Item 3 of Section 3.5.2 and Figure 2 for illustration). The coarse space is
The coarse-scale solution is sought based on (3) with the coarse space above. We note that the local blocks of the coarse matrix (see (7) will be dense due to the fact that local eigenfunctions are supported in the coarse grid block. However, the coarse matrix will have a block sparse structure. The overall sparsity of the blocks of coarse matrix can be increased with a choice of initial multiscale basis functions.
Next, we discuss some properties of the local eigenvalue problem of the fine-scale system. We remind the notation for fine-scale eigenvalues and eigenvectors of the true eigenvalue problem (14)
The choice of initial basis functions is important for defining local spectral spaces. We would like to discuss the dimension of the coarse space in the presence of high-conductivity inclusions. For this reason, we assume in the rest of the subsection that the initial multiscale basis function is computed for an online value of the parameter and RB approximation of the local spectral problem is accurate (see discussions later about coarse-space dimension reduction when offline initial multiscale basis functions are used). Assume eigenvalues are given by 0 = λ
Basis functions are computed by selecting a number of eigenvalues (starting with small ones) and multiplying corresponding eigenvectors by χ i (see Figure 2 for the illustration). Thus, the multiscale space is defined for each i as the span of
where L i is the number of selected eigenvectors. In [16] , we show that under some conditions the convergence rate is inversely related to the smallest eigenvalue whose eigenvector is not included in the coarse space. This is also observed in our numerical results. More precisely, we show in [16] that the convergence rate in the energy norm ∫
where H is the coarse mesh size and β ≥ 0 is related to the smoothness of the coefficients. Thus, our goal is to find initial basis functions such that the resulting eigenvalue problem has fewer small eigenvalues. In high-contrast problems, one can show that the number of small eigenvalues is related to the number of isolated inclusions within a coarse region, see [16, 20] . These contrast-dependent small eigenvalues are inversely proportional to the contrast for the isolated inclusions, and, thus, they can be very small in high-contrast problems. One can show that by using initial multiscale basis functions (see [16, 20] ), we can eliminate small inclusions (smaller than the coarse region) by incorporating their effects into one (per coarse node) basis function. As a result, the local spectral problem identifies features that are not included in the initial multiscale space. These features typically consist of high-conductivity channels (channel is a high-conductivity region that connects two boundaries of the coarse region). Thus, it is important to use multiscale basis functions in constructing the weight function in (14) . Initial multiscale basis functions will allow achieving smaller dimensional coarse spaces by eliminating many small eigenvalues. In RB-MsFEM, one of our goals is to incorporate small-scale features of the ensemble into multiscale basis functions in order to achieve small dimensional coarse spaces (see Section 4).
Reduced Basis for eigenvalue problems
The RB method is used to reduce the dimension of the eigenvalue problem so that we can compute the basis functions during the online stage with a much reduced workload. The RB approach, mainly consists of defining a (small) set of functions, denoted by X N rb , that can approximate the manifold {φ ωi ℓ (x; µ), with φ ωi ℓ solution to (21) , µ ∈ Λ trial }. This set is constructed iteratively by a Greedy procedure, which consists of solving the eigenvalue problem for some selected values of the parameter µ. We thus can write
Once this space is defined, solving (21) for a given value of µ amounts to finding
In this section, we will discuss the Greedy procedure by itself: how to choose the judicious set of {µ m } 1≤m≤N rb and then describe the key element of this procedure which is the error estimate, in the particular case of the linear eigenvalue problem.
The Greedy Algorithm. We would like to choose the set of parameters {µ m } 1≤m≤N rb such that it minimizes the error between the solution and its reduced basis approximation, namely e(µ) = ∥φ
, as a function of µ. In other words, the desirable choice of µ is defined by:
) .
In practice, we don't want to compute φ ωi ℓ (µ), µ ∈ Λ for a twofold reason: first Λ can be a continuous set, second computing φ ωi ℓ (µ) for a given µ is computationally expensive, and so we just want to perform this computation for the selected {µ m } 1≤m≤N rb . Therefore, the RB approach suggests a feasible procedure, which consists of selecting the minimizers of
where Λ trial is a discrete set and ∆ N rb (µ) is an estimator of the quantity e(µ), the choice of which is discussed in the paragraph below. We are now in position to describe the Greedy procedure. We will select the sequence {µ m } 1≤m≤N rb incrementally: Error estimation for eigenvalue problem. We are thus left with the definition of ∆ N (µ). We will use the error estimator introduced in [27] . First, we introduce the weak formulation of the eigenvalue problem:
Following [27] , we first define a scalar product
and then define (implicitly) e ℓ N (µ) as the dual of the residual, namely
where {φ
Observe that, due to the linearity of equation (17), the dual of the residual e ℓ N (µ) satisfy an affine expansion, similarly to the coefficient κ(x; µ). It reads:
where
We now turn to the definition of the error estimate, ∆ N writes
where N τ is the cardinal of the ensemble {ℓ ∈ N, λ ωi,N ℓ ≤ τ }. We note that this estimator may not be robust for general high-contrast problems; however, we find it to work well for the problems studied numerically in this paper. [6] by representing a general functional dependence via an affine approximation. Another case that is of interest to applied community is when the permeability field is described discretely without any explicit parametrization. In this case, one needs to define affine representation of the permeability field in order to take an advantage of RB framework. Otherwise, the computation of stiffness matrix at the online stage will require the calculations on the fine grid.
Offline Assemble We take advantage of the affine representation to precompute all stiffness matrices of the coarse scale problem, so that we speed-up the online computation. For this purpose, we need that the the online initial basis function χ * i corresponds to the offline partition of unity χ i . In our case, we have to pre-compute the following integrals, for all i 1 and i 2 , and each ℓ 1 and ℓ 2 and all 1 ≤ q ≤ Q and all 1 ≤ m 1 , m 2 ≤ N rb , compute:
Then, during the online computations, once we solve the reduced order local spectral problem: 
We can construct the coarse stiffness matrices, using pre-computed matrices:
Online computation
In the online stage, we first compute on each coarse region ω i the reduced eigenvalue problem, and then define the multiscale basis functions χ
We then assemble the coarse-grid problem, using the precomputed matrices (if χ i is independent of µ).
With a reduced-dimensional eigenvalue problem, we can rapidly solve the local spectral problem and construct multiscale basis functions. These basis functions are further used to solve the global problem. This approach can be effectively used when the parameter µ is a coarse-grid spatial function, i.e., µ varies on a coarse grid where the parameter in each coarse block is assumed to be an independent scalar quantity. In this case, one has a very large dimensional parameter space, and approaches such as the ones proposed in this paper are needed for efficient computations because local problems will involve only a scalar parameter. RB-MsFEM allows rapidly computing the global solution.
We note that the coarse-scale system obtained by solving reduced eigenvalue problems will have the same dimension as the coarse-scale system where the the exact eigenvalue problem is solved (i.e., they have the same number of important eigenvalues). The computational saving is due to solving small-size local eigenvalue problems. As we noted earlier, the eigenvalue problem can have a large dimension and thus the basis function can be expensive for each value of µ. Using the RB, we simplify these computations.
As we noted that these coarse spaces can be used for designing preconditioners. In particular, one can use the coarse spaces computed with the RB in two-level additive Schwarz preconditioners
where R 0 and A 0 are defined using the coarse space computed online. The local matrices A i (µ) correspond to the exact local solver for each µ as in the standard two-level additive Schwarz constructed for (9) . The computations of the latter involve local corrections while the former requires local eigenvalue computations and downscaling operators that are computed using the reduced system. We will show numerically that these preconditioners are optimal with respect to the contrast, i.e., cond(B −1 (µ)A(µ)) is bounded independent of the contrast.
We can use inexact local solvers instead of exact solvers A i (µ) −1 in subdomains ( [35] ). In our proposed methods, the inexact solvers can be constructed rapidly at the online stage via pre-computed calculations from the offline stage. The offline stage will involve RB technique for identifying important Dirichlet modes of local problems and downscaling operators. This information can be used to construct inexact solver approximation. The required properties for these inexact solvers that will guarantee robust preconditioners can be found in, e.g., [35] .
Description of the algorithm
In this section, we summarize the algorithm. We present an overall picture of all the computations involved. We distinguish the following computations.
• Offline computation (Section 3.5.1): -Coarse grid generation and parameter set discretization; -Computation of the initial partition of unity; -Individual subdomain RB computations to construct reduced order models for subdomain parametric eigenvalue problems.
• Online computations (Section 3.5.2):
-Individual computation of reduced order eigenvalue problems for given parameter value; -Construction of coarse spaces with important modes; -Approximation of solutions using the coarse spaces.
A schematic description of the algorithm is presented in Figure 3 . Itemized step-by-step more precise descriptions of the computations are presented in Section 3.5.1 and 3.5.2 below. Further details related to the design and analysis of some individual steps were presented in previous sections.
Offline stage
We assume here that a fine grid, on which κ is defined, is given. We also assume that we know the parameter space µ ∈ Λ ⊂ R d , a threshold τ and a number N rb , that corresponds to the the number of selected parameter value. We then proceed as follows: 
5.
Compute on the fine grid the following stiffness and mass matrices for all 1
6. Define the sequence {µ m } 1≤m≤N rb , using a Greedy procedure (see Section 3.3 below), and solve
7. Construct the matrix 
Online stage
The purpose of this step is to compute the solution for a given value of µ and a given f :
1. For each coarse region ω i
2.
Solve the reduced order eigenvalue problem and keep only some eigenvectors that correspond to eigenvalues below a certain threshold
3.
Compute the multiscale basis functions (see Section 3.2 below)
end for
5. Solve the coarse-grid system and use it in two-level preconditioners (if needed). 
Remark 5. Note that the standard choice of initial basis functions
and 
Numerical results and discussions
In this section, we present representative numerical results for the coarse-scale approximation with the RB and its use in two-level additive preconditioners. The equation −div(κ(x; µ)∇u) = 1 is solved with boundary conditions u = x + y on ∂D. For the coarse-scale approximation, we will vary the dimension of the coarse spaces (online) and change offline space dimensions. We will investigate the convergence rate as a function of minimum eigenvalue and the contrast. For preconditioning results for (9), we will investigate the behavior of the condition number of B −1 (µ)A(µ), where B −1 (µ) is defined in (19) , as we increase the contrast for various choices of coarse spaces that include variations in online and offline parameter setting. In our simulations, we run the Preconditioned Conjugate Gradient (PCG) until the ℓ 2 norm of the residual is reduced by a factor of 10 In our numerical experiments, we test the accuracy of RB-MsFEMs when coarse spaces include eigenvectors corresponding to small, asymptotically vanishing (as contrast increases), eigenvalues as well the cases when additional eigenvectors are included in the coarse space (see [16] for more discussions). We choose the following notation: LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing as contrast increases, eigenvalues and an additional n eigenvectors corresponding to the next n eigenvalues (in an increasing order). E.g., LSM+0 indicates the coarse space that only includes eigenvectors corresponding to small, asymptotically vanishing eigenvalues, while LSM+1 indicates the coarse space that includes eigenvectors corresponding to small, asymptotically vanishing eigenvalues, plus one more eigenvector in each coarse region that corresponds to the next largest eigenvalue. We consider two different contrasts. We study the convergence of the methods LSM (when χ 0 are used to compute κ and then κ ≈ κ) and LSM (when multiscale basis functions χ ms , see (23) , are used to construct κ). We will consider the error in the following energy norm
where ∥u∥
We implement a two-level additive preconditioner with the following coarse spaces: multiscale functions with linear boundary conditions (MS); spectral coarse spaces with κ = κ where piecewise linear partition of unity functions are used as an initial space (LSM κ ≈ κ).
In the first numerical example, we consider a permeability field which is the sum of two permeability fields with each containing inclusions such that their sum gives a channelized permeability field. The permeability field is described by
We can represent 3 distinct different features in κ(x; µ): inclusions (left), channels (middle), and shifted inclusions (right), see Figure 4 . We note that the other permeability fields introduce some connection between the inclusions. There exists no single value of µ that has all the features. Furthermore, we will use a trial set for the reduced basis algorithm that does not include µ = 0.5. Our goal is to show that the proposed techniques are accurate and robust with respect to the parameter and the contrast. We will not present convergence results in terms of discretization parameters. As there are three distinct spatial fields in the space of conductivities, we will choose several functions (between one to four) in our reduced basis set to represent the manifold for µ. In the cases of one and two Table 1 : Convergence results (energy norm in % and space dimension) for RB-MsFEM with the increasing dimension of the coarse space. LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing eigenvalues, and additional n eigenvectors corresponding to the next n eigenvalues. Here, η = 10 4 . µ = 1/2 (error with MsFEM 39.07%). Convergence results (energy norm in % and space dimension) for RB-MsFEM with the increasing dimension of the coarse space. LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing eigenvalues, and additional n eigenvectors corresponding to the next n eigenvalues. Here, η = 10 6 . µ = 1/2 (error with MsFEM 39.29%).
permeability fields, we will observe that when the online permeability field does not contain appropriate features, then we can not obtain the convergence. Note that the greedy procedure selects the number of dimension of the reduced space in terms of the parameter while the number of small eigenvalues controls the number of basis functions at the online stage. We observe in Tables 1-4 that we indeed need N rb ≥ 3 to capture all the details of the solution. In these tables, we compare the errors obtained with RBMsFEM when the online problem is solved with a corresponding number of basis functions. We observe a convergence with respect to the number of local eigenvectors when N rb is chosen such that it contains spatial features included in the conductivity space. In particular, we observe that the error is comparable to the error of "true" -when the online multiscale basis functions and local spectral problems are solved for the online value of µ. However, the cost of the computations at the online stage is substantially lower when RB is utilized. We have also computed weighted L 2 error which shows a similar trend and these errors are much lower (typically less than 2 %). Some numerical illustrations are depicted in Figure 5 where we plot the fine-scale solution (top left), the solution computed with one multiscale basis functions computed for the online value of µ (top right), the solution computed with RB-MsFEM (bottom left), and the solution computed with the spectral multiscale method (bottom right) where the initial partition of unity and the local spectral problem are solved for the online value of µ. We see from this figure that RB-MsFEM provides a solution that is close to the true, fine-scale, solution.
We use the same example as before for testing the two-level additive Schwarz preconditioners. In this example, we only use coarse spaces based on reduced models. The numerical results are presented in Tables  5-8 . In these numerical results, we observe that when the dimension of the reduced space is 3 and more, the condition number of the preconditioned system is independent of the contrast. In all these examples, we only choose the eigenvectors that correspond to eigenvalues that are small and asymptotically vanishing. Note that in this example, we only choose basis functions corresponding to the interior nodes, while in Table 3 : Convergence results (energy norm in % and space dimension) for RB-MsFEM with the increasing dimension of the coarse space. LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing eigenvalues, and additional n eigenvectors corresponding to the next n eigenvalues. Here, η = 10 4 . µ = 1 (error with MsFEM 48.87%). Table 4 : Convergence results (energy norm in % and space dimension) for RB-MsFEM with the increasing dimension of the coarse space. LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing eigenvalues, and additional n eigenvectors corresponding to the next n eigenvalues. Here, η = 10 6 . µ = 1 (error with MsFEM 49.09%). the coarse-grid approximation, we choose basis functions that also represent boundary nodes. We observe that the number of iterations does not change as the contrast increases when spectral coarse spaces are used. On the contrary, when using multiscale basis functions (one basis per coarse node), the condition number of the preconditioned matrix increases as the contrast increases. The latter is due to the fact that the coarse space does not contain enough degrees of freedom. Table 5 : Number of iterations until convergence and estimated condition number for the PCG and different values of the contrast η with µ = 1/2. We set the tolerance to 1e-10. Here H = 1/5 with h = 1/50.
24(1.18e + 001) 27(7.81e + 000) 27(9.37e + 000) 28(8.08e + 000) 24(6.16e + 000) 24(6.16e + 000) 10 7 25(1.18e + 001) 27(8.70e + 000) 27(9.37e + 000) 29(8.03e + 000) 28(6.16e + 000) 28 Table 7 : Number of iterations until convergence and estimated condition number for the PCG and different values of the contrast η with µ = 1. We set the tolerance to 1e-10. Here H = 1/5 with h = 1/50.
In the second example, we would like to discuss how a good choice of initial multiscale basis functions will allow achieving a dimension reduction. Indeed, via initial multiscale basis functions, we can incorporate features that can be localized into the initial multiscale basis functions. This property of initial multiscale basis functions works well when the initial partition of unity is computed based on the online value of µ. However, this can be expensive and we attempt to find initial multiscale basis functions that can allow achieving a dimension reduction. This is not always possible as will be argued later on. But we can achieve this if we can construct initial multiscale spaces such that they span all inclusions that are in permeability fields of κ(x; µ) = µκ 0 (x) + (1 − µ)κ 1 (x). In the permeability field shown in Figure 7 , one can construct initial multiscale basis functions that incorporate all features that can be localized. We will use the largest value of µ to construct initial basis function. With these basis functions, we can localize all isolated inclusions of κ(x; µ) that comes from κ 1 (x) and thus achieve a dimension reduction. Next, we demonstrate numerical results for RB-MsFEM in Tables 9 and 10 Table 9 : Convergence results (energy norm in % and space dimension) for RB-MsFEM with the increasing dimension of the coarse space. LSM+n indicates that the coarse spaces include eigenvectors corresponding to small, asymptotically vanishing eigenvalues, and additional n eigenvectors corresponding to the next n eigenvalues. Here, η = 10 4 . µ = 1/2 and N rb = 3 (error with MsFEM 21.05%).
reduction for the coarse space without sacrificing the accuracy much. In particular, we achieve a similar error for the coarse spaces with the dimension that is smaller thanks to a good choice of initial multiscale basis functions. Some numerical illustrations are plotted in Figure 7 where we plot the fine-scale solution Next, we would like to discuss possible estimates for N rb and the choice of initial basis functions for more general setup when the permeability has an affine representation and each κ i (x) is a high-contrast permeability field. In general, it may be difficult to estimate N rb because one needs to identify distinct permeability features in the family κ(x; µ). For example, in our first example, there were three distinct permeability fields in κ(x; µ). In general, we will need to find out which high-conductivity regions of κ i (x) (i = 1, ..., Q) can form channels in κ(x; µ) and how many combinations of these channels can be formed. For example, if we take κ 1 (x) to have inclusions, while κ 2 (x),..., κ Q (x) contain inclusions such that each κ 1 (x) + κ j (x) (j ̸ = 1) form channels where these channels are not contained in any other combination of κ 1 (x) + κ i (x), i ̸ = j. In this case, N rb will be of order of Q because each κ 1 (x) + κ j (x) along with κ i (x) will have distinct high-conductivity features. In general, channels can have complex structures and these connected features may be localized to coarse regions. An initial multiscale basis functions can incorporate some of these features and reduce the dimension. An advantage of the proposed method is that it can identify an appropriate number of representative functions and, consequently estimate N rb , as our numerical results show.
Discussions on the accuracy of RB-MsFEM
For the accuracy of our approach, we need to include essential features of the parameter-dependent solution space. For this reason, we need to choose (1) an appropriate N rb and (2) the appropriate number of local eigenfunctions and (3) appropriate initial multiscale basis functions. As for initial multiscale basis functions, we would like to include all localizable features across the whole range of the parameter space. As we noted this is not always possible. The error in the proposed approaches will be controlled by the dimension of the coarse space (which includes the number of eigenfunctions we choose and the initial multiscale space) and the number of the reduced space N rb . When parametrized permeability fields consist of a linear combination of distinct spatial fields that contain channels and inclusions, we can give some insight into the convergence of the method. In this case, for the initial multiscale space, one needs to choose functions that contain small-scale inclusions (that are included within the coarse-grid block) of all permeability fields in the space (c.f., the second numerical example). This can be easily done when κ q (x) contains distinct inclusions and any κ(x; µ) contains some of these inclusions. In this case, we need to choose initial multiscale basis functions such that they include all inclusions (within coarse regions). As for the number of local eigenfunctions, we need to choose all small eigenfunctions in the space and, with appropriate choice of initial multiscale space, the final dimension of the coarse space can be reduced. As for the number of N rb , one needs to choose all distinct important features. E.g., in the first numerical example, we had three distinct spatial fields and the others can be approximated as our numerical results showed.
There is a trade-off in the accuracy of the coarse-grid approximation (the number of eigenvectors chosen to form the coarse space) and the approximation that is due to the selection of appropriate dimension of reduced space (denoted by N rb ). This can be observed in our numerical results. E.g., we observe from Table 3 , the accuracy with LSM+2 for N rb = 2 is about the same as that with LSM+1 for N rb = 3. We note that the accuracy of the coarse-grid approximation for an online µ is given by
is the smallest of all the eigenvalues (over all coarse regions) that are not included in the coarse space. The next approximation is due to the approximation of the coarse solution for the online parameter value. The error in this approximation is due to the dimension of the reduced space (denoted by N rb ). These two errors may be comparable for some cases and one needs to control both errors to achieve a desirable tolerance. For example, if the desired error threshold is large, then one does not need many eigenvectors to include in the coarse space and N rb can be kept low.
Reduced Basis for the partition of unity
It is possible to use the RB method for the partition of unity function. The main idea is the following. We still pick a µ 0 in the offline stage to define κ. We also define a reduced order model for the multiscale basis function, so that we are able to use an adapted partition of unity when we define the multiscale basis function in the online stage. For that purpose, we first need to rewrite the problem (23) , in a reduced basis manner. Introduce
The weak formulation of this problem can be written as Next, we define some key ingredients of the greedy procedure. As in Section 3.3, this is an iterative procedure that selects judicious {µ j } 1≤j≤N rb used for the definition of the space
Suppose that we have already defined N value of µ and therefore the space
We now want to find µ N +1 := max µ (∆ N (µ)). First, we introduce the residual as
where ϕ N i , with obvious notation, is the solution to
We then use the classical estimator for the RB method:
where e N is implicitly defined by
The efficiency of such an approach has been already tested in a different context by [8] .
Computational cost
In this section, we will compare the cost of our approach with the cost of using standard RB method, which consists of using RB method for the problem (1) directly. Here we suppose that (1) the problem in Eq. (1) can be solved directly (note high condition number problem due to high contrast, and highly detailed mesh due to small length scales in the coefficient) and (2) we do not consider the cost of the offline computation and (3) we ignore the fact that we want to solve this problem for many right-hand side. All these issues are main concerns when using directly the RB method to solve (1), while our approach is designed to circumvent these difficulties. We discuss in the sequel that in the online stage we still speed-up the computation. This is due to the fact that localization allows to separate the inversion of a full matrix, by the inversion of many smaller (full) matrices (this step can be computed in parallel) and the inversion of a sparse matrix (this can be done very efficiently) in our algorithm.
The main computational gain is due to the fact that at the online stage, we do not need all the features that are in global solutions as in standard RB methods. Via local solutions and online basis computations, we can identify small dimensional coarse spaces that are needed to compute the solution at the online stage without sacrificing the accuracy. We note that local computations can be performed in parallel and thus the computational time of solving local problems will be equivalent to that of solving one local problem. Moreover, the coarse problem is sparse, while the standard RB technique will yield a dense system for finding the solution.
Next, we discuss the computational cost. Assume that there are M coarse nodes. For each coarse region, we have at most k important local eigenvectors that represent all essential features of the solution space. Then, at the online stage, for each µ and in each coarse region, we solve a k × k-size eigenvalue problem to identify basis functions. If we choose only a few basis functions for a particular µ, the cost of solving the local eigenvalue problem will scale as k 2 (for simplicity, we assume we have chosen one basis function per coarse node). Moreover, these computations can be performed in parallel. To solve the linear problem defined on a coarse grid, the number of operations will scale as M 2 (M × M sparse matrix is solved). The total cost for our procedure will scale as M 2 + M k 2 . In general, if there are only k 0 eigenvectors per coarse region selected to form multiscale basis functions, then the computational cost is (k 0 M ) 2 + M k 0 k 2 . To discuss the computational cost of the RB that uses global snapshots, we assume that there are L snapshots of global solutions, u mM ) that are selected, where M is the number of coarse nodes and m is the number of fine nodes within a coarse region containing a coarse node. We assume these regions are non-overlapping. The space of these global solutions has a smaller dimension as discussed above. In particular, we assume that the restriction of the solution to a coarse region i, that is spanned by ξ .., k. Thus, the effective dimension of global snapshots is kM . The Galerkin projection onto this space involves solving (kM ) × (kM ) dense matrix system, and thus the work is (kM ) 2 . On the other hand, when using our proposed approach, we solve (k 0 M ) × (k 0 M ) sparse matrix system where one can achieve k 0 M computational cost if an optimal solver is employed.
Our proposed procedure will be more efficient for a large number of k's and when only a few of these local features are needed at the online stage, i.e., k 0 is smaller than k. Our proposed approach also becomes more efficient for large values of M , and when the problem is solved multiple times for different right hand sides. Moreover, the computations of our procedure involve sparse matrix computations and can have high parallel efficiency.
Conclusions
In this paper, we propose an efficient approach for solving the parameter-dependent multiscale elliptic equation. In our approach, local reduced approximations are used to generate local multiscale basis functions. The local problem setup combines techniques from spectral MsFEM and RB to achieve low dimensional spaces to compute basis functions at the online stage. In particular, we start with an initial multiscale space that is suitable for the whole range of parameter space. These functions are used to setup a local eigenvalue problem that allows constructing local approximations for the solution. Reduced basis techniques are used to construct small dimensional local problems that allow quickly solving the local eigenvalue problem for the online value of the parameter. The greedy procedure is necessary to pick up the appropriate number of representative fields. Taking the product of important eigenfunctions and initial multiscale basis functions, we compute local basis functions. We discuss various choices for initial multiscale basis functions for our parameter-dependent problem. Numerical results are presented. We discuss that the cost of online computations is low and one can inexpensively solve the global problem. We discuss computational cost and compare the proposed approaches with standard RB methods where global problems are solved to generate reduced space. In particular, we discuss that the proposed approaches have lower computational cost compared to standard RB approaches that use global solutions and the proposed approaches can be easily parallelized.
Although the results presented in this paper are encouraging, there is scope for further exploration. As our intent here was to demonstrate that one can efficiently compute local basis functions, we did not derive rigorous error bounds involving both coarse-scale parameters and reduced basis space dimensions. This error analysis will help us to choose a correct number of local eigenvectors and the dimension of the reduced space and balance these errors. We also plan to study high-contrast problems where the magnitude of the permeability varies continuously. These problems will need large-scale simulations. The applications of the proposed methods to naturally fractured reservoirs is a subject of future research. In particular, we will study how to incorporate known fracture models in local computations and the construction of basis functions (cf. [22] ). The extension of the proposed concepts to mass conservative discretization schemes can be helpful in solving coupled flow and transport problems. We would also like to study the design and analysis for initial multiscale spaces and the use of reduced basis concepts in the design of inexact local solves in two-level Schwarz preconditioners.
