Abstract. The Neem Platform is a research test bed for Project Neem, concerned with the development of socially and culturally aware group systems. The Neem Platform is a generic framework for the development of augmented collaborative applications, mainly targeting synchronous distributed collaboration over the internet. It supports rapid prototyping, as well as Wizard of Oz experiments to ease development and evolution of such applications. A novelty of the work is its focus on the dynamic aspects that distinguish group interaction under a Perceptual interface paradigm. Participants' multimodal interactions such as voice exchanges, textual messages, widget operations and eventually gestures, eye gaze and facial expressions are made available to applications, that apply situated reasoning, using this rich contextual information to dynamically adapt their behavior. The system presents itself multimodally as well, through a set of virtual participants -automated entities that are perceived by human participants as having personalities and emotions, making use of animation and voice generation.
Introduction
The Neem Platform is a generic framework for the development of collaborative applications. It supports rapid development of augmented synchronous distributed group applications. It is based on technology -perceptual interfaces [25] -that goes beyond conventional GUI-based interfaces by allowing interactions based on how humans communicate among themselves.
Perceptual interfaces explore verbal and nonverbal human behaviors through the use of multiple modalities, such as speech, gestures, gaze, both for collection and for presentation. Perceptual interfaces take into consideration psychosocial aspects and aim at presenting a system in such a way as to make it an acceptable social actor. This is particularly relevant in the context of group collaboration, since in this context the bulk of communication is already performed by humans among themselvesthe objective of a group system is in fact to support such human to human interaction. It is therefore natural to use a similar communications-based paradigm to integrate augmentation functionality in a seamless and transparent way. It is thus desirable on one hand for a system to extract information from an ongoing interaction among humans, rather than by direct commands given through conventional GUIs, and on the other hand to present system's contributions through similar mechanisms as the ones used by human participants, i.e., through a complex combination of speech, gestures, facial expressions, gaze, etc.
The Neem Platform is a research test bed for University of Colorado's Project Neem, which is concerned with the development of socially and culturally aware group collaboration systems. The use of perceptual interfaces is a cornerstone of this project. One of the research hypotheses of the project is that social mediation systems can benefit from the low impedance provided by perceptual interfaces, that blur to some extent the distinction between human and system participation in an interaction. In the present work, we concentrate on the description of the technical aspects related to perceptual interfaces, and only hint at the deeper social and cultural issues, that are detailed elsewhere [9, 10] .
Central to the design of the platform is the focus of the project on the dynamic nature of group work in general, and social and cultural aspects in particular. The platform is therefore designed to make available to applications rich contextual information and provide mechanisms to allow analysis and reasoning based on it, so that applications can produce timely and appropriate responses that obey the situated social and cultural rules of a target group. The platform supports and encourages application design based on dynamic, suitable reaction, situated to specific groups of users.
Platform characteristics
The Neem platform provides the communications infrastructure that binds participants together, both humans and virtual ones, under a perceptual perspective.
The goal of the platform is to ease the development of real-time distributed multipoint perceptual-based applications that focus on context-appropriate dynamic reactions. To this end, an evolvable component-based infrastructure has been built. Functionality embedded in the platform makes development of group-aware perceptual applications roughly equivalent to the development of singleware (single user applications). Development is also supported by embedded support for Wizard of Oz experiments. Wizard of Oz is a traditional technique for testing new features in the field by having a human participant impersonate a virtual one, thus allowing for faster development cycles than possible if everything needs to be coded. This technique is usually used by natural language based systems. Here we extend this use to explore issues on group interaction.
The platform is an extensible, open-ended, application neutral infrastructure that offers communication services necessary to integrate new functionality on two levels:
1. Integration of new devices and/or modalities. Perceptual functionality can be added to the platform as technology becomes available. Once integrated into the platform, this functionality can be used by any application built on top of it. 2. Development of tailor made application layers. A variety of applications that involve groups of people interacting though a computerized, augmented system can be developed on top of the platform, making use of its communications and perceptual interface support.
Neem applications
Neem applications are built on top of the platform and provide those components that are unique to an application, namely user interface components and back end functionality. A meeting application can, e.g., use interface elements that support creating an agenda, and tracking topics as they are discussed by a group. At the same time, such a meeting application might include back-end functionality that e.g. issues warnings whenever the time allocated for a topic is exceeded by some percentage. In this case, either a visual warning can be used, or an animated character might produce the warning. Clearly, application specific interface elements and augmentation functionality are highly dependent on cultural and social aspects of a group of users. Even for the same domain, such as meetings, what is appropriate support depends on the type of meeting that is being targeted (formal, informal), how groups are organized (e.g. hierarchy) and a multitude of social and cultural rules that determine what is to be expected from each participant, including the system, that has to present itself as a virtual participant and must therefore stick to the social conventions of the group. The needs at the application level for cultural adaptation is addressed by a clear separation between the generic functionality supplied by the platform and the specific one that has to be developed for each different kind of application. The platform thus offers a mechanism for reuse of generic functionality and supports rapid application development by encapsulating communications details. We envision using the Neem Platform to develop end applications in different areas: -Meeting support -many different meeting models exist, that support informal to formal group collaboration scenarios. Each model would correspond to a different application layer built on top of the platform, each of them exploring alternative, perhaps conflicting social theories. -Distance education -the rich environment potentially provided by perceptual-based user interfaces can be used to support learning applications, where the students learning styles are accounted for. -Universal access -the ease of integration of devices makes it possible in principle to support a larger population of users, that rely on specific modalities for information production or consumption (haptik, speech, for blind users, gesture based for deaf, and so on).
Organization of the paper
In the rest of this paper, we describe in further detail the functionality of the Neem Platform. We begin by presenting Related Work (Section 2), followed by the presentation of features of Perceptual interfaces and the connection to multimedia and multimodal technology (Section 3). Section 4 overviews the architecture of the platform. A prototype of the platform has been implemented and is described in Section 5. The paper ends with Summary and Future Work (Section 6) and References.
2 Related work
CSCW toolkits
The Neem Platform is a toolkit meant to be used by developers, rather than by users. Therefore, in the following discussion, we do not consider the latter, user-tailorable solutions. Flexible CSCW toolkits differ in the functionality they target and therefore in the kinds of application aspects that they facilitate. As an example of this variety, consider: Prospero [7, 6] which concentrates on distributed data management and consistency control mechanisms; Intermezzo [8] focus on the coordination aspects of collaboration, in support of fluid interactions, offering user awareness, session management, and policy control; GroupKit [23] offers a basic infrastructure that includes distributed process coordination, groupware widgets and session management; Roussev, Dewan and Jain [24] propose a component-based approach based on extensions to JavaBeans, and focus on the reuse of existing single user application code, that is converted for multi-user with minimum code changes.
The Neem Platform focus on real-time distributed multipoint dynamic collaborative systems based on a perceptual interface paradigm.
Perceptual Interface based systems
From a Perceptual Interface research perspective, Neem differs from typical work because of its focus on group interaction, as opposed to the focus on single users, as is typical in the area. Even in systems that target groups of users (e.g. [5, 15, 20] ), the focus is on multimodal command, in which speech and pen, for instance are used to replace more conventional interface devices.
Neem uses an opportunistic approach where the system dynamically adapts based on reasoning over a context of (mostly human-to-human) interaction, as opposed to receiving direct (multimodal) commands from individual users. In this sense Neem is more closely related to the work presented e.g. by: Jebara et al [12] in which the system acts as a mediator of the group meeting, offering feedback and relevant questions to stimulate further conversation; Isbister et al [11] , whose prototype mimics a party host, trying to find a safe common topic for guests whose conversation has lagged; Nishimoto et al [18] whose agent enhances the creative aspects of the conversations by entering them as an equal participant with the human participants and keeping the conversation lively; CMU's Janus project [26] is somewhat related, in its aim to make human-tohuman communication across language barriers easier through multilingual translation of multi-party conversations and access of databases to automatically provide additional information (such as train schedules or city maps to the user).
While Neem shares the interest in human-to-human mediation, its goals are more ambitious than keeping a bi-party conversation going. Neem targets social and cultural aspects and is therefore concerned with a more detailed view of how groups work, and how collaborative systems can contribute.
Extensibility mechanisms
From the perspective of extensibility, different strategies are used by CSCW toolkits: in Prospero [7] , extensibility derives from a reflective mechanism that makes use of facilities provided by the host language used -CLOS. The guiding paradigm is that of Open Implementation [14] , that proposes gaining flexibility by breaking the encapsulation that is traditional in object oriented development, making them amenable to metalevel control mechanisms. Intermezzo's allow code (written in an extended version of Python) to be dynamically downloaded, and executed at the time it is downloaded or as a response to object and database change events described via a pattern matching language; Groupkit [23] supports programatic reaction not only to system generated events, but also to application specific ones. Events can trigger application notifiers or handlers. Particularly, such notifiers can be associated with changes to environments -dictionary-style shared data models -that the system automatically keeps consistent across replicas.
Flexibility and extensibility in Neem are result from its foundation on a core architectural coordination model. In this model, decoupled components interact indirectly through message exchanges. A meta-level mechanism mediates access to a Linda-like tuple-space [4] . This functionality, that we call mediation, allows for explicit control over component cooperation through message-rewrite rules.
The approach is related to data-centered architectures and is therefore related to some extent to a great number of similar approaches (see [19] for a comprehensive survey). Neem differs from these approaches by providing an explicit locus of (metalevel) coordination control, the mediation functionality mentioned above.
Perceptual interfaces
Perceptual interfaces are based on a paradigmatic shift from the structured, command based GUI interfaces to a more natural one based on how humans interact among themselves. These new kinds of interfaces have been extensively studied, among others by Reeves and Nass at Stanford's Center for the Study of Language and Information (e.g. [22, 21] ). Their findings support the notion that provided that an interface mimic real life, even if imperfectly, principles that explain perception in real life can be applied straightforwardly to computers, i.e. that people's reactions to computers are fundamentally social and perceptual [22] . The reaction to animated characters, for instance, tend to be similar to real participants, and even gender, ethnicity and similar factors play similar roles independently of the obvious artificial nature of such characters, and their imperfections in movements, voice.
While perceptual interfaces are not new, the use in a collaborative system for extraction, analysis and reasoning about human-to-human interactions in support of social and cultural awareness is unique to Neem.
Perceptual interfaces are associated to other technology, particularly multimedia and multimodal, that can be related to each other to form a 4-tiered structure (Figure 1) . Multiple media channels (e.g. audio, video) broaden human perception of others. Information carried over these channels are analyzed according to multiple modalities (e.g., natural language from voice and text, gestures, prosody, facial expressions, gaze). This rich information is then used to build context and awareness of the interaction at the perceptual level. This context allows the system to elicit reactions that are grounded on psychosocial aspects, allowing the system to be perceived as a meaningful social actor on its own right [22] . While we concentrate on the present work on discussing support for perceptual features (the first three levels we just described), social and culturally aware systems add a fourth layer that is concerned with the social dynamics of a group. Here we only hint at the issues that surround the development of such systems. The use of multiple communication channels (multimedia) has been extensively researched in the last decade and has resulted mainly in improved information presentation capabilities, through the addition of video, animation and sound to the interface. Multimodal systems take this concept one step beyond. A multimodal system is able to automatically model the content of the information at a high level of abstraction. A multimodal system strives for meaning [17] .
While individual modalities provide a wealth of information that is commonly not present in conventional interfaces, the combination of modalities provides still richer information. Fusion is the process that combines individual modality streams into a single one, based on time and discourse constraints [13] . Fusion unleashes the full power of multimodal communication, allowing information on each mode to complement each other. A classic example of such combination was used in the Bolt's pioneer system, 'Put-that-there' [3] , that combined speech recognition with gesture analysis that allowed users to point to objects and locations and issue verbal commands to have them moved.
The combination of modalities during group interaction opens up possibilities for analysis never before available. It is for instance possible to combine facial expressions with voice analysis to determine if a user looked (or sounded) angry or happy while (or just before) issuing some utterance. Fusion has therefore the potential for adding context to the interaction that would otherwise go un-noticed.
If fusion combines different modes, fission does exactly the opposite. Given a message that needs to be conveyed, it is possible and desirable to pause and consider what is the most effective way of conveying it, either through some conventional user interface mechanism, or through a voice message, or through the use of an animated character that emotes. In other words, multimodal interfaces provide an opportunity for alterna-tive renderings of the same information, so that it imparts the importance and content appropriately, taking into account social and cultural rules.
Fusion and fission mechanisms have a potential to liberate users from having to adapt to system mandated input and output mechanisms. Users can be free to choose the modality that best fits their styles both when producing information as well as when being presented with information produced by a system. There is therefore a potential for adaptation to user needs and styles. To fully realize user adaptation, besides having some form of user modeling, a system would have to provide support for translations between modes that may not be trivial. A communication between a visually oriented user (say a deaf person) with users that prefer to speak would require translation to and from a spoken language and a visual, gesture-based language that is not in the least trivial.
Perceptual group applications have, nonetheless, the potential for offering an integration framework for such technology, once it becomes available, thus making possible the development of universally accessible systems. Figure 2 depicts information flow in Neem's perceptual interface. Participants interact in a distributed collaboration environment and their actions are sensed and interpreted; multiple interpreted streams are combined during fusion. Reasoning analyses the events in context, i.e., it takes into consideration past interaction. A response is generated (which includes doing nothing), fission determines the most effective way to react given available modes and taking into consideration user characteristics. This potentially complex sequence of multiple modality actions are finally rendered at one or more participants stations (reaction). 
Architecture
We now turn our attention to the platform's architecture. Briefly, the platform is built around a distributed message brokering infrastructure that binds system components together. We start by presenting a conceptual view of the architecture and then proceed to a more detailed view of the framework and finally discuss implementation of a prototype.
Conceptual Architecture
The Neem platform is an infrastructure that binds together components that obey a uniform abstract representation. A message brokering infrastructure handles communication among components (Figure 3) . Flexibility and extensibility in Neem result from its foundation on a core architectural coordination model. In this model, decoupled components interact indirectly through message exchanges. A meta-level mechanism mediates access to a Linda-like tuple-space [4] . This functionality, that we call mediation, allows for explicit control over component cooperation through message-rewrite rules. In this paper we just briefly describe this functionality and refer the reader to [1, 2] for details.
Neem components are black-boxes that generate events and/or service events. Events in the system are reified as messages. Neem components can therefore be seen as message-enabled objects. A component signature consists of the messages it generates and messages that it services.
Neem messages are frames (sets of <: key, value > pairs). Each of the message types that flow through the system can be serviced by zero or more components, that are not aware of each other's existence. Adding new functionality consists basically of adding new components that service existing messages in new ways (Figure 4) . A group mood evaluation component, for instance, would intercept messages that have to do with users' emotional state (facial expressions, prosodic voice features, etc). At the same time, these same messages can be processed in a different context by a fusion mechanism, that integrates them into the larger context of the interaction. Components are uniformly used both for the development of core platform functionality and application layers. The only difference from a developer's point of view is the potential for reusability of components at each of these levels -while platform components are expected to have general use, application specific components are tied to a specific solution and therefore have less chance of reuse. In the following paragraphs, we describe mostly generic functionality, that therefore corresponds to reusable platform elements, rather than application level ones.
Coordination control
Components can be further distinguished as interface or augmentation components. Even though conceptually similar (both are message enabled component types), Neem Interface Components (NICs) are characterized by their attachment to one or more interface devices, which makes them suitable for collecting and relaying interface events generated by each participant, in the form of standard messages. A Neem Augmentation Component (NAC), on the other hand, does not have this constraint and is purely a message processing device.
NICs provide means for the integration of multimedia devices, such as conventional monitor, keyboard, mouse, consoles, audio and video. Other less conventional devices (e.g. Virtual Reality (VR) goggles, haptik devices) can also be integrate through NICs. All that is required to integrate a new device is a set of NICs that interface with a device, extract events commanded by users and modify its state (for devices with output capabilities) according to commands received as messages. A NIC may for instance attach to an audio source (e.g. microphone) and do speech-to-text conversion, or extraction of prosodic features, or attach to a video source and do gesture or facial expression extraction. NICs also react to messages they receive, causing changes to the associated state of the interface, for instance rendering at users stations of textual messages, graphics or full animations including gesture and/or voice.
A single NIC can attach and service multiple devices, as is typical, for instance, in conventional GUI-based ones, where a single component attaches to a video monitor, keyboard and mouse. Conversely, one device can be tapped by multiple NICs. Information from a video source can for example be extracted by a set of NICs, each specializing in one modality, e.g. facial expressions, or gestures.
Wizard of Oz functionality is supported straightforwardly by NICs that offer an interface through which a human participant can activate the generation of messages that cause other components to react. One can, for instance, send messages to components that control animated characters, making them move, speak, emote, and so on. Similarly, any other component can be made to react by issuing appropriate messages from a wizard interface.While Wizard of Oz experiments are common in natural language processing systems, here we extend this use to explore issues on group interaction.
NICs can be remotely launched and removed from participants stations dynamically. The set of NICs active at any station at any time can be controlled either by participants themselves, by a Wizard or the back-end functionality (i.e. some NAC). Dynamic activation and deactivation of distributed components add a time dimension to the interface, potentially allowing for the best possible use of screen real-state by having active just the elements that are relevant at each stage of an interaction, replacing them as needed.
Neem Augmentation Components (NACs) provide mostly back-end functionality, i.e., they are mostly responsible for processing the multiple modality streams, e.g. parsing natural language streams, fusion, fission of different streams and so on. NACs are also responsible for providing support for reasoning about the perceived context of an ongoing interaction and generating appropriate responses. Responses themselves are dependent on the specific application that is built on top of the platform.
NACs typically collaborate on refining messages. Some NACs receive and process messages that represent participants actions directly. These NACs typically apply an initial transformation that is further refined by other NACs, obeying a cycle depicted in Figure 2 . At the end of the cycle, one or more responses might have been generated. Responses are implemented as messages, that take effect as NICs react causing changes to one or more participants interfaces.
NICs and NACs encapsulate potentially complex functionality, such as natural language parsing, dialog management, fusion and fission engines, complex reasoning modules and so on. The apparent simplicity of a Neem component reveals just its interface to the infrastructure. Functionality at this level is leveraged on existing technology, as will be presented in Section 5.
Prototype
A prototype implementing the architecture we just described has been developed. Development leverages as much as possible on existing, field tested technology, based on open standards ( Figure 5) .
A messaging infrastructure is implemented as two distinct environments -a collaboration and a multi-agent environment that are connected through a coupler component. The distributed collaboration environment provides support for participants' interaction through NICs and the multi-agent environment supports back end augmentation functionality, such as multimodal processing and reasoning, which are typically provided by NACs. Distributed collaboration environment Provides message delivery to groups of distributed participants (or rather to the NICs through which they interact), either through broadcasts or selective delivery. This environment is implemented by DC-Meeting Server and also embeds support for session management and multimedia processing.
DC-MeetingServer is a commercial H.323 Multipoint Conference Unit (MCU), produced by Data Connection Limited. H.323 is a family of multimedia conferencing protocols published by the International Telecommunication Union. A variety of server and client software based on this protocol is readily available in many platforms.
Multi-agent environment
This environment is organized in a hub-and-spoke configuration. The mediator (hub) controls the flow of information among other components (spokes). The mediator keeps a state that can dynamically influence the flow of information among the spokes. The spokes can trade information among themselves through the Hub. Spokes and hub can either be on the same machine or distributed. This is the environment that supports NACs. This environment embeds the mediator that handles the coordination model functionality and is implemented by the DARPA Communicator Architectural platform, based on MIT's Galaxy architecture [16] . DARPA Communicator's coordination is based on a hub script that specifies which servers (components) should be activated, according to matching rules. There are important semantic differences between the coordination model described in this paper and the model implemented by the DARPA Communicator. The hub is based on a fixed (and predefined) set of servers that are activated as messages posted to the hub match certain patterns. Our model requires that certain messages be delivered to multiple active components, and furthermore, that these active components may dynamically vary throughout an interaction. To compensate for these differences, we introduced functionality in the coupler that provides for dynamic multicasting and selective delivery.
Coupler Is the component that binds these two distinct environments together -it translates between message formats and is responsible for: 1) relaying collaboration events to the multi-agent environment for analysis and 2) propagating messages originated at the multi-agent environment among those components whose signatures comply to the messages.
The latter functionality complements the hub's by providing the (conceptually equivalent) tuple-space message distribution mechanism. For efficiency reasons, this mechanism is based on message push, rather than on a database that is polled by components, and is based on the programming style that is used in applications, which makes easy to map messages to components. The result is conceptually equivalent to the described tuple-space based mechanism, even if perhaps less flexible.
About ten thousand lines of code (mainly C/C++) implement the connection, translation between environments, as well as a highly abstracted API that is used to develop application layer components. The operational environment involves a variety of operating systems: Linux (running DARPA Communicator), Windows 2000 (running DC-MeetingServer) and Windows XP (on the workstations).
Multimodal support in this initial phase consists of console i/o (monitor, keyboard, mouse) as well as natural language through typed and spoken messages. Natural language text output and animation, including voice production can be used as output modalities, besides the activation of conventional widgets. Natural language processing capabilities running on the back-end are provided by language processing modules produced by Colorado University's Center for Spoken Language Research (CSLR) under the CU Communicator Project [27] .
Currently, conventional interface components are developed in Visual Basic. Speechto-text is built on top of SAPI (Speech API). A variety of speech-to-text engines are compliant with SAPI. We currently use IBM's ViaVoice 9.0's engine. Animation is currently built using Haptek's VirtualFriends.
White board, file transfer and application sharing, audio and video communication are provided directly by the H.323 infrastructure functionality.
Proof-of-concept application
A proof-of-concept application layer has been developed to validate the platform. This application includes the following interface components (NICs): a Chat for textual messages, a meeting agenda that registers topics and keeps track of time, a Speak queue that handles requests for talking, a Mood tool through which participants can anonymously register their emotions (bored, confused, etc.).
A simple NAC illustrates context-aware reaction. This NAC monitors the clicks on the NIC instances that are active at the different participants' workstations, through which participants can express their 'mood' with respect to the ongoing interaction, by clicking on e.g. 'bored', 'confused', 'take-a-break' buttons. Depending on what the majority of participants expressed over a period of time, a message is produced suggesting some action, for instance, taking a break, switching topics, and so on. In case single participants repeatedly click on a button, but their mood does not correspond to what the others are expressing, a message is sent privately, informing this participant of the different view expressed by other participants. These messages are delivered through two virtual participants (Kwebena and Kwaku), whose animated characters are displayed on participants' stations.
A Wizard of Oz interface to the animated characters allows them to be controlled remotely, basically by having them say a strings typed through the Wizard interface. These messages can be directed either to the whole group or to sub-groups or individual participants.
Experience developing these components shows that the platform does indeed support a rapid application development cycle that was expected and allows for consistency of the shared interface elements, dynamic context dependent system reaction and multimodal support, in tune with the goals of the project.
Summary and future work
The Neem Platform is a research test bed for University of Colorado's Project Neem, which is concerned with the development of socially and culturally aware group collaboration systems. The use of perceptual interfaces is a cornerstone of this project. One of the research hypotheses of the project is that social mediation systems can benefit from the low impedance provided by perceptual interfaces, that blur to some extent the distinction between human and system participation in an interaction.
The Neem Platform is a generic framework for the development of collaborative applications. It supports rapid development of augmented synchronous distributed group applications based on technology -perceptual interfaces -that aims at superseding conventional GUI-based interfaces by allowing interactions based on how humans communicate among themselves.
The platform is an extensible, open-ended, application neutral infrastructure that offers communication services necessary to integrate new functionality on two levels: 1) Integration of new platform functionality, such as new devices/modalities and 2) Development of specific applications.
The variety of needs at the application level and the requirement for cultural adaptation is addressed by a clear separation between the generic functionality provided by a platform from the specific one that has to be developed for each different kind of application. The platform thus offers a mechanism for reuse of generic functionality and supports rapid application development by encapsulating communications details.
A prototype of the platform has been implemented. Actual development leverages as much as possible on existing, field tested technology, such as H.323 MCUs, the DARPA Communicator architecture and commercial speech and animation engines.
Future work will enhance the platforms capabilities by expanding its multimodal functionality, including facial analysis, gestures, including American Sign Language capabilities in a robust way.
Different applications are being developed and deal with the challenging aspects of building culturally and socially adequate tools and virtual participants. Planned applications include business meetings and distance education.
