Abstract. For each 1 < s < ∞, a Popa algebra A s is constructed that embeds as a weakly dense C * -subalgebra of the interpolated free group factor L(F s ). Certain approximation properties for A s are shown. It follows that L(F s ) has the weak expectation property of Lance with respect to A s . In the course of the demonstration, it is proved that under certain conditions, full amalgamated free products of matrix algebras are residually finite dimensional.
Introduction
The interpolated free group factors L(F s ), 1 < s ≤ ∞, (see [14] and [6] ) are a family of von Neumann algebra II 1 -factors including the usual free group factors (when s ∈ N ∪ {∞}). In this paper, we construct for every 1 < s < ∞ a weakly dense, unital C * -subalgebra A s ⊆ L(F s ) which has the following properties:
(I) A s is a finitely generated Popa algebra, (II) L(F s ) has the weak expectation property (WEP) of Lance [11] relative to A s .
By definition, a Popa algebra is a unital, simple C * -algebra A with the property that for every finite set F ⊂ A and ǫ > 0 there exists a finite dimensional subalgebra 0 = B ⊂ A (the inclusion not necessarily unital) with unit e such that [x, e] < ǫ for all x ∈ F and for each x ∈ F there exists b ∈ B such that b − exe < ǫ.
It was shown in [2] that all McDuff II 1 -factors have weakly dense Popa algebras, but with Property (I) above, our construction yields the first non-McDuff example, which thus answers Question 11.1 in [2] . Since A s is a Popa algebra, it is quasidiagonal (see [13] , [3] and [15] ) and thus quite distinct from previously known weakly dense C * -subalgebras of L(F s ) that arise as reduced free products of C * -algebras. Indeed, since C different from previously considered examples, this would be nontrivial evidence for invariance.
The meaning of Property (II) above is that for any normal, unital representation L(F s ) ⊂ B(H) with H a separable Hilbert space, there is an idempotent, completely positive map Φ : B(H) → L(F s ) such that Φ(a) = a for all a ∈ A s . Since A s lies in the multiplicative domain of Φ (cf. [12] ) it follows that we also have the bi-module property Φ(axb) = aΦ(x)b for all a, b ∈ A s and x ∈ B(H). It was shown in [2] that a McDuff factor has the WEP relative to a weakly dense C * -subalgebra if and only if it approximately embeds into the hyperfinite II 1 -factor. However, with Property (II), we give the first example of non-McDuff II 1 -factors with a weak expectation.
The algebras A s are constructed as (corners of) inductive limits of certain full amalgamated free products of finite dimensional C * -algebras. This construction is an adaptation of the techniques in [2] which apply some basic ideas from Elliott's classification program. We will show that each A s has a trace whose GNS representation generates a von Neumann algebra that is isomorphic to a certain amalgamated free product of hyperfinite II 1 -factors. Using some standard techniques from free probability theory (cf. [7] or [8]), we will prove that these amalgamated free products are, in turn, isomorphic to interpolated free group factors. The first named author thanks Dima Shlyakhtenko for first suggesting that these amalgamated free products would be isomorphic to interpolated free group factors. This paper is organized as follows. In §2, we show that certain full amalgamated free products of matrix algebras are residually finite dimensional. This result will be needed to ensure that the inductive limits we consider give simple C * -algebras. In §3 we prove the result described above about certain amalgamated free products of von Neumann algebras being interpolated free group factors. In §4, we construct the Popa algebras A s and traces on them, proving that their GNS representations yield interpolated free group factors. In §5 we present a technical result which is needed to prove Property (II) above. Namely we show that the canonical free product traces on certain full amalgamated free products are weakly approximately finite dimensional in the sense of [2, Definition 3.1]. The proof involves a lifting result for representations of finite dimensional C * -algebras in ultraproducts of II 1 -factors. Finally, in §6 we prove some approximation properties of the weakly dense subalgebras A s ; these imply that L(F s ) has the WEP relative to A s .
We will use standard notation and terminology in operator algebra theory throughout the paper. In particular, the symbols ⊗ and⊗ will always denote the spatial C * and W * tensor products, respectively.
Amalgamated Free Products of Finite Dimensional C * -algebras
Recall that a C * -algebra is residually finite dimensional (r.f.d.) if it has a separating family of finite dimensional representations. The main result of this section is that the full C * -algebra amalgamated free product of matrix algebras is a residually finite dimensional C * -algebra, provided that the normalized traces on the matrix algebras restrict to the same trace on the subalgebra over which one amalgamates. (That this trace condition cannot be dropped is easy to see -cf. Example 2.4.) This result looks back to Exel and Loring's result [9] that the full C * -algebra free product of residually finite dimensional C * -algebras with amalgamation over the scalars is residually finite dimensional.
We will use the following lemma, which is well known.
Lemma 2.1. Let A be a unital C * -algebra and suppose there is a projection p ∈ A and there are partial isometries v 1 , . . . , v n ∈ A such that v * i v i ≤ p and
Proof. For (i), take any word
n v n between all letters x j x j+1 in this word. Now compress by p. For (ii), it is clear from the definition that A r.f.d. implies pAp r.f.d., for any projection p ∈ A. Now suppose pAp is r.
The following lemma is certainly well known; however, for completeness we give a proof. 
More precisely, if ι A : A → A and ι B : B → A are the inclusions arising in the free product construction, then there is an isomorphism
intertwining the inclusion ι A ↾ pAp : pAp → pAp, respectively ι B ↾ pBp : pBp → pAp, with the inclusion of pAp, respectively pBp, into the RHS of (1) arising from the free product construction.
Proof. From part (i) of Lemma 2.1, pAp is generated by pAp ∪ pBp. It remains to show that if H is a Hilbert space and
are * -homomorphisms such that π↾ pDp = σ↾ pDp , then there is a * -homomorphism ψ : pAp → B(H) such that
Let H i be a copy of π(v * i v i )H; also let H 0 = H and v 0 = p. Let
We will correspondingly think of an operator T ∈ B(H ′ ) as being an (n + 1) × (n + 1) matrix whose (i, j)th entry T ij , (0 ≤ i, j ≤ n), is the part of T sending direct summand H j to direct summand
. Then π ′ and σ ′ are unital * -homomorphisms whose restrictions to D agree. Hence there is a * -homomorphism
be the full free product C * -algebra with amalgamation over D, with respect to the inclusions γ and γ ′ . Then A is a residually finite dimensional C * -algebra.
Proof. Compressing A with an appropriate projection p ∈ D and using Lemmas 2.2 and 2.1, we may without loss of generality assume D is abelian. Let p 1 , p 2 , . . . , p m denote the minimal projections of D and let t i = tr n • γ(p i ). Note that nt i and n ′ t i are both integers. Let ι : M n → A and ι ′ : M n ′ → A be the inclusions arising from the free product construction (2) . Let π : A → B(H) be a faithful, unital * -homomorphism. Let α = π • ι and β = π • ι ′ be the resulting representations of M n and M n ′ on the Hilbert space H. Let F 1 ⊆ F 2 ⊆ · · · and G 1 ⊆ G 2 ⊆ · · · be chains of finite dimensional subspaces of H, each of whose unions is dense in H, and such that each
For each k, we will now find a finite dimensional subspace E ′ k of H that is orthogonal to E k and such that, letting
for some positive integer a ′ and
By construction, equation (4) holds. In a similar way, we can find a representatioñ (5) holds. For a given k, having foundα andβ, let π k : A → B(H k ) be the * -representation such that π k • ι =α and π k • ι ′ =β. Let A 0 be the dense subalgbra of A that is algebraically generated by ι(M n ) ∪ ι ′ (M n ′ ). We will show that for any given x ∈ A 0 and any ǫ > 0 there is k ∈ N such that
This will suffice to show that A is residually finite dimensional. Let ξ ∈ H be a unit vector such that π(x)ξ ≥ x − ǫ/2. We may write x = w 1 + w 2 + · · · + w M as the sum of finitely many words w i in ι(M n ) and ι ′ (M n ′ ). We will show that for every i there is
Taking k ≥ max 1≤i≤M k(i), this will imply π k (x)ξ − π(x)ξ < ǫ/2, which will yield (6). To show (7) for fixed i, write
for all j ∈ {1, . . . , ℓ}. Then the estimates
give (7).
The next example shows that the condition in Theorem 2.3 that the traces on M n and M n ′ restrict to the same trace on D cannot be dropped. be the correspoinding full amalgamated free product of C * -algebras. Since we can easily find representations of M 2 and M 3 on an infinite dimensional Hilbert space that agree on the embedded copies of D, A is a nonzero C * -algebra. However, p 2 is the sum of two projections in A, each equivalent to p 2 itself. Thus any finite dimensional representation of A sends p 2 to zero, and therefore must send everything to zero. We conclude that A has no nonzero finite dimensional representations, and is certainly not residually finite dimensional.
Amalgamated Free Products and Interpolated Free Group Factors
In this section we will show that a free product of two copies of the hyperfinite II 1 -factor with amalgamation over a (possibly infinite) direct sum of matrix algebras can be identified with an interpolated free group factor. We will let δ 0 denote Voiculescu's (modified) free entropy dimension (see [17] ). By recent work of Kenley Jung [10] it is now known that δ 0 is an invariant of hyperfinite von Neumann algebras. Hence, if B is a hyperfinite von Neumann algebra with normal tracial state τ , we will let δ 0 (B, τ ) denote the modified free entropy dimension of B with respect to τ . Theorem 3.1. Let R be the hyperfinite II 1 -factor with tracial state τ and let B ⊆ R be a unital W * -subalgebra. Assume B is type I and has atomic center. Let
be the amalgamated free product of von Neumann algebras, taken with respect to the τ -preserving conditional expectation
Proof. Let R (1) and R (2) denote the copies of R in the amalgamated free product (8), and let E (1) and E (2) denote the respective copies of the conditional expectation E B . We more formally write
thus denoting by E : M → B the free product conditional expectation. We will denote also by τ the normal tracial state
The algebra B is a direct sum of (possibly infinitely many) matrix algebras over the complex numbers, B = ⊕ i∈I M n(i) . We will first argue that it will suffice to prove the theorem in the case that B is abelian. Let p i be a minimal projection of the ith summand, M n(i) , and let p = i∈I p i . Let λ i = τ (p i ) and λ = τ (p). Then
Clearly, pMp is generated by pR (1) p together with pR (2) p, and these are free with respect to the conditional expectation E↾ pMp . Thus pMp ∼ = (pRp) * pBp (pRp). Since pBp is abelian, the theorem in this case will yield pMp ∼ = L(F s ′ ), and then the rescaling formula for interpolated free group factors (see [6] and [14] 
Therefore, we may without loss of generality assume B is abelian, and we will denote by (p i ) i∈I the minimal projections of B, with λ i = τ (p i ). We will take I = {1, 2, . . . , n} if I is finite, and I = N if I is infinite. We will also assume
, where the second isomorphism is from [6] . Fix k
We will show that, with respect to the trace λ −1 k+1 τ ↾ qMq , a is a Haar unitary element in qMq and the pair
is * -free.
We will also use the notation
for subsets S 1 , . . . , S p of an algebra. Clearly, a is a unitary element of qMq. In order to prove that a is a Haar unitary and that the pair (12) is * -free, it will suffice to show Θ ⊆ ker τ , where Θ is the set of all words in
having at least one occurrence of an a k or an (a * ) k . Let q ′ = ww * . By rewriting a = vw * u and a * = u * wv * , we find Θ ⊆ Φ, where Φ is the set of all words
• there is at least one occurrence of vw * or wv * .
The subalgebra
Since q ∈ R (1) and q ≤ p 1 with p 1 a minimal projection in B, Kaplansky's density theorem can be used to show that every element of (qM [1, k] 
Similarly, every element of (q
and every element of qM [1, k] 
-limit of a bounded sequence in
Therefore, in order to show Φ ⊆ ker τ , it will suffice to show Ψ ⊆ ker τ , where Ψ is the set of all words y = y 1 y 2 · · · y n belonging to
By using the inclusions
where the second inclusion above is by freeness of R (1) and R (2) . This completes the proof that a is Haar unitary and that the pair (12) is * -free.
We have, therefore, qM
) and using (10) and (11), it follows readily by induction on k that M[1, k] is an interpolated free group factor with
2 , and that the inclusion
embedding of interpolated free group factors (see [5] ). Refering to [5] when I = N for the inductive limit of standard embeddings, we conclude
, where
The rescaling formula gives M ∼ = L(F s ) with s as in (9) .
It will be convenient to state the special case of the theorem above which we will need in the next section. Given integers k(n) ≥ 2 and ℓ(n) ∈ {1, 2, . . . , k(n) − 1}, (n ∈ N), we consider unital subalgebras B n = C⊕M ℓ(n) ⊆ M k(n) , where the summand M ℓ(n) of B n is a corner of M k(n) . We consider the W * -subalgebra B of the hyperfinite II 1 -factor given by
It is straightforward to show that B is type I with atomic center if and only if ∞ n=1 α n < ∞, and that then
where λ F denotes the trace of a minimal projection in the summand M m(F ) and where, using the convention that the empty product is equal to 1, we have
Hence, letting τ denote the tracial state on R, we have
Corollary 3.2. In the situation above, assuming
Hence, if p 1 denotes the unit of M ℓ(1) (which is a projection in R of trace α 1 ), then the compression of R * B R by p 1 is isomorphic to L(F s ), where
Construction of Popa Algebras
In this section we will construct Popa algebras that are weakly densely embedded in prescribed interpolated free group factors. These factors will arise as in Corollary 3.2. The construction is rather technical and hence we begin this section by describing the abstract properties we are after. Given 1 < s < ∞ we will construct an inductive system
where each A(n) will be a full amalgamated free product of the following form:
. The sequences {k(p)} and {ℓ(p)} will be chosen with care, as we will have to arrange the identity
Letting A denote the inductive limit of the sequence A(n) → A(n + 1) we will then show, using a von Neumann algebra version of Elliott's intertwining argument, that A has a tracial state τ such that the von Neumann algebra generated by the GNS representation is isomorphic to a (reduced) amalgamated free product of von Neumann algebras, namely
. Finally, we will show that A is a Popa algebra and that if p 1 ∈ A denotes the unit of M ℓ(1) ⊂ B 1 ⊂ A then the corner p 1 Ap 1 is again a Popa algebra, denoted by A s , which, by Corollary 3.2, has a GNS representation isomorphic to L(F s ). Since A s is simple, this GNS representation gives an embedding of A s as a weakly dense subalgebra of L(F s ).
More formally, what follows is the main theorem of this section. (1) A(n) is the full amalgamated free product C * -algebra
is a unital subalgebra with the summand M ℓ(p) being a corner of M k(p) , for appropriately chosen integers k(p) and ℓ(p). (3) Letting α n = ℓ(n)/k(n), we have α n < 2 −(n+p) , for some fixed integer p and
(4) A is a Popa algebra generated by four self adjoint elements and there exists a tracial state τ on A whose GNS representation generates a von Neumann algebra
isomorphic to the indicated amalgamated free product of von Neumann algebras, taken with respect to the trace-preserving conditional expectations.
Proof. Fix 1 < s < ∞. Choose a rational number α 1 = p(1)/q(1) < 1, with p(1), q(1) ∈ N, such that
Choose a natural number j(1) so large that m } which is dense in the unit ball of A(1). Now letπ 1 : A(1) → M t(1) (C) be a unital *-homomorphism such that π 1 (a
. Choose a rational number α 2 = p(2)/q(2) < 1 such that
Choose a natural number j(2) so large that
. (We choose this embedding to be unital and such that the unit of M ℓ(2) is a projection in M k(2) of trace α 2 .) Let A(2) be the full amalgamated free product
. We define a * -homomorphism ρ 2,1 : A(1) → A(2) by the mapping
where (2) . Note that ρ 2,1 is a unital *-monomorphism (it is not hard to see that σ 1 is injective) whose image commutes with p 2 and such that p 2 ρ 2,1 (x) ∈ M ℓ (2) for all x ∈ A(1).
Note also that if τ 2 denotes the canonical free product tracial state on A(2) then τ 2 (ρ 2,1 (1 − p 1 )(1 − p 2 )) = (1 − α 1 )(1 − α 2 ). (This observation will be relevant later on.)
The remainder of the construction recursively follows a similar pattern. Indeed, we claim that following the pattern above one can choose rational numbers α n ∈ (0, 1) and integers k(n) and ℓ(n) and one can construct algebras A(n) and injective * -homomorphisms ρ n+1,n : A(n) ֒→ A(n + 1) with all of the following properties.
Firstly, we have
is unital and is such that the unit of M ℓ(m) is a projection in M k(m) of trace α m ; (c) each α m is chosen so that the inequality 
Moreover, the connecting maps ρ n+1,n : A(n) → A(n + 1) are all of the form
where (e) σ n : A(n) → A(n + 1) is the canonical unital * -monomorphism, i.e. the natural identification
of full amalgamated free products; (f) p n+1 is the unit of M ℓ(n+1) ⊂ B n+1 ⊂ A(n + 1); (g) π n : A(n) → M ℓ(n+1) is a unital * -monomorphism with the property that π n (ρ n,t (a
, for all 1 ≤ s, t ≤ n − 1, where {a
s } s∈N is a sequence which is dense in the unit ball of A(t) and ρ n,t = ρ n,n−1 • · · · • ρ t+1,t : A(t) → A(n).
To perform the induction step, assume that algebras A(1), . . . , A(n − 1) and connecting maps ρ i+1,i : A(i) → A(i + 1), i ∈ {1, . . . , n − 2}, have been constructed with all the properties above. We will construct A(n) and the appropriate connecting map ρ n,n−1 .
First, since by Theorem 2.3 A(n − 1) is residually finite dimensional, we can find a finite dimensional representationπ n−1 : A(n − 1) → M t(n−1) (C) such that π n−1 (ρ n−1,t (a
for all 1 ≤ s, t ≤ n − 1. Choose a rational number α n = p(n)/q(n) < 1 satisfying the inequalities in (c) above. Choose a natural number j(n) so large that when one defines ℓ(n) = j(n)p(n)t(n − 1) and k(n) = j(n)q(n)t(n − 1) one gets the inequalities in part (d). The rest of the construction proceeds along the lines of the case n = 2 treated above, in order that the desired properties hold. Now let A denote the inductive limit of the inductive system {A(n), ρ m,n }. It is clear from the construction that we have satisfied all of the statements in parts (1), (2) and (3) of the theorem except for the inequalities claimed in part (3). Hence parts (1), (2) and (3) will be complete as soon as we prove the following inequality:
where p is some integer. Let p ∈ Z be such that s − 1 > 2 (p+1) (since s > 1, such a p exists). Letting
we have the inequalities s + 2 −m < 1 + γ m−1 < s + 2 −(m−1) and s + 2
Since α m < 1 by construction, we replace p by p − 1 and the inequality claimed above is now immediate. We have thus shown that parts (1), (2) and (3) of the theorem hold.
To prove parts (4) and (5) in the statement of the theorem, let us first observe that both A = lim − → A(n) and A s = p 1 Ap 1 are Popa algebras. It is clear (from part (2) of the theorem) that A is a unital C * -algebra which satisfies the finite dimensional approximation property which defines Popa algebras. Hence the only question is whether or not A is simple. However, this also follows from part (2) of the theorem. Indeed, if I ⊂ A is a non-zero ideal then we can find a non-zero element x ∈ A(n) ∩ I (identifying A(n) with its image in A and taking a sufficiently large n). Choosing m large enough that 0 = p m ρ m,n (x) ∈ M ℓ(m) ⊂ B m we see that the ideal (of A(m)) generated by ρ m,n (x) is all of A(m) since B m is contained in a unital matrix subalgebra of A(m). It follows that I = A and hence A is simple.
To see that A s is also a Popa algebra, we only need to prove that A s has the right finite dimensional approximation property since A s is clearly unital and simple (being a corner of the simple C * -algebra A). Note that
so to prove Popa's approximation property for A s it suffices to consider a finite set
is a non-zero finite dimensional subalgebra of A s (again, identifying A(m) with its image in A) with the property that its unit commutes with ρ m,n ρ n,1 (p 1 )A(n)ρ n,1 (p 1 ) for all n < m and compressing by this unit (i.e. ρ m,1 (p 1 )p m ) maps any element of ρ m,n ρ n,1 (p 1 )A(n)ρ n,1 (p 1 ) into this finite dimensional subalgebra. This is stronger than the approximation property defining Popa algebras and hence we see that A s is also a Popa algebra. We also claimed in (4) that A is generated by four self adjoint elements. To see this, it suffices to show that A is generated by two UHF algebras since UHF algebras are generated by two self-adjoint elements. (This last statement is well known to the experts. A proof can be given as follows. Since C(X), the continuous functions on the Cantor set X, is generated by a single self-adjoint element, it will suffice to show that any UHF algebra is generated by two copies of C(X).
and C(X) 1 is generated by the minimal projections in the matrix algebras M m(i) , while
where the u i 's are cyclic permutation matrices.) However, since the connecting maps A(n) → A(n + 1) map the matrices which generate A(n) into the matrices which generate A(n + 1), it is easy to see that A contains two copies of the UHF algebra ⊗ ∞ n=1 M k(n) and that these two UHF algebras generate A.
Finally we are ready to tackle the problem of the GNS representation. The remainder of the proof is very similar to the proof of Theorem 2.5.1 in [2] . To ease notation we will, for the rest of the proof, identify each of the algebras A(n) with its canonical image in A (recall that all the connecting maps are injective and hence we have canonical embeddings Φ n : A(n) ֒→ A). Hence if x ∈ A(n), y ∈ A(m) and n < m then when we write xy we really mean Φ m (ρ m,n (x)y).
First we need to define the correct trace on A. Let τ n be the canonical free product tracial state on A(n). (By the canonical free product tracial state we mean
, E n is the canonical quotient mapping onto the reduced amalgamated free product C * -algebra with respect to the unique tr k(1)···k(n) -preserving conditional expectation E n : ⊗ n m=1 M k(m) → ⊗ n m=1 B m and E n is the free product conditional expectation from the above reduced free product C * -algebra to ⊗ n m=1 B m .) Extend each τ n to a state γ n ∈ S(A) on A. Let τ ∈ S(A) be any weak-* cluster point of the sequence {γ n }. It is easy to check that τ is actually a tracial state on A and this is the trace that we will need.
Recall that p n denotes the unit of M ℓ(n) ⊂ B n ⊂ A(n). Let q n = p ⊥ n = 1 A − p n . Note that since all the p n 's commute the same is true for all the q n 's. Hence for each pair of natural numbers n ≤ m we can define a projection Q (n)
We claim that the projections Q (n) m enjoy the following properties:
Statements (h) and (i) above are evident from the construction. Statement (j) follows from the observation that Q (n) m sits inside a unital matrix subalgebra of A(m) and hence all tracial states on A(m) agree on Q (n) m . Since α k < ∞, we easily get lim n→∞
for all x ∈ A(n − 1) and m > n. Hence
for all x ∈ A(n − 1); the fourth equality above follows because
′′ by
Note that this limit exists by (i) above. We claim that the projections Q (n) have the following properties:
where τ ′′ denotes the vector trace induced by τ . (n) For all x ∈ A(n − 1) we have the identity
(o) For every x ∈ A(n−1) we have
Properties (l), (m) and (o) are immediate from the construction. To see property (n), first note that it follows from property (k) that
for all x ∈ A(n − 1). Hence it suffices to show that |τ (Q (n)
. However, by construction, for any y ∈ A(p) with y ≤ 1, we have |τ p+1 (ρ p+1,p (y)) − τ p (y)| ≤ α p+1 and therefore
be the full amalgmated free product C * -algebra and let γ be its canonical free product trace, i.e. γ = (⊗
, where σ : D → D is the canonical quotient map onto the reduced free product C * -algebra ′′ that is isomorphic to the amalgamated free product of von Neumann algebras found in the RHS of (14) .
We will use Elliott's approximate intertwining argument in the context of von Neumann algebras (see [2, Theorem 2 
′′ . The C * -algebra D is the inductive limit of the system of * -monomorphisms A(1)
where σ n is the canonical embedding described in (e) above. Thus we regard A(n) as a unital subalgebra of D.
′′ . On the other hand, let
′′ . Consider φ n : C n → D n and ψ n : D n → C n+1 given by
Note that (15) defines a * -homomorphism and, in fact, a * -isomorphism from C n to D n because, given x ∈ A(n) and using (n), we get
On the other hand, given x ∈ A(n), we have
which is the image of π γ (x) under the inclusion D n ֒→ D n+1 . Hence (16) defines a * -monomorphism ψ n and the composition φ n+1 • ψ n is equal to the inclusion
, so invoking (j) we get
where the 2-norm is with respect to τ ′′ , and α n+1 → 0 as n → ∞. Now [2, Theorem 2.3.1] can be used to convert φ n and ψ n into an isomorphism π τ (A)
′′ ∼ = π γ (D) ′′ , proving part (4) of the theorem.
Keeping in mind that π γ (D) ′′ is isomorphic to the RHS of (14) and using Corollary 3.2, we have π τ (A)
′′ ∼ = L(F t ), where t is as in (13) . Compressing proves part (5) of the theorem.
Since A s is a simple C * -algebra, the GNS representation π τ ↾ As gives an embedding of the Popa algebra A s as a weakly dense C * -subalgebra of the interpolated free group factor L(F s ). We have therefore proved Property (I) from the introduction.
Approximately Finite Dimensional Traces
In this section we prove another technical result which will be needed for the proof of the approximation properties in the next section. Namely, we will show that the canonical free product traces τ n on the algebras A(n) (notation as in the proof of Theorem 4.1) are all weakly approximately finite dimensional in the sense of [2, Definition 3.1] (see Corollary 5.5 below). For the proof, we will need a lifting result, whose proof uses some preliminary lemmas.
Let M be a II 1 -factor with tracial state τ . Let ω be a free ultrafilter on N and let π ω : ℓ ∞ (N, M) → M ω be the quotient map onto the ultraproduct of M. Denote by τ ω the trace on M ω gotten by taking τ at the limit as n → ω, and let σ n : ℓ ∞ (N, M) → M be the evaluation map at the nth position:
Proof. Let µ be τ of spectral measure of a. Then
be such that A * = A and π ω (A) = p. Replacing A with QAQ, we may assume A n = Q n A n Q n for all n ∈ N. Let P ′ n = E An ([1/2, ∞) ) be the spectral projection. Then
is a projection in ℓ ∞ (N, M), P ′ ≤ Q and using Lemma 5.1 we get π ω (P ′ ) = p. Hence lim n→ω τ (P ′ n ) = τ ω (p). For every n ∈ N, let P n ∈ M be a projection such that P n ≤ Q n , τ (P n ) = τ ω (p) and either P n ≤ P ′ n or P ′ n ≤ P n . Then lim n→ω P n − P ′ n 2 = 0 and the projection P = (P n ) ∞ n=1 is as required.
ω be a partial isometry and suppose there are projections
Replacing B by QBP , we may assume B n = Q n B n P n for all n ∈ N. Let B n = U n |B n | be the polar decomposition. Let F n = E |Bn| ([1/2, ∞)) be the spectral projection. Since
is a partial isometry. From B n = Q n B n P n we obtain U * n U n ≤ P n and U n U * n ≤ Q n . Thus F n ≤ P n and U n F n U * n ≤ Q n . Let W n ∈ M be a partial isometry such that W * n W n = P n − F n and W n W *
Proposition 5.4. Let A be a finite dimensional C * -algebra and suppose α : A → M ω is a unital * -monomorphism. Then there is a unital * -homomorphismα :
all n ∈ N, then the * -homomorphism α above can be chosen so thatα↾ B =β.
Proof. We assume the existence of B and the * -homomorphismβ, since otherwise we can take B = C1. Let D ⊆ A be a maximal abelian subalgebra of A such that D ∩ B is a maximal abelian subalgebra of B. By successive application of Lemma 5.2 to minimal projections of D, we can find a * -homomorphismγ :
We will select some partial isometries v 1 , . . . v l ∈ A whose domain and range projections are minimal projections in D such that any choice of partial isometries
uniquely determines a * -homomorphismα :
Once these partial isometries v 1 , . . . , v l have been found, the existence ofṽ 1 , . . . ,ṽ l satisfying (18) is guaranteed by Lemma 5.3, and the * -homomorphismα will have been constructed.
Let q 1 , . . . , q m ∈ D ∩ B be a maximal family of minimal projections in B that are pairwise inequivalent in B. For each i ∈ {1, . . . , m}, let p i ∈ D be a minimal projection in A such that p i ≤ q i . Let n(i) = dim q i D and let w i,2 , . . . , w i,n(i) be partial isometries in A such that w * i,j w i,j = p i and q i = p i + n(i) j=2 w i,j w * i,j . let R 1 , . . . , R m ′ be the equivalence classes of the set {p 1 , . . . , p m } under the relation of Murray-von Neumann equivalence. Select a single element
. . , v l be an enumeration of the set
this collection of partial isometries has the desired property. 
, for all a, b ∈ A * B A, where tr m(k) denotes the normalized trace on M m(k) and · 2 the induced 2-norm.
Proof. The canonical free product trace τ on A * B A is defined as τ = tr n • E • π where π : A * B A → (A, E) * B (A, E) is the canonical quotient mapping onto the reduced amalgamated free product with respect to the tr n -preserving conditional expectation E : A → B and E is the free product conditional expectation on the reduced amalgamated free product C * -algebra. Since (A, E) * B (A, E) embeds into an interpolated free group factor (in a trace preserving way), by Theorem 3.1, and since interpolated free group factors all embed into the ultrapower of the hyperfinite II 1 factor, R ω , it follows that we can find a unital * -homomorphism α : A * B A → R ω such that τ ω • α = τ , where τ ω is the tracial state on R ω . It suffices to show that the * -homomorphism α lifts to a * -homomorphism β : A * B A → l ∞ (N, R) (i.e. π ω • β = α). Indeed, given such a β, one can compose the homomorphisms σ n • β : A * B A → R with conditional expectations onto larger and larger matrix subalgebras of R to get the required maps φ k . (Recall that σ n : l ∞ (N, R) → R is defined by σ n ((x i ) i∈N ) = x n .) However, the existence of the desired * -homomorphism β is guaranteed by Proposition 5.4 and the proof is complete.
Approximation properties for the dense Popa algebras
Theorem 6.1. For 1 < s < ∞, consider the interpolated free group factor L(F s ) with tracial state τ and let L(F s ) ⊂ B(H) be the corresponding GNS representation. Then the finitely generated, weakly dense Popa algebra A s ⊂ L(F s ) constructed in §4 has the following properties:
(1) There exists a (non-normal) state ϕ ∈ S(B(H)) on B(H) such that ϕ↾ As = τ ↾ As and A s ⊂ B(H) ϕ := {T ∈ B(H) : ϕ(T S) = ϕ(ST ), ∀S ∈ B(H)}. (2) There exists a sequence of finite rank projections P 1 , P 2 , . . . such that (a) [P n , a] HS P n HS → 0, (b) < aP n , P n > HS < P n , P n > HS → τ (a),
for all a ∈ A s , where < ·, · > HS (resp. · HS ) denotes the Hilbert-Schmidt inner product (resp. norm) on finite rank operators. Proof. Kirchberg (building on the celebrated work of Connes [4] ) has shown that the four properties are equivalent (cf. [2, Theorem 3.6]). We will show part (4). It will again be convenient to identify each of the algebras A(n) with their images in the algebra A used in the proof of Theorem 4.1. Recall also that A s = p 1 Ap 1 for a projection p 1 ∈ A(1) ⊂ A and that there exist projections Q (n+1) ∈ L(F s ) ∩ A(n) ′ such that the weak closure of Q (n+1) A(n) is naturally isomorphic to π τn (A(n)) ′′ (see part (p) in the proof of Theorem 4.1).
Since Corollary 5.5 tells us that τ n is a weakly approximately finite dimensional trace on A(n) it follows that we can find a completely positive map Φ n : B(H) → Q (n+1) A(n) ′′ , where A(n) ′′ denotes the weak closure of A(n) in L(F s ), such that Φ n (x) = Q (n+1) x for all x ∈ A(n) (see [2, Theorem 3 .6]). Taking any cluster point, in the topology of pointwise weak convergence, of the maps {Φ n } we get a unital, completely positive map Φ : B(H) → L(F s ) such that Φ(a) = a for all a ∈ A s . One then replaces Φ with an idempotent such map by [1, Theorem 2.1] and the proof is complete.
We conclude this paper with a few remarks regarding Theorem 6.1. First of all, none of the properties (1)-(4) hold if A s is replaced by L(F s ), because the interpolated free group factors are not hyperfinite. Indeed, in this setting, each of the properties (1) -(4) in Theorem 6.1 actually characterizes the hyperfinite II 1 factor -i.e. R is the unique II 1 factor which can be placed inside the centralizer of a state on B(H) (property (1)) and is the unique II 1 factor satisfying Connes' Følner type condition (property (2)) and so on.
Secondly, as remarked in the introduction, property (4) shows that free group factors have the weak expectation property of Lance [11] relative to A s .
Finally, properties (1) -(4) are almost never enjoyed by any sort of reduced free product C * -algebra (taken with its GNS representation). More precisely, no C * -algebra B which contains a unital copy of the reduced group C * -algebra C * r (F 2 ) has a weakly approximately finite dimensional tracial state, which is the property described in (3). This is the case since existence of such a trace clearly passes to subalgebras and it is known that C * r (F 2 ) has none (see [2, Example 3.13] ).
