Random samples are a popular method of summarizing data and allow queries posed over the data to be approximated by applying an appropriate estimator to the sample.
INTRODUCTION
Random samples are extensively used for scalable analysis of massive data. The samples facilitate approximate processing of queries posed over the original data, when exact processing is too resource consuming or when the original data is no longer available. Random samples have a distinct advantages over other synopsis in their flexibility, in terms of supported queries.
Queries performed over the data range from basic subset statistics, such as sums, moments, and averages, and more complex relations: distinct counts, size of set intersections, and difference norms. The value of a sample hinges on the accuracy within which we can estimate query results. In turn, this boils down to the estimators we use, which are the functions we apply to the sample to produce the estimate.
We seek estimators that satisfy some global properties, which hold for all possible data in our domain. Some global properties we consider are
• Range restriction of estimates: since the estimate is often used as a substitute of the true value, we would like it to be from the same range as the query result. Some common restrictions are nonnegativity (when the estimated range is), or boundedness which means that the range of estimates is bounded by some function of the query result.
• Unbiasedness, which means that the expectation of the estimate is equal to the query result. Unbiasedness is particularly important when we estimate a sum aggregate by summing estimates of components, and wish the relative error to decrease with aggregation.
• Finite variance (implied by boundedness but less restrictive)
Perhaps the most basic quality measure of an estimator is its variance. The variance, however, depends on the input data set, and in general there is no single estimator that is optimal for all data values in our domain. We therefore aim for variance optimality -meaning that strict improvement is not possible without violating some global properties. More precisely, there is no estimator with at most the variance of our estimator on all data and strictly lower variance on some data. We also consider variance competitiveness [8] -meaning that the variance on each data is not too far off the best possible for the data subject to the global properties. Variance competitiveness provides "worst case" performance guarantees over data in our domain. It may not always be desirable or achievable but is useful when we need some guarantees for all possible data.
We treat the problem of deriving estimators from an optimization perspective, looking for estimators that satisfy global properties and optimality but at the same time, are tailored to perform better when the data follows some stated patterns. The first component is to understand the set of applicable estimators, those satisfying the global properties we are after and (Pareto) optimality. We then hope to leverage the freedom we have in estimator selection to derive customized estimators that performs better on recurring patterns we can learn or observe in the data, such as sparsity of certain relations between entries.
We explore this process for coordinated shared-seed sampling [1, 13, 11, 12, 3, 2, 4, 5, 9] (see [8, 9] for overview).
The sampling scheme is widely applicable and thus the development of good estimators is independently interesting. It is also sufficiently complex to be technically challenging and yet simple enough to allow for a comprehensive understanding. In particular, variance competitiveness is attainable [8] and there is a complete characterization of functions for which estimators with certain global properties exist [8] .
Example 1 Dataset with 3 instances and queries
Instances i ∈ {1, 2, 3} and keys k ∈ {a, b, c, d, e, f, g, h}: 
+ max{0, 0.10 − 0.05} = 0.235
Coordinated sampling is particularly useful when data sets have the form of multiple instances, which are weight assignments over the same set of keys. Different instances may correspond to snapshots, activity logs, measurements, or repeated surveys at different times or locations. Coordination of the samples of different instances allows for more accurate estimates of aggregates such as distinct counts and similarity measures. Such aggregates often either have the from of a sum over keys of a "tuple" function applied to the values of the key in the different instances, or otherwise can be expressed as functions of such sums: Distinct count is a sum aggregate of logical OR and the L p difference is the pth root of L p p , which sum-aggregates exponentiated range
. Example 1 illustrates a data set , example aggregate queries, and respective tuple functions.
We focus on estimating "tuple" functions defined over the tuple of the values of a single key. Sum aggregates can be estimated by summing up tuple estimators. Tuple estimates typically have high variance, since most of all of the entries are missing from the sample. We therefore insist on unbiased and (at least) pairwise independence of the tuple estimates, which allow the relative error to decrease with aggregation [8] . Since the tuple functions we are interested in are nonnegative, we also require the tuple estimates to be nonnegative [8] (results extend to any one-sided range restriction on the estimates). The pointwise-optimal range: We express the range of estimators that are variance + optimal, where we define variance + optimality as variance optimality over unbiased nonnegative estimators. The pointwise optimal range of estimates (Section 3) is defined for an outcome, conditioned on estimate values on all "less-informative" outcomes, and includes the range of estimate values that are optimal with respect to at least one data vector that is consistent with the outcome. We show that being "in range" almost everywhere is necessary for variance + optimality and sufficient for unbiasedness and nonnegativity, when an unbiased nonnegative estimator exists for the function f . The L and U estimators: The lower extreme of the pointwise optimal range is the L estimator (Section 4), which has a compelling combination of properties. It satisfies both our quality measures, being variance + optimal and 4-competitive. The L estimator is monotone, meaning that when fixing the data vector, the estimate value is monotone non-decreasing with the information we can glean from the outcome (set of vectors consistent with our sample). In fact, the L estimator is the unique variance + optimal monotone estimator and thus dominates (in terms of variance pointwise) the HorvitzThompson estimator [10] (which is also unbiased, nonnegative, and monotone), when the latter is applicable. We show that the competitive ratio of 4 of the L estimator is tight in the sense that there is a family of functions on which the supremum of the ratio, over functions and data vectors, is 4. The ratio can be lower, however, for specific functions. Finally, we give a simple expression for the L estimator which allows it to be efficiently computed by numeric integration or a closed form.
The upper extreme of the pointwise optimal range is the U estimator (Section 6), which is unbiased, nonnegative, and has finite variances. We show that under some conditions on f that are satisfied by natural functions including the exponentiated range, the U estimator is also variance + optimal.
Order-based optimality: One notion useful for customization is order optimality [6] : An estimator is ≺ + -optimal with respect to some partial order ≺ on data vectors if any other (nonnegative unbiased) estimator with lower variance on some data v must have strictly higher variance on some data that precedes v. Order-based optimality implies variance optimality, but not vice versa. By specifying an order which prioritizes more likely patterns in the data, we can customize the estimator to these patterns.
We show (Section 5) how to construct a ≺ + -optimal nonnegative unbiased estimators for any function and order ≺ for which the estimator exists. We show that when the data domain is discrete, such estimators always exist whereas continuous domains require some natural convergence properties of ≺. Moreover, the L estimator is ≺ + -optimal with respect to z ≺ v ⇐⇒ f (z) < f (v). The U estimator, under some conditions, is ≺ + -optimal with respect to the reverse order.
Practical implications:
In [7] , we evaluate L p difference estimators derived as pth roots of sums of our L and U estimators for exponentiated range functions RG p (p > 0). We apply the L 1 and L 2 estimators to samples of data sets with different characteristics: IP flow records exhibited larger differences between bandwidth usage assumed by a flow key (IP source destination pair, port, and protocol) in different times. The surnames dataset (frequencies of surnames in published books in different years) had more similar values. Accordingly, the U estimator, which is optimized for large differences dominated on the IP flow records dataset whereas the L estimator dominated on the surnames dataset. This demonstrates the potential value in selecting a custom estimator.
More generally, the study shows that we obtain accurate estimates even when only a small fraction of entries is sampled, using either estimator, and also demonstrate the value of competitiveness of the L estimator: Whereas it can outperform the U estimator by orders of magnitude, it can be outperformed only by a small factor.
PRELIMINARIES
We briefly summarize model and concepts on estimator optimality [6] and coordinated shared-seed sampling [8] .
Sampling model: The data is a vector
where V is some subset of the reals. The sampling scheme we use is specified by continuous functions τ = (τ 1 , . . . , τ r ) on [0, 1] with range containing (min V, max V ). The output of the sampling is the outcome S ≡ S(u, v), which depends on the data and a random seed u ∈ U [0, 1]. We treat the outcome as a set where the ith entry is included in S if and only if v i is at least τ i (u):
but also assume that the seed u is available with it. A special case of particular interest is PPS sampling, when τ i (u) are linear functions: There is a fixed vector τ * such that τ i (u) ≡ uτ * i . With each outcome S(u, v), we can identify the set V * (S) of all data vectors that are consistent with it:
The set V * (u, v) is increasing with u, which means we have less information on the data when u is larger. For two different outcomes. S 1 and S 2 , the sets V * (S 1 ) and V * (S 2 ) must be either disjoint or one is contained in the other.
For any two vectors, the set of u values on which the outcomes S(u, v) and S(u, z) are the same is a suffix of (0, 1] that is open to the left:
Example 2 Coordinated PPS sampling for Example 1 Consider shared-seed coordinated sampling, where each of the instances A,B,C is PPS sampled with threshold τ * = 1. In this particular case, each entry is sampled with probability equal to its value. To coordinate the samples, we draw
) contains all vectors consistent with the sampled entries and with value at most u (k) in unsampled entries. The outcomes for the different keys are: S (a) = (0.95, * , * ),
The sets of vectors consistent with the outcomes are
Estimators:
We are interested in estimating, from the outcome, a function f : V which maps V to the nonnegative reals. We apply an estimatorf to the outcome (including the seed) and use the notationf (u, v) ≡f (S(u, v)). When the domain is continuous, we assumef is (Lebesgue) integrable. Two estimatorsf 1 andf 2 are equivalent if for all data v, f 1 (u, v) =f 2 (u, v) with probability 1, which is the same aŝ
An estimatorf is nonnegative if ∀S,f (S) ≥ 0 and is
2 du < ∞ (the expectation of the square is finite) and is bounded on v if
If a nonnegative estimator is bounded on v, it also has finite variance for v. An estimator is monotone on v if when fixing v and considering outcomes consistent with v, the estimate value is non decreasing with the information on the data that we can glean from the outcome, that is,f (u, v) is non-increasing with u. We say that an estimator is bounded, has finite variances, or is monotone, if the respective property holds for all v ∈ V. The lower bound function.
When v is fixed, we use
. Some properties which we need in the sequel are [8] :
montone non increasing and left-continuous.
•f is unbiased and nonnegative =⇒ (4)
The lower bound function f (v) , and its lower hull H
f , are instrumental in capturing existence of estimators with desirable properties [8] :
•If f satisfies (7), ∃ unbiased nonnegative estimator with finite variance for v
∃ unbiased nonnegative estimator that is bounded on v
Example 3 illustrates the lower bound functions and respective lower hull for RG p+ .
Partially specified estimators. We use partial specificationsf of (nonnegative and unbiased) estimators, which are specified on a set of outcomes S so that
When ρ v = 0, we say that the estimator is fully specified for v. We also require thatf is nonnegative where specified and satisfies
LEMMA 2.1. If f satisfies (7) (has a nonnegative unbiased estimator), then any partially specified estimator can be extended to an unbiased nonnegative estimator.
v-optimal extensions and estimators. Given a partially specified estimatorf so that ρ v > 0 and M = 1 ρvf (u, v)du, a v-optimal extension is an extension which is fully specified for v and minimizes variance for v (amongst all such extensions). The v-optimal extension is defined on outcomes
(12) Geometrically, the functionf (v,ρv ,M) is the negated derivative of the lower hull of the lower bound function f (v) on (0, ρ v ) and the point (ρ v , M ).
is the unique (up to equivalence) v-optimal extension off .
The v-optimal estimates are the minimum variance extension of the empty specification. We use ρ v = 1 and M = 0 and obtainf
which is the negated slope of the lower hull of the lower bound function f (v) . This is illustrated in Example 3.
Variance + and order-based optimality. An estimator is variance + -optimal if there is no nonnegative unbiased estimator with same or lower variance on all data and strictly lower on some data. We also consider order-based optimality with respect to a partial order ≺ on V: An estimatorf is ≺ + -optimal if there is no other nonnegative unbiased estimator with strictly lower variance on some data v and at most the variance off on all vectors that precede v. Orderbased optimality (with respect to some ≺) implies variance optimality but the converse is generally not true [6] .
Variance competitiveness An estimatorf is c-competitive if
where the infimum is over all unbiased nonnegative estimators of f . When the estimator is unbiased, the expectation of the square is closely related to variance, and an estimator Example 3 Lower bound function and its lower hull 
The figures below illustrate RG p+ (v) (u) and its lower hull for the data vectors (0.6, 0.2) and (0.6, 0) and p = {0.5, 1, 2}. For u > 0.2, the outcome when sampling both vectors is the same, and thus the lower bound function is the same. For u ≤ 0.2, the outcomes diverge. The v-optimal estimates are the negated slopes of the lower hulls. They are 0 when u ∈ (0.6, 1], since these outcomes are consistent with data on which RG p+ = 0. They are constant for u ∈ (0, v 1 ] when p ≤ 1. Observe that for u ∈ (0.2, 0.6], the v-optimal estimates are different even though the outcome of sampling the two vectors us the same -demonstrates that it is not possible to simultaneously minimize the variance of the two vectors.
that minimizes one also minimizes the other.
THE POINTWISE OPTIMAL RANGE
We say that an estimatorf is v-optimal at an outcome S(u, v) if it satisfies (13) . For an outcome S(ρ, v), we are interested in the range of z-optimal estimates at S for all z ∈ V * (S), with respect to a value M , which captures the contribution to the expectation of the estimator made by outcomes which are less informative than S.
To verify equality (17), observe that from left continuity of f (u, z),
and that the denominator ρ − η is maximized at η = 0. λ(ρ, v, M ) is the v-optimal estimate at ρ, given a specifica- 
In short, we refer to λ(ρ, v, M ) as the v-optimal estimate at ρ given M . Geometrically, λ(ρ, v, M ) is the negated slope of the lower hull of f (v) and the point (ρ, M ). λ U (S, M ) and λ L (S, M ), respectively, are the supremum and infimum of the range of z-optimal estimates at S given M . Figure 1 illustrates an outcome S and the optimal range at S given M . We can see how the lower endpoint of the range is realized by a vector with f value equal to the lower bound at S, as in equality (17).
Whenf is given for u ∈ (ρ, 1], we use M = 1 ρf (u, v)du = and abbreviate the notations by removing M to λ(ρ, v), λ U (S), and λ L (S).
We say that the estimatorf is in-range (in the optimal range ) at outcome
Writing (18) explicitly, we obtain
Two special solutions that we study are the L estimator (f (L) , see Section 4) and the U estimator (f (U) , see Section 6), which respectively solve (19a) and (19b) with equalities. For all ρ ∈ (0, 1] and v,f (L) minimizes andf
(u, v)du among all solutions of (18). We show that being in-range (satisfying (18) for all outcomes S) is sufficient for nonnegativity and unbiasedness. PROOF. For nonnegativity, it suffices to show that a solution of (18) satisfies (5), since (19a) and (5) together imply nonnegativity. Assume to the contrary that a solution f violates (5) and let ρ be the supremum of x satisfying
, which is monotonicity and left-continuity of f (x, v), we have left-continuous, there must be δ > 0 so that
Since this holds for all x ∈ (ρ − δ, ρ), we obtain that
We now establish unbiasedness, using (19a), and f (u, v) being non increasing in u, we obtain that ∀u∀ρ > u,
We argue that
To prove (22), define ∆(
. To see this, assume to the contrary that x yf (u, v)du ≤ ∆(x)/4 for all y ∈ [x/2, x]. Then from (21), the value off (u, v) for u ∈ [x/2, x] must be at least (3/4)∆(x)/x. Hence, the integral over the interval [x/2, x] is at least (3/8)∆(x) which is a contradiction. We can now apply this iteratively, obtaining that ∆(ρ/2 i ) ≤ (3/4) i ∆(ρ). Thus, the gap ∆(x) diminishes as x → 0 and we established (22).
Since (22) holds for all ρ ≥ 0, then lim u→0 (7)). Combining that we already established (5) we obtain lim u→0
We next show that being in-range is necessary for optimality. For our analysis of order-based optimality (Section 5), we need to slightly refine the notion of variance + -optimality to be with respect to a partially specified estimatorf and a subset of data vectors Z ⊂ V.
An extension off that is fully specified for all vectors in Z is variance + -optimal on Z if any other extension with strictly lower variance on at least one v ∈ Z has a strictly higher variance on at least one z ∈ Z. We say that a partial specification is in-range with respect to Z if:
Using (2), (23) is the same as requiring that ∀v ∀ρ ∈ (0, ρ v ], when fixing the estimator on S(u, v) for u ≥ ρ, then
We show that a necessary condition for variance + -optimality with respect to a partial specification and Z is that almost everywhere, estimates for outcomes consistent with vectors in Z are in-range for Z. Formally: THEOREM 3.1. An extension is variance + -optimal on Z only if (23) holds.
PROOF. Consider an (nonnegative unbiased) estimatorf that violates (23) for some v ∈ Z and ρ. We show that there is an alternative estimator, equal tof (u, v) on outcomes u > ρ and satisfies (23) at ρ that has strictly lower variance than f on all vectors Z ∩ V * (ρ, v). This will show thatf is not variance + -optimal on Z. The estimatorf violates (24), so either
Violation (26), for a nonnegative unbiasedf , means that
and the z-optimal extension,f (z,ρ,M) (see Theorem 2.1). Because the point (ρ, M ) lies strictly below f (z) , the lower hull of both the point and f (z) has a linear piece on some interval with right end point ρ. More precisely,f (z,ρ,M) (u) ≡ λ(ρ, z, M ) on S(u, z) at some nonempty interval u ∈ (η z , ρ] so that at the point η z , the lower bound is met, that is, M + (ρ − η z )λ(ρ, z, M ) = lim u→η + z f (u, z). Therefore, all extensions (maintaining nonnegativity and unbiasedness) must satisfy
From (26), for some ǫ > 0,f has average value strictly higher than U on S(u, v) for all u in intervals (η, ρ] for η ∈ [ρ − ǫ, ρ). For each z ∈ V * (ρ, v) we define ζ z as the maximum of ρ − ǫ and inf{u|V * (u, v) = V * (u, z)}. From (1), ζ z < ρ. For each z, the higher estimate values on S(u, z) for u ∈ (ζ z , ρ] must be "compensated for" by lower values on u ∈ (η z , ζ z ) (from nonnegativity we must have η z < ζ z ) so that (27) holds. By modifying the estimator to be equal to U for all outcomes S(u, v) u ∈ (ρ − ǫ, ρ] and correspondingly increasing some estimate values that are lower than U to U on S(u, z) for u ∈ (η z , ζ z ) we obtain an estimator with strictly lower variance thanf for all z ∈ Z ∩ V * (ρ, v) and same variance asf on all other vectors. Note we can perform the shift consistently across all branches of the tree-like partial order on outcomes.
Violation (25) means that for some ǫ > 0,f has average value strictly lower than L on S(u, v) for all intervals u ∈ (η, ρ] for η ∈ [ρ − ǫ, ρ). For all z, the z-optimal extensionf (z,ρ,M) (u) has value λ(ρ, z, M ) ≥ L at ρ and (from convexity of lower hull) values that are at least that on u < ρ. From unbiasedness, we must have for all z ∈ Z ∩ V * (ρ, v),
Therefore, values lower than L must be compensated for inf by values higher than L. We can modify the estimator such that it is equal to L for S(u, v) for u ∈ (ρ − ǫ, ρ) and compensate for that by lowering values at lower u values u < ζ z that are higher than L. The modified estimator has strictly lower variance thanf for all z ∈ Z ∩ V * (ρ, v) and same variance asf on all other vectors.
THE L ESTIMATOR
The estimatorf (L) satisfies (19a) with equalities, obtaining values that are minimum in the pointwise optimal range. Its values on outcomes consistent with data v only depend on the lower bound function on outcomes consistent with v. Geometrically, as visualized in Figure 2 , the L estimate on an outcome S(ρ, v) is exactly the slope value that if maintained for outcomes S(u, v) (u ∈ (0, ρ]), would yield an expected estimate of f (S). We derive a convenient exprescummulative L estimate u LB function sion for this estimator and show that it is 4-competitive and that it is the unique variance + optimal monotone estimator. We also show it is order-optimal with respect to the natural order that prioritizes data vectors with lower f (v).
The L estimator is the solution of the integral equation
We solve the integral equations to obtain an explicit form of the estimatorf (L) .
LEMMA 4.1.
PROOF. We show that (29) is a solution of (28). To ease calculations, we use h(
We need to show
Substituting (31) we get
Rearranging and canceling identical terms
Substituting in (32) we get that we need to show
Lastly, the lower bound function f (v) (u) is monotone on (0, 1] and thus differentiable almost everywhere. Thus,
is defined almost everywhere. We get (30) from (29) using integration by parts.
We show a tight bound of 4 for the competitive ratio for f (L) , meaning that it is at most 4 for all functions f and for any ǫ > 0, there exists a function f on which the ratio is no less than 4 − ǫ.
We first present a family of functions for which the supermum of this ratio is 4. Consider the domain [0, 1] 2 , τ (u) = u, and f (v) = . Being convex, this lower bound function is equal to its lower hull. Therefore, by taking its negated derivative, we getf (0,0) (u) = 1/u α . The functionf (0,0) is square integrable when α < 0.5:
From (30), the L estimator on outcomes consistent with v iŝ
.
We obtain the ratio 1 0f
The ratio approaches 4 when α → 0.5 − . We conclude the proof of Theorem 4.1 using the following lemma that shows that iff (v) (u) is square integrable, that is,
is also square integrable and the ratio between these integrals is at most 4.
PROOF. The functionf (v) only depends on the lower hull of the lower bound function f (v) (u). The estimatorf (L) depends on the lower bound function f and can be different for different lower bound functions with the same lower hull. Fixing the lower hull, the variance of the L estimator is maximized for f such that
f . It therefore suffices to consider convex f (v) (u), that is,
> 0 for which we havef
To establish our claim, it suffices to show that for all monotone non increasing functions g,
The last inequality is Cauchy-Schwartz. To obtain (33), we divide both sides by PROOF. Recall that an estimatorf is monotone if and only if, for any data v, the estimatef (ρ, v) is non-increasing with ρ. To show montonicity of the L estimators, we rewrite (29) to obtain
which is clearly non-increasing with ρ.
We now show thatf (L) dominates all monotone estimators (and hence is the unique variance + -optimal monotone estimator). By definition, a monotone estimatorf must satisfy the inequalities ∀v, ∀ρ ∈ [0, 1]:
Estimatorf (L) satisfies (35) with equalities. If there is a monotone estimatorf with an inequality which is not tight, we can obtain a monotone estimator that strictly dominateŝ f by decreasing the estimate for u ≤ ρ and increasing it for u > ρ. The variance decreases because we decrease the estimate on higher values and increase on lower values.
Lastly, we show thatf (L) is order-based variance optimal with respect to the order ≺ which prioritizes vectors with lower f (v): THEOREM 4.3. A ≺ + -optimal estimator for f with respect to the partial order
PROOF. We use our results of order-based optimality (Section 5). We can check that we obtain (28) using (42) and ≺ as defined in the statement of the Theorem. Thus, a ≺ + -optimal solution must have this form.
The L estimator may not be bounded (see Example 4) . An estimator that is both bounded and competitive (but not necessarily in-range) is the J estimator [8] . For any ǫ > 0, the estimator satisfyingf (S) = min{(1 + ǫ)λ L (S), λ U (S)} is in-range, is bounded, if (9) holds, and is competitive, if (8) holds.
ORDER-BASED OPTIMALITY
We identify conditions on f and ≺ under which a ≺ + -optimal estimator exists and specify this estimator as a solution of a set of equations. Our derivations of ≺ + -optimal estimators follow the intuition to require the estimate on an outcome S to be v-optimal with respect to the ≺-minimal consistent vector:
When ≺ is a total order and V is finite, min ≺ (V * (S) is unique and (36) is well defined. Moreover, as long as f has a nonnegative unbiased estimator, a solution (36) always exists and is ≺ + -optimal. We preview a simple construction of the solution: Process vectors in increasing ≺ order, iteratively building a partially defined nonnegative estimator. When processing v, the estimator is already defined for S(u, v) for u ≥ ρ v , for some ρ v ∈ (0, 1]. We extend it to the outcomes S(u, v) for u ≤ ρ v using the v-optimal extensionf
We now formulate conditions that will allow us to establish ≺ + -optimality of a solution of (36) in more general settings. These conditions always hold when ≺ is a total order and V is finite. Generally,
is a set and (36) is well defined when ∀S, this set is not empty and λ(ρ, min ≺ (V * (S))) is unique, that is, the value λ(ρ, z) is the same for all ≺-minimal vectors z ∈ min ≺ (V * (S)). A sufficient condition for this is that
Example 4 L and U estimates for Example 3 We compute the L and U estimators for RG p+ for the sampling scheme and data in Example 3. For the two vectors (0.6, 0.2) and (0.6, 0), both the L and U estimates are 0 when u ≥ 0.6, this is necessary from unbiasedness and nonnegativity because for these outcomes ∃v ∈ V * (S), RG p+ (v) = 0. Otherwise, the L estimate isRG
where v ′ 2 = u when S = {1} and v ′ 2 = v 2 when S = {1, 2}. When p ≥ 1, the U estimate isRG
The figure also include the v-optimal estimates, discussed in Example 3. When v 2 = 0, the U estimates are v-optimal. The L estimate is not bounded when v 2 = 0 (but has bounded variance and is competitive). In this case, the respective Equation (36) on u ∈ (0, ρ] are the same for all z ∈ min ≺ (V * (S)) and thus so are the estimate valuesf (u, z).
That is, for all z ∈ Z, z is ≺-minimal or is preceded by some vector that is ≺-minimal in Z.
We say that an outcome S is ≺-bounded if
When all outcomes S(u, v) are ≺-bounded, we say that a set of vectors R represents v if any outcome consistent with v has a ≺-minimal vector in R:
We now show that we can obtain a ≺ + -optimal estimator if every vector v has a set of finite size that represents it. Example 5 (Appendix) walks through a derivation of ≺ + -optimal estimators. LEMMA 5.1. If f satisfies (7), (37), (39) and
then a ≺ + -optimal estimator exists and must be equivalent to a solution of (36).
PROOF. We provide an explicit construction of a ≺ + -optimal estimator for f .
Fixing v, we select a finite set of representatives. We can map the representatives (or a subset of them) to distinct subintervals covering (0, 1]. The subintervals have the form (a i , a i−1 ] where 0 = a n < · · · a 1 < a 0 = 1 such that a representative z that is minimal for (a i , a i−1 ] is not minimal for u ≤ a i . Such mapping can always be obtained since from (1), each vector is consistent with an open interval of the form (a, 1], and thus if ≺-minimum at V * (u, v) (we must have u > a) it must be ≺-minimum for V * (x, v) for x ∈ (a, u]. Thus, the region on which z is in min ≺ V * (u, v) is open to the left. We can always choose a mapping such that the left boundary of this region corresponds to a i .
Let z (i) (i ∈ [n]) be the representative mapped to outcomes S(u, v) where u ∈ (a i , a i−1 ]. Since V * (u, v) is monotone non-decreasing with u, i < j implies that z (i) ≺ z (j) or that they are incomparable in the partial order. We construct a partially specified nonnegative estimator in steps, by solving (36) iteratively for the vectors z (i) . Initially we invoke Theorem 2.1 to obtain estimate values for S(u, z (1) ) u ∈ (0, 1] that minimize the variance for z (1) . The result is a partially specified nonnegative estimator. In particular for v, the estimator is now specified for outcomes S(u, v) where u ∈ (a 1 , 1]. Any modification of this estimator on a subinterval of (a 1 , 1] with positive measure will strictly increase the variance for z (1) (or result in an estimator that can not be completed to a nonnegative unbiased one).
After step i, we have a partially specified nonnegative estimator that is specified for S(u, v) for u ∈ (a i , 1]. The estimator is fully specified for z (j) j ≤ i and is ≺ + -optimal on these vectors in the sense that any other partially specified nonnegative estimator that is fully specified for z (j) j ≤ i and has strictly lower variance on some z (j) (j ≤ i) must have strictly higher variance on some z (h) such that h < j. We now invoke Theorem 2.1 with respect to the vector z (i+1) . The estimator is partially specified for S(u, z (i+1) ) on u > a i and we obtain estimate values for the outcomes S(u, z (i+1) ) for u ∈ (0, a i ] that constitute a partially specified nonnegative estimator with minimum variance for z (i+1) . Note again that this completion is unique (up to equivalence). This extension now defines S(u, v) for u ∈ (a i+1 , 1].
Lastly, note that we must have (7) is violated for v whereas the reverse inequality implies that (7) is violated for z (n) . Since at step n the estimator is specified for all outcomes S(u, z (n) ) and unbiased, it is unbiased for v. The estimator is invariant to the choice of the representative sets R v for v ∈ V and also remains the same if we restrict ≺ so that it includes only relations between v and R v .
We so far showed that there is a unique, up to equivalence, partially specified nonnegative estimator that is ≺ + optimal with respect to a vector v and all vectors it depends on. Consider now all outcomes S(u, v), for all u and v, arranged according to the containment order on V * (u, v) according to decreasing u values with branching points when V * (u, v) changes. If for two vectors v and z, the sets of outcomes S(u, v), u ∈ (0, 1] and S(u, z), u ∈ (0, 1] intersect, the intersection must be equal for u > ρ for some ρ < 1. In this case the estimator values computed with respect to either z or v would be identical for u ∈ (ρ, 1]. Also note that partially specified nonnegative solutions on different branches are independent. Therefore, solutions with respect to different vectors v can be consistently combined to a fully specified estimator.
Continuous domains
The assumptions of Lemma 5.1 may break on continuous domains. Firstly, outcomes may not be ≺-bounded and in particular, min ≺ (V * (S)) can be empty even when V * (S) is not, resulting in (36) not being well defined. Secondly, even if ≺ is a total order, minimum elements do not necessarily exist and thus (39) may not hold, and lastly, there may not be a finite set of representatives. To treat such domains, we utilize a notion of convergence with respect to ≺:
We define the ≺-lim of a function h on a set of vectors Z ⊂ V : ≺ -lim(h(·), Z) = x ⇐⇒ (40) ∀v ∈ Z ∀ǫ > 0 ∃w v, ∀z w, |h(z) − x| ≤ ǫ The ≺-lim may not exist but is unique if it does. Note that when Z is finite or more generally, ≺-bounded, and h(z) is unique for all z ∈ min ≺ Z), then ≺-lim(h(·), Z) = h(min ≺ Z).
We define the ≺-closure of z as the set containing z and all preceding vectors cl ≺ (z) = {v ∈ V |v z}.
We provide an alternative definition of the ≺-lim using the notion of ≺-closure. We can finally propose a generalization of (36):
which is well defined when the lower bound function ≺-converges for all S: 
We show that equivalence to (42) is necessary for ≺ + -optimality. To facilitate the proof, we express ≺ + -optimality in terms of restricted variance + optimality:
LEMMA 5.2. An estimator is ≺ + -optimal if and only if, for all v ∈ V , it is variance + -optimal with respect to cl ≺ (v).
PROOF. If there is v such thatf is not variance + -optimal on cl ≺ (v), there is an alternative estimator with strictly lower variance on some z ∈ cl ≺ (v) and at most the variance on all cl ≺ (v) \ {z}. Since cl ≺ (v) contains all vectors that precede z, the estimatorf can not be ≺ + -optimal. To establish the converse, assume an estimatorf is variance + optimal on cl ≺ (v) for all v. Consider z ∈ V . Sincef is variance + -optimal on cl ≺ (z), there is no alternative estimator with strictly lower variance on z and at most the variance off on all preceding vectors. Since this holds for all z, we obtain thatf is ≺ + -optimal.
LEMMA 5.3. If f satisfies (7) and (43) thenf is ≺ + -optimal only if it satisfies (44).
PROOF. Lemma 5.2 states that an estimator is ≺ + -optimal if and only if ∀w ∈ V it is variance + -optimal with respect
