Deep 3D Convolutional Neural Networks (3D-CNN) are traditionally used for object recognition, video data analytics and human gesture recognition. In this paper, we present a novel application of 3D-CNNs in understanding difficultto-manufacture features from computer-aided design (CAD) models to develop a decision support tool for cyber-enabled manufacturing. Traditionally, design for manufacturability (DFM) rules are hand-crafted and used to accelerate the engineering product design cycle by integrating manufacturability analysis during the design stage. Such a practice relies on the experience and training of the designer to create a complex component that is manufacturable. However, even after careful design, the inclusion of certain features might cause the part to be non-manufacturable. In this paper, we develop a framework using Deep 3D-CNNs to learn salient features from a CAD model of a mechanical part and determine if the part can be manufactured or not. CAD models of different manufacturable and nonmanufacturable parts are generated using a solid modeling kernel and then converted into 3D voxel data using a fast GPU-accelerated voxelization algorithm. The voxel data is used to train a 3D-CNN model for manufacturability classification. Feature space and filter visualization is also performed to understand the learning capability in the context of manufacturability features. We demonstrate that the proposed 3D-CNN based DFM framework is able to learn the DFM rules for non-manufacturable features without a human prior. The framework can be extended to identify a large variety of difficult-to-manufacture features at multiple spatial scales leading to a real-time decision support system for DFM.
Introduction
Deep learning algorithms are designed to automatically learn multiple levels of abstraction in a hierarchical manner directly from available raw data. In addition to being extensively used in computer vision [1, 2, 3, 4] , deep learning is also gaining popularity among the engineering community, especially in prognostics [5, 6, 7] , engineering design [8, 9, 10] , medical diagnosis [11, 12, 13] , and robotic path planning [14, 15] . In this paper, we apply deep learning to learn design for manufacturing (DFM) rules to develop a decision support framework for cyber-enabled manufacturing.
In traditional engineering design, design and manufacturing are independent activities that are often performed iteratively until the product can be manufactured while satisfying the specifications. A successful product needs to meet its specifications, while also being manufacturable. In general, the design engineer ensures that the product is able to function according to the specified requirements and the manufacturing engineer gives feedback to the design engineer about its manufacturability. This iterative process is often time consuming leading to longer product development times and higher costs. There are various handcrafted DFM rules that have been used by the design and manufacturing community to ensure manufacturability of the design based on the manufacturing technology and tools available. However, it completely depends on the expertise of the design and manufacturing engineer to design a manufacturable product.
With the advancement of the computer aided design (CAD) systems such as Onshape [16] , SolidWorks [17] , etc., the design process has been simplified and accessible to everyone. The simplicity of the tools and the quick visual feedback provided by the tools due to the current GPUaccelerated geometric modeling algorithms has facilitated faster development of designs based on the required functionality. However extensive extensive knowledge about the manufacturing technology is required to develop designs that can be successfully manufactured. We propose to develop a decision support framework for cyber-enabled manufacturing that can be used to ensure the manufacturability of a design during the design process. Figure 1 : 3D convolutional neural network for the classification of whether or not a design is manufacturable. In this example, a block with a drilled hole with specific diameter and depth is considered.
Outputs
Conventional statistical models are capable of learning and recognizing only simple features, which makes the DFM problem intractable, since there are many complex manufacturing criteria and rules that need to be satisfied for determining manufacturability. However, the hierarchical architecture of deep learning can be used to learn increasingly complex features by capturing features of features. Thus, Deep Learning based Design for Manufacturing tool (DLDFM) can be used to learn the different DFM rules from different examples of manufacturable and nonmanufacturable components without explicit handcrafting. In addition, the learnt model can be integrated in the CAD system, providing interactive feedback about the manufacturability of the component.
In this paper, we present a 3D Convolutional Neural Network (3D-CNN) based framework that will enable the designer to analyze the manufacturability of the part being designed based on various DFM rules, which have been learnt from an expert database of manufacturable and nonmanufacturable parts. We demonstrate the proposed 3D-CNN based framework to learn the DFM rule associated with the drilling process. Various 3D models are generated using a CAD modeling kernel and are classified to be manufacturable or non-manufacturable based on a human prior as explained the Section 2. These CAD models are first converted into 3D Voxel data using a fast GPU-accelerated voxelization algorithm explained in Section 3. The voxelized models are then used for training the 3D-CNN architecture, which is discussed in Section 4. In Section 5, the 3D-CNN model is used to test sample CAD models and to understand the learning capability of the model in the context of the manufacturability features.
Design for Manufacturing Rules
The objective of the design process is to design products that meet the specifications of the functional requirements, while being able to be manufactured in a cost-efficient manner. Often, the manufacturing process and parameter selection is an optimization problem [18] . Thus, understanding the constraints for the design space requires more information about the manufacturing processes, which makes the concurrent engineering process difficult and manual. DFM guidelines were developed by design and manufacturing researchers to make the design process compliant with manufacturing [19] ; however, the application of these guidelines were done manually. In addition, researchers used these DFM guidelines to develop manufacturability analysis systems (MAS), which take into account the rules provided by the DFM guidelines to analyze the manufacturability of the part [20] . Many MAS frameworks require additional user input regarding different parameters of the part to analyze the manufacturability of the part. These MAS frameworks then use the knowledge base of different DFM rules to provide manufacturability feedback. In addition, there are very few interactive parametric 3D solid modeling tools that provide manufacturability feedback to the designer, and enable changes to the design for improving manufacturability [21] .
A common drawback of such tools is that the manufacturability feedback is based on the knowledge base. However, an expert is still needed to make decisions on the part design based on their experience and their understanding of the manufacturing processes. In this paper, we demonstrate the utility of a DLDFM tool on interactively analyzing the manufacturability of a product design without any prior knowledge about the manufacturing processes, with an example of the drilling operation.
Drilling operations are used for manufacturing round holes or to enlarge an existing hole with the help of a drill. The general applications of machined holes may be for bearing a shaft or an axle, threading, fastening, lubrication, porting hydraulic or electric connections, etc.
The various parameters taken into account for deciding the manufacturability of drilled holes are the diameter the hole, the depth of the hole, the material of the part, and the material of the drill tool used. In addition, parameters such as the tolerances of the hole and the accuracy achievable by the drilling machine are also considered. The rule-based principle that relies only on the geometry of the part is based on the depth-to-diameter ratio of the hole to be machined. As the depth of the hole increases, it becomes more and more difficult to maintain the accuracy of the hole. Also, at higher depths with the same diameter, it is possible for the tool to experience high loads sufficient enough to cause damage to the tool. For building the DLDFM model, we assume that a ratio of 10.0 to be manufacturable [22] . Thus, any hole that has the depth-to-diameter ratio of greater than 10.0 is classified as non-manufacturable.
Various samples are generated using a CAD modeling kernel, ACIS [23] , which is a commercial CAD modeling software that has APIs to create solid models. A cubical block of edge length 5.0 inches with various sizes of drilled holes is created (Fig. 2) . The diameter of the hole is varied from 0.1 in. to 0.5 in. with an increment of 0.05 in. Similarly, the depth of the hole is varied from 0.5 in. to 5.0 in. with an increment of 0.5 in. The holes are generated at various positions by varying the value of P osX and P osY (Fig. 2 ). In addition, the holes are generated in all the six faces of the cube.
After the CAD models are generated using the solid modeling kernel, they are classified for manufacturability. We use the above mentioned rule for classifying the holes. However, this rule is not completely sufficient to determine the manufacturability of a hole. We take two particular constraints imposed by the human prior: (1) if the hole is a through hole, then the rule shall be that any hole which has the depth to diameter ratio to be greater than 20.0 will be classified as non-manufacturable. (2) If thickness of the material near the the hole is less than 0.25 in., then the side wall will be too weak and hence, cannot be manufacturable. Using the CAD models and the classification based on both the rule and the constraints, we develop the DLDFM framework.
GPU-accelerated Voxelization
Conventional models in traditional CAD systems use boundary representation (b-rep) to represent the solid models using the set of faces that bound the model. However, using b-rep makes it difficult to identify features that might be difficult-to-manufacture. In our framework, we convert the b-rep CAD models to a voxelized representation. The use of voxelized shape representation allows for a digital representation of the CAD model, where each voxel of the model can be represented using a binary digit corresponding to the voxel being inside or outside the model. Using this method, the entire model can be represented using a long string of binary digits that can convolved to create a feature map for machine learning.
We have developed methods for accelerated voxelization of CAD models using graphics processing units (GPUs). These GPU methods are more than 10x faster than existing state-of-the-art CPU-based methods and can create a voxelized representation of the CAD model with more than 1,000,000,000 voxels. This high-resolution voxelization would have sufficient resolution to capture small features in complex CAD models.
To create the voxelized CAD model, we construct a grid of voxels in the region occupied by the object. We then make use of a rendering-based approach to classify the voxel centers as being inside or outside the object. Using this method on the GPU, a fine voxelization of the model (up to 1 billion voxels) with a relative voxel size of 0.001, can be generated (Fig. 5 ). This resolution is fine enough to create a voxelization that can recreate the fine features in a CAD model.
A 2D example of the method is shown in Fig. 3 ; the method directly extends to 3D. The CAD model is rendered slice-by-slice by clipping it while rendering. Each pixel of this clipped model is then used to classify the voxel corre- sponding to the slice as being inside or outside the CAD model. This is performed by counting the number of fragments that were rendered in each pixel using the stencil buffer on the GPU. After the clipped model has been rendered, an odd value in the stencil buffer indicates that the voxel on the particular slice is inside the CAD model, and vice versa (Fig. 4) . The process is then repeated by clipping the model with a plane that is offset by the voxel size. Once all the slices have been classified, we can get the complete voxelized representation of the CAD model.
We make use of the method developed by Krishnamurthy et al. [24] to directly evaluate and render the NURBS surfaces in the model using the GPU. The B-rep model is first decomposed into its component surfaces. If the surface is a flat surface, it is converted into triangles with a very fine resolution that is less than one-tenth of the voxelization resolution. All other surfaces are converted into NURBS and are evaluated using the GPU while rendering. Each surface is rendered successively to an off-screen framebuffer and the stencil buffer is used to classify the voxels corresponding to the slice as being inside or outside as explained above. Hence the model is rendered once for each slice to classify the voxelization. The time taken to perform the classification is the sum of the time taken to evaluate the NURBS surfaces in the model once and the total time taken to render each slice. As an example, the total time taken to voxelize the hole block is 0.133sec. These timings are obtained by running our voxelization algorithm on a Intel Xeon CPU with 2.4 GHz processor, 64 GB RAM, and an NVIDIA Quadro K2200 GPU.
Convolutional Neural Networks for DFM
Due to the CAD models having three-dimensional spatial features, convolutional neural networks [25] is a natural candidate to learn salient features from these models while preserving the locality of features by exploiting spatiallylocal correlations through the use of 3D shared weights. The key distinction between its two-dimensional counterpart is that the convolutional kernels are three-dimensional in nature, where convolutions are performed in a volumetric manner. This has the added advantage of learning additional dependencies from the third dimension, which is usually space or time. To this date, 3D-CNNs are mostly used for 3D object recognition and detection problems [26, 27] as well as analyzing temporally correlated video frames [28, 29, 30, 31] . However, to the best of the authors' knowledge, this is the first application of 3D-CNNs on such a problem in the context of DFM.
The decision of manufacturability of a 3D CAD model can be framed as a binary classification problem. In this scenario, the output units of the 3D-CNN is a single output with sigmoid activations denoting the probability of the class being 0 (manufacturable) and 1 (non-manufacturable). The model parameters θ, comprised of weights W and biases, b are optimized by error backpropagation with binary cross-entropy as the loss function [32] . Specifically, the loss function to be minimized is:
where y ∈ {0, 1} is the true class label andŷ ∈ {0, 1} is the class prediction. The input to the 3D-CNN is a voxelized CAD model of size 64 × 64 × 64. It has spatial dimensions with a single channel, namely the in-outs. The in-outs are similar to the notion of an occupancy grid; within the volume, a solid location ('in') is given a value of 1 and a hollow location ('out') is given a value of 0.
For training the network, 6669 CAD models were generated based on the method illustrated in section'2. The CAD models are generated with the depth, diameter, and location information as specified in section 2. The CAD models were generated at 13 different positions with values of PosX and PosY to be equal in magnitude. Few CAD models such as the through holes remain the same in the orientations that are 180°apart. Such CAD models are counted only once (i.e. 3 out of 6 through holes). These CAD models are then voxelized using the GPU-accelerated voxelization method described in section 3. The voxel information of the 6669 CAD models is provided as input to the 3D-CNN. A general architecture of the 3D-CNN implementation is shown in Fig. 1 . Out of the 6669 CAD models, 50% of them were used for training the 3D-CNN and 25% of them were used for validation to fine-tune the hyper-parameters; the rest of the CAD models were used to test the 3D-CNN.
Results and Discussion

Tuning of the Hyper-parameters
One of the main challenges in training the 3D-CNN is that the RAM and GPU memory limits prevent the simultaneous loading of all the CAD models. This is mainly because each voxelized model consists of 262, 144 voxels, which can easily fill the CPU RAM while loading multiple voxelized models for training. To solve this issue, the data was loaded in random batches and then trained in series, so that the voxel data is loaded only when it is needed. After a series of such training batches the training data is shuffled randomly. The voxelized models stored in separate files were loaded in the memory in parallel using 20 CPU cores of Intel Xeon CPU with 64GB RAM to reduce the time taken to load the files. The number of voxelized models to be loaded in memory in one batch had a significant effect in the training epochs needed for training the network. As the no. of files loaded is increased from 250 to 1000, the number of epochs needed for approaching the minimum validation loss reduces but does not decrease further after a certain number as shown in Fig. 6 . In addition, the mini-batch size used for training the network is sensitive to the GPU memory. A maximum of 30 voxelized models can be used as a mini-batch size for the purpose of training the network using a TitanX GPU with 12GB RAM.
The first architecture used for the 3D-CNN is as follows: a convolution layer with the filter size of 8 followed by a Max. Pooling layer; a Convolution layer of filter size of 4 followed by a Max. Pooling layer; the second Max. Pooling layer is connected to a fully-connected dense layer with 10 neurons (Fig. 1) . However, this model was not successful in training and reached a validation accuracy of only 0.4439.
Two modifications to the network were performed to improve the architecture; the fully connected layer was removed and batch normalization was performed. In addition, the learning rate was reduced using the function ReduceLROnPlateau on Keras [33] , when the training was found to be stuck in a local minima. After these changes, the validation accuracy of the network improved to 0.9260. The comparison of the validation accuracy vs. epochs for the training of both the original and modified network is shown in Fig.7 .
Test Results
The final trained 3D-CNN network is tested for its accuracy on the test data. The confusion matrix for the test results is shown in the Table 1 . There are a total of 115 out of 1667 CAD models that are incorrectly classified; the accuracy of the total prediction is 0.9310.
On further analysis, among the 59 CAD models falsely classified as manufacturable, majority of them lie on the boundary of the depth-to-diameter rule as shown in Fig. 8 . A similar trend is seen with the 56 CAD models that are falsely classified as non-manufacturable. It is also noted that 4 CAD models are classified as non-manufacturable with a depth-to-diameter ratio of 20. It should be noted that these four samples are through holes, whose rule for the depth-to-diameter ratio is 20. Hence, it can be concluded that the model has performed well in learning the features of the manufacturable models.
Finally, in comparison with traditional DFM tools that take only the DFM rule into consideration, while ignoring the human prior, the accuracy of the predictions is 0.7504. There is a significant improvement (> 24%) in the prediction by the 3D-CNN model. This shows that the framework is not only able to learn the features but also classify the manufacturability of the features with ease.
Effects of Training data Size and Distribution
It is to be noted that we have just considered 6669 sample models for analyzing the manufacturability of the features. However, if we generate more CAD models by further varying the positions of the holes (i.e., by enriching the considered training data distribution further), the accuracy of the network can be increased. To validate this hypothesis, we generated three more sample CAD model data sets. The first one is generated using 17 different hole locations and with various depths and diameters as mentioned in Section 2. The second data set consists of 21 different positions, while the final data set is generated using 33 different positions. The accuracy of the network increases with increase in the number of CAD models (Fig. 9) . However, the accuracy of the final 3D-CNN with 16, 930 CAD models is still only 0.9395 showing that the accuracy has reached a certain saturation level. The confusion matrix for the different networks is shown in Table 1 .
Visualization of the weights and Feature maps of 3D-CNN
The ability of the 3D-CNN to learn the features and the manufacturability can be understood by visualizing the weights and the feature maps. We provide different sample CAD models to the input of the 3D-CNN and plot the weights connecting the input to the hidden units in the first layer. The weights are first normalized to one and then the weights tensor for each filter is plotted using the Smooth3 function in MATLAB ® . It is observed from the Fig. 11 that the weights are not symmetric and are complex. From this, we can infer that the weights of the first convolutional layer are not rotationally invariant.
The outputs of the first convolutional layer are also visualized using the smooth3 function in MATLAB ® . It is seen that the filters are able to learn different attributes of the hole features as shown in Fig. 10 .
The output of the first hidden layer is able to learn the depth and diameter of the CAD models. For different inputs it is seen that the filters are able to learn the relevant features (Fig. 12) . The filters are able to learn all the possible features of various sizes and all orientations of the face. This shows that the 3D-CNN has a good capability to learn the relevant features. While the feature extraction capability is efficient, the classifier part can be improved to reduce the number of false negative and false positive results.
Conclusions and Future work
In this paper, we have developed a novel application of Deep Learning for cyber-enabled manufacturing through a deep-learning-based DFM (DLDFM) framework. To the best of our knowledge, this is the first application of deep learning to learn the different DFM rules associated with design for manufacturing. In this paper, our DLDFM framework was able to successfully learn the complex DFM rules for drilling, which include not only the depth-to-diameter ratio of the holes but also their position and type (through hole vs. blind). As a consequence, the DLDFM framework out-performs traditional rule-based DFM tools currently available in CAD systems. This paper also serves as a proof-of-concept to demonstrate the feasibility of using 3D-CNNs for manufacturing applications using a voxel-based approach. The DLDFM was able to learn features directly from the voxelized model, without any additional shape information. This shows that the same framework can be extended to learn manufacturable features for a variety of manufacturing processes such as milling, turning, etc. In addition, the same voxelized approach can be used to identify non-manufacturable features for additive manufacturing. We envision training multiple networks for specific manufacturing processes, which can be concurrently used to classify the same design with respect to their manufacturability using different processes. Thus, an interactive decision-support system for DFM can be integrated with current CAD systems, which can provide real-time manufacturability analysis while the component is being designed. This would decrease the design time, leading to significant cost-savings. 
