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Abstract
Transcriptional regulation of gene expression is one of the main processes that affect
cell diversification from a single set of genes. Regulatory proteins often interact with DNA
regions located distally from the transcription start sites (TSS) of the genes. We developed
a computational method that combines open chromatin and gene expression information
for a large number of cell types to identify these distal regulatory elements. Our method
builds correlation graphs for publicly available DNase-seq and exon array datasets with
matching samples and uses graph-based methods to filter findings supported by multiple
datasets and remove indirect interactions. The resulting set of interactions was validated
with both anecdotal information of known long-range interactions and unbiased experi-
mental data deduced from Hi-C and CAGE experiments. Our results provide a novel set
of high-confidence candidate open chromatin regions involved in gene regulation, often
located several Mb away from the TSS of their target gene.
Key words: gene regulation, long-range interactions, DNase I hypersensitive sites,
gene expression, graph theory, subgraph matching
1 Introduction
The central dogma of molecular biology states that genetic information flows from DNA to
RNA to proteins. The rate and level at which the different genes are transcribed determine
the functionality of each cell. This process is controlled by regulatory proteins binding or
unbinding to/from specific DNA regions, in response to signals coming from within a cell,
from neighboring cells or directly from the external environment. While some of the proteins
act locally, i.e. close to the transcription start site (TSS) of the genes, others are known to
bind to distal regions, even across gene boundaries (Akalin et al. (2009); Noonan & McCallion
(2010); Ernst et al. (2011)). Systematically identifying these distal regulatory elements and
their target genes remains one of the principal challenges of regulatory genomics.
With the help of the ENCODE consortium (ENCODE et al. (2011); Thurman et al. (2012)),
large amounts of cellular data have been made publicly available. This includes both gene
expression data, such as exon arrays (Kapur et al. (2007)) and RNA sequencing data (Na-
galakshmi et al. (2008)), and open chromatin data, more specifically DNase-seq data. DNase
sequencing (Boyle et al. (2008)) is a genome-wide extension of the DNase I footprinting
method (Galas & Schmitz (1978)) and identifies open chromatin regions that are sensitive to
cleavage by the DNase I enzyme and thus accessible to DNA-binding proteins (Wu (1980)).
Recently, linking open chromatin and gene expression information has gained attention; see
Xi et al. (2007); Natarajan et al. (2012); Sheffield et al. (2013); Marstrand & Storey (2014).
Each of these studies presents a computational method that combines DNase-seq data and
gene expression data for different cell types to identify correlations between the two. However,
all of these studies take only a limited number of cell types into account and are limited to
open chromatin regions located in the ‘proximity’ of the genes (ranging between 100kb and
500kb). Nevertheless, there are known chromatin interactions between sites located several
Mb away from each other (Li et al. (2012)).
We propose a computational method to identify interactions between open chromatin regions
and genes by combining open chromatin and gene expression information for more than 100
cell types. We do not limit the area of interest around the genes, but take into account all
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open chromatin regions of the whole chromosome. In this way we aim at discovering novel
regulatory mechanisms, including unknown open chromatin regions interacting with genes
located several Mb away.
Essentially, the proposed method obtains more accurate results by combining multiple datasets.
After calculating the correlations for each dataset separately, the results are combined in a
graph-based manner. This offers a distinct advantage in that the actual open chromatin
and gene expression values need not to be compared directly across datasets, eliminating the
need to jointly normalize the different input datasets. In addition, a similar graph-based
method, used to identify open chromatin regions interacting with multiple genes, eliminates
the indirect interactions.
The predicted interactions were validated with both anecdotal information of known interac-
tions and unbiased validation sets (more specifically Hi-C (Jin et al. (2013)) and CAGE data
(Andersson et al. (2014))).
2 Results
2.1 A graph-based data integration methodology
For 103 cell types, we collected DNase-seq peak data and gene expression data from the
human ENCODE database (ENCODE et al. (2011)). DNase-seq data was collected in 100bp
bins which we refer to as DNase hypersensitive sites (“DHS”) (see Methods). Gene expression
levels were available in the form of exon array data, which came from two different sources:
66 cell lines were collected by the University of Washington and reported exon-level data, and
37 cell lines were combined data collected by both the University of Washington and Duke
University and reported gene-level data. Instead of attempting to normalise all samples to a
common scale, both sets were treated as separate datasets (henceforth called the “UW” and
“DukeUW” datasets) and graph-based methods were used to integrate them.
A schematic overview of the method is depicted in Figure 1. First, for each dataset, absolute
Spearman correlations were calculated between all pairs of DHSs and exons/genes lying on
the same chromosome. To identify the most significant interactions, an empirical null distri-
bution was calculated from randomly permuted data and all correlations with empirical FDR
values below 10% were retained (see Methods for details). This resulted in a set of DHS–gene
interactions for each dataset, together with their correlation values which serve as an inter-
action weight or quality score. Next, a weighted edge-colored network was constructed with
all DHSs, genes and exons as nodes and three types of edges: interactions from the DukeUW
dataset, interactions from the UW dataset and alignment links between the different datasets
(in this case mapping exons to co-located genes). This network was analyzed with the ISMA
algorithm, a highly efficient subgraph matching algorithm (Demeyer et al. (2013)), in order
to identify all subgraphs that represent an interaction occurring in both datasets (Figure 1b).
For each subgraph instance, a quality score was calculated as the geometric mean of its edge
weights. Next, to reconstruct unique DHS–gene interactions, we identified subgraph clusters
(Michoel & Nachtergaele (2012)) (Figure 1c) and retained only those clusters (i.e. DHS–gene
interactions) for which the set of exons matches with known gene transcripts (see Methods
for details). The final quality score is calculated as the maximum quality score of the 3-node
subgraphs in a cluster.
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a. Method overview
b. Graph-based data integration c. Subgraph-based clustering
Figure 1: Computational method overview. a. DHS–gene regulatory interactions are pre-
dicted by a computational pipeline that combines significant correlation values calculated
separately for multiple datasets (left) using graph-based data integration (middle) and in-
direct interaction filtering methods (right). b. The graph-based data integration method
initially uses subgraph pattern matching to identify consistent predictions between datasets,
in this case consistent significant DHS–gene correlations in the DukeUW dataset and signifi-
cant DHS–exon correlations in the UW dataset. c. In a second step, subgraph clustering is
used to group related subgraphs, in this case to detect DHS–gene correlations in the DukeUW
dataset consistent with groups of DHS–exon correlations in the UW dataset, where all exons
combine to form known transcripts for that gene.
Table 1 shows the number of interactions, genes (/exons) and DHSs found after each calcula-
tion step described above (see also Supplementary Table 2 for a complete list of the number
of interactions per chromosome). As expected the graph-based filtering considerably reduces
the number of predicted interactions. Hereafter, we will demonstrate that this filtering also
improves the quality of the predictions.
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Figure 1: Computatio al method overview. a. DHS–gene regulatory interactions are
predicted by a computational pipeline that combines significant correlation values calculated
separately for multiple datasets (left) using graph-based data integration (middle) a d indirect
inter ction filtering methods (right). b. The graph-based data integration metho initially
uses subgraph patt rn matching to identify c nsistent predictions between datasets, in this
case consistent significant DHS–gene correlations in the DukeUW dataset and significant
DHS–exon cor l ion in the UW dataset. c. In a second step, subgraph clus ering is used
to group related subgraphs, in this case to detect DHS–gen correl ions in th DukeUW
dataset consistent with groups of DHS–exon correlations in the UW dataset, where all exons
combine to form known transcripts for that gene.
Table 1 shows the number of interactions, genes/exons and DHSs f und after each calc lation
step described above (see also Suppl mentary Table 2 for a complete list of the number of
int ractions per chromosom ). As expect d the graph-based filtering considerably reduces
the number of predicted inte actions. Hereafter, we will demonstrate that this filtering also
improves the quality of the predictions.
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# ‘interactions’ # genes # DHSs
original interactions (DukeUW) 7 129 048 13 757 759 123
original interactions (UW) 890 706 846 271 780* 1 644 914
after ISMA filtering 21 234 602 6 953 247 495
72 652*
after clustering 2 167 676 6 953 247 495
after transcript filtering 505 716 1 833 126 543
Table 1: Number of ‘interactions’ after each calculation step. ‘Interactions’ represent
either actual interactions between a DHS and a gene/exon (original interactions), 3-node
motifs (after ISMA filtering) or single interactions between a DHS and a gene as clusters
(after clustering and after transcript filtering). The genes represent either actual genes or
exons (marked with a *).
2.2 Filtering indirect interactions
We calculated DHS–gene interactions from significant correlations between open chromatin
areas and genes. However, some of these interactions might be of an indirect nature. Suppose,
for example, a DHS is a bona fide regulatory element for gene A, but this gene A in turn
regulates the expression level of another gene B. While correlation data alone might suggest
that this DHS is also a regulatory element for gene B, it is actually a consequence of both genes
interacting (Figure 2a). Our graph-based method to eliminate indirect DHS-gene correlations
begins with the construction of another edge-colored network, this time containing DHS-gene
interactions inferred from the previous analysis and gene-gene correlation interactions (see
Methods for details). Then, we again used the ISMA algorithm (Demeyer et al. (2013))
to identify subgraphs that represent a single DHS interacting with two mutually correlated
genes (Figure 2b(1)). Finally, we removed from these subgraphs the most weakly supported
edge (Figure 2b(2–4)) and reassembled the DHS–gene interaction network from the remaining
interactions, i.e. a DHS is predicted as a regulatory element for two different genes if and only
if the strength of correlation between the DHS and both genes is greater than the mutual
correlation between the genes.
A special case of an indirect interaction occurs when a DHS is located inside a gene body.
Because expressed genes are located in open chromatin regions (Natarajan et al. (2012)) a
large number of this type of interactions are predicted, while only some of them correspond
to true regulatory interactions. We opted to remove all (looping) interactions between DHSs
and co-located genes from the results. Notice that genuine enhancers that have been found
within gene bodies (Arnold et al. (2013)) will still be predicted if the quality score of this
interaction is higher than the weight of one of the two other links in the motif.
Figure 2c shows for each step of the computational pipeline the number of interactions before
and after indirect interaction filtering (see Supplementary Table S3 for the numbers per
chromosome). In each step of the calculations, a large number of indirect interactions are
filtered out. Some of these interactions were already identified by previous filtering as the
proportion of the number of interactions without the indirect ones to the total number of
interactions increases with additional filtering (see Supplementary Table S2). Only 11.99%
of the initial interactions remain after indirect filtering. After ISMA filtering this percentage
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Figure 2: Filtering indirect interactions. a. An indirect interaction between a DHS and gene
B will be inferred if gene B is regulated by gene A which in turn is regulated by the DHS. b.
Subgraph pattern matching is used to find pairs of significant DHS–gene correlations where
both genes are significantly correlated as well (1); to filter indirect interactions we remove
from such subgraphs the most weakly supported edge (2–4). c. For each step of the pipeline
the number of interactions is shown before and after indirect interaction filtering.
increases to 15.76%, and after transcript filtering to 27.17%.
2.3 Extensive long-range interactions remain after filtering
Previous joint analyses of DNase I hypersensitivity and gene expression data have always
focused on open chromatin regions located in the proximity of transcription start sites (TSSs)
of genes using arbitrary distance cut-offs (varying between studies from 100–500kb) (Degner
et al. (2012); Natarajan et al. (2012); Sheffield et al. (2013); Marstrand & Storey (2014)). Here
we predicted interactions across whole chromosomes and asked whether the data supports the
use of hard cut-offs proximal to the TSS.
Figure 3a shows the number of interactions in function of the distance between the open
chromatin areas and TSS of their interacting genes, derived from the list of interactions after
all (i.e. ISMA, transcript and indirect interactions) filtering steps. Although the number of
interactions decreases with increasing distance, a high number of interactions occur between
sites located several Mb away from each other (see also Supplementary Table S4). Similar
results (see Supplementary Figure S1) were obtained for the intermediate lists of interactions,
i.e. before or between the filtering steps, and no significant difference in the distributions of
interaction distances was observed between interaction lists (Figure 3b).
Next, it was investigated how the interaction quality scores are related to the distances be-
tween the DHSs and the genes. As Figure 3c shows, the average quality score does not depend
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Figure 2: Filtering indirect interactions. a. An indirect interaction between a DHS and
gene B will be inferred if gene B is regulated by gene A which in turn is regulated by the DHS.
b. Subgraph pattern matching is used to find pairs of significant DHS–gene correlations where
both genes are significantly correlated as well (1); to filter indirect interactions we remove
from such subgraphs the most weakly supported edge (2–4). c. For each step of the pipeline
the number of interactions is shown before and after indirect interaction filtering.
increases to 15.76%, and after transcript filtering to 27.17%.
2.3 Extensive long-range interactions remain after filtering
Previous joint analyses of DNase I hypersensitivity and gene expression data have always
focused on open chromatin regions located in the proximity of transcription start sites (TSSs)
of genes using arbitrary distance cut-offs (varying between studies from 100–500kb) (Degner
et al. (2012); Natarajan et al. (2012); Sheffield et al. (2013); Marstrand & Storey (2014)). Here
we predicted interactions across whole chromosomes and asked whether the data supports the
use of hard cut-offs proximal to the TSS.
Figure 3a shows the number of interactions in function of the distance between the open
chromatin areas and TSS of their interacting genes, derived from the list of interactions after
all filtering steps (i. . ISMA, t an cript and indirect interactions). Although the number of
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results (s e Supplemen ary Figure S1) were obtained for the intermediate lists of interactions,
i.e. before or betwe n the filt ing st ps, and no significant difference in the distributions of
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Figure 3: Long-range interactions. a. Number of interacting DHSs in function of the relative
distance to the TSS. While there are more interacting DHSs close to the TSSs of the genes,
still interactions are found between DHSs and genes located several Mb away. b. The
distribution of the interaction distance does not change in the different filtering steps. This
was also validated by the Wilcoxon rank test. c. The mean of quality scores (red line)
remains more or less the same across the interaction distances. Again, a higher concentration
of interactions was observed around the TSS. d. The distribution of the interaction distance
does not change remarkably for different quality score cut-off values. This was confirmed with
the Wilcoxon rank test.
strongly on distance and interactions with high quality scores are found at all distances. Fur-
thermore, there are no significant differences in the distance distribution at various score
cut-offs (Figure 3d). Again, similar results are obtained for the intermediate lists of interac-
tions (see Supplementary Figure S2 and S3).
2.4 Chromosome capture data systematically validates predicted interac-
tions
The predicted DHS–gene interactions were validated with chromosome conformation capture
data. Chromosome Conformation Capture (3C) is an experimental technique to analyse the
three-dimensional organization of chromosomes which reveals distal regions interacting with
7
Figure 3: Long-range interactions. a. Number of interacting DHSs in function of the
relative distance to the TSS. While there are more interacting DHSs close to the TSSs of
the genes, still interactions are found between DHSs and genes located several Mb away. b.
The distribution of the interaction distance does not change in the different filtering steps.
This was also validated by the Wilcoxon rank test. c. The mean of quality scores (red line)
remains more or less the same across the interaction distances. Again, a higher concentration
of interactions was observed around the TSS. d. The distribution of the interaction distance
does not change remarkably for different quality score cut-off values. This was confirmed with
the Wilcoxon rank test.
tween the DHSs and the genes. As Figure 3c shows, the average quality score does not depend
strongly on distance and interactions with high quality scores are found at all distances. Fur-
thermore, there are no significant differences in the distance distribution at various score
cut-offs, except at the very stringent threshold (>0.8) (Figure 3d). Again, similar results are
obtained for the intermediate lists of interactions (see Supplementary Figure S2 and S3).
2.4 Chromosome capture data systematically validates predicted interac-
tions
The predicted DHS–gene interactions were validated with chromosome conformation capture
data. Chromosome Conformation Capture (3C) is an experimental technique to analyse the
three-di ensional organization of chro oso es which reveals distal regions interacting with
gene promoter regions (Dekker et al. (2002); Tolhuis et al. (2002); Wei & Zhao (2011); de Wit
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& de Laat (2012)). To increase the throughput of quantifying chromosomal interactions,
a number of 3C-related techniques have been developed such as Circular 3C (4C) (Zhao
et al. (2006)), Carbon-Copy 3C (5C) (Dostie et al. (2006); Sanyal et al. (2012)) and Hi-
C (Lieberman-Aiden et al. (2009)). When a DHS is predicted to (functionally) interact
with a certain gene by our method and it is found by chromosome capture data to lie in a
chromosomal region that physically interacts with that gene’s promoter, we considered this a
validation of the predicted interaction.
2.4.1 Genome-wide 3C (Hi-C) validation
Genome-wide Hi-C data allows for the most systematic validation of predicted DHS–gene
interactions. Here we used a Hi-C dataset (the ‘gold standard’) from IMR90 (primary hu-
man fibroblast) cells which contained 57,059 interactions between 49,394 regions (1-20 kbp)
centered on the cis-elements annotated in the IMR90 cell genome and the promoter regions
of 9181 genes with a FDR of 10%, reporting only interactions within a 2 Mb distance (Jin
et al. (2013)). Following established protocols from the network inference field (Stolovitzky
et al. (2009)), we only considered DHS–gene predictions within the gold standard space (i.e.
the set of all possible interactions between DHSs and genes from the gold standard that are
not located more than 2Mb from each other) and we counted a predicted interaction as a
true positive (TP) if it indeed appeared in the gold standard and as a false positive if it did
not (see Methods for details). We considered predictions at various quality score cut-offs and
calculated precision (the proportion of TP in the predicted set) and recall or sensitivity (the
proportion of the gold standard that was correctly predicted) at each cut-off value.
Reliable estimation of true and false positive rates requires a large gold standard space (rela-
tive to the gold standard itself) and a sufficient overlap between the predictions and the gold
standard (space). Figure 4a shows that the gold standard space is indeed ten-fold larger than
the gold standard and that after all filtering, 43.34% of the predicted interactions, within the
same 2Mb range as the gold standard, lie in the gold standard space, justifying our validation
method. For the initial predictions and the predictions after ISMA filtering these percentages
are respectively 20.99% and 32.13%.
Figure 4b shows the performance curves, i.e. the precision in function of the recall, of our
predicted interactions at different stages of the prediction pipeline. For comparison, we also
performed the same validation on the set of long-range interactions reported by Sheffield et al.
(2013). As expected, the performance of our unfiltered list of interactions and the predictions
of Sheffield et al. (2013) are comparable since both use the Spearman correlation as a quality
score on a comparable number of cell types, the only difference being the filtering of indirect
interactions in our method and the limitation to distances less than 500kb by Sheffield et al.
(2013). However a clear improvement in performance is seen for the filtered interaction lists
which result in ∼1.5-fold increase in precision at the same level of recall. The same result is
observed if we plot precision as a function of the quality score cut-off (Figure 4c).
Because the Hi-C data is itself subject to noise and potentially contains numerous false pos-
itive interactions, we used the confidence p-values reported by Jin et al. (2013) to construct
gold standards from increasingly stringent Hi-C interactions and repeated the same validation
experiments. Using the area under the recall precision curve (AUC) as an overall performance
measure (Stolovitzky et al. (2009)), we found that prediction quality indeed increased signif-
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a. Venn-diagram b. Performance curve
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Figure 4: Validation with Hi-C data. The gold standard consists of all interactions found in
the Hi-C experiments. a. To asses the meaningfulness of this validation, it was investigated
whether a fair percentage of our predictions are present in the gold standard space. b. The
performance curve shows the precision in function of the recall for different quality score cut-
off values. c. The precision curve shows an increasing precision with increasing quality score
cut-off values. d. The p-value cut-off for the Hi-C data of the gold standard was decreased,
resulting in more stringent validation sets. The area under the performance curve (AUC) is
shown in function of the p-value cut-off.
measure (Stolovitzky et al. (2009)), we found that prediction quality indeed increased signif-
icantly for the more stringent sets and that the relative performance of the different filtered
sets was conserved across the entire range of stringencies (Figure 4d).
9
Figure 4: Validation with Hi-C data. The gold standard consists of all interactions found
in the Hi-C experiments. a. To asses the meaningfulness of this validation, it was investigated
whether a fair percentage of our predictions are present in the gold standard space. b. The
performance curve shows the precision in function of the recall for different quality score cut-
off values. c. The precision curve shows an increasing precision with increasing quality score
cut-off values. d. The p-value cut-off for the Hi-C data of the gold standard was decreased,
resulting in more stringent validation sets. The area under the performance curve (AUC) is
shown in function of the p-value cut-off.
icantly for the more stringent sets and that the relative performance of the different filtered
sets was conserved across the entire range of stringencies (Figure 4d).
It should be noted that the IMR90 cell type for which the Hi-C data was available was not
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part of the cell types from which we predicted the DHS–gene interactions, suggesting that the
interactions which could be validated here are not cell-type-specific and that the measured
performance is likely an underestimate of the true performance.
2.4.2 Carbon-Copy 3C (5C) validation
The 5C technique makes use of specific primers to identify chromatin interactions. In Sanyal
et al. (2012) this technique was used to reveal interactions between TSSs of genes and distal
elements in 1% of the human genome. These sets of interactions, consisting of 2 sets of
primers and 3 cell types, are publicly available in the ENCODE database. From this 5C
data we constructed a ‘gold standard’ (see Methods for details). The limitation to 1% of the
genome resulted in only a small overlap between the gold standard space and our predictions
(Supplementary Table S6). After all filtering, only 1.65% of our predictions can be validated
with this data. Thus a systematic validation using true and false positive rates, similar to
the one with the Hi-C data, is not applicable in this case.
We therefore considered each gene that occurred in both the prediction and the validation
set separately and counted the number of predicted interactions (# P) and the number of
correctly predicted interactions (# C), i.e. that were also found by the 5C technique. Table 2
shows these numbers for the genes that occur in all datasets, i.e. all intermediate predictions
and the gold standard (see Supplementary Table S7 for a full list of genes). After all filtering
one third of the predicted interactions was positively validated by the 5C data. Furthermore,
it is clear that, since the percentages of correctly predicted interactions increase (i.e. 25.30%,
31.25% and 33.33% for respectively the initial, the ISMA filtered and the transcript filtered
predictions), the filtering steps indeed improve the quality of the results.
initial ISMA transcript
gene # P # C # P # C # P # C
CAV2 30 2 24 2 20 1
CTGF 13 13 12 12 10 10
MAP1A 4 2 4 2 4 2
MET 28 3 18 3 13 3
MOXD1 2 1 2 1 2 1
SELENBP1 2 0 2 0 1 0
SERPINB7 4 0 2 0 1 0
total 83 21 64 20 51 17
Table 2: Validation with 5C data. Only genes that were present in all datasets, i.e. all
intermediate results of our calculations and the 5C dataset, are depicted here. # P represents
the number of predictions, # C the number of ‘correct’ predictions with respect to the 5C
data. After the first calculation step 25.30% of the interactions are predicted correctly with
respect to the 5C validation set. After ISMA filtering this increases to 31.25%, and after
transcript filtering to 33.33%.
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2.5 Cap Analysis of Gene Expression (CAGE) confirms predicted interac-
tions
CAGE is an experimental technique to identify the promoters and TSS of genes (Shiraki et al.
(2003)), which has been extensively used within the FANTOM research projects. Recently, in
a FANTOM5 research, it has been discovered that, next to small RNA fragments around the
TSSs, CAGE also finds small fragments of possible enhancer sites (Andersson et al. (2014)).
From this data significant enhancer-promoter interactions were predicted based on expression
correlation between all pairs of enhancers and promoters within a distance of 500 kbp. This
set of predicted interactions was compared with our predictions, as significant overlap between
these two sets might assure the validity of both prediction methods.
The validation set now consists of all significant interactions found by the CAGE experiments
(Andersson et al. (2014)). Similarly to the Hi-C validation, both the performance curves
(Figure 5a) and the precision in function of the quality score cut-off values (Figure 5b) were
plotted. Figure 5 shows relatively high precision values which indicates a significant overlap
between the two datasets. Moreover, precision increases with increasing quality score cut-off
values, demonstrating the quality score is a valuable measure to indicate the probability of the
interactions. Furthermore, by comparing the curves for the different steps of the calculations,
it is clear that the presented method (i.e. combining different datasets and filtering) indeed
leads to more accurate predictions.
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From this data significant enhancer-promoter interactions were predicted based on expression
correlation between all pairs of enhancers and promoters within a distance of 500 kbp. This
set of predicted interactions was compared with our predictions, as significant overlap between
these two sets might assure the validity of both prediction methods.
The validation set now consists of all significant interactions found by the CAGE experiments
(Andersson et al. (2014)). Similarly to the Hi-C validation, both the performance curves
(Figure 5a) and the precision in function of the quality score cut-off values (Figure 5b) were
plotted. Figure 5 shows relatively high precision values which indicates a significant overlap
between the two datasets. Moreover, precision increases with increasing quality score cut-off
values, demonstrating the quality score is a valuable measure to indicate the probability of the
interactions. Furthermore, by comparing the curves for the different steps of the calculations,
it is clear that the presented method (i.e. combining different datasets and filtering) indeed
leads to more accurate results.
a. Performance curve
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
recall
pr
ec
isi
on
 
 
CAGE − initial interactions
CAGE − ISMA filtered
CAGE − transcript filtered
CAGE − data (Sheffield et al. 2013)
b. Precision curve
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
quality score cut−off
pr
ec
isi
on
 
 
CAGE − initial interactions
CAGE − ISMA filtered
CAGE − transcript filtered
CAGE − data (Sheffield et al. 2013)
Figure 5: Validation with CAGE data. The gold standard consists of all (predicted) in-
teractions from the CAGE experiments. a. The performance curve shows the precision in
function of the recall for different quality score cut-off values. b. The precision curve shows
the precision in function of the quality score cut-off.
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Figure 5: Validation with CAGE data. The gold standard consists of all (predicted)
interactions from he CAGE experiments. a. The performance curve shows the precision in
function of the recall for diff rent quality score cut-off values. b. The precision curve shows
the precision in function of the quality score cut-off.
2.6 Comparison with known long-range interactions
The well-studied H19/IGF2 locus has been reported to have an imprinted long-range interac-
tion. In the original study (Leighton et al. (1995)), carried out on mice, it was demonstrated
11
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e. Open chromatin (UW)
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Figure 6: Predictions show interaction between the IGF2 gene and 4 DHSs located upstream
of the H19 promoter. These interactions are confirmed by the resemblance between the gene
expression profiles ((b) and (d) for DukeUW and UW respectively) and the open chromatin
profiles of the 4 DHSs ((c) and (e) for DukeUW and UW respectively), i.e. higher peaks for
the same cell types.
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Figure 6: Predictions show interaction between the IGF2 gene and 4 DHSs located
upstream of the H19 promoter. These i teractions are confirmed by the resemblance
betw en the gene expressio profiles ((b) and (d) for DukeUW and UW res ectively) a d the
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higher peaks for the same cell types.
that the H19 and IGF2 genes (located on chromosome 7) exhibit parent-of-origin-specific
mono-allellic expression. While H19 is expressed from the maternal chromosome, IGF2 is
expressed from the paternal one. Both genes share enhancer elements and are controlled, be-
sides by the imprinted control region (ICR) situated between the 2 genes, by regions located
upstream of the H19 promoter. This has also been observed in human cell lines (Tabano
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et al. (2010)), in which these genes are located on chromosome 11.
Our results show that there is indeed a long-range interaction between the IGF2 gene and
open chromatin regions situated upstream from the H19 promoter (Figure 6a). This was
also reported in Sheffield et al. (2013). Although it is reported that these correlations were
primarily driven by liver lineages, this long-range interaction is also observed when comparing
multiple cell lines.
Figures 6b-e show the gene expression profiles of the IGF2 gene for the different cell lines of
both datasets, together with the DNase sensitivity profiles of the DHSs in question. These
profiles show a fair amount of similarity as the higher peaks are observed for the same cell
types.
2.7 Exploring the data
To query the predicted interactions, a webservice was developed: http://dhsgen.roslin.ed.ac.uk.
By selecting a gene, for which interactions were predicted, from the drop-down list all interact-
ing DHSs can be queried, together with the quality scores of the corresponding interactions.
This list of interacting DHSs can be downloaded as a file. In addition, a link to the UCSC
Genome Browser is provided in which the interactions are displayed visually.
3 Discussion
One of the principal findings of the ENCODE project has been that regulatory elements
occupy a much greater portion of the genome than previously anticipated, but understand-
ing how these elements coordinate the precise spatio-temporal regulation of gene expression
remains a formidable challenge. A promising approach to link regulatory elements to their
candidate target genes uses guilt-by-association: if the ‘activity’ (e.g. DNA accessibility or
protein-binding frequency) of a regulatory element and expression level of a gene correlate
significantly across multiple experimental conditions or cell types, an interaction between
them is inferred. Here we improved on existing approaches in two directions. Firstly, we
used a subgraph matching algorithm to identify consistent correlations in multiple datasets of
matching DNase-seq and exon array samples. This enabled us to incorporate more samples
in our analysis while avoiding the need for complex cross-dataset normalization. Secondly, we
also considered gene co-expression interactions in our analysis in order to filter interactions
between regulatory elements and target genes that are most likely due to indirect effects,
again using a subgraph matching approach. This removed the need to limit our search to the
area around genes and allowed us to predict interactions across whole chromosomes.
A critical issue when computationally predicting thousands of interactions is to validate them
on a correspondingly large scale. We borrowed validation principles from the network reverse-
engineering field and showed that there was a significant overlap between our predictions and
genome-wide chromosome capture (Hi-C) data as well as predictions derived from CAGE
data. This overlap moreover increased when more stringent thresholds were applied to either
the predicted interactions or validation data.
Although the various high-throughput experimental technologies used to generate both the
training and validation data each have their own biases and limitations, the extent of over-
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lapping interactions derived from either of them is highly encouraging and suggests that
integrating more data types (e.g. FAIR, ChIP-seq or RNA-seq data) will only lead to more
accurate predictions of long-range regulatory interactions. We believe graph-based data inte-
gration methods such as the ones introduced here will play a key role in this endeavor.
4 Methods
4.1 Data collection and pre-processing
Both the DNase-seq and the exon array data was collected from the ENCODE database (EN-
CODE et al. (2011)). For all used cell types (see Supplementary Table 1) the DNase-seq peak
files were downloaded in bigbed-format and translated to the readable bed-format. Similarly,
the exon array data was downloaded for both data sources, i.e. DukeUW (collected data from
the Crawford lab of Duke University and the Stamatoyannopoulous lab of the University of
Washington) and UW (data from the University of Washington). Where possible, summa-
rized data files were used in which the data of the different experiments is collected. All this
data made use of the human genome assembly hg19. This resulted in both DNase-seq and
DukeUW exon array data for 37 cell types, and DNase-seq and UW exon array data for 66
different cell types.
The DNase-seq data was preprocessed as follows. The whole genome was divided in 100 bp
bins, similar to (Degner et al. (2012)), and for each bin Bi a single open chromatin level bi
was calculated as a weighted average of all open chromatin peaks located on this bin:
bi =
∑
j
Dj ∩Bi
S
dj
in which (Dj ∩Bi) represents the number of overlapping base pairs between the DNase peak
Dj and the bin Bi, S is the bin size (in this case 100 bp) and dj represent the open chromatin
level of DNase peak Dj .
Subsequently, for each chromosome (except the sex chromosomes) and for each data source,
a gene expression matrix and an open chromatin matrix were generated with respectively
the gene expression and the open chromatin levels. The gene expression matrix is a M ×N
matrix, with M the number of cell types in the data source and N the number of genes/exons
in the chromosome. The open chromatin matrix is a M × K matrix, with M as defined
previously and K the number of bins in the chromosome. Supplementary table S5 shows for
each chromosome the dimensions of these matrices.
4.2 Calculating correlations
For each chromosome and for each data source, absolute Spearman correlations were calcu-
lated between the columns of the open chromatin matrix and the columns of the gene expres-
sion matrix. To limit the calculations only the genes/exons for which the expression levels vary
sufficiently across the different cell types, i.e. genes gi for which std(gi) > meann=1..N (std(gn)),
are taken into account, resulting in a M ×N ′ gene expression matrix. Similarly, only those
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bins that have open chromatin in at least one of the cell types, are taken into account, result-
ing in a M × K ′ open chromatin matrix. Calculating the correlations results in a K ′ × N ′
correlation matrix (See Supplementary Table S5 for the values of N ′ and K ′).
Subsequently, the interactions with the most significant correlations were selected by applying
a false discovery rate (FDR) threshold of 10%. For this, the absolute Spearman correlations
between a random open chromatin matrix (i.e. the open chromatin matrix with the rows
permuted randomly) and the gene expression matrix were calculated n times (in our case
n = 3). Then a correlation cut-off value was determined, so that only 10% of the remaining
correlations is due to randomness, i.e. applying this cut-off value to the random correlation
matrix results in only 10% of the interactions in comparison to applying this cut-off value
to the original correlation matrix. All interactions with a significant correlation, i.e. higher
than the determined cut-off value, were then kept in a list in which each entry consists of a
gene/exon, an open chromatin area and a quality score, represented by the absolute correlation
value.
4.3 ISMA Filtering
A weighted edge-colored graph was built form the resulting interactions of phase 1 for each
dataset, together with location information of the genes/exons of each dataset. All interac-
tions are translated to edges between open chromatin bins and genes/exons, in which each
data source is represented by a different edge type (i.e. color). Moreover, edges are created
between genes and exons that are co-located, i.e. alignment links. Weights were assigned to
all edges. While for the interaction links this is the correlation value, for the alignment links
this is a unit weight, i.e. 1.
Subsequently, the Index-based Subgraph Matching Algorithm (ISMA) (Demeyer et al. (2013))
was applied in this graph to find all subgraphs representing a significant interaction between
a bin and a gene/exon that occurs in both datasets. These subgraphs (see Figure 1b) are
3-node graphs with 3 different edge types: an interaction between a bin and a gene (dataset
1), an interaction between a bin and an exon (dataset 2) and an alignment between a gene
and an exon. When applying the ISMA algorithm a score was calculated for each subgraph
by multiplying all edge weights. The square root of this score, which is the geometric mean
of the two correlations, is then used as the quality score of the interaction.
4.4 Clustering and Transcript Filtering
The motifs (i.e. subgraphs) found by the ISMA algorithm are clustered in order to find
graph structures similar to the one depicted in figure 1c. All subgraphs with the same open
chromatin region and the same gene are collected together. Each of this clusters represents a
single interaction between a DHS and a gene.
Subsequently, this list of clusters is filtered making use of the publicly available A-MEXP-
2246 annotation file1 to only keep those clusters that represent known gene transcripts. Only
those interactions are retained for which the set of exons in the cluster contains the majority
(i.e. > 80%) of exons of a known gene transcript.
1http://www.ebi.ac.uk/arrayexpress/files/A-MEXP-2246/A-MEXP-2246.additional.1.zip
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Finally, the quality score of the interaction was calculated as the maximum quality score of
all motifs (i.e. 3-node subgraphs) participating in the corresponding cluster.
4.5 Indirect Filtering
To eliminate indirect interactions (see Figure 2a), the absolute Spearman correlation was cal-
culated between each pair of genes/exons. Subsequently, a network was constructed with the
set of nodes consisting of all DHSs and genes/exons and two types of links: interaction links
between DHSs and genes/exons and correlations between genes/exons. The ISMA algorithm
was again applied to enumerate all subgraphs with a configuration as depicted in figure 2b.
Subsequently, in each of these subgraphs the link with the lowest weight was identified and
if this was an interaction link, the corresponding interaction was removed from the predicted
interactions.
Next to this, after all filtering, interactions between DHSs and co-located genes were removed
from the predictions.
4.6 Validation with Hi-C and CAGE data
Firstly, both the Hi-C and the CAGE validation set were retrieved from their corresponding
publications (Jin et al. (2013); Andersson et al. (2014)).
For fair comparison, our set of predicted interactions was limited to only those in the same
distance range and both sets were restricted to only those interactions between open chromatin
areas and genes which occur in both sets (similar to Stolovitzky et al. (2009)). Moreover,
the open chromatin areas were translated to the same level of detail. While we opted for
100 bp bins to represent the open chromatin areas, the validation sets utilize different open
chromatin regions. The most detailed information is translated to the least detailed. For
example, the regions of the Hi-C data contain on average 17,540 bp. This means that each of
our DHS bins needed to be translated to the region (of the Hi-C data) in which it is located.
Subsequently, for different quality score cut-off values the set of predicted interactions was
compared with the validation set and the precision and recall were calculated as follows:
precision =
TP
TP + FP
recall =
TP
TP + FN
with TP the number of true positives, FP the number of false positives and FN the number
of false negatives. Plotting the precision in function of the recall for different quality score
cut-off values results in the performance curve. Similarly, to investigate the avail of the quality
score the precision was plotted in function of the quality score cut-off.
4.7 Validation with 5C data
The 5C data, as published in (Sanyal et al. (2012)), was collected from the ENCODE database.
This dataset consists of 5C data for 3 cell types (GM12878, K562 and HeLa-S3) and 2 sets of
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primers. For each set of primers, all interactions of the different cell types were collected and
those interactions that are present in at least 2 cell types were added to the gold standard.
Subsequently, for each gene we counted the number of predicted interactions and the number
of ‘correctly’ predicted interactions. Hereby, we limited the set of predictions to only those
interactions of which both the gene and the DHS are present in the gold standard.
5 Data Access
All the data used in this research is publicly available. Both the exon array and the DNase-
seq data were collected from the ENCODE database. Both the Hi-C and the CAGE val-
idation data was gathered from the corresponding publications. The 5C validation set
was collected from the ENCODE database. The predicted interactions can be queried at
http://dhsgen.roslin.ed.ac.uk.
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A Supplementary Figures
Figure S1: Number of open chromatin areas in function of the relative distance to the TSS
of the genes they are interacting with. (a) initial interactions (DukeUW). (b) after ISMA
filtering. (c) after transcript filtering. All indirect interactions were eliminated from this data.
While the highest concentrations are situated around the TSSs, still long-range interactions
(>100Mb) are found, and this in all steps of the calculations.
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Figure S2: Distribution of interaction distance in function of quality score cut-
off. (a) initial interactions (DukeUW). (b) after ISMA filtering. (c) after tran-
script filtering. All indirect interactions were eliminated from this data.
The distributions are similar. This was also confirmed by the Wilcoxon rank
test.
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Figure S2: Distribution of interaction distance in function of quality score cut-off. (a) initial
interactions (DukeUW). (b) after ISMA filtering. (c) after transcript filtering. All indirect
interactions were eliminated from this data. The distributions are similar. This was also
confirmed by the Wilcoxon rank test.
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(c) transcript filtered
Figure S3: Heat map representing the number of interactions in function of
both the quality score and the interaction distance. Moreover, the mean quality
score is depicted in function of the interaction distance. (a) initial interactions
(DukeUW). (b) after ISMA filtering. (c) after transcript filtering. All indirect
interactions were eliminated from this data.
The mean quality score does not decrease with an increasing interaction dis-
tance.
6
Figure S3: Heat map representing the number of interactions in function of both the quality
score and the int raction distance. Moreov , the mean quality score is depicted in function
of the interaction distance. (a) initial interactions (DukeUW). (b) after ISMA filtering. (c)
after transcript filtering. All indirect interactions were liminated from this data.
The mean quality score does not decrease wit an increasing interaction distance.
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Figure S4: Validation with Hi-C data. Performance curves of full Hi-C data sets
and randomly generated sets. The random data was generated from the Hi-C
data by randomly shifting the open chromatin areas (within the boundaries of
the study).
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Figure S4: Validation with Hi-C data. Performance curves of full Hi-C data sets and randomly
generated sets. The random data was generated from the Hi-C data by randomly shifting the
open chromatin areas (within the boundaries of the study).
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Table S1: Cell types used in this study. For each cell type both DNase-seq and exon array
data was available in the ENCODE database. While the DukeUW dataset has 37 cell types,
the UW dataset has 66.
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Table S2: Number of ‘interactions’ per chromosome after each step in the calculations.
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Table S3: Number of interactions per chromosome before and after indirect filtering. The
initial interactions are those of the DukeUW dataset. After filtering out the indirect interac-
tions, 11.99% of the initial interaction remain, 15.76% of the interactions after ISMA filtering,
and 27.17% after transcript filtering.
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interaction
distance
interactions
(DukeUW)
interactions
(UW)
interactions
after ISMA
filtering
interactions
after transcript
filtering
>100kb 99.40% 99.60% 99.13% 99.07%
>1Mb 97.36% 97.84% 96.86% 96.82%
>50Mb 47.26% 47.88% 47.58% 48.22%
>100Mb 21.27% 20.49% 21.21% 20.90%
>200Mb 1.24% 1.26% 1.25% 1.06%
Table S4: Percentages of ‘long-range’ interactions for different cut-off distances. A relative
high percentage (i.e. 20%) of the interactions are long-range interactions (>100Mb)
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Table S5: Sizes of gene expression matrices (MxN) and open chromatin matrices (MxK)
before and after selecting the most important genes (N’) and the significant DHSs (K’). M
represents the number of cell types (M=37 for DukeUW, M=66 for UW). N represent the
number of genes, K the number of DHSs.
29
predictions total number overlap with overlap with
gold standard space gold standard
initial 13 871 190 57
ISMA filtered 7 790 111 34
transcript filtered 3 099 51 17
Table S6: The number of interactions within the range of the 5C data (i.e. <1Mb), the number
of interactions that could be validated with this data (i.e. present in the gold standard space),
and hte number of ‘correct’ predictions with respect to the 5C data.
30
initial ISMA transcript
gene # P # ’C’ # P # ’C’ # P # ’C’
AP000304.12 1 0 - - - -
AP000936.3 1 1 - - - -
AP003774.5 1 1 - - - -
APOC3 1 0 - - - -
CAV2 30 2 24 2 20 1
CRAT 4 0 - - - -
CTGF 13 13 12 12 10 10
EIF6 1 1 - - - -
FGF1 2 2 - - - -
HBZ 6 2 - - - -
HOXA2 4 2 3 1 - -
HOXA9 4 3 1 0 - -
IRF1 4 1 - - - -
LILRB1 5 2 - - - -
MAP1A 4 2 4 2 4 2
MET 28 3 18 3 13 3
MOXD1 2 1 2 1 2 1
OR52B6 1 0 - - - -
P4HA2 26 3 20 2 - -
PGC 1 0 - - - -
POLR3K 1 1 - - - -
RAD50 1 1 - - - -
RP11-298J23.6 2 2 - - - -
SELENBP1 2 0 2 0 1 0
SERPINB13 1 0 - - - -
SERPINB2 2 2 2 2 - -
SERPINB7 4 0 2 0 1 0
SLC22A4 26 7 19 7 - -
ST7 5 0 - - - -
TUFT1 5 5 2 2 - -
total 190 57 111 34 51 17
0.3000 0.3063 0.3333
Table S7: For all genes, present in both the predictions and the gold standard space, the
number of predicted interactions (#P) and the number of ‘correct’ predictions (#C) with
respect to the 5C data.
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