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vRE´SUME´
De nos jours, la technologie FPGA est devenue de plus en plus puissante et complexe a`
un niveau que seule la technologie ASIC pouvait atteindre il y a quelques anne´es. Les FPGA
peuvent inclure plusieurs processeurs, des unite´s de traitement spe´cialise´es, des re´seaux sur
puce pour le routage des donne´es en interne, etc. Bien que le FPGA fonctionne a` une fre´-
quence moindre qu’un processeur a` usage ge´ne´ral, la nature paralle`le de la logique mate´rielle
permet tout de meˆme d’ope´rer des algorithmes beaucoup plus rapidement. En combinant
les meilleures propositions d’un syste`me base´ sur processeur ou d’un ASIC, les FPGA ont
ouvert une grande flexibilite´ et la possibilite´ d’un prototypage rapide pour les inge´nieurs et
scientifiques de toutes les expertises.
Toutefois, malgre´ les nombreux progre`s re´alise´s dans la description de syste`mes mate´riels a`
des niveaux d’abstraction plus e´leve´s (des modules IP configurables, des re´seaux sur puces, des
processeurs configurables etc.), la re´alisation d’architectures complexes est encore aujourd’hui
un travail re´serve´ aux spe´cialistes (typiquement des inge´nieurs en conception de circuits
nume´riques). De plus, c’est un processus relativement long (des mois, voire des anne´es) si on
conside`re non seulement le temps de conception de l’architecture mais encore le temps pour
la ve´rifier et l’optimiser. De plus, les ressources disponibles augmentent a` chaque nouvelle
mouture, menant a` des architectures de plus en plus e´labore´es et a` une gestion de plus en
plus difficile. Le FPGA proposerait alors des performances et un pouvoir de calcul ine´gale´s,
mais serait difficilement utilisable car on n’arriverait pas a` extraire de fac¸on simple et efficace
toute cette puissance.
Le but ultime serait d’avoir des performances du niveau mate´riel avec la flexibilite´ et la
simplicite´ de de´veloppement du logiciel. Le projet consiste a` faire la conception et l’imple´men-
tation d’une toute nouvelle architecture de type treillis permettant de traiter des algorithmes
sur un grand flot de donne´es. Les algorithmes ayant de grandes possibilite´s de paralle´lisme
seraient avantage´s par ce treillis. Ce treillis de calcul est configurable a` deux niveaux d’abs-
traction. Au plus bas niveau (niveau mate´riel), l’architecture est constitue´e de divers blocs
permettant de re´aliser les diffe´rents chemins de donne´es et de controˆle. Les donne´es se pro-
pagent donc de me´moires en me´moires a` travers des ALU. Ces transactions sont controˆle´es
par le niveau plus haut (niveau de configuration logicielle). En effet, l’utilisateur du treillis
pourra venir imple´menter ses algorithmes a` travers de petites me´moires a` instructions si-
tue´es dans l’architecture. Il sera e´galement possible de venir reconfigurer dynamiquement le
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comportement du treillis. On permet donc a` des programmeurs logiciels d’exploiter toute la
puissance d’une imple´mentation mate´rielle, sans toutefois devoir la de´velopper en de´tail. Cela
e´vite aux utilisateurs d’avoir a` apprendre a` exploiter les FPGA a` un niveau mate´riel, tout en
gardant confidentielle le de´tail interne de la dite architecture.
Ce travail s’inscrit dans le cadre d’un partenariat industriel avec une socie´te´ financ¸ant le
projet en collaboration avec l’organisation MITACS. Cette socie´te´ fabrique et commercialise
des cartes d’acquisition ope´rant a` haute fre´quence et offrant de hautes re´solutions. Ces cartes
utilisent de´ja` des FPGA dont une partie importante de la logique est pre´sentement inexploi-
te´e. Les clients demandent de pouvoir utiliser cette logique pour re´aliser un pre´traitement
de l’information. Toutefois, la plupart d’entre eux seraient incapables de l’utiliser a` bon es-
cient, c’est-a`-dire de manie`re efficace et sans nuire au reste de la logique ne´cessaire au bon
fonctionnement de la carte. De plus, le partenaire ne de´sire pas divulguer le code source de
l’architecture implante´e dans le FPGA. La pertinence du projet propose´ se justifie donc par
le fait qu’il serait possible de livrer des cartes avec la dite architecture (en plus de la logique
de´ja` utilise´e). Le client spe´cifierait seulement ses applications a` haut-niveau.
Ce document de´montre comment re´aliser une telle architecture. Elle se compose de 3
modules distincts formant les tuiles du tissu qui sont finement construites de sorte a` per-
mettre la plus grande flexibilite´ possible pour une complexite´ moindre. Les Machines a` e´tats
contiennent les me´moires d’instructions du syste`me. Elles repre´sentent l’acce`s haut-niveau
qui donne son sens au treillis. Elles communiquent avec des SALU a` travers un re´seau de
Banques de FIFO qui emmagasinent les diffe´rents jetons de donne´e, permettant ainsi de cre´er
le flot de donne´es. Les SALU proprement dites servent a` faire tous les calculs ne´cessaires.
Le pipeline et le chemin de donne´es sont des e´le´ments essentiels au bon fonctionnement des
algorithmes imple´mente´s.
Les re´sultats de l’imple´mentation sont tre`s encourageants. Au niveau des ressources, l’im-
ple´mentation sur un Stratix III EP3SL150F1152C2N donne qu’une Banque de FIFO utilise
13% des ALM disponibles, alors qu’une SALU en utilise 15%. Pris comme tels, ces chiffres
sont de bonnes tailles et peuvent paraˆıtre comme un e´norme inconve´nient a` utiliser cette
architecture. Cependant, un usager qui ne de´sire pas avoir l’option de la reconfiguration dy-
namique pourra la de´sactiver et obtenir des pourcentages d’utilisation plus faibles. De plus,
si on conside`re un FPGA plus re´cent, soit le Sratix IV GX530, les taux ci-haut s’abaissent a`
3% et 4%. Pour un Stratix V GXBB, on obtient 1.8% et 2.4%. Plusieurs algorithmes furent
imple´mente´s sur le treillis, dont un filtre FIR. Au final, nous obtenons un de´bit d’une sortie
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par coup d’horloge a` une fre´quence environnant les 200MHz. Finalement, la reconfiguration
dynamique est possible sur le treillis et elle permet ainsi de venir changer le comportement du
flot de donne´es sans avoir a` reprogrammer le FPGA, offrant ainsi un e´norme avantage sur ses
compe´titeurs. Bien entendu, le but n’e´tait pas d’utiliser les ressources sans jugement et que
selon leur disponibilite´, mais e´galement d’avoir une architecture optimise´e et performante,
ayant un caracte`re ge´ne´rique et de´montrant une facilite´ de mise en oeuvre.
viii
ABSTRACT
Nowadays, FPGA technology has become more powerful and complex at a level that only
ASIC could reach a few years ago. FPGAs can now include several processors, specialized
processing units, on-chip networks for routing internal data, etc. Although the FPGA op-
erates at a smaller frequency than a general purpose processor, the parallel nature of the
hardware logic still allows algorithms to operate much faster. By combining the best parts of
a system based on processor or a ASIC, FPGAs have allowed a great deal of flexibility and
the possibility of rapid prototyping for engineers and scientists of all expertise.
However, despite the many advances in hardware systems described at higher levels of
abstraction, the implementation of complex architecture is still a job for specialists (electronic
engineers designing digital circuits). Moreover, it is a relatively long process (months or years)
if we consider not only the time to design the architecture but also the time to verify and
optimize it. In addition, available resources are increasing in each new FPGA version, leading
architectures to become more elaborate and management more difficult. The FPGA proposes
very high performance and unrivaled computing power, but may become obsolete because it
is difficult to extract in a simple and effective way all that power.
The ultimate goal would be to have hardware performance with software development
simplicity and flexibility. The project involves the design and implementation of a new
architecture (mesh type) for processing algorithms on a large data stream. Algorithms with
great potential for parallelism would benefit from this lattice. The mesh is configurable at
two levels of abstraction. At the lowest level (hardware level), the architecture consists of
various blocks supporting the different data paths and control structures. The data thus
propagate from memories to memories through ALUs. These transactions are controlled by
a higher representation (software level). In fact, the user can implement algorithms on the
lattice through small memories placed within the architecture. With the proposed structure,
it is also possible to dynamically reconfigure the behavior of the lattice. It thus allows
software programmers to harness the power of a hardware implementation, without further
notice. This prevents users from having to learn how to use the FPGA while allowing to keep
confidential the architecture itself.
This work is part of an industrial partnership with a company financing the project with
a MITACS internship. The company manufactures and markets frame grabbers operating at
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high frequencies and offering high resolutions. These cards are already using FPGAs with
an important part of these circuits being unused logic. Customers are asking to use this
logic to perform preprocessing algorithms. However, most of them would be unable to use
it effectively and without harming the rest of the logic required for proper operation of the
board. In addition, the partner does not want to disclose the source code of the architecture
implemented in the FPGA. The relevance of the proposed project is therefore justified by
the fact that it would be possible to deliver boards with the architecture (in addition to the
logic already used). The customer would only specify his high-level applications.
This work demonstrates the implementation of this architecture. Three separate modules
forming the fabric tiles are constructed to allow the greatest possible flexibility at a lesser
complexity. The States Machine contains the instruction memories of the system. They
constitute the high-level access to the mesh. They communicate with SALU through a
network of FIFO Banks that store different data tokens, thereby creating the data stream.
The SALU are used to make all the necessary calculations. The pipeline and the data path
are essential for the proper functioning of the implemented algorithms.
The reported implementation results are very encouraging. When looking at resources,
the implementation on a Stratix III EP3SL150F1152C2N gives FIFO Banks a 13% usage of
available ALMs, and 15% for a SALU. Taken as such, these figures may seem large and appear
to be a huge drawback for using this architecture. However, a user who does not wish to have
the option of dynamic reconfiguration can disable it and get utilization reduced. Moreover,
if we consider a newer FPGA, namely the Sratix IV GX530, the above rates are reduced to
3% and 4%. For a Stratix V GXBB, we obtain 1.8% and 2.4%. Several algorithms were
implemented on the mesh, including a FIR filter. In the end, we get a rate of one output per
clock cycle at a frequency approaching 200MHz. Finally, dynamic reconfiguration is possible
on the lattice and allows for behavior changes of the data stream without having to reprogram
the FPGA, providing a significant advantage over its competitors. Of course, the goal was
not to use the resources without judgment and according to their availability, but also to
have an optimized architecture and with great performance and demonstrating an ease of
implementation.
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1CHAPITRE 1
INTRODUCTION
De nos jours, l’e´lectronique est devenue tellement omnipre´sente qu’il devient aise´ d’oublier
son importance dans notre quotidien. En effet, des milliers de dispositifs rendent nos vies plus
faciles, agre´mentent notre quotidien, nous permettent d’aller travailler et de profiter de nos
loisirs sans vraiment conside´rer a` quel point tout cela est devenu pratique. C’est un re´veille-
matin qui nous sort du lit pour que l’on puisse de´jeuner a` l’aide du four a` micro-ondes ou du
grille-pain. Nous utilisons ensuite la voiture pour vaquer a` nos occupations journalie`res alors
que plus de la moitie´ de son couˆt de fabrication est associe´ a` l’e´lectronique qu’elle contient.
On utilise ensuite notre ordinateur personnel, on acce`de a` des serveurs internet situe´s a` l’autre
bout de la plane`te, on e´coute la te´le´vision, on prend l’ascenseur, on e´coute de la musique sur
un lecteur MP3, on prend une collation de la machine distributrice, on parle a` un ami par
l’entremise d’un te´le´phone cellulaire, etc. Notre style de vie actuel ne pourrait se poursuivre
sans l’utilisation des avance´es dans le domaine de l’e´lectronique.
Le concept va cependant beaucoup plus loin. Les exemples cite´s pre´ce´demment affectent
directement la vie des gens qui les utilisent, mais il existe des applications de l’e´lectronique
que le commun des mortels ne soupc¸onne pas. Par exemple, lorsque deux personnes utilisent
le te´le´phone pour communiquer, on ne se rend pas compte qu’il y a tout un re´seau e´tabli pour
permettre la connexion. Le domaine de la te´le´communication regorge d’innovations (VoIP -
Voice over IP, instruments de test et de mesure, satellites, etc.) qui ne´cessitent le travail de
plusieurs inge´nieurs experts en la matie`re. En ae´rospatiale, le concept de robustesse devient
inestimable car les syste`mes sont extreˆmement complexes et les risques tre`s importants.
Toutes les notions d’e´lectronique analogique et nume´rique sont utilise´es afin de parvenir aux
objectifs finaux. Ces enjeux sont transparents pour la plupart des gens mais ils ne´cessitent
des progre`s constants.
Un des mode`les de re´fe´rence pour puiser de nouvelles ide´es est la nature. Cette me´canique
bien huile´e propose de nombreux cas qui se traduisent au niveau de l’e´lectronique. A` titre
d’exemple, plusieurs recherches tentent de recre´er le concept d’anticorps afin d’envoyer des
nanorobots a` l’inte´rieur du corps humain pour gue´rir les cancers. E´galement, en comprenant
le fonctionnement du cerveau, on pourrait reproduire certains concepts sur les ordinateurs
et leur fac¸on d’acce´der aux ressources. Un the`me qui revient re´gulie`rement et qu’on retrouve
2partout est le paralle´lisme. Le monde dans lequel on vit est de nature fondamentalement
paralle`le et cette application au niveau des syste`mes e´lectroniques apporte des re´sultats tre`s
impressionnants que nous e´tudierons prochainement.
L’ave`nement des premiers microprocesseurs dans les anne´es 1970 de´clencha la roue du pro-
gre`s dans le domaine de l’e´lectronique nume´rique. Provenant de l’e´volution des transistors et
du circuit inte´gre´, ils sont la source de l’existence des appareils e´lectroniques que nous uti-
lisons a` chaque jour, tels que les ordinateurs, les cellulaires et meˆme les voitures. D’ailleurs,
il n’est pas faux d’affirmer, en regardant l’histoire, que c’est cette technologie qui repousse
les limites du nombre de transistors pre´sents sur une seule puce. La loi de Moore, qui stipule
que cette quantite´ double approximativement a` tous les deux ans, s’inscrit parfaitement dans
cette pense´e. Ne´anmoins, un aspect important pousse rapidement les chercheurs a` trouver de
nouvelles solutions : le souci de performance. Les principales motivations sont la hausse de
la fre´quence d’utilisation, le meilleur de´bit possible ainsi qu’un immense pouvoir de calcul.
L’ide´e de pouvoir controˆler le chemin de donne´es et le chemin de controˆle devint alors de
plus en plus inte´ressante. La taxonomie de Michael J. Flynn, que l’on retrouve en figure 1.1,

















































































Figure 1.1 Classification de Flynn des syste`mes informatiques
3nelles peuvent repre´senter autant des processeurs que du mate´riel de´die´). Le SISD (Single
Instruction, Single Data) est le plus simple et correspond a` l’architecture Harvard, soit une
seule instruction par emplacement dans la me´moire de donne´es. Les classes MISD (Multiple
Instruction, Single Data), SIMD (Single Instruction, Multiple Data) et MIMD (Multiple Ins-
truction, Multiple Data) sont des de´rivations et essaient de profiter le plus possible de la
notion de paralle´lisme. En prenant le MIMD pre´sent sur la figure 1.1, on pourrait the´ori-
quement effectuer 2 instructions diffe´rentes, chacune sur un lot de 3 Unite´s Fonctionnelles
pour 6 jeux diffe´rents de donne´es sur le meˆme cycle. Au niveau d’un SISD, cela prendrait 6
cycles d’ope´rations. Un processeur multi-coeur, par exemple, est une machine MIMD. Bien
que cette classification date de 1966, elle est toujours actuelle et montre parfaitement tous
les inte´reˆts du paralle´lisme.
Donc, dans la queˆte continue de consommation de puissance et du couˆt le plus faible
tout en observant les meilleures performances possibles, le calcul paralle`le devint ine´vitable.
Le paralle´lisme vient du principe qu’un proble`me peut se diviser en de plus petites parties
qui peuvent eˆtre traite´es de fac¸on concurrentielle. The´oriquement, on peut alors grandement
acce´le´rer une application. Ne´anmoins, les proce´de´s concurrentiels sont plus difficiles a` de´finir
qu’un simple programme se´quentiel applique´ par un processeur. La communication et la
synchronisation peuvent devenir des obstacles qui freinent radicalement les performances
escompte´es. Le re´sultat de l’imple´mentation paralle`le d’une fonction peut eˆtre mis en relation
avec la loi de Amdahl qui caracte´rise l’acce´le´ration totale de la fac¸on suivante :
P
1 + f ∗ (P − 1)
ou` P est l’acce´le´ration de la taˆche en question et f la fraction du temps pris par toutes les autres
fonctionnalite´s. En d’autres termes, il ne suffit pas tout simplement de paralle´liser n’importe
quelle partie d’un algorithme pour en retirer un be´ne´fice important. Une architecture offrant
la possibilite´ de faire et de ge´rer des calculs paralle`les permettrait d’offrir des performances
sans pre´ce´dent et d’ouvrir la porte aux de´bits de plus en plus imposants.
En 1956, Wen Tsing Show inventa l’anceˆtre des architectures reconfigurables actuelles : la
PROM (Programmable Read-Only Memory). Cette innovation de l’e´poque provenait d’une
demande de United States Air Force d’avoir une manie`re plus flexible et se´curitaire de sau-
vegarder leurs donne´es. Bien que cette me´moire ne fut pas reprogrammable, il e´tait possible
de la programmer une seule fois apre`s sa fabrication, ce qui e´tait re´volutionnaire pour son
temps. Cette notion d’un e´tat vierge lors de la manufacture fut grandement reprise dans le
4concept des PLD (Programmable Logic Device). Ce sont des composants e´lectroniques qui
permettent de de´crire un circuit nume´rique et sont reprogrammables. Avec le temps, la possi-
bilite´ de reconfigurer les PROM par ultraviolet ou de fac¸on e´lectrique devint accessible, mais
plusieurs inconve´nients nuisaient a` leur succe`s :
– Ils sont ge´ne´ralement beaucoup plus lents que de la logique de´die´e ;
– Ils consomment plus de puissance ;
– Ils couˆtent plus cher que la logique programmable, spe´cialement lorsqu’une grande
vitesse est requise ;
– Les sorties peuvent occasionne´es des glitchs pour certaines transitions asynchrones aux
entre´es.
Les premiers PLD attaque`rent le marche´ au de´but des anne´es 1970 par des compagnies
telles que Motorola, Texas Instruments, General Electric et National Semiconductor. Les
premiers mode`les e´taient des PLA (Programmable Logic Array) et consistaient en une porte
ET a` plusieurs entre´es qui se connecte a` une porte OU pour former une sortie repre´sentant
une somme de multiplications binaires. Par la suite, les PAL (Programmable Array Logic)
innove`rent le concept en e´liminant le champs de connexions vers la porte OU, ce qui rendit
la puce plus petite, plus rapide et moins dispendieuse. Les GAL (Generic Array Logic) ap-
parurent en 1985 et offraient les meˆmes proprie´te´s que ses pre´de´cesseurs, mais autorisaient la
reprogrammation. Les CPLD (Complex Programmable Logic Device) vinrent ensuite fournir
beaucoup plus de ressources disponibles aux concepteurs. Or, malgre´ le succe`s commercial
de ces syste`mes, une branche de de´veloppement se´pare´e apporta une nouvelle technologie :
les FPGA (Field-Programmable Gate Array).
Un FPGA est un circuit qui, dans la meˆme veine que ses compe´titeurs, permet a` l’utili-
sateur de venir programmer des fonctions logiques au niveau mate´riel. La diffe´rence re´side
dans le fait que cette puce est constitue´e de plusieurs petites tables de ve´rite´ qui recre´ent le
comportement du circuit, a` l’instar d’une mer de portes formant une somme de produits. Xi-
linx commercialisa le tout premier prototype viable en 1985 sous le nom XC2064. Il contenait
64 blocs logiques configurables avec 2 tables de ve´rite´ a` 3 entre´es. Le marche´ des FPGA en
1987 e´tait de 14 millions de dollars et a atteint aujourd’hui pre`s des 3 milliards. Initialement
utilise´ dans le domaine des te´le´communications et du re´seautage, on le retrouve maintenant
dans presque tous les champs d’expertise en microe´lectronique. Bien que le FPGA fonctionne
a` une fre´quence moindre qu’un processeur, la nature paralle`le de la logique mate´rielle permet
tout de meˆme d’ope´rer des algorithmes beaucoup plus rapidement.
5La comparaison entre les FPGA et les ASIC(Application-Specific Integrated Circuit) est
de mise pour bien comprendre nos recherches. En premier lieu, un ASIC est un circuit inte´-
gre´ spe´cialise´, au contraire d’une architecture ge´ne´rale. Historiquement, les architectures sur
FPGA e´taient beaucoup plus lentes (environ 3 fois), consommaient plus d’e´nergie (environ
12 fois) et posse´daient moins de fonctionnalite´s (environ 40 fois) que leur pendant sur ASIC.
Cependant, avec le temps, les progre`s re´alise´s par les grandes compagnies telles que Xilinx
et Altera ame´liore`rent ces heuristiques. De nos jours, la technologie FPGA est devenue une
solide alternative au ASIC pour des imple´mentations de syste`mes complexes. Ces syste`mes
peuvent inclure, par exemple, plusieurs processeurs, des ALU et de la logique de´die´e, le tout
relie´ par un re´seau de communication formant un NoC (Network-On-Chip). Comme nous
l’avons vu pre´ce´demment, l’exploitation du paralle´lisme au niveau mate´riel permet de sur-
passer la puissance de calcul d’un DSP. De plus, tant que le FPGA n’est pas sature´, l’ajout
de blocs de calcul ne vient pas nuire aux performances car il n’y a pas de compe´tition pour
acce´der aux ressources. Un atout majeur face a` un ASIC, outre la reconfiguration, est la
rapidite´ de mise en marche´. En e´liminant les e´tapes de fabrication (masques) et leurs couˆts
non-re´currents, les FPGA acce´le`rent les multiples ite´rations inhe´rentes a` tout design, pour un
moindre prix. Les cycles de design sont beaucoup plus simples car c’est au niveau logiciel que
s’ope`rent le placement et routage. En combinant les meilleures propositions d’un syste`me base´
sur processeur ou d’un ASIC, les FPGA ont offert une grande flexibilite´ et la possibilite´ d’un
prototypage rapide pour les inge´nieurs et scientifiques de toutes les expertises. Des semaines
de travail se transforment litte´ralement en heures, une caracte´ristique tre`s inte´ressante pour
des objectifs industriels.
Ne´anmoins, malgre´ plusieurs progre`s dans la description de syste`mes logiques a` un degre´
supe´rieur d’abstraction, le design mate´riel de syste`mes complexes reste un travail de spe´cia-
listes. En effet, les ressources disponibles augmentent a` chaque nouvelle mouture, menant
a` des architectures de plus en plus e´labore´es et a` une gestion de plus en plus difficile. Les
concepteurs ont donc maintenant acce`s a` des ressources qui semblent gratuites tellement il y
en a, mais la complexite´ de les utiliser efficacement demande e´norme´ment de travail et d’ex-
pertise, et il est possible qu’on n’arrive plus a` satisfaire aux demandes du marche´. Le FPGA
proposerait alors des performances et un pouvoir de calcul ine´gale´s, mais serait difficilement
utilisable car on n’arriverait pas a` extraire de fac¸on simple et efficace toute cette puissance.
Prenons comme exemple le cas ou` on de´sire faire la racine carre´e sur une grande e´tendue
de valeurs. Initialement, on peut utiliser une ALU et faire un algorithme qui va re´aliser la
racine, et faire passer chacune des valeurs a` travers ce flot de donne´es. Cependant, avec les
ressources ne´cessaires disponibles, il serait possible d’avoir plusieurs ALU en paralle`le qui
6font les calculs sur plusieurs valeurs a` la fois. Qui plus est, un syste`me pourrait s’assurer
de ne pas recalculer une valeur de´ja` connue. On pourrait meˆme de´velopper des algorithmes
beaucoup plus complexes pour avoir de meilleures pre´cisions. Si les ressources sont dispo-
nibles, les possibilite´s sont nombreuses mais encore faut-il savoir s’en servir. En regardant les
nouvelles tendances qui consistent a` former des re´seaux de plusieurs FPGA, il y a un besoin
urgent de non seulement pouvoir exploiter de fac¸on efficace les ressources mais e´galement de
ge´rer le niveau de communication que cela demande.
Le but ultime serait d’avoir les performances offertes par du mate´riel de´die´ avec la simplicite´
et la flexibilite´ du de´veloppement logiciel. Plusieurs me´thodes tentent de combler ce besoin,
dont les logiciels de synthe`se a` haut-niveau qui prennent comme point de de´part un langage
tel que le C, C++ ou SystemC. La description algorithmique est alors analyse´e afin de cre´er
une architecture qui se transpose au niveau d’un langage de description mate´rielle tel que le
VHDL, qui est a` son tour synthe´tise´. He´las, ces outils offrent tre`s peu de flexibilite´ et l’e´ventail
des applications supporte´es est faible. En effet, on re´alise rapidement que pour que ces outils
donnent de bons re´sultats, il faut manier le code en connaissance de cause, c’est-a`-dire en
sachant comment la transposition se fera. Cette notion va a` l’encontre de ce qu’on essaie
d’accomplir et il serait alors plus profitable de de´crire directement le circuit dans un langage
mate´riel. Une autre approche est de re´utiliser des modules fonctionnels d’une bibliothe`que
de modules IP (Intellectual Properties). Ces blocs peuvent repre´senter des entite´s complexes
telles que des processeurs et des routeurs ou des concepts plus simples comme une ALU ou
une FIFO. Puisqu’ils ont de´ja` e´te´ utilise´s, ve´rifie´s et documente´s, il est tout a` fait sense´ de
les incorporer dans un design. Bien que cette solution semble inte´ressante, elle comporte son
lot d’embuˆches. Premie`rement, les prix pour acce´der a` ce genre de bibliothe`ques sont e´leve´s,
ce qui peut causer proble`mes pour de petites entreprises. De plus, certains fournisseurs ne
voudront pas fournir le code source par soucis de protection de leurs proprie´te´s intellectuelles.
Finalement, l’inte´gration d’un syste`me complexe comportant plusieurs modules IP de sources
diffe´rentes est un e´norme de´fi qui ne´cessitera un expert en design mate´riel.
Bien que plusieurs applications pourraient be´ne´ficier d’une imple´mentation mate´rielle, les
concepteurs qui ont l’expertise et la connaissance pour le faire sont peu nombreux. Il y a un
vrai besoin pour des me´thodes de transposition d’applications et d’algorithmes sur FPGA,
mais les solutions restent rares. La taille des FPGA augmente de manie`re exponentielle. Il
est inte´ressant de remarquer que plusieurs socie´te´s qui font de la conception e´lectronique
ne´cessitent des puces avec des I/O (Input/Output) de haute performance. Les tableaux 1.1 et
1.2 montrent les vitesses d’entre´es/sorties et les ressources en fonction du mode`le de FPGA.
7Tableau 1.1 Ressources pour la famille Stratix d’Altera
Nom Vitesse des I/O ALM
Stratix 5 5SGXBB 28,05 Gb/s 359200
Stratix 4 EP4SGX530 11,3 Gb/s 212480
Stratix 3 EP3SE260 1,6 Gb/s 102000
Tableau 1.2 Ressources pour la famille Virtex de Xilinx
Nom Vitesse des I/O Slices
Virtex 7 XC7VH870T 28,05 Gb/s 136900
Virtex 6 XC6VHX565T 11 Gb/s 88560
Virtex 5 XC5VFX200T 6,5 Gb/s 30720
On y voit que plus les I/O sont performants, plus le nombre de ALM (Altera) ou de Slices
(Xilinx) augmente. Ces ressources sont souvent laisse´es libres car il y en a toujours de plus en
plus, comme c’est le cas pour le partenaire industriel du projet. Celui-ci aimerait fournir un
acce`s a` cette puissance de calcul pour faire du pre´-traitement sur les donne´es entrant dans leur
carte d’acquisition. L’objectif du projet est de fournir une architecture qui permettrait non
seulement d’utiliser efficacement les ressources de plus en plus pre´sentes mais de camoufler les
de´tails de l’architecture mate´rielle afin de ne donner qu’un acce`s logiciel. Ainsi, un utilisateur
qui ne connait pas grand chose au design a` bas niveau peut venir programmer ses applications
et exploiter le paralle´lisme convoite´, sans avoir a` se soucier des questions de communication, de
synchronisation et d’imple´mentation. Le SDPFGA (Software Defined FPGA) de´veloppe´ dans
le cadre de cette recherche propose la configuration du FPGA a` deux niveaux d’abstraction.
L’ide´e est la suivante : au niveau mate´riel (premier niveau de configuration), nous re´aliserons
un treillis de calcul constitue´ de divers blocs permettant de ge´rer le chemin de controˆle et le
chemin de donne´es. Cette architecture sera fixe, c’est-a`-dire qu’il faudra simplement spe´cifier
sa grandeur, extensible dans les 2 dimensions, avant d’en faire la synthe`se. Par la suite,
au niveau logiciel, il sera possible de venir y instancier des algorithmes (deuxie`me niveau
de configuration). L’enjeu sera de fournir un circuit performant dont le pipeline assurera le
meilleur de´bit possible en sortie, tout en paralle´lisant les calculs. Typiquement, une entreprise
livrerait une carte FPGA de´ja` configure´e a` bas niveau et offrirait a` ses clients des possibilite´s
de configuration de plus haut niveau, et ce de fac¸on dynamique. La technologie deviendrait
beaucoup plus accessible pour des utilisateurs de cartes nume´riques. E´galement, des jours de
de´veloppement se transformeraient en heures a` l’aide du produit final. Cette structure a` flot
de donne´es s’inscrit dans le domaine du traitement nume´rique du signal.
8Les contributions de ce travail pour la science sont les suivantes :
– Conception d’une nouvelle architecture exploitant deux niveaux d’abstraction diffe´rents
dans le but de faire du de´veloppement mate´riel avec la flexibilite´ d’une imple´mentation
logicielle ;
– De´veloppement d’une nouvelle me´thodologie ou protocole pour faciliter l’imple´menta-
tion d’algorithmes sur la dite architecture ;
– E´laboration d’une me´thode, a` travers ce treillis, qui permettra aux imple´mentations
futures sur FPGA de suivre la courbe exponentielle de complexite´ et de rendre la
technologie toujours plus accessible ;
– Utilisation efficace des ressources de plus en plus abondantes afin de fournir des per-
formances toujours croissantes.
Ce pre´sent document e´talera les diffe´rentes e´tapes du projet. En premier lieu, une revue
de litte´rature s’impose afin de bien cerner le sujet et de voir ce qui existe de´ja` en terme
d’architectures reconfigurables. Les notions de largeur de grains sur une topologie mate´rielle
ainsi que de flots de donne´es serviront a` introduire les NoC (Network-On-Chip). Ce type de
circuit formera une importante base pour l’e´laboration de notre solution. On analysera par
la suite les treillis les plus populaires dans la communaute´ scientifique. Cette e´tape d’e´tude
et d’analyse de l’e´tat de l’art est indispensable afin de de´gager les enjeux architecturaux dont
il faudra tenir compte, dans le but de fournir une solution viable. Par la suite, cette solution
sera de´crite et explique´e en de´tail. Le treillis propose´ est constitue´ de 3 modules distincts : des
SALU (Shared ALU ), des Banques de FIFO ainsi que des Machines a` e´tats. Cette portion du
document permettra de bien comprendre toutes les subtilite´s du circuit. En dernier lieu, nous
analyserons les diffe´rents re´sultats expe´rimentaux. On regardera l’imple´mentation d’un filtre
FIR pour montrer la simplicite´ d’utilisation du produit final. Il sera e´galement inte´ressant
de tester la reconfiguration dynamique de ce SDFPGA et d’en pre´ciser les bienfaits. En
terminant, notons que cette recherche fut le sujet d’un article publie´ dans la confe´rence





Le traitement nume´rique du signal est un vaste domaine duquel de´coule plusieurs avan-
cements technologiques. En effet, les pousse´es techniques en inge´nierie des ordinateurs pro-
viennent largement du besoin continu d’augmenter la puissance de calcul. Initialement, les
algorithmes e´taient pris en charge par des ordinateurs standards. Les ASIC et les processeurs
DSP construits sur du mate´riel de´die´ prirent rapidement leur place sur le marche´. De nos
jours, la demande accrue d’applications traitant de grands flots de donne´es en temps re´el
pousse la recherche vers de nouvelles avenues telles que des microprocesseurs a` usage ge´ne´ral
plus puissants et les FPGA (voir Stranneby et Walker, 2004, p.241). Ces derniers repre´sentent
la plateforme mate´rielle e´tudie´e dans le pre´sent document, et l’e´tat de l’art qui est pre´sente´
en de´rive.
En premier lieu, nous e´tudierons les Coarse-Grained Reconfigurable Architecture (CGRA).
La notion de pouvoir controˆler directement des composants de plus haut-niveau permettra de
mieux ge´rer le tissu de calcul. Par la suite, nous analyserons les principales notions et l’histo-
rique des architectures a` flot de donne´es. Ceci nous me`nera au Network-on-Chip (NoC) et a`
l’oscultation des diffe´rentes topologies de tissu de calcul. Finalement, les treillis popularise´s,
plus particulie`rement le RaPiD, le PipeRench, le RAW et le MorphoSys, en plus d’architec-
tures plus actuelles, serviront de mode`les pour l’e´laboration de notre propre design. Il sera
alors possible de pre´voir les limitations de la solution propose´e afin de les contrer lors de
l’e´laboration du design.
Il va sans dire que l’architecture voulue provient d’une se´rie de fonctionnalite´s pre´-e´tablies
selon les besoins du projet. Le de´fi sera de prendre en compte les diffe´rents re´sultats de ce
chapitre et de les appliquer sur la solution.
2.2 CGRA : Coarse-Grained Reconfigurable Architecture
Le terme “granularite´” est largement utilise´ dans le domaine de la science. Il repre´sente
la mesure par laquelle un syste`me est de´composable en plus petites parties. Par exemple,
un kilome`tre divise´ en me`tre a une granularite´ plus fine qu’un me`tre divise´ en pieds. Ainsi
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donc, il est possible de classifier toutes les architectures informatiques selon leur granularite´.
Les deux grandes familles sont les suivantes : fine-grained (a` grains fins) et coarse-grained
(a` grains grossiers). La granularite´ d’un tissu reconfigurable est de´finie par la complexite´ de
sa plus petite unite´ fonctionnelle, base´e sur la largeur des donne´es et des capacite´s de calcul
(voir Svensson, 2009). Ainsi, la technologie FPGA est conside´re´e a` grains fins, comme le
montre la figure 2.1. En effet, les FPGA sont faits d’un tissu de blocs logiques (contenant des
tables de ve´rite´ de petite taille en comparaison a` un processeur), de ressources de routage
programmables et d’e´le´ments d’entre´es/sorties.
Assez rapidement, il fut de´couvert que les FPGA introduisaient plusieurs de´savantages pour
effectuer des taˆches de calculs complexes. Premie`rement, les ope´rations sur de grands chemins
de donne´es devaient eˆtre compose´es de plusieurs unite´s de calcul ope´rant sur des symboles
binaires. A` cela s’ajoutait le couˆt du routage et des interconnexions, cre´ant ainsi une solution
relativement peu efficace sur la densite´ de silicium utilise´e. Par la suite, il faut remarquer que
le de´veloppement d’applications sur FPGA ressemble beaucoup a` celui d’un design VLSI de
par leur programmation au niveau logique. Donc, l’imple´mentation d’algorithmes provenant
d’un langage haut-niveau est difficile en comparaison avec une compilation sur un processeur
standard car la granularite´ du FPGA ne correspond pas aux ope´rations du code source
(voir Todman et al., 2005). La me´thode standard consiste encore a` utiliser un langage de
description mate´rielle (VHDL, Verilog) et requiert ainsi une expertise qui est moins re´pandue













Figure 2.1 Positionnement des technologies en fonction de 3 crite`res
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ces proble`mes par l’entremise d’une architecture a` plus gros grains, controˆle´e de manie`re
logicielle.
Les architectures a` gros grains tentent d’e´liminer ces inconve´nients par l’utilisation de
chemins de donne´es a` plusieurs bits et d’ope´rateurs plus complexes. Puisque leurs blocs
logiques sont optimise´s pour de grands calculs, les CGRA vont ope´rer plus rapidement et
consommer moins d’espace que la meˆme structure cre´e´e a` partir de cellules plus petites.
Malgre´ tout, le goulot d’e´tranglement se situe dans le chemin de controˆle. En effet, bien que
la particularite´ du chemin de donne´es soit attrayante, il s’agit aussi de la cause du surcouˆt
important au chemin de controˆle. Le routage d’un grand nombre de bits de configuration
a` travers les architectures est un de´savantage majeur (voir Park et al., 2009; Compton et
Hauck, 2002). Ainsi, les CGRA sont normalement constitue´s d’unite´s fonctionnelles (UF) qui
permettent de faire directement des ope´rations telles que des additions, soustractions, etc.
On peut les voir comme des ALU interconnecte´es entre elles a` travers un re´seau.
Historiquement, la technologie FPGA a e´galement tente´ de suivre la tendance des CGRA.
A` titre d’exemple, la cellule logique du FLEX10K (Altera) est une architecture a` grain fin,
mais plus gros que celui du 6200. Elle consiste en une table de ve´rite´ a` 4 entre´es, avec
une bascule et une chaˆıne de propagation de la retenue. Sur le Stratix III, qui est plus
re´cent, chacune des ALM (Adaptive Logic Module) posse`de une table de ve´rite´ a` 8 entre´es,
en plus de deux additionneurs, deux registres et un routage pour la chaˆıne de retenue (voir
ALTERA, 2007). Puisque nous travaillons dans un domaine reconfigurable, il est possible
d’avoir des largeurs de donne´es diffe´rentes(une multiplication sur 5 bits, une addition sur 18
bits, etc.), ce qui n’est ge´ne´ralement pas directement supporte´ sur un processeur. Pour une
largeur exce´dentaire, celui-ci devrait rajouter des e´tapes pour que´rir, de´coder et exe´cuter des
instructions additionnelles, alors qu’un FPGA peut tout re´aliser en une seule e´tape, tant que
les ressources sont disponibles.
De nos jours, les avance´es technologiques permettent d’instancier des e´le´ments a` gros grains
a` travers la logique et le routage a` grains fins des FPGA, tels que des multiplieurs, des me´-
moires, des processeurs, etc. Ce progre`s offre un e´norme inte´reˆt en rajoutant l’aspect “re-
configurabilite´” que l’on retrouve en figure 2.1. Une conside´ration importante lors de l’ajout
de ces e´le´ments au FPGA est l’interface entre les ressources a` grains grossiers et a` grains
fins. Si elle n’est pas assez flexible, l’utilite´ de l’e´le´ment ajoute´ en sera re´duite puisque les
connexions seront couˆteuses. Il deviendrait presque impossible d’en faire le routage. Cepen-
dant, une trop grande flexibilite´ entraˆınerait des couˆts en surface qui pourraient nuire a` la
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performance lorsqu’on imple´mentera des applications ne ne´cessitant pas le module en ques-
tion. Des chercheurs (voir Chi et al., 2008) se sont penche´s sur ce phe´nome`ne par l’entremise
d’unite´s fonctionnelles re´alisant des calculs arithme´tiques en virgule flottante. Leurs conclu-
sions sont que les UF devraient eˆtre positionne´es au centre de la puce, avec les entre´es et
les sorties distribue´es uniforme´ment sur le pourtour. De plus, fait inte´ressant dans le cadre
de notre projet, ils affirment que leur imple´mentation la plus efficace e´tait celle pour une
re´partition en carre´ des unite´s fonctionnelles. Il sera effectivement discute´ plus loin de la
disposition de nos propres modules formant le tissu. Bien que leur travail ait e´te´ effectue´ sur
du calcul en virgule flottante, les auteurs pre´tendent que leur analyse vaut e´galement pour
d’autres types de blocs embarque´s.
Avec cette hausse de complexite´ vient la ne´cessite´ d’outils pour faire le placement des dif-
fe´rents modules ou UF sur les cellules du FPGA. Plusieurs techniques existent en litte´rature,
et ressemblent toutes a` celle qui est de´crite par Parvez (voir Parvez et al., 2008). Les auteurs
utilisent un flux logiciel pour venir instancier une netlist sur le FPGA et affiner la position
des diffe´rents modules. Pour ce faire, ils utilisent une grille avec des cellules de tailles diffe´-
EntréeSortieEmplacement








Figure 2.2 FPGA a` grains grossiers
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rentes (voir figure 2.2). Un algorithme procure le placement ayant la somme minimale des
demi-pe´rime`tres des bounding box (aire rectangulaire minimale qui contient toutes les entre´es
et les sorties du net) en de´plac¸ant les instances d’un site a` un autre. L’article conclut en
soulignant que le temps ne´cessaire pour optimiser le placement est 8 fois plus rapide avec
leur technique.
Parmi les nombreuses configurations de type CGRA existantes en litte´rature, MORA (Mul-
timedia Oriented Reconfigurable Array) de´montre bien les avantages d’aller vers un design a`
grains grossiers (voir Lanuzza et al., 2007; Chalamalasetti et al., 2009). Contrairement aux
autres architectures (dont certaines seront e´tudie´es dans les prochaines sections), celle-ci est
une plateforme ge´ne´rale et n’est pas optimise´e pour donner le meilleur de´bit pour un certain
type d’applications. Un des objectifs lors du design e´tait de pouvoir instancier le plus facile-
ment possible les algorithmes de´sire´s. Cet aspect est en fait essentiel a` la survie du projet car
s’il devient trop complexe d’utilisation, il sera rapidement de´passe´ par d’autres architectures.
La figure 2.3 montre le design en deux dimensions (a` gauche) ainsi que le circuit repre´sentant
l’unite´ de calcul (a` droite). Chacune des cellules reconfigurables posse`de une unite´ de calcul
de 8 bits, une me´moire 256x8 a` double ports et un controˆleur central qui contient les ins-
tructions. A` titre d’exemple, l’unite´ de calcul est constitue´e de sous-modules tre`s simples qui
permettent de faire des ope´rations arithme´tiques et logiques sur deux ope´randes. Un aspect
Interface usager Interface mémoire externe






Figure 2.3 Architecture MORA et son unite´ de calcul
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important de leur design exige que les calculs soient re´alise´s pre`s des blocs de me´moire. On
pre´conise ici l’utilisation de petites me´moires de´centralise´es pour que chacune des cellules
puisse travailler de fac¸on inde´pendante. De plus, leur mot d’instruction est plus long pour
permettre de faire des sauts dans le programme, ce qui est un grand avantage sur le controˆle
des instructions. Cependant, comme nous l’avons cite´ pre´ce´demment en terme de de´savantage
des CGRA, les diffe´rentes cellules doivent propager le controˆle entre elles. Pour une multipli-
cation matricielle, des re´sultats a` 166MHz de´montrent la grande efficacite´ de l’architecture a`
grains grossiers.
En conclusion, plus la granularite´ est fine, plus le potentiel de paralle´lisme (et de vitesse)
est grand, mais plus le sont e´galement les couˆts en terme de synchronisation, de routage et
d’interconnexions. D’un autre coˆte´, pour une architecture a` grains trop gros, les performances
pourraient souffrir d’un de´se´quilibre des ope´rations. Il est donc primordial de trouver le juste
milieu.
2.3 Architecture a` flot de donne´es
La motivation originale pour les architectures a` flot de donne´es fut l’exploitation massive
du paralle´lisme. C’est dans les anne´es 1970 que Dennis et Misunas (voir Dennis et Misunas,
1975) de´veloppe`rent le mode`le de calcul a` flot de donne´es. A` l’e´poque, les processeurs e´taient
de´veloppe´s sous les notions de Von Neumann qui propose une architecture a` flot de controˆle.
Il y a donc un minimum de ressources au niveau calcul et me´moire pour permettre a` une
entite´ tierce (un controˆleur) de ge´rer le tout selon une se´rie d’instructions (programme). L’ins-
truction qui sera traite´e de´pend uniquement du compteur de programme, ce qui est un grand
inconve´nient. On peut imaginer la situation ou` deux ope´randes-soeurs sont disponibles mais
ne sont pas utilise´es. Les architectures a` flot de donne´es tentent de reme´dier a` la situation.
En effet, il n’y a pas de compteur de programme ni de controˆleur central car l’exe´cution des
instructions est entie`rement synchronise´e sur la disponibilite´ des ope´randes. On utilise plutoˆt
des graphes permettant de montrer la relation entre les diffe´rentes ope´rations. L’exemple de
la figure 2.4 montre l’ordonnancement pour le calcul de la moyenne :
x + y + z
3
Et de l’e´cart-type : √
x2 + y2 + z2
3

















Figure 2.4 Graphe d’ordonnancement
A` priori, cette technique est celle qui permet le meilleur paralle´lisme possible car pour le
meilleur agencement, il est impossible d’aller plus vite vu la de´pendance des donne´es. Les
donne´es sont conside´re´es comme e´tant des jetons qui sont consomme´s a` travers les ope´rations
pour en cre´er de nouveaux. Deux techniques majeures (voir Johnston et al., 2004) ont e´te´
utilise´es a` travers les diffe´rentes recherches dans le domaine :token model et structure model.
La premie`re propose que les jetons s’accumulent aux sorties des ope´rations pour ensuite eˆtre
repris dans cet ordre, alors que la deuxie`me de´finit les jetons re´sultats dans une me´moire
avec un acce`s ale´atoire de sorte a` pairer les jetons de meˆme “couleur”. Bien que cette dernie`re
technique soit attrayante, il devient tre`s difficile de sauvegarder ces jetons. Il faut en effet
trouver une fac¸on de pouvoir retrouver ceux qui sont associe´s. Cette technique ne fut pas
reconduite dans les projets qui de´coule`rent des architectures a` flot de donne´es. Parmi les
architectures les plus reconnues, celle du MIT (voir Dennis, 1980) utilise la technique de
token model en ayant qu’un seul jeton par arc (sortie d’une ope´ration). La figure 2.5 montre
le sche´ma pour le structure model propose´ par l’Universite´ de Manchester (voir Watson,
1979). A` la sortie des ope´rations re´alise´es par les unite´s fonctionnelles, les jetons sont mis











Figure 2.5 Architecture de l’Universite´ de Manchester
Il y a eu un regain pour les architectures a` synchronisation par les donne´es dans les anne´es
1990 lorsqu’on re´alisa qu’un hybride entre une architecture Von Neumann et a` flot de donne´es
procurait de nouveaux niveaux de performance. En effet, le de´fi re´sidait au niveau de la
granularite´. En 1995, dans Studies on Optimal Task Granularity and Random Mapping (voir
Sterling et al., 1995, p.349-365), Sterling explore les performances de diffe´rentes architectures
a` flot de donne´es pour fournir le graphe de la figure 2.6. On y voit que ce n’est pas une
granularite´ fine ou grossie`re qui offre les meilleures performances paralle`les mais plutoˆt un
juste milieu.
Malgre´ tout, plusieurs proble`mes ont persiste´ causant le maintien de ce concept au niveau
the´orique. Pour un syste`me paralle`le de taille conside´rable, faire le routage efficace des jetons
de donne´es et d’instructions est une taˆche extreˆmement ardue. De plus, les ite´rations que l’on
retrouve fre´quemment dans les algorithmes ne se transposent pas tre`s bien dans la plupart
des architectures de´crites en litte´rature. Avec l’arrive´e de la programmation structure´e et
de la programmation oriente´e-objet, l’ide´e d’un de´veloppement logiciel sans l’utilisation de
structures de donne´es est impensable. Toutefois, certaines recherches tiennent en compte ces






Figure 2.6 Graphe du temps d’exe´cution en fonction de la granularite´
Bien que le processeur superscalaire e´clipsa l’architecture a` jetons dans les anne´es 1990,
certaines e´tudes persistent encore aujourd’hui dans le domaine. Il est maintenant possible
d’avoir des milliards de transistors par puce ; il faut donc trouver une fac¸on d’utiliser ces
ressources de manie`re efficace. Bergeron et David (voir Bergeron et al., 2005) propose`rent un
langage haut-niveau, le CASM (Channel Based Algorithmic State Machine), permettant a` des
utilisateurs peu expe´rimente´s dans le design de circuits nume´riques d’explorer la technologie
reprogrammable qu’est le FPGA. Le langage est inspire´ du proce´de´ de machine a` jetons de´crit
dans la pre´sente section et supporte la re´cursion, proce´de´ absent des autres langages du meˆme
genre. L’article de Thielmann (voir Thielmann et al., 2011) ame`ne une solution (PreCoRe)
pour ge´ne´rer automatiquement des chemins de donne´es. Il utilise la technique de transmission
de jetons pour faire des chemins spe´culatifs et ge´rer les chemins accepte´s et refuse´s.
D’autres recherches tentent encore aujourd’hui d’appliquer les techniques de´veloppe´es dans
le domaine des architectures a` flot de donne´es sur des architectures sommes toutes re´centes.
Comme nous avons vu pre´ce´demment, un proble`me majeur des CGRA re´side dans les chemins
de controˆle. Dans le projet actuel, nous tentons d’agencer ces deux domaines pour cre´er une
solution plus inte´ressante sans toutefois s’empeˆtrer dans les de´savantages d’une synchronisa-
tion par les donne´es. En fait, l’e´tude de l’e´tat de l’art fait ressortir ce point. Afin de toujours
produire de nouvelles architectures plus puissantes sans re´inventer la roue, il est primordial
d’analyser les pour et contre des architectures les plus inte´ressantes. Park fait remarquer dans
ses e´tudes des CGRA que l’ajout d’une synchronisation par les donne´es entraine une baisse
de consommation de puissance de 74% sur les me´moires d’instruction et 56% sur le chemin de
controˆle (voir Park et al., 2009). On peut voir un re´el impact sur le domaine des architectures
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a` grains grossiers, et nous tenterons dans cet ouvrage d’en retirer le plus possible. Toujours
dans le meˆme ordre d’ide´e, l’e´lasticite´ d’un circuit repre´sente la tole´rance aux variations dans
les de´lais de calcul et de communication (voir Carmona et al., 2009). Bien que cette notion
s’applique plus aux circuits asynchrones, on peut extrapoler sur les architectures a` jetons et
diastoliques. Ces dernie`res proposent des unite´s fonctionnelles qui communiquent uniquement
par des FIFO (voir Kinsy et al., 2008). Peu importe le temps que prennent les ope´rations,
on s’assure ainsi d’avoir une tre`s bonne e´lasticite´. Kinsy ajoute cependant que le couˆt en
ressource est assez e´leve´. L’objectif principal sera donc de permettre une communication de
donne´es par jetons tout en conservant un couˆt peu e´leve´.
2.4 Circuit Network-on-Chip
Les System-on-Chip (SoC) sont des circuits inte´gre´s comprenant tous les composants d’un
syste`me e´lectronique sur une seule puce. A` titre d’exemple, un SoC peut contenir un re´cepteur
audio, des convertisseurs nume´riques/analogiques, un microprocesseur, de la me´moire, de la
logique arithme´tique, etc. L’augmentation de l’inte´gration sur puce permet de re´duire les
couˆts, la consommation de puissance et la superficie du circuit complet, tout en offrant
une fiabilite´ supe´rieure. Bien entendu, le point crucial dans un SoC est la communication
interne. Historiquement, les ressources de calcul ont toujours e´te´ couˆteuses, alors que celles
utilise´es a` fin de communication furent bon marche´. Cependant, la re´duction des circuits
e´lectroniques vint inverser les roˆles. La puissance de calcul devient de plus en plus abordable
alors que la communication rencontre des limites physiques fondamentales. Puisque les “fils”
de communication sur puce ne se re´duisent pas de la meˆme fac¸on que les transistors, il y a un
besoin d’e´quilibre entre le chemin de donne´es et de controˆle. Bien que le temps ne´cessaire aux
communications globales ne change pas, celui utilise´ sur un calcul local ne cesse de diminuer.
Cette diffe´rence drastique va faire que le re´seau d’interconnexions d’un SoC va largement
dominer la performance de celui-ci (voir Sylvester et Keutzer, 2000; Giefers et Platzner,
2007).
La solution initialement adopte´e au proble`me de communication (dans les anne´es 1990)
fut de cre´er un me´lange entre des communications point-a`-point et par bus propre a` chaque
architecture. Malheureusement, ces techniques entrainent des difficulte´s pour un syste`me de
taille moyenne et plus. C’est ici qu’entrent en jeu les Network-on-Chip (NoC), qui constituent
la tentative de cre´er un syste`me de communication intra-SoC. En effet, les notions de re´seau-
tage sont utilise´es pour cre´er une me´thode plus ge´ne´rale comprenant des noeuds de routeurs
a` travers l’architecture, interconnecte´s par un re´seau de communication. La repre´sentation






Figure 2.7 Mode`le de base d’un NoC
l’interface par laquelle les unite´s fonctionnelles sont relie´es au re´seau. Ces blocs font le de´cou-
plage entre le niveau dit de “calcul” et celui de “communication”. Les routeurs imple´mentent
la strate´gie de communication des donne´es. Le protocole en question varie selon le design.
Par exemple, on pourrait vouloir avoir des communications de la gauche vers la droite et du
haut vers le bas uniquement. Finalement, les liens repre´sentent la bande passante entre les
routeurs. Ils peuvent eˆtre constitue´s d’un ou de plusieurs canaux (voir Bjerregaard et Maha-
devan, 2006). Au-dela` de ce mode`le, le terme Network-on-Chip est utilise´ a` plusieurs saveurs
dans la litte´rature. Il englobe maintenant toutes les techniques de propagation de mots de
donne´es et de controˆle a` travers un SoC. Pour le reste du pre´sent ouvrage, cette de´finition de
NoC est celle utilise´e.
La caracte´ristique la plus importante d’un Network-on-Chip, outre le protocole de commu-
nication dont nous discuterons a` travers les diffe´rentes architectures connues, est sa topologie.
En effet, il existe une multitude de fac¸ons de brancher les diffe´rents modules d’un NoC, cha-
cune comportant son lot d’avantages et d’inconve´nients. Nous discuterons ici de certaines





Figure 2.8 Diffe´rentes topologies de Network-on-Chip
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Le treillis (mesh) est l’architecture la plus re´pandue a` travers les NoC. Dans celle-ci, cha-
cune des unite´s fonctionnelles est relie´e a` ses voisins imme´diats, sans plus (l’image simpli-
fie´e ne de´crit pas la technique de communication, uniquement les liens possibles entre UF).
Puisque les connexions locales entre les UF sont petites, la surface consomme´e par les fils
est ne´gligeable et il est donc re´aliste de dire que la complexite´ d’une imple´mentation en
treillis de´pend grandement du nombre d’unite´s fonctionnelles. De plus, il est possible d’ope´-
rer a` de tre`s grandes vitesses en conse´quence du court de´lai de propagation entre les UF
(voir Parhami, 1999). Si l’un des noeuds du treillis fait de´faut, il est toujours possible de le
contourner ; le transfert de donne´es n’est pas interrompu. L’ajout d’unite´s fonctionnelles est
e´galement tre`s simple sans avoir a` modifier l’agencement (facilement extensible dans les 2 ou
meˆme 3 dimensions si ne´cessaire). Cependant, le treillis suppose que la matrice FPGA est
intrinse`quement homoge`ne, ce qui n’est pas le cas (emplacement des ressources). Il devient
difficile d’imple´menter un vrai treillis avec des UF identiques. L’emplacement des I/O dans
certaines re´gions du FPGA peut e´galement cre´er un goulot d’e´tranglement. Finalement, on
pourrait voir une perte de performance car plusieurs UF deviendront redondantes pour une
bande passante moyenne (voir Devaux et al., 2009). Il est important de signaler que les “tui-
les” du treillis ne sont pas ne´cessairement toutes les meˆmes. Il va sans dire que diffe´rents
agencements peuvent permettre de contrer les proble´matiques.
La tore posse`de plusieurs des caracte´ristiques du treillis, avec l’ajout d’un lien entre les
UF situe´es aux extre´mite´s. Ces liens peuvent rajouter de longs de´lais qui nuiront grandement
aux de´bit possibles dans l’architecture. Il est cependant possible de plier une tore de sorte a`
n’avoir que de courts liens locaux. L’imple´mentation sur FPGA en est cependant plus difficile
et une bonne strate´gie de placement et routage est prescrite (voir Saneei et al., 2006).
La topologie en cercle (ring) est inte´ressante car le protocole de communication est assez
simple ; chaque noeud interme´diaire retransmet l’information de la source vers la destination,
en modifiant ou non le contenu. On peut donc atteindre de tre`s hauts de´bits. Effectivement,
en prenant un nombre e´gal d’unite´s fonctionnelles, le cercle aura toujours le nombre de liens
le plus petit en comparaison aux autres architectures. Cependant, le mauvais fonctionnement
d’un seul noeud peut causer la perte du syste`me complet. De plus, les algorithmes plus
complexes se transposent mal sur cette topologie. Elle est efficace pour des designs a` petite
e´chelle donnant un diame`tre de cercle de taille raisonnable (voir Bononi et Concer, 2006).
L’arbre binaire est aussi une topologie pour laquelle certains algorithmes se transposent
bien, particulie`rement lorsqu’une UF n’a pas besoin d’informations des autres UF de sa propre
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e´tage. On peut e´galement concevoir un arbre (fat-tree) ou` les branches supe´rieures sont plus
grosses pour devenir de plus en plus petites pour compenser un fort de´bit d’entre´e. L’arbre
n’e´tant pas une structure uniforme, on pourrait tirer avantage de la re´partition des ressources
dans un FPGA en plac¸ant l’e´tage la plus dense sur une range´e de me´moires RAM.
Notons qu’il existe plusieurs autres topologies plus complexes, comme celle de l’hypercube
pre´sente´ a` la figure 2.8. Cette structure est ide´ale pour les algorithmes re´cursifs, entre autres
(voir Parhami, 1999). En conclusion, la topologie de treillis est celle qui est majoritairement
privile´gie´e en litte´rature, malgre´ quelques perce´es qui tentent de la discre´diter. En fait, ce
sont les algorithmes qui de´finissent l’utilite´ d’une architecture NoC, et le but ultime est d’en
combler le plus grand nombre possible avec le meˆme design.
2.5 Architectures sur Network-on-Chip
Au fil des anne´es, plusieurs chercheurs e´labore`rent leur propre e´bauche d’architectures
reconfigurables. Certaines d’entre elles eurent plus de succe`s que d’autres et furent reprises par
de nombreux inge´nieurs qui les analyse`rent dans le but de les caracte´riser. Nous discuterons
a` travers cette section de ces diffe´rents designs de la grande famille des NoC et des CGRA.
Ce travail ne se veut pas exhaustif (en effet, une telle taˆche pourrait a` elle seule remplir
plusieurs livres). On tentera toutefois de faire ressortir les choix architecturaux, les forces et
les faiblesses des architectures les plus populaires.
2.5.1 RaPiD
Le but ultime de l’architecture RaPiD (Reconfigurable Pipelined Datapath) est de contrer
les couˆts e´leve´s des imple´mentations de fonctions arithme´tiques sur FPGA tout en alle´geant
le fardeau de leur programmation. Le design permet de construire des chemins de donne´es
pipeline´s de manie`re dynamique a` partir d’un me´lange d’ALU, de multiplieurs, de registres
et de me´moires locales. On peut donc exe´cuter des ope´rations comme celles que l’on retrouve
dans un DSP en ayant un chemin de donne´es spe´cifique a` une application et un controˆle
statique et dynamique. La portion statique de´termine la structure sous-jacente du chemin
de donne´es qui reste constante pour une application donne´e. Le controˆle dynamique, quant
a` lui, change de cycle en cycle et vient spe´cifier les ope´randes et les ope´rations a` effectuer.




Figure 2.9 Cellule de base de l’architecture RaPiD-I
La version de l’architecture de´veloppe´e a` l’Universite´ de Washington est le RaPiD-I. Il
existe plusieurs variantes, mais la cellule de base est fixe et se retrouve en figure 2.9. Cette
cellule contient un multiplieur d’entiers (sortie de 32 bits), 2 ALU inte´gre´es, 6 registres
a` usage ge´ne´ral et 3 petites me´moires locales de 32 mots. Le tissu complet du RaPiD-I
contient 16 tuiles de ce genre, bien que ces divisions soient invisibles lors de l’imple´mentation
d’applications a` travers les bus. Les diffe´rentes unite´s fonctionnelles sont interconnecte´es
par 10 bus segmente´s qui parcourent le chemin de donne´es. Pour relier ces bus de manie`re
conviviale, un connecteur de bus permet d’ajouter un e´tage sur le pipeline tout en dirigeant
le trafic a` destination. Ultimement, la partie statique est stocke´e dans des me´moires RAM a`
l’initialisation tandis que la partie dynamique est re´alise´e par de la logique reconfigurable.
L’architecture RaPiD a e´te´ conc¸u pour imple´menter des applications a` tre`s haut de´bit.
Cependant, la bande passante en entre´e/sortie est borne´e par les me´moires de donne´es qui
ne sont pas extensibles. Donc, le paralle´lisme et le gain de performance possibles en sont
entache´s. RaPiD n’est e´galement pas conc¸ue pour les taˆches qui ne sont pas structure´es et
re´pe´titives, et dont le flot de controˆle de´pend fortement des donne´es. Les concepteurs de



























Figure 2.10 Architecture PipeRench globale (haut) et unite´ fonctionnelle de´taille´e (bas)
qui alle`gera le fardeau du flot. Il est e´galement important de mentionner que c’est un NoC
line´aire qui se traduit mal dans un environnement 2D. Il faut donc s’assurer que les calculs
et les algorithmes puissent eˆtre exe´cute´s sur une seule dimension (voir Ebeling et al., 1996;
Cronquist et al., 1998; Hartenstein, 2001).
2.5.2 PipeRench
L’architecture PipeRench est en fait un coprocesseur pour acce´le´rer des applications pipe-
line´es. Son objectif est d’adapter le concept de me´moire virtuelle au mate´riel reconfigurable
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en fournissant une architecture a` plusieurs e´tages de pipeline reconfigurable. De ce fait, Pi-
peRench s’appuie fortement sur la reconfiguration dynamique partielle (niveau de pipeline)
et sur l’ordonnancement en temps re´el du flot de controˆle et de donne´es.
Le sche´ma de la figure 2.10 montre, dans un premier temps, l’architecture globale de Pi-
peRench. Elle consiste en plusieurs e´tages (horizontales) compose´es d’un re´seau d’intercon-
nexions et d’unite´s fonctionnelles. Les re´seaux permettent d’acce´der a` l’inte´rieur de chaque
niveau ainsi que de faire des acce`s globaux aux autres. Au niveau global, les liens sont re´a-
lise´s par 4 grands bus qui acheminent les donne´es a` travers le pipeline. Localement, c’est
une crossbar qui permet a` chacune des UF de que´rir les ope´randes provenant des e´tages
pre´ce´dentes ou de sa propre e´tage. Cependant, aucune connexion ne retourne vers un palier
pre´ce´dent, et chaque cycle d’une ite´ration doit eˆtre contenu dans le meˆme e´tage. Ce design ne
permet donc pas de faire des boucles avec re´troaction. L’unite´ fonctionnelle du PipeRench est
repre´sente´e au bas de la figure 2.10. Elle contient une ALU comple`te avec chaˆıne de retenue,
de´tection du zero, etc. Comme nous pouvons le constater, les ope´randes peuvent provenir
d’une UF adjacente ou d’un autre e´tage. Le re´seau complexe de bus permet e´galement d’ac-
ce´der aux entre´es/sorties a` partir de n’importe quel e´tage, mais a` un fort couˆt au niveau du
routage. Les blocs de de´calage offrent la possibilite´ de faire de la logique ou de l’arithme´tique
sur de larges mots. Bien que cette approche est inte´ressante et qu’elle offre une fre´quence
de fonctionnement de 120MHz, elle souffre du meˆme proble`me que la RaPiD. En effet, elle
vise l’acce´le´ration des gros calculs tre`s re´guliers a` travers un pipeline profond unidimension-
nel. Elle n’est pas approprie´e pour soutenir des applications en 2 dimensions qui sont tre`s
fre´quentes dans le traitement multime´dia (voir Goldstei et al., 1999; Goldstein et al., 2000).
2.5.3 RAW
RAW (Reconfigurable Architecture Workstation) fut de´veloppe´e au Massachusetts Institute
of Technology (MIT) vers la fin des anne´es 1990. L’ide´e e´tait alors de procurer une archi-
tecture pour faire des calculs paralle`les compose´s de plusieurs tuiles identiques connecte´es
entres elles selon le principe du “voisin” (haut, bas, gauche, droite). Chacune de ces tuiles
formant un treillis pourrait effectuer des calculs et posse´derait sa me´moire (mode`le de me´-
moire distribue´e). Le design est constitue´ de fac¸on a` ce que le compilateur (niveau logiciel)
ait toute la responsabilite´ de faire l’ordonnancement dans le treillis. Ceci entraˆıne cependant







Figure 2.11 Architecture RAW
Nous pouvons voir, sur la figure 2.11, la vue d’un syste`me typique RAW connecte´ a` une
me´moire externe. Ce prototype contient 16 tuiles, soit un treillis 4X4. Chacune des tuiles
contient un semblant de processeur RISC (une ALU, des registres ainsi qu’un compteur de
programme), deux me´moires SRAM de 32 Kb pour les instructions et pour les donne´es, et
une switch programmable permettant de faire des connexions point-a`-point vers les modules
adjacents. Le CPU pre´sent dans chaque tuile est un processeur MIPS 32 bits avec, entre
autres, une unite´ de calcul a` point flottant. A` haut niveau, les interconnexions permettent le
de´placement de mots simples entre les unite´s connexes. Comme il a de´ja` e´te´ cite´, les transferts
de donne´es sont de´cide´s au moment de la compilation. Les auteurs indiquent toutefois qu’une
solution dynamique est disponible pour un ordonnancement statique impossible, mais cette
solution ne procure pas de bonnes performances et ne doit servir que si ne´cessaire.
Une synchronisation par les donne´es n’est e´videmment pas de mise pour une telle archi-
tecture, bien que plusieurs algorithmes de traitement de signal en be´ne´ficieraient. E´galement,
le focus ici est d’avoir des tuiles les plus petites possibles pour en mettre un maximum par

























































Figure 2.12 Treillis du MorphoSys (haut) et son unite´ fonctionnelle (bas)
consommation de ressources de 30% pour les interconnexions uniquement, ce qui n’est pas
ne´gligeable. Il n’y a e´galement pas de logique configurable pour faire des instructions spe´cia-
lise´es, bien que l’ide´e fut pre´sente au de´part du projet. A` leur de´fense, les RAM distribue´es
dans chaque unite´ de traitement permettent d’e´liminer le proble`me de bande passante aux
me´moires et offrent de meilleures latences individuelles (voir Waingold et al., 1997).
2.5.4 MorphoSys
MorphoSys (Morphoing System) est un syste`me de calcul comprenant un processeur stan-
dard e´troitement relie´ a` un coprocesseur reconfigurable. Bien que ce mode`le de NoC puisse
agir en temps que processeur ge´ne´ral, il est de´die´ pour les applications ayant un grand niveau
de paralle´lisme et une granularite´ e´leve´e. Le design est optimise´ pour des ope´rations sur des
mots, mais est assez flexible pour supporter du traitement sur des bits. Plus spe´cifiquement,
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MorphoSys est constitue´ d’un processeur MIPS, d’un controˆleur DMA, d’une me´moire de
contexte et d’un treillis 8X8 de cellules reconfigurables.
Ce treillis ainsi qu’un exemple d’unite´ fonctionnelle sont illustre´s en figure 2.12. La division
en quadrant permet de voir les connexions : chaque ligne ou colonne peut eˆtre reconfigure´e
individuellement par le meˆme mot de configuration. Chacune des unite´s fonctionnelles est
compose´e de deux multiplexeurs a` l’entre´e, d’une ALU sur 16 bits, d’un registre a` de´calage
, de 4 registres et d’une me´moire de contexte (pour la configuration). Vu sa nature SIMD,
le MorphoSys est recommande´ pour les applications multime´dia traitant de hauts de´bits de
donne´es. Les auteurs indiquent toutefois qu’il faut remodeler le treillis si l’on de´sire avoir de
meilleures performances selon les cate´gories d’applications. Finalement, le MorphoSys n’est
pas conc¸u pour une imple´mentation sur FPGA (voir Singh et al., 2000).
2.5.5 Architectures actuelles
Malgre´ un regain d’inte´reˆt pour ce type d’architecture dans les anne´es 1990, aucune d’entre
elles ne vint de´finitivement re´volutionner le monde des NoC reconfigurables, ce qui mit fin a` la
“rue´e vers l’or”. Il semble en effet que le type d’applications a` acce´le´rer ait beaucoup de poids
dans la balance. Ne´anmoins, les recherches dans ce domaine n’ont pas cesse´es comple`tement
et se ressemblent beaucoup puisque l’ide´e en soit a murie depuis le temps. A` titre d’exemple,
l’architecture de´veloppe´e par Hosseinabady (voir Hosseinabady et Nunez-Yanez, 2008), base´e
sur le sche´ma de la figure 2.7, permet de rouler les applications les plus fre´quentes plus rapi-
dement que les autres. Pour ce faire, le treillis est capable de faire circuler les applications de
tuile en tuile afin d’offrir de meilleures latences lorsque de´sire´. On tente e´galement d’e´radiquer
le processeur du syste`me afin d’ame´liorer les performances. Cet ouvrage en est un parmi tant
d’autres ou` l’architecture comme telle est classique mais imple´mente de nouvelles me´thodes
pour ordonnancer les taˆches.
Bien entendu, certaines recherches poussent plus loin l’e´tude au niveau mate´riel, comme
c’est le cas du EGRA (Expression-Grain Reconfigurable Architecture) qui consiste en une
plateforme d’exploration de diffe´rents designs de CGRA (voir Ansaloni et al., 2011). Sa
structure est un treillis d’ALU regroupe´es (cluster), de me´moires et de multiplieurs. Sur
la figure 2.13, nous pouvons voir un exemple d’un treillis 5X5. Il faut tout simplement faire
le bon placement des diffe´rents modules (la grille n’est pas fixe). La syme´trie diagonale, dans
ce cas-ci, peut permettre deux flots se´pare´s. On tente donc de trouver une fac¸on de faire
du placement automatique et meˆme d’avoir une topologie irre´gulie`re si les be´ne´fices sont
pre´sents. Pour l’instant, leur technique est re´serve´e pour des experts dans le domaine.
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Figure 2.13 Architecture EGRA 5X5
Tableau 2.1 Caracte´ristiques d’architectures reconnues
Nom Disposition des UF Reconfiguration Chemin de donne´es
PADDI Crossbar Statique 16 bits
PADDI-2 Crossbar Statique 16 bits
DP-FPGA Treillis Statique 4 bits
KressArray Treillis Statique 32 bits
Colt Treillis Dynamique 16 bits
RaPiD Line´aire Statique 16 bits
MATRIX Treillis Dynamique 16 bits
Garp Treillis Statique 2 bits
Raw Treillis Statique 32 bits
PipeRench Line´aire Dynamique 4 bits
REMARC Treillis Statique 16 bits
MorphoSys Treillis Dynamique 16 bits
CHESS Treillis Statique 4 bits
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Une tendance tre`s populaire dans le domaine des NoC est la reconfiguration dynamique.
L’ide´e est de pouvoir modifier le comportement de l’architecture sans avoir a` recharger le
FPGA. On pourrait donc, par exemple, calculer de nouveaux algorithmes sur le flot de don-
ne´es, ou bien faire passer le trafic autrepart. Plusieurs e´tudes existent a` ce sujet, dont celle
de Killian (voir Killian et al., 2012). Leur treillis consiste en une multitude de routeurs qui
permettent de faire circuler les donne´es d’un module IP vers un autre. En plus de contourner
les liens de´fectueux, l’architecture permet de rajouter de fac¸on dynamique de nouveaux mo-
dules (IP) pour rajouter des fonctionnalite´s. Le trafic doit cependant eˆtre redirige´ et il faut
eˆtre prudent de ne pas venir bloquer l’entre´e d’un module existant.
Ces derniers travaux re´sument bien la pense´e actuelle au sein de la communaute´ scientifique
au sujet des architectures reconfigurables sur NoC. Il faut fournir un niveau mate´riel et
un niveau logiciel assez flexible pour permettre une bonne collaboration tout en ayant une
base ferme et performante pour ne pas empeˆtrer l’utilisateur. De plus, la reconfiguration
dynamique sur FPGA, bien qu’e´tant un phe´nome`ne tre`s re´cent et toujours en de´veloppement,
pourrait offrir beaucoup d’avantages aux NoC au niveau de l’efficacite´. En conclusion, le
tableau 2.1 pre´sente certaines caracte´ristiques pertinentes d’architectures reconnues qui n’ont
pas ne´cessairement e´te´ cite´es dans le pre´sent chapitre.
2.6 Conclusion
Dans ce chapitre, une revue de litte´rature sur les sujets propres aux architectures repro-
grammables sur FPGA a e´te´ pre´sente´e. En premier lieu, il fut prouve´ qu’une granularite´ fine
offre un grand potentiel de paralle´lisme, mais au couˆt d’une synchronisation et d’intercon-
nexions ardues. Les CGRA tentent donc de trouver un milieu inte´ressant entre les architec-
tures a` grains fins et a` grains grossiers. D’autre part, les architectures a` flot de donne´es eurent
un regain de popularite´ dans les anne´es 1990 provenant de l’engouement vers les hybrides
avec les travaux de Von Neumann. Plusieurs architectures, dont celles qui ont e´te´ pre´sente´es,
exploite`rent cette particularite´ dans le but d’obtenir un NoC permettant d’acce´le´rer des al-
gorithmes dans tous les domaines (principalement en traitement de signal). L’e´laboration de





Comme nous l’avons vu au chapitre pre´ce´dent, il devient rapidement complexe de conce-
voir une architecture de type treillis qui re´sout les principales difficulte´s de ce type de design
(latence, couˆt en terme de ressources). Ne´anmoins, l’architecture re´alise´e et de´crite dans le
pre´sent chapitre provient d’une e´tude approfondie des principaux enjeux ainsi que des capaci-
te´s de la technologie FPGA. L’approche propose´e est donc un treillis de calcul reconfigurable
a` deux niveaux d’abstraction. Au plus bas niveau (niveau mate´riel), le treillis est constitue´
de divers blocs qui re´alisent la partie “controˆle” et la partie “donne´e” du design. Au plus haut
niveau (niveau logiciel), il est possible de configurer le treillis a` travers de petites me´moires,
permettant ainsi d’imple´menter des algorithmes de fac¸on logicielle en ayant des performances
propres au mate´riel. La solution se veut une architecture a` flot de donne´es, dont celles-ci cir-
culent par l’entremise de jetons (synchronisation par les donne´es).
L’ide´e originale de l’architecture provient du professeur Jean Pierre David et de son ana-
lyse sur l’e´volution des FPGA et des diffe´rents besoins pour faire du traitement nume´rique.
L’architecture comple`te fut tout d’abord re´alise´e a` l’aide du langage SystemC qui permet
de rapidement mode´liser une description mate´rielle, tant au niveau de l’architecture qu’au
niveau des transactions entre les diffe´rents composants. C’est de cette fac¸on que la plupart
des protocoles de communication et le fonctionnement furent re´gis. En effet, il est plus simple
et surtout plus rapide de corriger les anomalies par une me´thode logicielle. Cette approche
permet une exploration architecturale en imitant un langage de description mate´rielle mais a`
un niveau supe´rieur (Transaction Level Modeling). L’architecture finale provient du re´sultat
de cette analyse. Ainsi, trois modules distincts sont utilise´s pour concevoir le tissus de calcul.
La description du design complet se retrouve dans le pre´sent chapitre. Tout d’abord, l’ar-
chitecture a` haut-niveau sera pre´sente´e pour introduire les modules composant le treillis : des
Machines a` e´tats, des Banques de FIFO ainsi que des SALU (Shared ALU ). Les principaux
de´fis architecturaux ainsi que leur solution viendront prouver les forces du treillis. E´galement,
un exemple de transaction a` travers le treillis permettra de comprendre les bienfaits de la
synchronisation par les donne´es.
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3.2 Architecture haut-niveau
En premier lieu, il est important de bien comprendre pourquoi on fait un treillis qui va
ge´rer le chemin de controˆle et de donne´es. Pour ce faire, utilisons l’exemple de la figure 3.1 ou`
4 FIFO sont connecte´es a` 3 controˆleurs pour 3 ALU. Les entre´es se dirigent vers ces FIFO,
qui vont a` leur tour servir a` fournir les ope´randes ne´cessaires aux ope´rations de´cide´es par les
controˆleurs. Les re´sultats sont ensuite disponibles pour devenir de nouveaux ope´randes, ou
bien pour sortir de l’architecture. Dans le cas ide´al, chacune des FIFO est connecte´e a` toutes
les ALU pre´sentes, comme nous pouvons le voir sur l’image. Le controˆleur doit donc ge´rer
tout ce trafic et prendre les de´cisions. Imaginons maintenant un circuit avec des milliers de
FIFO et des milliers d’ALU. En faisant toutes les connexions possibles, on aurait un controˆle
qui serait quasi-impossible a` imple´menter. De plus, nous n’avons pas encore de processeurs ou
de me´moires qui se rattachent au design. On voit rapidement qu’une topologie fixe qui limite
les acce`s aux ressources permettrait d’optimiser l’imple´mentation d’algorithmes. Il faut donc
cre´er un juste milieu entre le chemin de donne´es et le chemin de controˆle.
De manie`re ge´ne´rale, le treillis de calcul se compose de plusieurs modules branche´s entre
eux et permettant de faire circuler des donne´es par l’entremise d’ope´rations arithme´tiques




































Figure 3.1 Exemple d’un syste`me a` 4 FIFO et 3 ALU
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de 3 tuiles diffe´rentes connecte´es entre elles pour permettre de faire du traitement de signal.
Malgre´ le fait qu’il faille conserver cet agencement pour s’assurer du bon fonctionnement,
il serait facilement possible de modifier les interfaces pour inter-changer les blocs ou pour
en cre´er de nouveaux (me´moires, interfaces I/O, processeurs, etc.). E´galement, le tout est
extensible dans les 2 dimensions, selon les besoins de l’application que l’on de´sire re´aliser.
Le style “treillis” permet une grande flexibilite´ au niveau de l’exploration architecturale. Les
performances locales ne sont pas de´grade´es par un agrandissement de la structure et les
de´cisions de routage sont distribue´es sur l’ensemble du mode`le (en comparaison avec un bus).
Pour une application donne´e, les Machines a` e´tats fournissent des jetons d’instruction pour








































Figure 3.2 Treillis haut-niveau de dimension 5X5
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Les Machines a` e´tats posse`dent 8 petites me´moires inde´pendamment controˆle´es renfermant
les instructions de l’application. Celles-ci contiennent principalement les adresses des FIFO
de source et de destination, ainsi que l’ope´ration a` effectuer comme telle. Ce module est donc
responsable d’adresser les Banques de FIFO afin d’envoyer les bonnes donne´es vers les SALU.
Les instructions se suivent tant qu’il n’y a pas un blocage provenant des autres modules.
Les modules Banque de FIFO repre´sentent les me´moires de l’architecture. Ils servent a`
stocker les re´sultats interme´diaires du tissu, les donne´es d’entre´e aux ALU ainsi que les
entre´es/sorties du syste`me. Ils sont compose´s de FIFO individuellement adressables, similaire
a` une banque de registres, permettant un acce`s ale´atoire (la donne´e et/ou une copie de la
donne´e sont disponibles). Chacune des banques est controˆle´e par 4 me´moires d’instructions
(2 par chaque voisin horizontal ou vertical). Lorsqu’une nouvelle instruction est disponible,
le module envoie les ope´randes vers les bonnes SALU, et ge`re les retours de re´sultats des
diffe´rentes ope´rations. Les Banques de FIFO permettent de faire le transport des jetons de
donne´e a` travers l’architecture.
Le dernier module, conc¸u pour faire les diffe´rentes ope´rations arithme´tiques et logiques,
est la SALU. Il contient 8 petites ALU accessibles par les Banques de FIFO (chaque paire
est controˆle´e par une banque diffe´rente). Les ALU peuvent effectuer des taˆches simples tel
un de´calage, une addition/soustraction, ou des taˆches plus complexes comme une division ou
meˆme une racine carre´e. Afin de re´aliser le transport entre toutes les ope´rations effectue´es et
les FIFO de re´sultats externes au module, un petit re´seau de routeur inscrit dans la SALU
permet de router les jetons. Une particularite´ inte´ressante du design est qu’il est possible
pour l’utilisateur de venir de´crire a` bas niveau ses propres ope´rations et d’y avoir acce`s par
un simple appel d’instruction.
Un aspect tre`s important de cette architecture est qu’elle fonctionne selon le principe
des jetons. Ceux-ci se prome`nent donc de FIFO en FIFO, a` travers les SALU. La de´cision
architecturale d’utiliser des FIFO permet d’aise´ment controˆler cette synchronisation par les
donne´es. De plus, le treillis complet est en pipeline et le flot de donne´es reste constant. Dans le
cas e´ventuel ou` une donne´e se fait attendre, le pipeline se remplit et se bloque pour reprendre
de`s que possible ; le tout se de´roule sans avoir un syste`me complexe pour le controˆle.
Un avantage majeur de l’architecture propose´e est son e´volution adaptative en fonction de
la technologie FPGA qui e´volue elle aussi. En effet, les nouvelles familles de FPGA qui font
surface sur le marche´ offrent toujours de nouvelles particularite´s en comparaison aux ite´ra-










































































Figure 3.4 Exemple du calcul de la moyenne d’un flot de 4 valeurs sans le treillis
distribue´es et de plus en plus de ressources. En prenant en exemple l’architecture RaPiD sur
du mate´riel de´die´, on re´alise que son e´volution ne´cessite beaucoup d’effort. La raison pour
laquelle aucune nouvelle mouture n’a eu lieu depuis sa cre´ation provient en grande partie
du fait qu’il faut tout repenser en fonction du progre`s technologique des ASIC. Notre solu-
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tion propose´e, quant a` elle, s’ajuste aux nouvelles avance´es et ne sera pratiquement jamais
de´suette.
L’exemple illustre´ sur la figure 3.3 de´montre le calcul de la moyenne de 4 registres (re-
pre´sentant les valeurs de sorties des FIFO). Son pendant en dehors du treillis se retrouve
en figure 3.4 pour des fins de comparaison et de compre´hension. Les instructions I1 et I2
indiquent a` la Banque de FIFO situe´e a` la gauche d’envoyer respectivement R1,R2 et R3,R4
vers la SALU pour faire des additions. Ces 4 jetons sont donc consomme´s pour former des
jetons de re´sultats, envoye´s en me´moire dans la Banque de FIFO supe´rieure. De la meˆme
manie`re, l’instruction I3 permet de faire l’addition finale tel qu’indique´ sur la figure. Par
la suite, l’instruction I4 effectue la division par 4 pour obtenir la moyenne, et l’instruction
I5 ne fait que propager le jeton final vers la case initiale. Il est a` noter qu’a` chaque cycle,
de nouvelles transactions ont lieu et que les jetons R1 a` R4 prennent de nouvelles valeurs.
E´galement, il est possible de re´aliser la moyenne avec un plus petit nombre de tuiles ; tout
de´pend de ce qu’on de´sire accomplir en terme de performance et de couˆt.
Une telle architecture offre ainsi a` des utilisateurs peu expe´rimente´s dans le domaine de
la description mate´rielle de programmer de fac¸on logicielle leurs applications, et d’en retirer
les avantages du paralle´lisme. Il suffit de programmer les Machines a` e´tats et le reste du
circuit est transparent. Les possibilite´s sont e´normes puisque plusieurs algorithmes de nature
de´pendante ou non peuvent fonctionner a` travers le treillis sans toutefois interfe´rer entre eux.
Il faut cependant avoir une bonne compre´hension du design afin de correctement utiliser les
me´moires d’instruction.
3.3 Module “Machine a` e´tats”
Le premier module est celui qui repre´sente l’interface directe avec l’utilisateur du treillis.
Le but premier des Machines a` e´tats est de permettre de la manie`re la plus simple possible
l’imple´mentation d’algorithmes de traitement de signal. Il faut donc pouvoir ge´ne´rer plusieurs
instructions en meˆme temps pour fournir toutes les Banques de FIFO voisines. Ces instruc-
tions doivent contenir toute l’information ne´cessaire pour choisir les ope´randes, l’ope´ration, le
lieu d’ope´ration ainsi que la destination. Le sche´ma de la figure 3.5 e´taye la solution propose´e.
Tout d’abord, le module Machine a` e´tats contient en fait 8 petites machines, dont chacune
posse`de sa propre interface inde´pendante. Chaque paire correspond a` une Banque de FIFO















Figure 3.5 Machine a` e´tats
architecturale en fonction de diffe´rents algorithmes de´montra qu’on pouvait augmenter l’ex-
ploitation du paralle´lisme de pratiquement tous les algorithmes de cette manie`re. On peut
comprendre ce concept en remarquant que chaque Banque est entoure´e de 2 SALU, et qu’il
devient ainsi plus simple de controˆler les jetons de donne´es. Il est toujours possible d’en haus-
ser le nombre si ne´cessaire, mais on augmente e´galement les sous-modules des autres tuiles,
ce qui finit par complexifier les imple´mentations d’algorithmes.
Puisque chacune de ces machines est inde´pendante, on doit pouvoir les programmer de
fac¸on inde´pendante. C’est pourquoi chaque petite machine comporte sa propre me´moire RAM
de´die´e ainsi qu’un controˆleur. Les me´moires contiennent la totalite´ des instructions ne´cessaires
afin d’exe´cuter l’algorithme de´sire´ par l’utilisateur. C’est cette fonctionnalite´ qui assurera au
treillis d’eˆtre reconfigurable pre´-synthe`se et post-synthe`se. Chacun des controˆleurs est utilise´
pour acce´der aux instructions et faire les envois ne´cessaires qui permettront d’adresser les
Banques de FIFO et d’utiliser les bons jetons de donne´e. De plus, ils repre´sentent les machines
a` e´tats en ce sens qu’ils prennent les de´cisions sur les prochaines instructions a` re´aliser en
fonction des retours (par exemple, un controˆleur de´cidera de sauter certaines instructions
ou non en fonction du drapeau d’e´tat “ne´gatif”). Si la condition est respecte´e, l’instruction
est exe´cute´e. Dans le cas contraire, la machine a` e´tats passera a` l’instruction suivante. Cela
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permettra aussi d’effectuer des branchements qui donneront la possibilite´ d’imple´menter des
conditions et des boucles. On peut voir chaque machine comme un petit processeur avec
des instructions mate´rielles spe´cialise´es (SALU ). Une machine sera en e´tat d’arreˆt tant que
l’ope´ration qu’elle vient d’envoyer n’aura pas e´te´ effectue´e. Cela veut donc dire que si une
partie d’une SALU est bloque´e, toute la machine est bloque´e jusqu’a` ce que la SALU fautive
se libe`re. Il faut donc bien re´fle´chir au sujet des imple´mentations algorithmiques pour e´viter
des proble`mes de deadlock. Le tableau 3.1 de´crit en de´tail les mots d’instruction sur 47 bits.
Quand on conc¸oit une instruction, l’utilisateur doit tout d’abord de´finir l’ope´ration et la
condition. Le premier champ de´signe une ope´ration parmi toutes celles disponibles imple´men-
te´es dans les SALU. On peut e´galement choisir de faire un vidage d’une FIFO ou d’ordonner
un branchement. Celui-ci aura lieu si la condition est respecte´e (re´sultat plus petit ou plus
grand qu’une certaine valeur, de´bordement signe´, etc.). On de´finit par la suite la SALU
de´sire´e et si la modification des drapeaux d’e´tat est ne´cessaire. Ces drapeaux sont :
1. Z : Si Z est a` 1, le re´sultat de la dernie`re ope´ration affectant les drapeaux est 0 ;
2. N : Si N est a` 1, le re´sultat de la dernie`re ope´ration est ne´gatif ;
3. C : Si C est a` 1, le re´sultat de la dernie`re ope´ration engendre un de´bordement ;
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4. V : Si V est a` 1, le re´sultat de la dernie`re ope´ration engendre un de´bordement (signe´).
Par la suite, le programmeur indique les sources des 2 ope´randes. Afin d’assurer une grande
flexibilite´, ceux-ci peuvent se retrouver a` plusieurs endroits mais sont toujours disponibles a`
partir de la Machine a` e´tats. On de´finit donc la source comme e´tant un des tampons internes
d’une SALU voisine ou une FIFO provenant de la Banque de FIFO. Dans ce dernier cas, il
faut spe´cifier l’adresse de la FIFO et de la lecture ale´atoire, si ne´cessaire. Au niveau de la
destination, on doit tout d’abord choisir vers quelle coˆte´ de la SALU le re´sultat devra eˆtre
envoye´. Un bit est utilise´ pour de´terminer si le re´sultat doit eˆtre e´crit en me´moire (Banque de
FIFO) ou s’il sera repris par une ALU de destination (SALU ). Dans le premier cas, les bits
restants servent a` identifier les adresses des re´sultats (possibilite´ d’e´criture double si de´sire´).
Pour une e´criture en SALU, on choisit le tampon ade´quat (nous verrons ces tampons dans
la section de la SALU ).
La grandeur actuelle d’une instruction du treillis (47 bits) provient de diffe´rents essais sur
le mode`le SystemC. La dimension des champs de´pend du nombre de FIFO, de leur grandeur,
du nombre d’ope´rations re´alisables en SALU, etc. Au stade actuel, certaines portions de
l’opcode sont plus grandes pour permettre au programmeur de rajouter de la me´moire ou des
ope´rations si ne´cessaire.
En dernier lieu, il est important d’examiner l’interface entre la Machine a` e´tats et les
Banques de FIFO environnantes. Puisque chacune des machines ne de´pend que d’elle-meˆme,
elles auront toutes leur propre entre´es/sorties, mais qui seront identiques. Outre les signaux
d’usage comme l’horloge et le signal de re´initialisation, on doit bien entendu avoir comme
sortie l’instruction. Celle-ci est sur 42 bits (les autres ne servent qu’a` la machine). Le retour
des drapeaux d’e´tat provenant des SALU est e´galement tre`s important pour permettre les
branchements. La dernie`re paire d’entre´e/sortie est le RTS (Ready To Send) et le RTR (Ready
To Receive). Un de´fi rencontre´ lors de l’e´laboration de l’architecture e´tait de s’assurer de ne
pas envoyer d’instruction si le flot de calcul est bloque´. Dans le cas pre´sent, on doit s’assurer
que les jetons de donne´es soient pre´sents et que la FIFO accueillant le re´sultat ne soit pas
pleine. La description mate´rielle pour re´aliser le RTR sera de´crite dans une prochaine section.
Pour ce qui est de la sortie RTS, il suffit de regarder si la prochaine instruction est disponible
et si l’on de´sire faire une ope´ration par une Banque de FIFO et/ou une SALU.
En reprenant l’exemple de la figure 3.3, les machines actives (1,3,4,6,7) ne contiennent en
fait qu’une me´moire RAM d’un seul mot d’instruction. Les instruction I1 a` I3 produisent la
meˆme addition a` chaque coup d’horloge, mais avec des ope´randes diffe´rents. Il en va de meˆme
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pour I4 (division) et I5 (propagation). En fonction de l’opcode pre´sente´ pre´ce´demment, voici
l’instruction I1 :
– I1=“0001|0000|0|0|1|0|00001|0000|1|0|00010|0000|010|1|0|00001|00000”.
On ope`re donc une addition sans condition et sans modification des drapeaux, sur la SALU
supe´rieure. Pour l’ope´rande A, on choisit la FIFO 1 sans lecture profonde, et la FIFO 2 sans
lecture profonde pour l’ope´rande B. Le re´sultat ira vers la droite de la SALU, en Banque de
FIFO sur la FIFO 1. Les prochaines sections de´tailleront de quelle manie`re le re´sultat final
s’obtient a` partir d’une instruction.
3.4 Module “Banque de FIFO”
Le module Banque de FIFO repre´sente de fac¸on ge´ne´rale la me´moire du syste`me. En
analysant le sche´ma haut-niveau du treillis (figure 3.2), il est clair que c’est le bloc le plus
pre´sent dans l’architecture, et le seul qui a une connexion avec 2 entite´s diffe´rentes. En effet,
son objectif principal est de faire la liaison entre les Machines a` e´tats et les SALU. De cette
fac¸on, on alle`ge les machines (et ainsi le travail du programmeur) en ayant de la me´moire de
donne´es de fac¸on uniforme. On peut voir le module comme e´tant le fil de communication et de
transport a` travers le tissu. Un important pre´requis e´tait de pouvoir faire des lectures et des
e´critures simultane´es, tout en conservant l’ide´e du jeton de donne´e. La synchronisation par les
donne´es est la fondation de l’architecture, et c’est principalement a` ce niveau que c¸a se re´alise.
La Banque de FIFO doit e´galement ge´rer tout le trafic ne´cessaire pour acheminer les jetons
de donne´e et les instructions aux SALU environnantes, tout en permettant le pipelinage re´gle´
au cycle d’horloge. Le sche´ma de la figure 3.6 de´montre les principales caracte´ristiques de cet
e´le´ment cle´ du tissu de calcul.
Notons en premier lieu que cette Banque est entoure´e de SALU verticalement et de Ma-
chines a` e´tats horizontalement, mais qu’il suffit de faire une rotation de 90◦ pour obtenir le
deuxie`me type. L’e´le´ment de me´moire qui fut se´lectionne´ est la FIFO. En effet, pour permettre
la synchronisation par les donne´es, il est primordial d’avoir la capacite´ de connaˆıtre l’ordre
d’arrive´e des jetons. La sortie de chacune des FIFO agit comme un registre, d’ou` la nume´-
rotation R0 a` R15 (le nombre de FIFO et leur grandeur sont parame´trables avant-synthe`se).
Prenons l’exemple de la figure 3.7 ou` l’on de´sire additionner R1 et R2, Si la premie`re FIFO
de´note une latence initiale de deux cycles avant d’obtenir son premier jeton, on aura une
accumulation de deux jetons dans la deuxie`me FIFO a` chaque cycle d’horloge subse´quent,



















































Figure 3.7 Exemple d’addition de R1 et R2
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Cette se´rie de FIFO adressables individuellement, en plus de permettre la lecture et l’e´cri-
ture simultane´e, admet la lecture ale´atoire (ou lecture profonde). En effet, il est parfois utile
de seulement faire une copie de la donne´e et de la conserver en me´moire, ce qui n’est pas le
cas avec une FIFO usuelle. Il est donc possible d’indiquer l’adresse de celle dont nous voulons
copier un jeton. Cette caracte´ristique est particulie`rement utile pour utiliser des constantes
a` travers le tissu de calcul. En sus des caracte´ristiques de base (signal de lecture/e´criture,
indication full, empty et size), il est possible de faire un vidage d’une FIFO a` tout moment
par une simple instruction. On peut aussi initialiser les constantes dans ces me´moires RAM.
Outre les FIFO, le module fonctionne comple`tement en logique combinatoire. Les me´moires
qui se retrouvent a` travers le treillis, autant dans les Banques que dans les SALU, repre´sente
les e´tages du pipeline. L’unite´ de controˆle pre´sente sur la figure 3.6 est responsable de la
bonne gestion de tous les signaux entrants et sortants du module. En tout temps, cette unite´
regarde paralle`lement l’envoi des RTS des 4 machines voisines. A` l’arrive´e d’une nouvelle
instruction, un de´codeur analyse les sources et la destination pour ve´rifier la disponibilite´, et
fait les envois ne´cessaires le cas e´che´ant.
Chacun des ope´randes peut provenir d’une FIFO pre´sente dans la Banque (une copie ou
non) ou d’un tampon provenant d’une SALU. Il y a donc 9 cas possibles. Lorsqu’on veut
une copie d’un jeton, on doit s’assurer que l’adresse de la donne´e est plus petite ou e´gale
au nombre d’e´le´ments de la FIFO en question. Si c’est le cas, l’unite´ de controˆle s’assure
de faire un duplicata de cette valeur. Pour faire sortir un jeton d’un e´le´ment de me´moire,
le signal empty est analyse´, de sorte a` rendre la donne´e disponible. Il en va de meˆme pour
une provenance externe, c’est-a`-dire que l’unite´ de controˆle a acce`s au signal de pre´sence
provenant des tampons dans la SALU. Il est important de noter que c’est uniquement lorsque
les ope´randes sont disponibles et que la SALU de´peˆche son propre signal de RTR que l’on
envoit tous les signaux en indiquant par le fait meˆme a` la machine de passer a` la prochaine
instruction (elle rec¸oit un RTR de la Banque). Advenant le cas, par exemple, qu’un jeton
est manquant, la machine ne pourra poursuivre son processus tant que la donne´e n’est pas
arrive´e. On s’assure ainsi de ne sauter aucune e´tape de l’algorithme global. C’est e´galement
la raison pour laquelle le programmeur haut-niveau doit bien s’assurer de ne pas cre´er de
deadlock dans le treillis.
Les 4 machines ayant acce`s a` une Banque de FIFO donne´e peuvent controˆler deux SALU.
Cependant, la prochaine section fera la de´monstration que chaque SALU contient 8 petites


















Figure 3.8 ALU disponibles pour chaque machine
la figure 3.6 ge`re 2 paires d’ALU ; supe´rieure et infe´rieure. Cette gestion signifie de faire le
routage des ope´randes, des instructions, des drapeaux d’e´tats et de tous les signaux provenant
des FIFO. Par la suite, les 2 SALU posse`dent un canal pour faire le retour de jetons de type
“re´sultat”. Ceux-ci sont sauvegarde´s en me´moire (possibilite´ d’e´criture double).
Afin d’assurer une grande souplesse au tissu de calcul, chacune des machines doit pouvoir
choisir la SALU de son choix. Cependant, une certaine limitation s’impose sur l’ALU comme
telle. En effet, l’architecture limite les conflits selon les possibilite´s de la figure 3.8. Les fle`ches
ne repre´sentent pas des liens physiques mais bien la possibilite´ de controˆle de chacune des
machines (les liens SALU -SALU ne sont pas possibles). Cet agencement arbitraire conce`de
a` chaque machine la possibilite´ de choisir le sens du chemin de donne´es.
A` ce stade, un questionnement s’impose : de quelle fac¸on la de´cision du routage entre les



















Figure 3.9 Exemple de se´lection du Rd en
En effet, la de´cision de permettre aux diffe´rentes ALU d’eˆtre controˆle´es par plus d’une ma-
chine entraˆıne un proble`me de multiplexage. Prenons l’exemple ou` la machine de gauche
(programme 2) de´sire utiliser la SALU supe´rieure, tout comme la machine de droite (pro-
gramme 6). Les deux ALU supe´rieures seront utilise´es sans conflit. Par contre, advenant le
cas ou` la machine de droite (programme 7) tente d’acce´der a` la SALU supe´rieure, il y aura un
conflit pour l’acce`s a` la ressource. Dans le meˆme ordre d’ide´e, qu’arrivera-t’il si deux machines
veulent utiliser la meˆme FIFO ? Il en va de meˆme pour tous les signaux ainsi partage´s.
Ce de´fi architectural est repre´sente´ par un exemple sur la figure 3.9 (coˆte´ gauche). On
tente d’acce´der a` la FIFO R1 par les 4 machines. Il faut donc trouver une manie`re de donner
l’acce`s a` une seule d’entre elles. On peut re´gler le proble`me en utilisant une technique de
priorite´ tel que le round-robin, mais c¸a devient rapidement impossible a` ge´rer car les jetons
continuent d’aﬄuer dans la Banque, et on ne peut plus garantir la bonne association donne´es-
instruction. La solution envisage´e est d’obliger le programmeur a` associer les ressources afin
d’e´viter ce proble`me a` haut-niveau. Cependant, il faut tout de meˆme re´gler le proble`me au
niveau mate´riel et rendre les connexions possibles. Le coˆte´ droit de l’image 3.9 montre qu’avec
une simple porte OU, on corrige le proble`me (il faut qu’un seul des signaux soit a` ’1’). Le couˆt
en est e´galement grandement re´duit. Cette astuce est utilise´e sur tous les signaux conflictuels
(ope´randes, drapeaux d’e´tat, signaux de controˆle, etc.).
En re´sume´, le module Banque de FIFO sert de me´moire dans le tissu de calcul par l’en-
tremise de FIFO conservant les jetons de donne´e. Ces jetons circulent de module en module
sous mode consommation-cre´ation a` travers les SALU pre´sentes sur le chemin. Chacune des
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Tableau 3.2 Mot d’instruction vers les SALU
Bits Description
21-18 Ope´ration
17 Modification des drapeaux
16 Provenance de l’ope´rande A (Banque ou SALU )
15 Provenance de l’ope´rande B (Banque ou SALU )
14-12 Banque ou ALU de destination
11 E´criture en FIFO
10 Adresse d’e´criture double ou choix du tampon
9-5 Adresse 1 du re´sultat ou vide
4-0 Adresse 2 du re´sultat ou vide
Banques fait donc la liaison entre les tuiles environnantes et ge`re tous les envois de manie`re
purement combinatoire. Cette particularite´ est cruciale pour permettre aux liaisons RTS-RTR
de fonctionner et d’avoir un pipeline donnant un re´sultat final a` chaque cycle. En prenant un
cycle supple´mentaire a` chaque instruction pour calculer le RTR, nous ne pourrions avoir un
flot de donne´es entrant re´gularise´ sur chaque front montant d’horloge. Puisque la totalite´ des
ressources pour ce bloc sert a` faire du routage, la fre´quence maximale du circuit ne devrait
pas en eˆtre trop affecte´e. De plus, le mot d’instruction provenant des diffe´rentes machines est
envoye´ vers les SALU avec quelques retraits pour ne garder que le ne´cessaire. Le tableau 3.2
propose ce nouvel opcode.
3.5 Module “SALU”
Le dernier module pre´sent dans le tissu de calcul propose´ est la SALU. Tout comme un
processeur a` usage ge´ne´ral, une unite´ arithme´tique et logique est indispensable pour faire
du traitement de donne´es. Dans le cas pre´sent, la solution devrait permettre en tout temps
d’ope´rer jusqu’a` 8 ope´rations simultane´ment et inde´pendamment les unes des autres. Afin
d’assurer un flot de donne´es constant et synchronise´ a` travers l’architecture, la SALU doit
posse´der un re´seau d’interconnexions interne pour acheminer les jetons re´sultat soit vers les
Banques de FIFO adjacentes, soit vers un des nombreux tampons internes. Le de´fi au niveau
mate´riel est de faciliter les calculs et les communications des jetons qui aﬄueront a` travers
le module, sans causer de latence non-ne´cessaire. Du point de vue externe a` la SALU, on
doit pouvoir lui fournir jusqu’a` 8 ope´rations par cycle et de garantir le bon cheminement des
donne´es. Les ALU doivent ope´rer des calculs simples et complexes tout en mettant a` jour les

























































En sachant que ce module est entoure´ par 4 Banques de FIFO, les diffe´rentes fle`ches
repre´sentant les interfaces externes se retrouvent en figure 3.6. La SALU est compose´e de
8 petites ALU inde´pendantes controˆle´es par leur propre de´codeur. Chaque tuile voisine a
donc acce`s a` 2 unite´s arithme´tiques et logiques, en plus d’un retour de re´sultats. Lorsqu’une
ope´ration est termine´e, le jeton ainsi cre´e´ est achemine´ vers sa destination par un re´seau
de routeurs. Les bienfaits de cette technique sont qu’un e´change organise´ et se´quentiel est
possible pour ge´rer tout le trafic de jetons. Le re´seau doit cependant eˆtre conc¸u pour favoriser
certains e´changes et avoir un pipeline bien serre´. Les nume´rotations sur la figure 3.10 sont
indispensables pour l’adressage provenant d’aussi loin que les Machines a` e´tats.
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3.5.1 De´codeur
Ce sous-module est utilise´ pour faire le lien entre les envois d’une Banque de FIFO et l’ALU
de´sire´e, pour ultimement acheminer les jetons re´sultat a` bon port, le tout de fac¸on purement
combinatoire. La premie`re e´tape est d’acheminer les ope´randes et l’ope´ration a` faire vers
l’ALU. Comme nous l’avons vu pre´ce´demment, la Banque est responsable d‘acheminer les
ope´randes vers le bloc de´codeur. Cependant, l’ALU peut e´galement effectuer des ope´rations
sur des jetons provenant de tampons internes a` la SALU. La de´cision d’instaurer ces petits
e´le´ments de me´moire provient d’une re´flexion sur le flot de donne´es a` travers l’architecture.
Prenons le cas ou` l’on de´sire faire de multiples soustractions d’un nombre par une constante.
Cette constante sera irre´me´diablement mise en Banques avant la synthe`se, et le re´sultat serait
sauvegarde´ en tampon interne pour e´viter de bloquer une FIFO inutilement. Ces petites
caches pre`s des ALU sont imple´mente´es comme des FIFO a` 1 mot. Il est impossible pour le
re´seau de routeurs d’e´craser un jeton de´ja` pre´sent dans ces tampons ; le pipeline se bloque
le cas e´che´ant. Chaque de´codeur posse`de deux de ces tampons pour satisfaire aux deux
ope´randes possibles. Il est important de noter ici que toutes les combinaisons sont admissibles,
c’est-a`-dire qu’on pourrait avoir un premier ope´rande provenant de la Banque adjacente et
un deuxie`me provenant d’un tampon.
Le de´codeur envoie ensuite les ope´randes et les jetons vers l’ALU pour recevoir le re´sultat.
Celui-ci sera par la suite achemine´ vers sa destination finale a` travers le re´seau de routeurs.
Il faut bien comprendre que toutes les de´cisions de routage se font a` travers le re´seau. Ainsi,
meˆme si un de´codeur posse`de un re´sultat qui ira dans un de ses propres tampons, le jeton
doit tout de meˆme avoir e´te´ ge´re´ par le syste`me de communication interne de la SALU.
Les routeurs se partagent ainsi des mots contenant a` la fois le controˆle et la donne´e. Une
version brouillon du tissu se´parait ces deux instances mais ralentissait ainsi le flot de donne´es
complet. Ces mots de 64 bits, construits par le de´codeur, sont de´taille´s dans le tableau 3.3.
Tableau 3.3 Mot de controˆle et de donne´e vers le re´seau de routeurs
Bits Description
63 E´criture en FIFO
62-61 Banque de destination
60 Adresse d’e´criture double
59-55 Adresse 1 du re´sultat
54-50 Adresse 2 du re´sultat
49-32 Vide
31-0 Jeton de donne´e
Bits Description
63 E´criture en tampon interne
62-60 De´codeur de destination
59 Tampon gauche ou droit
58-32 Vide
31-0 Jeton de donne´e
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Du coˆte´ gauche, nous avons le mot d’instruction permettant d’envoyer le jeton vers une FIFO
pre´sente dans une Banque (bit 63 a` ’1’), alors que le coˆte´ droit est utilise´ pour un envoi en
tampon interne (bit 63 a` ’0’). Dans les deux cas, les derniers 32 bits contiennent le jeton de
re´sultat(la taille est choisie avant la synthe`se du treillis).
Il est inte´ressant d’analyser le chemin de donne´es conc¸u jusqu’a` pre´sent. Entre deux fronts
montants d’horloge, une Machine a` e´tat envoie son RTS pour attendre un RTR, pour ensuite
envoyer son instruction permettant aux ope´randes de se rendre a` l’ALU pour finalement
acheminer le re´sultat vers le re´seau de routeurs. Le de´codeur est donc aussi utilise´ pour
rajouter au RTR la disponibilite´ de l’ALU et du re´seau d’interconnexions. Cela signifie que
si une des conditions n’est pas respecte´e, rien n’est achemine´ a` la SALU, et celle-ci attend
un envoi (le flot de donne´es se poursuit a` travers le pipeline, mais il n’y a aucune nouvelle
entre´e).
3.5.2 ALU
Chacune des ALU permet de faire la consommation de deux jetons pour en former un
nouveau, tout en mettant a` jour les drapeaux d’e´tat si de´sire´. Le travail se fait de manie`re
purement combinatoire. Il est e´galement important de mentionner que ce module ne voit
que le de´codeur ; tout le reste de la SALU lui est transparent. Cette compartimentation
simplifie le controˆle des jetons. Le jeu d’instructions se limite a` 16 ope´rations, avec initialement
11 ope´rations combinatoires ; cela laisse 5 emplacements d’adressage pour qu’un utilisateur
puisse instancier ses algorithmes. Par exemple, on pourrait vouloir faire le calcul de la racine
carre´e par une me´thode ite´rative de Newton. Celle-ci peut eˆtre imple´mente´e dans la SALU
Tableau 3.4 Affectation des drapeaux en fonction des ope´rations disponibles




De´calage a` gauche logique SLL Z
De´calage a` droite logique SRL Z
De´calage a` droite arithme´tique SRA Z
Fonction logique ET AND Z
Fonction logique OU OR Z
Fonction logique OU exclusif XOR Z
Fonction logique NON NOT Z
Inversion des bits FLIP Z
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directement, ou de manie`re usuelle par l’entremise des me´moires de programme provenant
des Machines a` e´tats. L’instauration d’une ope´ration multi-cycles est permise en indiquant au
de´codeur la disponibilite´ de l’ALU. Le tableau 3.4 de´crit les diffe´rentes ope´rations permises,
ainsi que leur affectation sur les drapeaux d’e´tats.
L’addition et la soustraction sont les seules ope´rations qui affectent les 4 drapeaux d’e´tat.
Bien que le Z et C soit assez simple, le drapeau de de´bordement signe´ est imple´mente´ dif-
fe´remment selon la nature de l’ope´ration. Pour une addition/soustraction, tout de´pend du
signe des ope´randes et du re´sultat. Soit x le signe du premier ope´rande, y du deuxie`me et z
du re´sultat, on retrouve pour le de´passement sur l’addition :
xyz¯ + x¯y¯z
Et pour le de´passement sur la soustration :
x¯yz¯ + xy¯z.
Le de´passement signe´ pour la multiplication est un peu diffe´rent car on va doubler le
nombre de bits de chaque ope´rande. Il faut alors regarder les 32 bits exce´dentaires et le bit
de signe (bit 31). Dans le cas ou` se sont tous des ’1’ ou des ’0’, il n’y a pas de de´passement.
Le dernier drapeau d’e´tat, celui de la valeur ne´gative, est calcule´ de la fac¸on suivante pour
l’addition et la soustraction :
bit de de´bordement XOR bit de signe du re´sultat
Et pour le de´passement sur la soustration :
bit de signe de l’ope´rande 1 XOR bit de signe de l’ope´rande 2.
Les ope´rations disponibles sont imple´mente´es de manie`re simple dans leur e´tat initial,
mais il est facilement envisageable d’utiliser toutes les techniques ne´cessaires afin d’obtenir
de meilleures performances. En effet, un des objectifs principaux dans l’e´laboration du treillis
e´tait d’avoir une fre´quence maximale en fonction des ope´rations utilise´es, de sorte a` permettre
l’acce`s aux ALU a` l’utilisateur. Un de´calage a` barillet est utilise´ pour plusieurs des ope´rations.
Celui-ci permet, de fac¸on purement combinatoire, de faire diffe´rents de´calages. L’aspect “uni-
cycle” est tre`s important pour le treillis dans son e´tat actuel car on veut obtenir un jeton
re´sultat a` chaque coup d’horloge. Ne´anmoins, l’architecture permet e´galement les ope´rations
multi-cycles.
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3.5.3 Re´seau de routeurs
Le re´seau de routeurs est l’e´le´ment critique de la SALU. Il permet de faire transiger toutes
les donne´es vers leur destination en conservant leur ordre respectif. Le re´seau doit pouvoir
accepter 8 jetons par cycle (en provenance des 8 ALU existantes) et renvoyer le meˆme nombre
vers diffe´rentes destinations discute´es pre´ce´demment. Le design propose´ pour le re´seau de
routeurs se retrouve en figure 3.11. Il est constitue´ de 6 routeurs bien distincts, soit 4 selon le
type 1 et 2 selon le type 2. En regardant la figure, on remarque que l’on privile´gie les e´changes
horizontaux et les e´changes verticaux. L’imple´mentation du flot de donne´es traversant le
treillis devrait majoritairement s’effectuer dans ces 2 sens. Lorsqu’on voudra faire passer une
valeur autrement, il y aura un routeur de plus a` traverser (donc un cycle supple´mentaire).
Ne´anmoins, le re´seau reste pipeline´ au cycle d’horloge. Ainsi, les routeurs de type 1 n’ont
aucun contact entre eux et doivent obligatoirement passer par un routeur de type 2 pour
s’e´changer de l’information. Ces derniers doivent assurer cette bonne communication, tout
en permettant les e´changes horizontaux-verticaux. La figure de´montre e´galement que chaque
routeur de type 1 est associe´ a` un coˆte´ de la SALU. Il interagit avec les deux ALU ainsi que
la Banque de FIFO. Les sche´mas haut-niveau des deux types de routeurs se retrouvent en
figure 3.12.
Bien qu’il n’y est que deux types de routeurs (qui sont eux-meˆmes semblables), chacun
posse`de ses propres entre´es et sorties. Le routeur 1 0 a donc comme sources les ALU 0 et
1 ainsi que le routeur 2 0. Les 3 FIFO repre´sente´es accueillent les jetons de 64 bits de ces
trois instances. Les signaux de signalisation full des deux premie`res servent d’indication que
la destination est disponible pour la Machine a` e´tats qui commandent les de´placements. De
la meˆme manie`re, le routeur 2 0 ne peut envoyer de jetons si la FIFO 3 est pleine. En sortie,
on peut renvoyer les jetons vers les deux ALU dans le cas ou la donne´e doit aller en tampon
interne. Il faut cependant que les adresses soit pour celles attache´es a` ce routeur (soit ALU
0 et 1). Il en va de meˆme pour un envoi vers une Banque. Si, par exemple, le jeton doit aller
vers l’ALU 4, il faut faire passer le 64 bits vers le routeur 2 0 qui prendra ensuite la rele`ve.
Logiquement, il est impossible qu’un jeton arrivant dans la FIFO 3 retourne vers un routeur
2. La partie droite de la figure 3.12 de´montre le meˆme principe mais pour un routeur de type
2. On rec¸oit de l’information des routeurs adjacents horizontalement, et du deuxie`me routeur
de type 2. Les sorties sont les meˆmes, toujours en conside´rant qu’un jeton ne retourne pas
au routeur qui l’a envoye´.
Les sous-modules “Unite´ de controˆle” repre´sentent le coeur des routeurs. Lorsqu’une nou-
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Figure 3.12 Sche´ma du routeur 1 et du routeur 2
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a une identite´ propre, il est facile de savoir si le jeton en cours doit sortir du re´seau ou bien
y rester. Si la destination est atteinte, on e´limine la partie de controˆle du jeton pour ne gar-
der que la donne´e sur 32 bits et l’inscrire dans son emplacement me´moire. Tous les signaux
ne´cessaires provenant des FIFO en cause sont ge´re´s par ce bloc.
Un proble`me survient cependant lorsque 2 ou 3 des FIFO de la figure 3.12 de´sirent envoyer
en meˆme temps un jeton vers le meˆme endroit. En effet, bien qu’on puisse ge´rer les jetons de
toutes les provenances vers toutes les destinations de fac¸on concurrentielle, on doit conserver
un de´bit d’un jeton par interface par cycle. Pour palier a` ce proble`me, une premie`re e´bauche
fut d’imple´menter un algorithme de round-robin tout simple : un compteur cyclant sur les 3
FIFO. Ainsi, si plus d’une d’entre elles veulent acce´der a` la meˆme sortie, le compteur de´ci-
dera de celle qui aura l’acce`s. Bien que cette me´thode intuitive puisse re´soudre le proble`me,
qu’arrivera-t’il si une seule FIFO demande l’interface alors que le compteur ne lui permet
pas de faire le transfert ? On aurait des absences d’envoi sur certains cycles alors qu’il y a
des jetons a` transfe´rer. Le compteur synchronise´ sur l’horloge empeˆcherait de garder un bon
de´bit a` travers le re´seau de routeurs. Le circuit de la figure 3.13 de´montre la solution pour
un exemple d’e´change avec une Banque de FIFO. Si, par exemple, la FIFO 1 de´sire transiger
un jeton, mais que le compteur ne lui permet pas, on examine les requeˆtes des autres FIFO
afin de lui donner l’acce`s si possible. On s’assure de toujours avoir un de´bit constant (aucune
machine a` e´tats ne vient ralentir les prises de de´cision) et de faire parvenir les donne´es de
sorte a` boucler sur les diffe´rentes sources. En d’autres termes, les 3 FIFO sont analyse´es de
sorte a` les vider, dans le pire des cas, 1 fois par 3 cycles d’horloge.
En terminant, conside´rons le cas complet de la sortie d’une nouvelle instruction jusqu’a`
l’arrive´e a` destination du jeton final. Cette instruction demande une multiplication de deux
jetons provenant de la Banque de FIFO vers une deuxie`me Banque situe´e a` la droite de la
SALU de´sire´e. La machine utilise´e doit tout d’abord attendre de recevoir un RTR. Celui-ci
est calcule´ en fonction de la pre´sence des ope´randes ainsi que de la disponibilite´ de la FIFO
dans le routeur 1 joint a` l’ALU. Par la suite, l’ope´ration a lieu et le de´codeur va sauvegarder
ce jeton en me´moire dans le routeur 1. Puisque la destination se situe a` la droite de la SALU,
le jeton doit traverser les deux routeurs de type 2 ainsi qu’un nouveau routeur de type 1
pour finalement se diriger a` bon port. Si le trafic ne cause pas de de´lai, le re´sultat arrivera 5
coups d’horloge apre`s le de´part de l’instruction. On voit ici que les FIFO pre´sentes dans les







































Figure 3.13 Circuit pour le round-robin
3.6 Conclusion
Dans ce chapitre, une solution base´e sur le principe de treillis de calcul et de jetons de
donne´e est propose´e afin d’adresser le besoin d’une architecture a` deux niveaux. Au niveau
mate´riel, le design permet non seulement de faire du traitement de signal a` haut de´bit mais
d’alle´ger la partie “controˆle” par l’entremise de jetons. Un programmeur purement logiciel
peut venir, a` haut niveau, instancier ses algorithmes complexes tout en ayant les bienfaits du
paralle´lisme.
Les 3 modules distincts formant les tuiles du tissu sont finement construits de sorte a`
permettre la plus grande flexibilite´ possible pour une complexite´ moindre. Les Machines a`
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e´tats contiennent les me´moires d’instructions du syste`me. Elles repre´sentent l’acce`s haut-
niveau qui donne son sens au treillis. Elles communiquent avec des SALU a` travers un re´seau
de Banques de FIFO qui emmagasinent les diffe´rents jetons, permettant ainsi de cre´er le flot
de donne´es. Les SALU proprement dites servent a` faire tous les calculs ne´cessaires. Comme il
a e´te´ prouve´ a` travers tous les modules, le pipeline et le chemin de donne´es sont des e´le´ments
essentiels au bon fonctionnement des algorithmes imple´mente´s.
Bien qu’un mode`le SystemC fut construit pre´alablement pour rapidement de´celer diffe´rents
proble`mes de conception et que le treillis re´sultant fonctionne correctement, celui-ci perd de sa
valeur si l’imple´mentation d’algorithmes devient une taˆche fastidieuse. En effet, le but ultime
est de pouvoir e´crire avec MATLAB (par exemple) les algorithmes et que la traduction vers
le tissu se fasse automatiquement. Au stade actuel, le programmeur doit tout de meˆme faire
attention pour ne pas causer de proble`mes internes. La courbe d’apprentissage est toutefois





L’imple´mentation de la solution propose´e n’est pas une taˆche aussi simple en soi. Bien
qu’une analyse me´ticuleuse de l’e´tat de l’art fut re´alise´e dans le but d’e´laborer une archi-
tecture re´pondant aux besoins de l’industrie tout en e´vitant les pie`ges de´ja` re´pertorie´s, la
mise en oeuvre ame`ne son lot de de´fis et de surprises. Un aspect important qui est souvent
laisse´ pour compte aux premie`res e´tapes d’un projet est l’utilisation des ressources. Dans
cette optique, plus grande est l’analyse du proble`me et l’ajout de fonctionnalite´s, plus il est
important de percevoir le couˆt re´sultant. En effet, il suffit d’imaginer la situation ou`, au
niveau de l’imple´mentation, on re´alise qu’une fonctionnalite´ importante du circuit ne peut
fonctionner sans l’ajout d’un bloc DSP. S’ils sont de´ja` tous utilise´s, il faudra puiser dans les
ressources disponibles sans quoi une re´e´valuation du design est incontournable. Il est meˆme
fre´quent qu’une compagnie opte pour un FPGA plus puissant que celui choisi au de´part pour
rencontrer les requis. Le treillis fut donc fabrique´ en ayant bien en teˆte les couˆts de ressources
encourus.
En premier lieu, nous pre´senterons l’imple´mentation du treillis sur FPGA. Cette section
comporte tout d’abord une discussion sur la ve´rification du bon fonctionnement du design
pour ensuite fournir les re´sultats et statistiques sur la plaquette de de´veloppement utilise´e. En-
suite, nous verrons de quelle manie`re un algorithme de traitement de signal, plus pre´cise´ment
une DDC (Digital Down Converter), se transcrit sur la structure. Finalement, l’e´laboration
de la reconfiguration dynamique du treillis sera de´taille´e. Il est important ici de mentionner
que les re´sultats expe´rimentaux seront plus qualitatifs que quantitatifs. La premie`re phase fut
tout simplement de faire fonctionner le circuit. Par la suite, l’ame´lioration de ses diffe´rentes
facettes provient de plusieurs analyses en fonction des algorithmes imple´mente´s.
4.2 Imple´mentation mate´rielle du treillis
De`s le de´part du projet, l’ide´e e´tait de de´crire entie`rement l’architecture de la solution
en VHDL, ce qui fut re´alise´, module par module. Rapidement, l’ampleur de la taˆche se fit
sentir et il fallu de´velopper une me´thode pour faire la ve´rification. On peut rapidement penser
utiliser les sorties du mode`le SystemC afin de faire une comparaison. Ne´anmoins, il faut avoir
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une meilleure technique pour faire le de´verminage si ne´cessaire. C’est dans cet e´tat d’esprit
que les strate´gies de ve´rification furent e´labore´es. Commenc¸ons par de´finir les trois niveaux
d’abstraction :
1. Niveau unitaire : permet de tester les diffe´rents blocs qui sont cre´e´s de fac¸on individuelle.
La taille de ces blocs est variable mais doit repre´senter un minimum de fonctionnalite´s
pour en valoir la peine, sans eˆtre trop gros pour complexifier le test.
2. Niveau inte´gration : permet de ve´rifier le fonctionnement et la communication lors de
l’assemblage des sous-modules.
3. Niveau syste`me : permet de ve´rifier le comportement du circuit final.
Cette approche dite bottom-up est mise en pratique, dans la mesure du possible, par le flot
de ve´rification repre´sente´ en figure 4.1. Le principal avantage du bottom-up est de pouvoir
trouver les proble`mes le plus vite possible pour les corriger plus facilement. Cela simplifie
e´galement l’inte´gration du syste`me. La partie la plus importante du sche´ma est l’identifica-
tion des cas de test. En effet, il faut bien connaˆıtre les fonctionnalite´s du design pour tester
assez de cas et avoir confiance que le circuit fonctionne. Pour ce projet, les ve´rifications furent
exe´cute´es par l’entremise du logiciel ModelSim et de bancs d’essai sous le langage VHDL et























Figure 4.1 Flot de ve´rification
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suivantes furent exploite´es : couverture des e´tats, des branches, du code, structurelle, fonc-
tionnelle, assertions et tests aux limites. C’est de cette fac¸on que le treillis fut ve´rifie´ et simule´,
par une multitude de bancs d’essai aux trois niveaux d’abstraction. Ultimement, tous ces tests
fournissent la conviction que l’architecture est fonctionnelle et ope´rationnelle avec un taux de
satisfaction de´passant les 90%, ce qui est amplement pour les recherches que nous effectuons.
Au niveau syste`me, on peut donc voir que le treillis imple´mente bien les algorithmes. Au
dela` de ce point, une compagnie industrielle pourrait vouloir e´tablir un plan de re´gression
et meˆme faire rouler des tests pendant plusieurs heures, voir jours. Il fut ve´ridique, pour ce
projet, que la relation 70%-30% entre le temps de ve´rification et de design fut observe´e. A`
titre d’exemple, voici quelques cas de test pour le routeur 1 pre´sent dans la SALU :
– Ve´rifier que les adresses de destination soient correctement traite´es pour les renvois ;
– Ve´rifier que la priorite´ en round-robin est respecte´e ;
– Ve´rifier le bon fonctionnement pour des grosseurs de me´moires diffe´rentes ;
– S’assurer que le routeur ne lit pas de donne´e externe si la FIFO correspondante est
pleine ;
– S’assurer que le protocole de communication avec le routeur 2 est respecte´ ;
– etc.
Une fois les simulations comple´te´es et le bon fonctionnement observe´, l’architecture fut
imple´mente´e sur FPGA. La plateforme utilise´e pour ce faire est la carte DE3 de la compagnie
Altera, posse´dant un Stratix III EP3SL150F1152C2N. Bien que cette puce ne soit pas parmi
les plus re´centes, c’est la plus performante disponible pour l’expe´rience et elle offre tout de
meˆme assez de ressources mate´rielles pour re´aliser les tests. Pour former le treillis, on a besoin
des trois modules (Machine a` e´tats, Banque de FIFO et SALU ). Le couˆt des interconnexions
va varier en fonction des grandeurs des range´es et des colonnes ; on peut donc se fier sur le
re´sultat des 3 principaux blocs (voir tableau 4.1). Il est a` noter que pour ces re´sultats, les
Banques comportent 16 FIFO de 8*32bits. En premier lieu, on observe que les Machine a`
e´tats consomment le moins de ressources, ce qui e´tait attendu. Outre un peu de me´moire pour
les instructions des programmes, ce module ne vient pas restreindre la grandeur maximale
Tableau 4.1 Ressources pour les 3 modules
Banque de FIFO SALU Machine a` e´tats
ALUT 7444 11721 304
ALM 6538 8553 152
Registres 5920 7612 128
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du treillis. Cette limite provient des deux autres blocs. En effet, on peut voir que le nombre
d’ALUT, d’ALM et de registres est assez important. Pour la famille Stratix, le nombre de
ressources se mesure principalement avec leur ALM (Adaptive Logic Modules). Chaque ALM
contient une table de ve´rite´ a` 8 entre´es, 2 additionneurs de´die´s et 2 registres. Le FPGA dont
nous avons fait usage contient 57000 ALM. En reprenant les re´sultats du tableau 4.1, on en
conclue qu’une Banque de FIFO utilise 13% des ALM disponibles, alors qu’une SALU en
utilise 15%. Pris comme tels, ces chiffres sont de bonnes tailles et peuvent paraˆıtre comme
un e´norme inconve´nient a` utiliser cette architecture. Cependant, il ne faut pas oublier qu’on
de´sire pouvoir faire de la reconfiguration dynamique, ce qui signifie que le synthe´tiseur ne
peut simplifier les parties du circuit qui ne servent pas pour l’algorithme imple´mente´. En effet,
en modifiant les instructions des programmes, on peut vouloir utiliser une ALU qui n’e´tait
pas en fonction jusque-la`, d’ou` la ne´cessite´ de ne faire aucune simplification. Un usager qui
ne de´sire pas avoir l’option de la reconfiguration pourra la de´sactiver et obtenir de faibles
pourcentages d’utilisation. De plus, si on conside`re un FPGA plus re´cent, soit le Sratix IV
GX qui contient 212480 ALM, les taux ci-haut s’abaissent a` 3% et 4%. Pour un Stratix V GX
posse´dant 359200 ALM, on obtient 1.8% et 2.4%. Ces chiffres pourraient meˆme eˆtre plus bas
en conside´rant que les ALM des dernie`res puces contiennent 6% plus de logiques disponibles
qu’avant. On peut conclure que les ressources utilise´es sont ade´quates pour une architecture
de ce type. Il est inte´ressant de voir que la limitation ne provient pas du tout de la me´moire ;
nous n’avons meˆme pas commence´ a` utiliser les blocs M9K et M144K pre´sents dans le Stratix
III. En utilisant ces blocs, on aurait encore plus de ressources disponibles pour le reste du
circuit. Du coˆte´ de Xilinx, il est possible d’utiliser les tables de ve´rite´ inutilise´es parmi les
Slices pour en faire des me´moires et ainsi avoir un design encore plus optimise´ au niveau des
couˆts. On en vient a` la conclusion que plus le FPGA est gros, plus notre architecture sera
profitable.
4.3 Imple´mentation d’algorithmes
Pour proprement juger notre architecture NoC, il faut pouvoir y implanter des algorithmes.
La majorite´ des ope´rations que le treillis doit supporter dans le domaine du traitement de
signal est l’arithme´tique re´pe´titive. On entend par cela que le de´bit de donne´es a` l’entre´e
est quasi-constant et qu’on doit pouvoir faire le meˆme jeu d’ope´rations pour chaque nouveau
jeu d’entre´es. L’exemple le plus simple est celui de la moyenne, que nous avons repre´sente´
pre´ce´demment sur la figure 3.3. Les meˆmes instructions se font cycle apre`s cycle tant que le









Figure 4.2 Sche´ma d’une DDC
En premier lieu, plusieurs petits algorithmes simples furent utilise´s sur le treillis. Le pre-
mier de´fi provient de l’arrive´e des jetons. En effet, sur un produit final, le treillis viendra
se brancher a` des me´moires pe´riphe´riques qui recueilleront et fourniront des donne´es. Pour
nos besoins expe´rimentaux, celles-ci furent initialement pre´-encode´es dans des FIFO pre´-
sentes en de´but de parcours. Par la suite, un ge´ne´rateur mate´riel pseudo-ale´atoire de donne´es
vint fournir le de´bit recherche´ en entre´e. En sortie, nous pouvons aller lire la dernie`re FIFO
de re´sultats pour faire les comparaisons avec le calcul the´orique (qui est simple a` calculer
connaissant les entre´es). L’utilisation de l’outil SignalTap d’Altera, qui permet de capturer
des informations sur la puce pour les renvoyer par JTAG vers l’ordinateur, aida pour vali-
der les re´sultats. Une autre me´thode, qui fut grandement utilise´e, est de venir brancher le
processeur NIOS II d’Altera pour avoir a` notre disposition une console pour afficher ce que
l’on de´sire. Nous e´tayerons cette technique dans la prochaine section. L’algorithme sur lequel
nous nous pencherons est la DDC, dont le sche´ma se retrouve sur la figure 4.2. Les valeurs de
cosinus et sinus (synthe´tiseur) peuvent facilement eˆtre mises dans une table de ve´rite´, et la
baisse de fre´quence d’e´chantillonnage s’effectue en laissant tomber certains e´chantillons. Le
filtre FIR, cependant, est un beau de´fi a` imple´menter et est utilise´ a` travers une multitude
d’algorithmes comme celui-ci. Par soucis de simplification et de clarte´, l’imple´mentation sur





ou` yn est le signal de sortie, xn est le signal d’entre´e, Ci sont les coefficients des branches
(tap) et N est l’ordre du filtre (nous utiliserons N=2 pour la de´monstration). Sur la partie
supe´rieure de la figure 4.3, on retrouve une repre´sentation graphique classique d’un FIR pour












































Figure 4.3 Filtre FIR imple´mente´ sur le treillis
jetons de re´sultat. Pour cre´er le de´lai ne´cessaire entre chaque branche, des jetons nuls sont
initialement inse´re´s dans les FIFO. Ceci signifie qu’il n’y a aucune synchronisation a` faire et
ce, peu importe le nombre de branches que l’on de´sire ajouter. Il suffit tout simplement de
mettre un jeton nul par FIFO infe´rieure. Une imple´mentation en VHDL pur aurait au moins
ne´cessite´e un registre a` de´calage pour faire la meˆme chose. En se re´fe´rant a` l’image, on aurait
une pile d’un seul jeton nul dans la premie`re fifo verticale et deux pour la deuxie`me apre`s 2
cycles. Le pipeline se remplit au complet et en re´gime permanent, nous avons une nouvelle
entre´e et une nouvelle sortie a` chaque cycle d’horloge.
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L’imple´mentation sur le treillis se retrouve sur la partie infe´rieure de la figure 4.3. On
peut facilement voir la corre´lation avec la repre´sentation classique. Une diffe´rence notoire est
l’ajout des jetons de coefficients. Ceux-ci sont pre´-programme´s (tout comme les jetons nuls)
et ne sortent jamais des FIFO ; on utilise donc une instruction de lecture profonde. Les autres
jetons circulent selon les instructions indique´es. La Machine a` e´tats de gauche, par exemple,
utilise cinq de ses huit programmes disponibles :
– Programme 0 : Transporter C0*Xn ;
– Programme 4 : Transporter Xn−1 ;
– Programme 5 : Calculer C1*Xn−1 ;
– Programme 6 : Transporter Xn ;
– Programme 7 : Calculer C0*Xn.
Les machines 5 et 7 font chacune une multiplication pour acheminer le re´sultat vers une
nouvelle Banque de FIFO, alors que les autres ne font que transporter des jetons. Il est
important de comprendre que le programme rec¸oit uniquement l’emplacement des ope´randes ;
il n’a aucune conscience de leur valeur comme telle. Ainsi, il est tre`s simple de prendre
ces meˆmes instructions et de les retranscrire pour une infinite´ the´orique de branches. Un
des buts importants du projet est effectivement de pouvoir facilement agrandir le treillis
afin d’augmenter soit le de´bit d’entre´e, soit la complexite´ des algorithmes. De plus, chacun
des programmes ne contient qu’une seule instruction qui est applique´e inde´finiment. Cette
situation va s’appliquer re´gulie`rement car, comme nous l’avons mentionne´ pre´ce´demment, les
algorithmes de traitement de signaux sont souvent re´pe´titifs. C’est un avantage pour notre
design. Mentionnons e´galement que le pipeline se remplit peu a` peu et que les instructions
attendent patiemment leur jetons d’ope´rande. Donc, les instructions provenant de la Machine
a` e´tats de droite n’ont initialement pas lieu par manque de donne´es, ce a` quoi nous nous
attendons.
Les re´sultats que l’on tire de cette imple´mentation ont un sens important au niveau des
objectifs mis en place en de´but de projet. L’imple´mentation logicielle de l’algorithme sur
le treillis fixe, qui se fait tre`s simplement, donne comme re´sultat le bon fonctionnement de
notre exemple d’un filtre FIR (ou peu importe l’algorithme en question). Sans trop connaˆıtre
les de´tails de l’architecture, il est possible de profiter de la puissance des FPGA et d’une
transcription mate´rielle sans difficulte´. Qui plus est, l’absence de reconfiguration dynamique
permet d’avoir un tre`s faible taux d’utilisation de ressources, tout en ayant eu qu’a` program-
mer les me´moires. Les tests sur plaquette avec un filtre d’ordre 4 fournissent bel et bien un
nouveau re´sultat par cycle d’horloge. Pour ce faire, il faut utiliser les multiplieurs 18 bits
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pre´sents sur la puce qui donne des re´sultats aux cycles. Cette grandeur d’ope´randes de 18
bits n’est pas ale´atoire et provient des requis du partenaire industriel. Il n’y a donc aucune
perte dans le pipeline instaure´, et ce pipeline sera le meˆme pour tous les algorithmes puisque
le treillis est fixe. La fre´quence maximale fournie par le logiciel Quartus II est de 204.75MHz.
Celle-ci va de´pendre en grande partie des ope´rateurs pre´sents dans les SALU, et tre`s peu des
algorithmes implante´s. Il est donc tre`s simple de la controˆler, peu importe la situation.
Un autre avantage majeur qu’il faut souligner est qu’il est possible, avec le treillis de la figure
4.3, d’ajouter un deuxie`me algorithme, totalement inde´pendant du premier, sans perturber
le flot. Par exemple, le deuxie`me filtre FIR de la figure 4.2 peut de´buter a` gauche pour aller
vers la droite, ou bien celui de´ja` pre´sent se plier sur lui-meˆme. Le treillis est effectivement
construit pour favoriser les directions gauche-droite, haut-bas. La planification des nouvelles
FIFO (provenant des Banques) et des instructions-programme demeure toutefois un de´fi en
soi. En effet, il faut s’assurer de ne pas cre´er de goulots d’e´tranglement a` travers un canal
particulier. En prenant en conside´ration que les ope´rateurs non utilise´s jusqu’a` pre´sent ne
sont pas simplifie´s lors de la synthe`se, il serait favorable de les utiliser. Ces derniers exemples
d’obstacles ne sont cependant rencontre´s que si l’on de´sire conserver le meˆme de´bit. Dans le
cas contraire, on peut ralentir la cadence et faire nos ope´rations dans l’ordre que l’on veut en
ge´rant correctement les diffe´rentes FIFO. Un futur outil de synthe`se logiciel permettrait de
prendre les meilleures de´cisions de placement, l’utilisateur n’ayant meˆme plus a` prendre ces
conside´rations.
4.4 Reconfiguration dynamique
Ge´ne´ralement, la rede´finition d’un circuit logique au sein d’un FPGA est une ope´ration
singulie`re, peu fre´quente et re´alise´e alors que le syste`me est “hors-fonction”. Suivant les pro-
gre`s technologiques, une nouvelle tendance au sein du domaine reconfigurable est de pouvoir
modifier ou meˆme changer totalement le comportement du circuit sans en interrompre le
fonctionnement. On discerne rapidement les avantages d’une telle possibilite´. En effet, le
concepteur peut facilement adapter son application faisant face a` de nouvelles contraintes
pour fournir un algorithme plus efficace. Par exemple, on peut imaginer comme contrainte
une fluctuation du de´bit d’entre´e. Il serait inte´ressant de pouvoir rediriger le trafic de fa-
c¸on dynamique selon les besoins, ou meˆme de modifier le comportement des sauvegardes en
me´moire. Le mate´riel devient extreˆmement malle´able et controˆlable par logiciel et peut eˆtre
utilise´ a` des instants diffe´rents pour exe´cuter des ope´rations diffe´rentes. On dispose donc
quasiment de la souplesse d’un syste`me informatique qui peut exploiter successivement des
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programmes diffe´rents, mais avec la notion fondamentale d’une configuration mate´rielle net-
tement plus puissante.
Notre architecture se veut fixe, c’est-a`-dire qu’une fois la taille choisie, on ne devrait
plus vouloir modifier le placement et le comportement des modules pre´sente´s ante´rieure-
ment. Ne´anmoins, deux possibilite´s inte´ressantes de reconfiguration s’offrent a` nous : celle
du contenu des FIFO et celle des me´moires d’instruction. Dans le premier cas, on parle de
venir alte´rer la valeur des constantes dans les Banques de FIFO. En reprenant notre exemple
du filtre FIR, on pourrait re´viser les coefficients des diffe´rentes branches. Le deuxie`me cas
sur lequel portera notre expe´rimentation est la modification du contenu des me´moires de
programme pre´sentes dans les Machines a` e´tats. L’outil SOPC Builder sera utilise´ afin de
fabriquer le syste`me nous permettant de faire de la reconfiguration. Un sche´ma de ce syste`me
se retrouve en figure 4.4. La pie`ce centrale est le processeur NIOS II cpu 0 et va interagir
avec les diffe´rents modules, le tout excite´ par l’horloge clk 0 de 50MHz. A` travers le bus
Avalon, le bloc jtag uart 0 permet de faire des communications par JTAG. Les modules ti-
mer 0 et sysid servent au bon fonctionnement du processeur. La me´moire utilise´e dans cet

























Figure 4.4 Syste`me ge´ne´re´ par SOPC
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Tableau 4.2 Interface vers le treillis
Nom Taille Direction
addr write 7 bits entre´e
data to write 32 bits entre´e
data 32 bits sortie
wr 1 bit entre´e
rd 1 bit entre´e
Tableau 4.3 Description de l’adressage
Bits Description
6 Active ou de´sactive la transmission des instructions
5-3 Nume´ro de la machine (programme)
2-1 Emplacement de l’instruction
0 Partie haute ou basse de l’instruction
ne´es et d’instructions de programme (pour cpu 0 ). En dernier lieu, nous avons notre treillis
(top level treilli 0 ) qui est branche´ en temps qu’esclave sur le bus. De ce fait, Altera fournit
une interface qui nous permettra d’aller lire et e´crire sur ce coprocesseur. Les e´critures servi-
ront a` remanier les valeurs des me´moires d’instructions, tandis que les lectures fourniront les
re´sultats des calculs. A` cette fin, Les signaux utilise´s de l’interface sont cite´s dans le tableau
4.2.
Pour faire une e´criture, on doit envoyer un signal d’activation (wr), des donne´es a` envoyer
(data to write) et une adresse (addr write). Pour la preuve de concept, le treillis utilise´ ne
comporte qu’une seule Machine a` e´tats avec de petites me´moires, mais les meˆmes techniques
peuvent s’appliquer pour une architecture plus volumineuse en modifiant tout simplement le
format de l’adressage du tableau 4.3. Le bit 6 est utilise´ pour indiquer qu’il y a un transfert de
donne´es provenant du bus et qu’on doit arreˆter le travail en cours. Les nouvelles instructions
viennent remplacer celles pre´sentes dans la machine (bit 5 a` 3) et a` l’emplacement (bit 2 a`
1) voulu. Le bit 0, quant a` lui, permet de choisir entre la partie haute et la partie basse de
l’instruction. En effet, nous utilisons des mots de 47 bits, mais le processeur NIOS II ne peut
transfe´rer que 32 bits a` la fois. Finalement, le signal rd permet de renvoyer, au cycle suivant,
la sortie de la FIFO sur laquelle il est branche´ par data. Cette FIFO est ajoute´e au treillis
pour ne pas venir de´ranger les interfaces de´ja` pre´sentes.
Afin d’ope´rer le bon fonctionnement de ces signaux, nous utilisons un programme logi-
ciel qui se situe au niveau du processeur cpu 0. Celui-ci va lire quelques re´sultats, modi-
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fier le comportement de l’algorithme imple´mente´ et lire de nouveaux re´sultats. Pour parve-
nir au treillis par coups de 32 bits, nous utiliserons les instructions IOWR 32DIRECT et













A` la ligne 1, on met seulement le bit 7 a` ’1’ pour indiquer un de´but de transfert. Puisque les
donne´es se transmettent par octet, nous devons toujours faire une multiplication par 4 afin
d’adresser le bus correctement (sur 32 bits). Les lignes 3 et 4 permettent de venir modifier un
premier mot d’instruction de la troisie`me machine a` l’emplacement 0. Lorsque nous mettons
le bit le moins significatif de l’adresse a` 0, nous envoyons les 32 bits les moins significatifs de
la nouvelle instruction. Dans le cas contraire, on envoie la se´quence restante (15 bits). Ainsi,
il faut faire deux envois successifs pour faire une modification. Suivant la fin des changements
voulus, on vient indiquer au treillis qu’il peut entamer ses nouvelles taˆches (ligne 12).
La conclusion de cette expe´rience est positive. Le test effectue´ se base sur la partie de
l’algorithme de la figure 3.3 ou` l’on effectue de simples additions. En connaissant le contenu
des me´moires de programme, la technique de´crite pre´ce´demment permet de venir modifier
le comportement de l’algorithme. La partie logicielle situe´e au niveau du processeur re´colte
quelques valeurs de somme pour ensuite dicter un changement vers des soustractions. Lors de
la nouvelle prise de donne´es, nous obtenons bel et bien les diffe´rences attendues. Ne´anmoins,
certaines conside´rations sont de mises pour assurer un de´roulement ade´quat. Une e´tape essen-
tielle lorsqu’on indique une reconfiguration est d’attendre que le pipeline se vide aux e´tages
situe´s entre les Banques de FIFO, soit aux SALU. Dans le cas contraire, les re´sultats d’ope´-
rations qui se dirigent vers les Banques proviendraient toujours des additions et il serait
impossible de savoir a` quel niveau on commence a` recevoir les retours de soustraction. Dans
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le meˆme ordre d’ide´e, il est pre´fe´rable, si possible, de changer toutes les FIFO (des Banques)
pour de nouvelles dans le but de s’assurer de ne pas cre´er de conflits. L’instruction de flush est
e´galement de mise. Ce type de proble`me est bien connu dans le domaine de la reconfiguration
dynamique, ou` la transmission des re´sultats interme´diaires d’une configuration a` l’autre est
difficile a` coordonner. Cette situation a un impact important sur le processus de conception
car toutes les configurations doivent eˆtre soigneusement conc¸ues, de fac¸on a` ce qu’elles ne
puissent fonctionner qu’a` travers les diffe´rentes phases de l’application, et qu’elles puissent
communiquer les re´sultats interme´diaires entre elles.
4.5 Comparaison avec des architectures connues
Afin de ve´ritablement tester la valeur d’une architecture, il est toujours inte´ressant de
pouvoir la comparer avec des designs qui font la meˆme chose. Dans le cas de notre SDFPGA,
cette taˆche n’est pas si simple que c¸a. Le champ d’expertise et les requis d’application sont si
pointus qu’il est quasi-impossible de trouver un treillis de calcul qui peut re´aliser les meˆmes
choses que le noˆtre. Nous avons de´ja` e´tabli les nombreux avantages lie´s a` l’utilisation de notre
architecture ; nous tenterons ici de faire des analogies avec les NoC et leurs forces et faiblesses
pre´sente´es en revue de litte´rature. Il y a de fortes ressemblances avec le RaPiD au niveau de
la structure statique sur laquelle un controˆle dynamique vient faire le choix des ope´rations
et des ope´randes. De plus, les auteurs de l’architecture visent des applications a` tre`s haut
de´bit. Cependant, leur treillis ge`re mal les taˆches structure´es et re´pe´titives et se transpose
mal dans un environnement 2D. Notre architecture ne souffre pas de ces contretemps et
offre de bonnes performances au niveau du paralle´lisme. Du coˆte´ de PipeRench, on parle
d’un ordonnancement en temps re´el, ce que permet e´galement notre solution. Ce design a
toutefois les meˆmes proble`mes que le RaPiD, en plus d’avoir un routage tre`s couteux pour
relier tous les blocs aux I/O. Dans notre cas, nous avons porte´ une attention particulie`re a` ce
de´tail en ne donnant acce`s aux entre´es et sorties qu’a` certaines tuiles localise´es au pourtour
du treillis. Il est beaucoup plus strate´gique de limiter ces acce`s pour simplifier le travail.
Pour l’architecture RAW, les inconve´nients relate´s dans ce me´moire (proble`mes lorsqu’il
y a beaucoup de synchronisation entre les donne´es, grande consommation de ressources,
aucune possibilite´ d’instructions spe´cialise´es) ne se retrouvent pas dans notre re´alisation.
Bien entendu, l’utilisation des ressources est tout de meˆme importante dans notre cas, mais
nous avons de´montre´ que pour de grands FPGA, on pourrait mettre plusieurs tuiles et former
un bon treillis. Pour MorphoSys, la diffe´rence majeure est qu’il faut remodeler l’architecture
en fonction des applications, ce qui n’est pas pratique. De plus, leur design n’est pas conc¸u
pour les FPGA. Les nouvelles tendances (comme le EGRA) poussent l’utilisateur a` faire du
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placement pour trouver une topologie be´ne´fique selon leurs besoins. Il faut alors eˆtre un expert
dans le domaine, ce qui ne s’inscrit pas dans nos requis. En ayant une topologie fixe, nous
nous assurons de camoufler la partie mate´rielle au de´veloppeur potentiellement uniquement
logiciel. Finalement, notre reconfiguration dynamique permet de modifier le comportement
du circuit, mais nous rencontrons le meˆme type de proble`mes re´pertorie´s en litte´rature.
4.6 Conclusion
Dans ce chapitre, les re´sultats expe´rimentaux de´coulant de nos recherches ont e´te´ pre´sen-
te´s. Une ve´rification exhaustive fut initialement re´alise´e afin de capter de`s que possible les
proble`mes provenant de l’architecture. Il est ainsi possible d’apporter des modifications sur
le design. Par la suite, l’imple´mentation mate´rielle offre de bons re´sultats sur les FPGA de
dernie`res ge´ne´rations. Ceux-ci offriront encore plus de ressources qui permettront a` notre
treillis de prendre toute sa force et sa performance. Le filtre FIR est un bon exemple pour
faire ressortir les capacite´s de l’architecture, et son imple´mentation de´montre non seulement
le bon fonctionnement de notre NoC mais e´galement qu’un de´bit constant et qu’un pipeline
bien rempli sont possibles. Les diffe´rents points de´gage´s a` ce sujet attestent de la valeur du
treillis de calcul. Finalement, la reconfiguration dynamique permet de modifier l’allure initiale
du flot de donne´es par une modification des instructions. Bien entendu, les accomplissements
ne s’inscrivent pas parfaitement dans la de´finition meˆme d’une reconfiguration car la logique
reste la meˆme. Cependant, on vient tout de meˆme remanier le comportement du design de
fac¸on dynamique par l’entremise d’une se´quence logicielle. Le treillis conc¸u offre de belles




5.1 Synthe`se des travaux
Dans ce travail, un treillis de calcul reconfigurable permettant de faire du traitement nu-
me´rique a e´te´ e´labore´. Cette architecture est compose´e de trois blocs distincts positionne´s de
fac¸on strate´gique de sorte que le chemin de controˆle et le chemin de donne´es soient les plus
efficaces possibles. En premier lieu, le module Machine a` e´tats repre´sente l’acce`s entre l’utili-
sateur et le treillis. C’est a` ce niveau que l’on indique la provenance des donne´es utilise´es et les
chemins a` prendre a` travers l’architecture. Ces donne´es sont sauvegarde´es sous forme de je-
tons. Ils ont l’avantage de grandement simplifier la synchronisation entre les entite´s du design
et de diminuer les ressources utilise´es par le chemin de controˆle. Ces jetons parcourent notre
NoC a` travers les Banques de FIFOs qui repre´sentent les fils de transport du trafic. Il suffit
de les adresser en fonction de la direction voulue. Le dernier module est la SALU et permet
de faire tous les calculs ne´cessaires. Des ope´rations de base peuvent eˆtre effectue´es (addition,
soustraction, etc.), mais e´galement des algorithmes plus complexes sous forme d’instructions
spe´cialise´es (racine carre´e, etc.). La beaute´ de cette approche est que peu importe le temps
que peut prendre une ope´ration, le treillis restera synchronise´ car on attendra les jetons de
re´sultats avant de poursuivre. Nous avons donc la garantie de toujours avoir les sorties le plus
rapidement possible. Le pipeline optimise´ est la preuve de cette affirmation. On peut voir
notre re´alisation comme une grande e´tendue d’ope´rations de´clenche´es par l’arrive´e de jetons
qui s’y rattachent. La cre´ation et la consommation de ces jetons permettent ultimement de
fournir un re´sultat final par cycle d’horloge.
La premie`re e´tape d’expe´rimentation fut de fournir le pourcentage d’utilisation des res-
sources. Tel qu’attendu, les me´moires sont peu sollicite´es et ne viendront pas limiter la gran-
deur du treillis. Celui-ci devient be´ne´fique pour de grands FPGA, ce qui e´tait le but de`s le
de´part du projet. En effet, un des objectifs e´tait d’utiliser a` bon escient la logique program-
mable qui se fait de plus en plus abondante. Nous avons ensuite de´taille´ l’imple´mentation
d’un filtre FIR utilise´ dans une DDC. La simplicite´ d’utilisation des diffe´rentes me´moires
d’instructions permet de donner acce`s au paralle´lisme de la technologie FPGA a` un niveau
logiciel. Les re´sultats montrent le bon fonctionnement de l’algorithme avec un de´bit d’une
sortie par cycle d’horloge (pour un pipeline plein). De plus, le treillis peut encore accepter des
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applications supple´mentaires, tant que la ge´rance du trafic se fait correctement. La fre´quence
maximale approchant les 200MHz ne de´pend pas des algorithmes implante´s mais plutoˆt des
ope´rations utilise´es, ce qui permet de mieux cibler les e´ventuelles optimisations permettant
de rencontrer les requis. La dernie`re e´tape expe´rimentale consistait en l’e´laboration d’une
technique de reconfiguration dynamique de l’architecture. En utilisant un processeur NIOS
II pour faire les tests, il fut possible de venir commander au treillis de modifier son com-
portement. En sommaire de ces diffe´rents re´sultats, nous pouvons affirmer qu’une nouvelle
me´thodologie permettant de controˆler l’e´norme puissance de calcul d’un FPGA fut cre´e´e. Le
treillis permet de masquer les de´tails et la complexite´ de l’imple´mentation mate´rielle tout
en conservant une flexibilite´ accessible au niveau logiciel. Bien entendu, le but n’e´tait pas
d’utiliser les ressources sans jugement et que selon leur disponibilite´, mais e´galement d’avoir
une architecture optimise´e et performante, ayant un caracte`re ge´ne´rique et de´montrant une
facilite´ de mise en oeuvre. Ces objectifs furent comble´s a` travers notre SDFPGA.
Plusieurs des architectures e´tudie´es en litte´rature offrent de bonnes performances et ap-
portent de nouvelles ide´es pour tenter de faciliter l’exploitation du paralle´lisme, mais plusieurs
petits be´mols viennent poser des limites a` leur utilisation. Notre propagation d’informations
de controˆle est simple et efficace, tandis que notre chemin de donne´es est assez flexible pour
re´aliser une majorite´ des requeˆtes possibles. De plus, il est encore possible de venir brancher
un processeur a` usage ge´ne´ral ou de la me´moire supple´mentaire sur le treillis pour donner
plus de fonctionnalite´s sans vraiment alte´rer le mode de fonctionnement du syste`me. La ve´-
rification au niveau mate´riel e´tant de´ja` comple´te´e, les causes de proble`mes seront relie´es au
niveau logiciel et seront facilement identifiables. Cependant, il faut eˆtre bien prudent avec
ce genre d’architecture afin d’e´viter que son utilisation ne devienne compre´hensible que pour
des experts. Une socie´te´ ame´ricaine situe´e en Oregon, dont l’unique produit e´tait un FPOA
(Field Programmable Object Array), fit rapidement faillite. Leur invention promettait un bel
avenir, mais son utilisation beaucoup trop complexe vint tuer le projet. Comme il fut discute´
pre´ce´demment, les outils de compilation haut-niveau sont actuellement tre`s peu flexibles et
ne permettent pas de prendre n’importe quel algorithme pour simplement le transposer au
niveau mate´riel. C’est une variante de cette caracte´ristique qui donna un dur coup pour la
popularite´ de ce type d’architectures et il est important de s’assurer qu’un support logiciel
ade´quat sera disponible pour l’utilisation du produit.
5.2 Limitations de la solution propose´e
Bien entendu, notre solution propose´e n’e´chappe pas a` la re`gle et laisse transparaˆıtre
quelques petites failles et limitations. Ce n’est rien qui peut empeˆcher le bon fonctionnement
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du SDFPGA, mais il est toutefois important de les connaˆıtre avant d’utiliser l’architecture.
En premier lieu, la facette du treillis qui demande une tre`s bonne compre´hension est celle du
choix des FIFO utilise´es (a` travers les Banques). Les re´sultats viendront s’y empiler ; il faut
donc eˆtre prudent de ne pas trop charger les meˆmes FIFO car on pourrait avoir des re´sultats
d’ope´rations diffe´rentes s’entremeˆler, sans que l’on ne sache d’ou` ils proviennent. Une fac¸on
de contrer ce proble`me serait d’utiliser des FIFO colore´es qui pourraient pairer les diffe´rentes
ope´randes pour e´viter les mauvais amalgames. Par la suite, il n’y a pre´sentement pas de filet
pour capter les programmes qui pourraient causer des deadlock. Si une instruction attend
qu’une FIFO se remplisse alors qu’il n’y a aucun programme qui la controˆle, on attendra
inde´finiment un jeton et le flot de donne´es sera bloque´. C’est donc au programmeur de bien
indiquer aux diffe´rentes petites machines comment faire circuler les jetons. Ensuite, au niveau
mate´riel proprement dit, nous avons indique´ un retour maximal possible de 2 jetons par cycle
d’horloge vers chacune des Banques. Il peut donc arriver qu’un ralentissement ait lieu si on
tente de faire passer trop de trafic par les meˆmes tuiles. Il est possible de modifier ce nombre
d’e´changes pour accommoder un algorithme, mais il est mieux de restructurer le passage
des jetons. Finalement, au niveau de la reconfiguration dynamique, nous avons discute´ du
proble`me de vider le pipeline entre les modifications pour s’assurer de ne pas conserver les je-
tons qui n’ont plus de signification. Il faut prendre quelques coups d’horloge supple´mentaires
pour que les SALU terminent leur travail car nous n’y avons pas acce`s par le processeur.
Cette embuˆche est bien connue dans le domaine. Il faut faire attention de ne pas amorcer une
reconfiguration lorsque le de´bit d’entre´e est grand car on pourrait perdre plusieurs donne´es.
5.3 Ame´liorations futures
Pour conclure cet ouvrage, nous discuterons des diffe´rentes possibilite´s d’avenir pour le
SDFPGA qui fut e´labore´ et conc¸u. Un aspect important que nous avons peu mentionne´ est
la ne´cessite´ d’un compilateur qui permettrait de passer d’un langage connu vers notre treillis.
Pour l’instant, il faut utiliser un package VHDL pour venir e´crire a` la main chacune des
instructions sous le format des 47 bits. En offrant une me´thode de compilation pour passer
d’un langage tel que MATLAB ou C vers ce que le treillis supporte, il serait possible de
re´gler la plupart des limitations discute´es pre´ce´demment. Qui plus est, l’objectif ultime serait
que l’utilisateur n’ait meˆme plus a` donner d’indications sur les diffe´rents choix a` faire sur le
treillis et laisser tout ce travail au compilateur. On aurait ainsi re´ellement une imple´mentation
mate´rielle transparente a` l’usager.
Une autre avenue fortement inte´ressante est celle des re´seaux ou grappes de FPGA. Plu-
sieurs recherches existent sur ce sujet et tentent de fournir une communication inter-puce assez
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puissante pour permettre d’avoir acce`s a` une quantite´ de ressources bien plus grandes. Plu-
sieurs prototypes commerciaux sont fort inte´ressants, comme la BEE3 qui est une plaquette
compose´e de 4 Virtex-5, 64GB de me´moire DDR2 et 8 ports 10GigE pour des communications
internes. Sur ce type d’architecture, notre treillis pourrait atteindre des performances tre`s im-
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