De ection in the CIG panels may give information on the unknown velocity eld. However, simple relations between curvatures and velocities, established for constant v elocity models Al-Yahya, 1989 , do not exist anymore in 2D media, even in very simple cases.
The way t o i n verse a velocity model from CIG is directly related to the so-called objective cost function, which measures the atness quality". No assumption and no control are done for the absolute re ector positions. As far as we do not want t o i n troduce any picking for an automatic approach, Di erential Semblance DS, rst introduced by Symes and Carazzone, 1991 , is suspected to be well behaved and thus to allow for velocity i n version through local optimization algorithms. DS is only one possibility among the many cost functions. However, other more classical functions do not allow a local approach. Our rst aim is to demonstrate the superiority o f D S in terms of unimodality against the classical semblance Jin and Madariaga, 1994 Docherty et al., 1997 , which is far more often used, through an example of a velocity model depending on two parameters. Preliminary results will then be presented for a simple 2D velocity model inversion, where a local 2D perturbation was added to an unknown 1D velocity eld. The main goal is to know if DS can handle 2D media.
Cost functions. The classical semblance function S is based on the energy maximization of the depth migrated image, and may be de ned as:
where m x,z,h,v is the migrated image at position x, depth z and for o set h, whereas vx,z is the migration velocity. In the case of at events in each CIG, the summation o ver all the o sets h is constructive; as a result, S should be maximum. DS formula di ers only slightly, but has in fact completely di erent properties. In particular, horizontal local derivatives are taken into account. DS is thus minimum with the correct velocity model, as the CIGs are at in this case do not depend on o set. As for S, DS function is directly applied in the depth migrated domain and is normalized b y the energy of each CIG:
The DS formulation we adopted here is di erent from the expression Symes used Araya et al., 1996, where a demigration is applied to come back t o t h e time data space after taking horizontal derivatives in the depth domain. The main advantage is that DS does not depend on amplitude. To a void to do this demigration, we divided the derivatives by the energy of the CIG. However, especially in complex structures, this solution may not be su cient.
Topology of the cost functions. Acoustic full waveform nite di erences were used to compute the 2D synthetic seismograms Fig. 2 . For all our inversion tests, the CIGs were calculated with a Kirchho prestack depth migration based on the Eikonal solver. To illustrate some properties of the two cost functions, we computed their values after migration of the synthetic data for various 2D velocity models. These models were built by adding a 2D perturbation depending only on 2 parameters to the correct velocity eld. Bi-linear interpolation de nes the perturbation for all points in the model, with values at control points varying between -1000 and +1000 m s. S is highly non-convex with rapid uctuations of the gradient Fig. 3 . This property w as already noticed in Symes and Kern, 1994 for a single velocity parameter and thus leads to the need for global optimization methods Jin and Madariaga, 1994 Docherty et al., 1997. On the opposite, DS has far better properties in term of unimodality and gradient v ariations, even for a wide range of velocity perturbations Fig. 4 . W e have to notice that the DS function is not convex as shown in the part where the gradient becomes small. However, no secondary minimum exists in this example and has never been observed in any other tests. As a result, a local and thus less costly approach to minimize the function may be applied.
The extremum of DS is a weak minimumas observed in gure 4. After some iterations in the optimization process with the DS function , S could be used as it has a strong and better de ned maximum. The origin of the di ering behavior of S and DS may be understood as follows: in the S function, data from near and far o set are compared. The summation will be constructive only in the neighboring of the exact velocity model. In other cases, the summation will be destructive and information given by S m a y not be really useful for the velocity optimiza-tion. Conversely, DS only takes into account horizontal derivatives. This measurement is local and does not involve direct combinations of information at near and far o sets.
Inversions. For this study, w e used the same simple 2D data set as in the preceding section to explore some DS properties for multi-parameter velocity perturbations. The rst application is a 1D inversion where only the rst shot was selected Fig. 2 . The velocity model parameterization was always de ned by cubic B-splines. 1D inversion shot 3000. The velocity model used in this 1D example is shown in gure 5. W e started from an initial constant v elocity at 1500 m s. In order to overcome the strong non-linearity of the problem, we attempted to perform the inversion with a multi-scale approach: we rst optimized for the best velocity gradient using all the data, and then inverted simultaneously 5 nodes spaced by 500 meters in depth, using the best gradient as a new starting model Fig. 5 . Only a few iterations were needed in a Gauss-Newton minimization. The nal inverted velocity pro le is very close to the original model. Moreover, the original and the inverted velocity proles have the same quality as DS reaches the same values. 2D inversion all shots. To build the 2D velocity eld, a negative v elocity perturbation of -500 m s was added to the preceding 1D model still with horizontal re ectors, centered at depth 1250m and at position 5000m at the surface. Three main steps were followed for the inversion process: a gradient, a 1D and nally a 2D inversion. As for the 1D example, we started from the same constant v elocity. Two CIGs at both extremities of the model were used to nd a velocity gradient tting to the data. 5 CIGs were then selected for the 1D inversion, at positions 3500, 4500, 5500, 6500 and 7500 m. The velocity model parameterization was de ned by 1 3 spline nodes every 250 m in depth. As negative eigenvalues in the Hessian were observed in the 1D test, a conjugate gradient method was preferred for the optimization process. The inversion result Fig.  6 is not as good as for the rst example, especially at depth 1000 m, because of the 2D perturbation which has e ect on CIGs 4500 and 5500. Di erences between the inverted velocity models and an original smoothed velocity model are represented with the same grey scale. Figure 7 represents the DS cost function associated with all CIGs every 25m at di erent part of the inversion process. The 2D perturbation, centered at position x=5000m, clearly shows its in uence at least from 4000 to 6000m. After the 1D inversion, the cost function was divided by 5 . The third and last step wa s a 2 D i n version step. Figure 7 indicates that, at that stage, focusing improvement will mostly be gained at the vicinity o f x=5000m. For this reason, 21 velocity nodes were selected, at positions x=4600, 5000 and 5400m, and from depth 0 to 1500m every 250m. The DS function was measured on CIGs 4600, 5000 and 5400. After inversion, no de ection is observed in the cost function Fig. 7 . The minimum seems to have been reached. The di erences between inverted velocity models and a smoothed version of the original velocity eld are clearly improved during the inversion process Fig. 6 and 9 . Most of the di erences are due the 1D inversion, as CIGs selected for this step were contaminated by the 2D perturbation and no change was done after on this 1D pro le which can be improved as shown in the rst example. Figure 8 shows the three inverted CIGs after the 2D inversion step. Their atness and the comparison of inverted and original models prove that the inversion succeeded, even if re ectors may not be totally at, especially because of residuals during the 1D inversion step. Conclusion. DS function, based on horizontal derivatives in the depth migrated Commo n Image Gather, has far better properties in terms of unimodality, compared to the classical semblance. Such a cost function has allowed us to use a local optimization method. Its e ciency has been proven in a simple 1D and 2D synthetic example. Applications on real data will test the robustness of Di erential Semblance with respect to noise.
