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MOTIVIC INVARIANTS OF QUIVERS VIA DIMENSIONAL
REDUCTION
ANDREW MORRISON
Abstract. We provide a reduction formula for the motivic Donaldson-
Thomas invariants associated to a quiver with superpotential. The
method is valid provided the superpotential has a linear factor, it al-
lows us to compute virtual motives in terms of ordinary motivic classes
of simpler quiver varieties. We outline an application, giving explicit
formulas for the motivic Donaldson-Thomas invariants of the orbifolds
[C × C2/Zn].
1. Introduction to Dimensional Reduction.
In [16] Thomas defines integer valued invariants associated to the moduli
spaces of sheaves on a Calabi-Yau threefold. These numbers contain geomet-
ric information about the underlying manifold. In particular they provide a
virtual count for the number of curves in each homology class, conjecturally
equivalent [10] to the invariants of Gromov-Witten.
. Recently there have been several extensions of the integer valued Donaldson-
Thomas invariant [9], [8], [2], [6]. In [9] Kontsevich and Soibelman propose
to work in a general three dimensional Calabi-Yau category. For a choice of
stability condition they get moduli spaces of objects in this category each
of which has a motivic DT invariant. The Euler numbers of these motives
specialize to the classical invariant.
. Quivers with superpotential provide concrete examples of such CY3 cate-
gories. Although quiver categories are of independent interest in represen-
tation theory [12] they often contain geometric content, in particular the
derived category of many local CY3 folds can be realized in this way.
. We provide a reduction theorem for motivic DT invariants of a general
class of quivers with superpotential. Our theorem expresses the motivic DT
invariants in terms of the ordinary motivic classes of certain reduced quiver
representations.
. In this way our work can be seen as a generalization of [2] where the quiver
with superpotential models the Hilbert scheme of C3. Or from another point
of view, in the cohomological Hall algebra, the reduction statement of [8]
section 4.8 is the analog of our motivic result.
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. Our main application of this reduction theorem is to compute motivic DT
invariants of orbifolds which specialize to the known classical invariants [17],
a forthcoming paper [11].
. Let Q be a finite quiver with vertex set I, that is a finite directed graph.
The representations of Q are indexed by a dimension vector v ∈ ZI≥0. At
each vertex i we have a vector space Vi of dimension vi, and for each arrow
α : i → j we have a linear map Mα : Vi → Vj . Two such representations
are equivalent up to a change of basis vectors at each vertex. We produce
a moduli space of quiver representations by taking a G.I.T quotient. The
stability condition comes from the extra data of a framing vector f ∈ ZI≥0 \
{0}, together with a choice of a linearization of the group action χ;
NQ(v, f) =
∏
α:i→j
Hom(Vi, Vj)×
∏
i∈I
(Vi)
fi/ χ
∏
i∈I
GL(Vi).
It is a smooth quasi-projective variety (see section 2).
. The path algebra CQ of the quiver Q, is the vector space over C with
basis given by the paths in the quiver, the multiplication is then defined by
concatenation of paths. An element W ∈ CQ of the path algebra is called a
superpotential if it is the sum of cycles, i.e. paths that form loops. We are
specifically interested in superpotentials that have a linear factor;
W = L · R
here L is linear, that is a sum of length one paths.
. The superpotential defines a function on the moduli space of representa-
tions of Q. Given a representation (Mα)α:i→j insert the matrix Mα in place
of each occurrence of α in W then take the trace;
TrW : NQ(v, f)→ C
the definition is invariant under a change of basis for the representation and
so gives a well defined regular function. We define the DT moduli space of
Q,W to be the scheme theoretic degeneracy locus of TrW ;
DTQ,W (v, f) = {dTrW = 0} ⊂ NQ,W (v, f).
Behrend, Bryan and Szendro˝i [2] define a virtual motive associated to each
such a locus, essentially given by the motivic Milnor fibre of the map TrW .
Using the same definition we have a motivic DT invariant;
[DTQ,W (v, f)]vir ∈ K0(V arC)[L
− 1
2 ]
taking values in the Grothendieck ring of varieties, adjoined with a formal
inverse square root of the Lefschetz motive L = [A1
C
].
. When the superpotential has a linear factor W = L · R, there exists a
reduced space of quiver representations;
RQ,W (v) = {(Mα)α:i→j | R((Mα)α:i→j) = 0} ⊂
∏
α:i→j
Hom(Vi, Vj).
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Here the space is a variety and also we have no G.I.T quotient. Our result
expresses the virtual motives of the DT moduli spaces in terms of the ordi-
nary motives of the reduced spaces. It is best phrased in the context of a
quantized Poisson algebra.
. Let MSt
C
be the Grothendieck ring of varieties where we formally invert
the general linear groups and a square root of the Lefschetz motive. Now
consider the formal power series over this ring, as aMSt
C
-module it is defined
SQ :=


∑
v∈ZI
≥0
mvt
v | mv ∈M
St
C

 .
The Euler form 〈, 〉Q, a pairing associated to the adjacency matrix of Q,
defines a non-commutative product ∗ on this set given by,
tv ∗ tw = L−〈w,v〉Qtv+w.
SQ is the quantized Poisson algebra of the quiver Q. The virtual motives of
the DT moduli spaces give an element;
DTQ,W
f
(t) :=
∑
v∈ZI
≥0
L
− 1
2
〈v,v〉Q [DTQ,W (v, f)]virt
v ∈ SQ.
Similarly the reduced spaces can be assembled into a series;
RQ,W (t) :=
∑
v∈ZI
≥0
[RQ,W (v)]
[GL(v)]
tv ∈ SQ
here GL(v) =
∏
i∈I GLvi . In this context our main result (Theorem 7.1)
reads simply,
RQ,W (L
f
2 t) = DTQ,W
f
(t) ∗ RQ,W (L−
f
2 t)
where (Lat)v = La·vtv. This describes all the motivic DT invariants in
terms of the ordinary motivic classes of the reduced spaces. In many cases
computing the motives of the reduced spaces can be carried out explicitly,
often leading to simple product formulas. In a future paper [11] we will use
this method to compute motivic DT invariants of Calabi-Yau orbifolds.
2. Quiver with Superpotential.
Let Q be a finite quiver with vertex set I and arrows α : i → j. A path
in the quiver is a sequence of arrows α1 · α2 · · ·αn so that the head of the
arrow αi coincides with the tail of the arrow αi+1, each path has a length
given by the number of arrows of which it is composed.
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. The path algebra of the quiver CQ, is the C vector space with basis the set
of all paths, and with multiplication given by concatenation of paths. An
element W ∈ CQ is called a superpotential if all the monomials in W are
cycles. Then
W˜ ∈ CQ/[CQ,CQ]
is the class of W up to equivalence of cyclically permuting terms in any
monomial. Ginzberg [5], provides a detailed account of such algebras and
superpotentials. Our main interest is in their representations. For each
dimension vector v ∈ ZI≥0 we define a linear space of representations of Q,
MQ(v) =
∏
α:i→j
Hom(Cvi ,Cvj )
the group of automorphisms GL(v) =
∏
i∈I GL(vi) acts on this space by
change of basis. The superpotential W defines a function on the rep-
resentations of Q. So that given a representation (Mα)α:i→j, we define
W ((Mα)α:i→j) to be the linear map obtained by insertingMα in the place of
each occurrence of α in W . Taking the trace of this linear map gives a com-
plex number TrW ((Mα)α:i→j) well defined under cyclic reordering of each
monomial and invariant under the action of GL(v). In particular this means
that the class W˜ ∈ CQ/[CQ,CQ] defines a GL(v) equivariant Chern-Simons
functional,
Tr W˜v :M
Q(v)→ C.
The superpotentials we consider in this paper satisfy the following special
condition.
Definition 2.1. A superpotential W˜ ∈ CQ/[CQ,CQ] has a linear factor if
for some lift W ∈ CQ there exists a factorization
W = L ·R ∈ CQ
where L is a linear combination of arrows, so that for each pair of vertices
i, j ∈ I there is at most one such arrow α : i → j between them. Moreover
we have that no arrow in L occurs in R.
For such a superpotential we define
MQ,W1 (v) := Tr W˜
−1
v (1),
MQ,W0 (v) := Tr W˜
−1
v (0),
RQ,W (v) := {(Mα)α:i→j ∈M
Q(v) | R((Mα)α:i→j) = 0}
the first two being fibres of the Chern-Simons functional and the latter
the zero locus of the reduced equations R = 0. The corresponding moduli
stacks are defined,
M
Q,W
1 (v) := [M
Q,W
1 (v)/GL(v)],
M
Q,W
0 (v) := [M
Q,W
0 (v)/GL(v)],
R
Q,W (v) := [RQ,W (v)/GL(v)].
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As a final piece of notation we introduce two pairings on the lattice ZI≥0 to
be used later. Let v,w ∈ ZI then
v ·w =
∑
i∈I
viwi
〈v,w〉Q =
∑
i∈I
viwi −
∑
α:i→j
viwj.
3. Stability for Quiver Representations.
We fix a dimension vector v ∈ ZI≥0. The stability condition depends upon
a choice of framing vector f ∈ ZI≥0 \ {0}, introducing such will produce a
fine moduli space of quiver representations. Let
UQ(v, f) = {(Mα,ml) | dimC〈Mα〉{ml} = v} ⊂M
Q(v) ×
∏
i∈I
(Cvi)fi
where C〈Mα〉{ml}, is defined to be the span of the collection of vectors ml
under the successive action of the matrices Mα. Now the group GL(v) acts
freely on the UQ(v, f) giving a fine moduli space of quiver representations.
Proposition 3.1. [14, Szendro˝i], [7, King] There exists a character χ :
GL(v) → C∗ such that the open subset UQ(v, f) is precisely the subset of
stable points for the action of GL(v) linearized by χ. In particular the action
of GL(v) on UQ(v, f) is free, and the quotient
NQ(v, f) :=MQ(v) ×
∏
i∈I
(Cvi)fi/ χGL(v) = U
Q(v, f)/GL(v)
is a smooth quasi-projective G.I.T. quotient.
The Chern-Simons functional is GL(v) equivariant and consequently de-
scends to a regular function on the smooth quotient,
Tr W˜v : N
Q(v, f)→ C.
Our main object of interest is the scheme theoretic degeneracy locus of this
functional, which we define;
DTQ,W (v, f) := {dTr W˜v = 0} ⊂ N
Q(v, f).
Example 1. Let Q be the quiver with one vertex {⋆} and three arrows
{x, y, z}, superpotential W = x(yz − zy) then it is well known [2, Prop 2.1],
DTQ,W (n, 1) = Hilbn(C3).
4. Grothendieck Rings.
Here is an account of Grothendieck rings following Bridgeland [3] (c.f.
Toe¨n [15]). We are interested in spaces that are varieties or stacks over C.
Denote by,
V arC ⊂ StC
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the inclusion of the category of varieties in the category of Artin stacks. Our
first definition is the Grothendieck ring of varieties.
Definition 4.1. The Grothendieck ring of varieties K0(V arC), is the free
abelian group on isomorphism classes of varieties over C, modulo the scissor
relations
[X] = [Z] + [X \ Z]
for Z a subvariety of X. Multiplication in K0(V arC) is given by fibre product
[X] · [Y ] = [X ×C Y ].
For a variety X we will call [X] the motivic class of X. For example
consider a Zariski fibration π : E → B with fibre F , then stratifying the
base by trivializing neighborhoods and using the scissor relations we get,
[E] = [F ] · [B] ∈ K0(V arC).
We can use this fact to give a nice formula for the motivic class of the general
linear group.
Lemma 4.1.
[GLn] =
n−1∏
k=0
(Ln − Lk) ∈ K0(V arC).
Where L = [A1
C
].
Proof. The map
π : GLn → C
n \ {0},
sending a matrix to its first column, is a Zariski fibration with fibre equal to
GLn−1×C
n−1
so by what was said above
[GLn] = (L
n − 1)Ln−1[GLn−1],
and the result follows by induction. 
Recall that the Grassmannian can be defined as the free quotient of the
general linear group by the subgroup of matrices fixing a hyperplane of
dimension k, so as an immediate corollary of the above lemma we also have
a formula for the motivic class of the Grassmannian,
[Gr(k, n)] =
[GLn]
[GLk][GLn−k][Hom(k, n− k)]
∈ K0(V arC).
To define the Grothendieck ring of stacks we need the notion of geometric
bijection, we say that a representable morphism
f : X → Y
is a geometric bijection if it induces an isomorphism
f : X(C)→ Y (C)
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between the groupoids of C-valued points. In our definition we shall also
need to consider stacks with algebraic stabilizers, that is stacks X locally
of finite type over C such that for all x ∈ X(C), IsomC(x, x) is an affine
algebraic group.
Definition 4.2. The Grothendieck ring of stacks K0(StC), is the free abelian
group of isomorphism classes of stacks of over C, with algebraic stabilizers,
modulo the relations
(1) [X ⊔ Y ] = [X] + [Y ].
(2) [X] = [Y ] for every geometric bijection f : X → Y .
(3) [X] = [Y ] for every pair of Zariski fibrations with the same base and
fibre.
Again multiplication comes from the fibre product.
The inclusion of the category of varieties in the category of stacks gives
an obvious homomorphism of rings
K0(V arC)
φ
−→ K0(StC),
and Toe¨n [15, Theorem 3.10] proves that its extension
K0(V arC)[[GLn]
−1;n ≥ 1]
φ˜
−→ K0(StC)
is an isomorphism. This fact is proven by reducing the class of every stack
with algebraic stabilizers to a global quotient [Y/GLn], with Y a variety.
The result then follows from this lemma.
Lemma 4.2. Every principal GLn bundle π : Y → X is a Zariski fibration.
In particular
[X] = [Y ]/[GLn] ∈ K0(StC)
Proof. The fibration π : Y → X is a principal GLn bundle if its pullback to
any scheme S is,
Y
pi

S
f
// X.
So f∗π : f∗Y → S is a principal GLn bundle, therefore locally trivial in the
e´tale topology. But as the group GLn is special [13] this bundle is a Zariski
fibration. 
Since we need them for our definition of virtual motives we hereby define
two extended rings of motivic classes,
MC := K0(V arC)[L
− 1
2 ] and MStC := K0(StC)[L
− 1
2 ].
The topological Euler characteristic of classes in K0(V arC) extends to MC
by letting χ(L−
1
2 ) = −1, giving a ring homomorphism,
χ :MC → Z.
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5. Virtual Motives.
Let f : M → C be a regular function on the a smooth quasi-projective
variety. Denef and Loeser [4] study the vanishing cycles of such a map
and define a motivic class of vanishing cycles [ϕf ], which is cohomologically
equivalent to the Milnor fibre of f . This class can be used directly to give a
definition of the virtual motive in the following case.
Definition 5.1. [2] Let f : M → C be a regular function on the a smooth
quasi-projective variety, with Z = {df = 0} ⊂ M the scheme theoretic
degeneracy locus of f . The virtual motive of Z is defined,
[Z]vir = −L
− dimM
2 [ϕf ] ∈ MC.
This really depends not only on the scheme Z but on the function f
and space M . However taking the Euler characteristic will give a number
intrinsic to Z. In particular if Z is a moduli space of sheaves on a Calabi-
Yau threefold then χ([Z]vir) will equal the Donaldson-Thomas invariant, by
Behrend’s description of the constructible function ν in terms of the Milnor
fibre [1].
. Under some simplifying assumptions there exists an explicit description of
the virtual motive.
Definition 5.2. (Property A.) Let f : M → C be a regular function on
a smooth quasi-projective variety M . Then f satisfies Property A if there
exist an algebraic torus T acting on M , so that for all m ∈M and t ∈ T we
have
f(t ·m) = χ(t) · f(m),
with χ : T → C∗ a primitive character.
Property A means that the map is a trivial fibration over C∗. This is
easy to see since the primitivity of the character χ means there exists a one
dimensional subtorus C∗ ⊂ T such that χ is an isomorphism when restricted
to C∗. Letting M1 = f
−1(1) and M0 = f
−1(0) the trivialization is
C∗ ×M1
t·m
// M \M0
sending a point m in the fibre over 1 to the point t ·m ∈M \M0.
Definition 5.3. (Property B.) Let f : M → C be a regular function on a
smooth quasi-projective varietyM with T action satisfying Property A. Then
f satisfies Property B if there exist a one dimensional subtorus C∗ ⊂ T , with
compact fixed point set MC
∗
and for all m ∈M , limλ→0 λ ·m exists.
A torus action with Property B is said to be circle compact. For such
actions the virtual motive has a simple description.
Proposition 5.1. [2, Behrend, Bryan, Szendro˝i] Let f :M → C be a regular
function on a smooth quasi-projective variety M with T action satisfying
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Property B. The motivic class of vanishing cycles [ϕf ] can be expressed as
the motivic difference of the general and central fibres
[ϕf ] = [f
−1(1)]− [f−1(0)] ∈ K0(V arC)
in particular
[Z]vir = L
− dimM
2 ([f−1(0)] − [f−1(1)]) ∈ MC.
6. Quantized Poisson Algebra.
Our results are best couched in the context of a quantized Poisson algebra.
Kontsevich and Soibelman see this arising naturally in their work on motivic
DT invariants of a three dimensional Calabi-Yau categories [9] and again in
the quiver context [8].
Definition 6.1. Let Q be a finite quiver with pairing 〈, 〉Q. The algebra SQ,
is an MSt
C
-module
SQ :=
∏
v∈ZI
≥0
MStC t
v,
with a non-commutative product,
tv ∗ tw = L−〈w,v〉Qtv+w.
Roughly speaking this is a non-commutative ring of power series with
motivic classes as coefficients. All the motivic classes we are interested in
can be neatly packaged in two such series. The DT series,
DTQ,W
f
(t) :=
∑
w∈ZI
≥0
L
− 1
2
〈w,w〉Q [DTQ,W (w, f)]virt
w ∈ SQ,
and the reduced series,
RQ,W (t) :=
∑
v∈ZI
≥0
[RQ,W (v)]
[GL(v)]
tv ∈ SQ.
In fact the coefficents of the DT series are classes in MC ⊂M
St
C
.
7. Results.
Here we extend the results of [2, §2.7] to a general quiver and superpo-
tential with a linear factor.
. First we work without stability and consider the Chern-Simons functional
TrW˜v :M
Q(v)→ C.
One immediate consequence of the linearity of the superpotential is that the
above map satisfies Property A, hence is a trivial fibration over C∗. To see
this just consider C∗ acting diagonally on the left of the matrices appearing
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in the linear factor L, one of which will be non-zero if the trace map is.
Recall the definitions of Section 2
MQ,W1 (v) := Tr W˜
−1
v (1),
MQ,W0 (v) := Tr W˜
−1
v (0),
RQ,W (v) := {(Mα) ∈M(v) | R(Mα) = 0},
the first space here is the general fibre, the second the central fibre and the
space RQ,W (v) we call the reduced space, since it is the locus of the reduced
equation R = 0. The corresponding stacks defined in Section 2 were denoted
M
Q,W
1 (v),M
Q,W
0 (v) and R
Q,W (v). The following proposition expresses the
difference of the general and central fibres in terms of the reduced space.
Proposition 7.1. Let Q be a finite quiver with superpotential W . Suppose
W has a linear factor. For any dimension vector v ∈ ZI≥0 let M
Q,W
1 (v),
M
Q,W
1 (v), R
Q,W (v) be the stacks defined above. Then
[MQ,W0 (v)] − [M
Q,W
1 (v)] = [R
Q,W (v)]
in the Grothendieck ring of stacks K0(St).
Proof. The idea is to use the triviality of the fibration and the linearity of the
superpotential to obtain two simple relations between the motivic classes.
. Fix a dimension vector v ∈ ZI≥0. Consider the map Tr W˜v : M
Q(v) → C,
we stratify the base C = C∗ ⊔{0}. The fibre over {0} we call MQ,W0 (v), the
central fibre. Since the map is a torus family with Property A, then over C∗
it is a trivial fibration, with general fibre MQ,W1 (v). This decomposition of
MQ(v) into two pieces gives our first motivic relation,
[MQ(v)] = [MQ,W0 (v)] + (L − 1)[M
Q,W
1 (v)]. (2)
. Now split the arrows of the quiver into two sets, if and only if they occur
in the linear factor of the superpotential;
A := {α : i→ j | α ∈ L} and B := {β : i→ j | β 6∈ L}
Let m = (Mα)α:i→j be a Q representation of dimension vector v, using
the splitting we decompose m into parts
(mA,mB) ∈
⊕
α:i→j∈A
Hom(Cvi ,Cvj )×
⊕
β:i→j∈B
Hom(Cvi ,Cvj ).
Then
L(m) = L(mA) ∈
⊕
α:i→j∈A
Hom(Cvi ,Cvj ),
and since W = L ·R is a sum of cycles
R(m) = R(mB) ∈
⊕
α:i→j∈A
Hom(Cvj ,Cvi).
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The trace map gives a non-degenerate pairing between these spaces,
Tr :
⊕
α:i→j∈A
Hom(Cvi ,Cvj )×
⊕
α:i→j∈A
Hom(Cvj ,Cvi)→ C
: (l, r) 7→ Tr(l · r).
We use this to compute MQ,W0 (v) in order to get a second relation.
. Letm = (mA,mB) ∈M
Q,W
0 (v), so that Tr(L(mA)·R(mB)) = 0. There are
two cases to consider firstly when R(mB) = 0 and secondly when R(mB) 6=
0. By definition the locus where R = 0 is equal to RQ,W (v). On the
compliment of this set consider the projection
π : MQ(v) \RQ,W (v)→ {mB | R(mB) 6= 0}
: (mA,mB) 7→ mB .
This map is a trivial vector bundle. For fixed mB the condition Tr(L(mA) ·
R(mB)) = 0 is a single linear condition on the matricies mA in the fibre,
and so in the second case the locus of m ∈ MQ,W0 (v) such that R 6= 0, is a
vector bundle of rank one lower. Both cases considered we have a formula
for the class of MQ,W0 (v),
[MQ,W0 (v)] = [R
Q,W (v)] + ([MQ(v)] − [RQ,W (v)])L−1. (3)
Finally relations (2),(3) together imply
[MQ,W0 (v)]− [M
Q,W
1 (v)] = [R
Q,W (v)]
Dividing by the automorphism group GL(v), gives the corresponding result
for stacks.

In Section 3 we showed that for a choice of framing vector f ∈ ZI≥0 \ {0}
there exists a fine moduli space of quiver representations with Chern-Simons
functional,
TrW˜v : N
Q(v, f)→ C.
We now assume that the family satisfies Property B (circle compact). Then
by Proposition 5.1 the virtual motive of DTQ,W (v, f) is the difference of the
general and central fibres of Tr W˜v ,
[DTQ,W (v, f)]vir = L
− dimN
Q(v,f)
2 ([Tr W˜−1v (0)] − [Tr W˜
−1
v (1)]).
In Proposition 7.1 we ignored stability and expressed the difference of the
general and central fibres as equal to the reduced space. Now on adding the
stability condition we will get a recursion relation for the virtual motives in
terms of the reduced spaces.
Theorem 7.1. Let Q be a finite quiver with superpotential W . Suppose that
W has a linear factor and torus action with Property B. For any dimension
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vector v ∈ ZI≥0 and framing f ∈ Z
I
≥0 \ {0}, the virtual motives of the moduli
spaces DTQ,W (v, f) satisfy a recursion,
[RQ,W (v)]L
f·v
2 =
∑
w≤v
L
−〈v−w,w〉Q−1/2〈w,w〉Q ·[DTQ,W (w, f)]vir·[R
Q,W (v −w)]L−
f·(v−w)
2
in the ring MSt
C
. Or equivalently rephrased in the language of Section 6
RQ,W (L
f
2 t) = DTQ,W
f
(t) ∗ RQ,W (L−
f
2 t).
This uniquely determines the invariants [DTQ,W (v, f)]vir from the classes
[RQ,W (v)].
Proof. Fix a dimension vector v ∈ ZI≥0 and a framing vector f ∈ Z
I
≥0 \ {0}.
First define all the objects without stability
XQ(v, f) := MQ(v)×
∏
i
(Cvi)fi
Y Q,W (v, f) := XQ(v, f) ∩ Tr W˜−1v (0)
ZQ,W (v, f) := XQ(v, f) ∩ Tr W˜−1v (1)
As shown in Proposition 7.1 the two fibres above are related to the reduced
space,
[RQ,W (v)] · L〈f ,v〉 = [Y Q,W (v, f)] − [ZQ,W (v, f)].
The stability condition introduced in Section 3 depends upon the the span
of the vectors {ml} under the matrices (Mα)α:i→j . This vector space was
earlier defined as
C〈Mα〉{ml}.
For a given dimension vector w ∈ ZI≥0 set,
XQ(v,w, f) := {(Mα,ml) | dimC〈Mα〉{ml} = w} ⊂ X
Q(v, f)
Y Q,W (v,w, f) := XQ(v,w, f) ∩ Tr W˜−1v (0) ⊂ Y
Q,W (v, f)
ZQ,W (v,w, f) := XQ(v,w, f) ∩ Tr W˜−1v (1) ⊂ Z
Q,W (v, f).
Since the stability condition required the vectors {ml} generate the entire
representation, then in the notation of Section 3
UQ(v, f) = XQ(v,v, f) and NQ(v, f) = XQ(v,v, f)/GL(v).
So the virtual motive of DTQ,W (v, f) is the difference of the general and
central fibres
[DTQ,W (v, f)]vir = L
− dimN
Q(v,f)
2
(
[Y Q,W (v,v, f)]
[GL(v)]
−
[ZQ,W (v,v, f)]
[GL(v)]
)
.
The dimension
dimNQ(v, f) = dimMQ(v)− dimGL(v) + dim
∏
i∈I
(Cvi)fi
= −〈v,v〉Q + v · f .
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The remaining task is to compute the difference [Y Q,W (v,v, f)]−[ZQ,W (v,v, f)].
Let us start with Y Q,W (v,w, f) and ZQ,W (v,w, f).
. Let Gr(w,v) be the Grassmannian ofw dimensional subspaces in v dimen-
sional space, that isGr(w,v) =
∏
i∈I Gr(wi, vi). An element of Y
Q,W (v,w, f)
defines a subspace C〈Mα〉{ml} with dimension vector w ∈ Z
I
≥0, the associ-
ated map
Y Q,W (v,w, f)→ Gr(w,v)
is a Zariski fibration. To compute the motivic class of the fibre we fix a basis
so that
Mα =
(
M ′α M
∗
α
0 M ′′α
)
∈
(
Hom(wi, wj) Hom(wi, vj − wj)
0 Hom(vi − wi, vj − wj)
)
.
where α : i→ j, and vectors
ml =
(
m′l
0
)
∈
(
Hom(1, wi)
0
)
where ml is at vertex i ∈ I. The image of the vectors m
′
l under the matrices
M ′α is now the entire w dimensional subspace. The Chern-Simons functional
also splits with respect to this basis,
Tr W˜v(Mα) = Tr W˜w(M
′
α) + Tr W˜v−w(M
′′
α) = 0,
in particular there is no restriction on the M∗α, and they factor out an affine
space of dimension −〈v−w,w〉Q + (v−w) ·w. The two cases to consider
are
{Tr W˜w(M
′
α) = Tr W˜v−w(M
′′
α) = 0},
and
{Tr W˜w(M
′
α) = −Tr W˜v−w(M
′′
α) 6= 0}.
In the first case we get an element of Y Q,W (w,w, f) and an element of
Y Q,W (v − w). The other stratum is a trivial C∗ bundle, by the nonzero
value of the Chern-Simons functional. Looking at the fibre over 1 gives an
element of ZQ,W (w,w, f) and an element of ZQ,W (v−w). The total motivic
class of the fibre is then,
[Y Q,W (w,w, f)] · L−〈v−w,w〉Q+(v−w)·w · [Y Q,W (v −w, f)]L−f ·(v−w)
+(L− 1)[ZQ,W (w,w, f)] · L−〈v−w,w〉Q+〈v−w,w〉 · [ZQ,W (v −w, f)]L−f ·(v−w).
The space ZQ,W (v,w, f) also fibres over the Grassmannian Gr(w,v), the
motivic class of the fibre is computed similarly, as
[Y Q,W (w,w, f)] · L−〈v−w,w〉Q+(v−w)·w · [ZQ,W (v −w, f)]L−f ·(v−w)
+(L− 2)[ZQ,W (w,w, f)] · L−〈v−w,w〉Q+(v−w)·w · [ZQ,W (v −w, f)]L−f ·(v−w)
+[ZQ,W (w,w, f)] · L−〈v−w,w〉Q+(v−w)·w · [Y Q,W (v −w, f)]L−f ·(v−w).
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We are now ready to deduce the recursion. Stratifying Y Q,W (v, f) and
Y Q,W (v, f) by the dimension of C〈Mα〉{ml} we have
Y Q,W (v, f) =
∐
w≤v
Y Q,W (v,w, f) and ZQ,W (v, f) =
∐
w≤v
ZQ,W (v,w, f).
As mentioned the motivic difference of these two spaces was equal to the
class of the reduced space (Proposition 7.1)
[RQ,W (v)]Lf ·v =
∑
w≤v
[Y Q,W (v,w, f)] − [ZQ,W (v,w, f)].
Substituting in our formulas for Y Q,W (v,w, f) and ZQ,W (v,w, f) above
gives
[RQ,W (v)]Lf ·v =
∑
w≤v
[Gr(w,v)]L−〈v−w,w〉Q+(v−w)·w−f ·(v−w)
·
(
[Y Q,W (w,w, f)] − [ZQ,W (w,w, f)]
)
·
(
[Y Q,W (v −w, f)]− [ZQ,W (v −w, f)]
)
=
∑
w≤v
[GL(v)]
[GL(w)][GL(v −w)]
L
−〈v−w,w〉Q
·
(
[Y Q,W (w,w, f)] − [ZQ,W (w,w, f)]
)
· [RQ,W (v −w)]
=
∑
w≤v
[GL(v)]
[GL(v −w)]
L
−〈v−w,w〉Q−1/2〈w,w〉Q+1/2f ·w
·[DTQ,W (w, f)]vir · [R
Q,W (v −w)]
Finally dividing out by the automorphism groups GL(v) and GL(v − w)
gives,
[RQ,W (v)]L
f·v
2 =
∑
w≤v
L
−〈v−w,w〉Q−1/2〈w,w〉Q ·[DTQ,W (w, f)]vir·[R
Q,W (v −w)]L−
f·(v−w)
2 .

8. A Geometric Application.
We outline an application of dimensional reduction, to computing motivic
DT invariants of orbifolds.
. Let Zn be the finite group generated by ζ = e
2pii/n. This acts on C3 send-
ing (x, y, z) 7→ (x, ζy, ζ−1z). The quotient can be considered as a smooth
Deligne-Mumford stack (orbifold),
X = [C3/Zn].
Irreducible representations of Zn are classified by an integer {0, 1, . . . , n−1}
and so it follows that Zn≥0 indexes all representations of Zn. The Hilbert
scheme of degree zero substacks of X with class v ∈ Zn≥0 is defined concretely
by,
Hilbv(X ) = {Z ⊂ C3 | H0(OZ) ∼= v as a Zn rep.}.
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This is a Zn invariant component of the Hilbert scheme on C
3. There conse-
quently is a similar quiver description for the above Hilbert schemes, where
the Zn invariance relates the quiver to an affine Dynkin diagram of type An.
. Applying the dimensional reduction argument, the reduced spaces become
certain commuting varieties whose motives we calculate. In summary if we
let,
DTX (t) =
∑
v∈Zn
≥0
[Hilbv(X )]virt
v0
0 · · · t
vn−1
n−1 ,
then it can be shown [11],
DTX (t) =
∏
m≥1
m∏
k=1
1
1− L2−k+
m
2 tm
1
(1− L1−k+
m
2 tm)n−1
·
∏
m≥1
m∏
k=1
∏
0<a≤b<n
1
1− L1−k+
m
2 tmt[a,b]
1
1− L1−k+
m
2 tmt−1[a,b]
.
Where t = t0 ·t1 · · · tn−1, t[a,b] = ta ·ta+1 · · · tb and the above product is taken
in the standard ring of commuting indeterminates. This provides a motivic
refinement of Ben Young’s results on enumerating three dimensional colored
partitions [17].
9. Acknowledgements.
Many thanks to my supervisor Jim Bryan. I am partially supported by a
Four Year Doctoral Fellowship (4YF), University of British Columbia.
References
[1] K. Behrend. Donaldson-Thomas invariants via microlocal geometry To appear in
Annals of Math. arXiv:0507523v2
[2] K. Behrend, J. Bryan, B. Szendro˝i. Motivic degree zero Donaldson-Thomas in-
variants. arXiv:0909.5088v1.
[3] T. Bridgeland. An introduction to motivic Hall algebras. arXiv:1002.4372v1.
[4] J. Denef and F. Loeser. Motivic Igusa zeta functions. Journal of Algebraic Geom-
etry 7 (1998), 505-537.
[5] V. Ginzberg. Calabi-Yau algebras. arXiv:math/0612139v3.
[6] D. Joyce, Y. Song. A theory of generalized Donaldson-Thomas invariants.
arXiv:0810.5645v6
[7] A.D. King. Moduli of Representations of Finite Dimensional Algebras. Quarterly J.
of Math. 45 (1994), 515-530.
[8] M. Kontsevich, Y. Soibelman. Cohomological Hall algebra, exponential Hodge
structures and motivic Donaldson-Thomas invariants. arXiv:1006.2706v1
[9] M. Kontsevich, Y. Soibelman. Stability structures, motivic Donaldson-Thomas
invariants and cluster transformations. arXiv:0811.2435.
[10] D. Maulik, N. Nekrasov, A. Okounkov and R. Pandharipande. GromovWitten
theory and DonaldsonThomas theory, I. Compositio Mathematica (2006), 142: 1286-
1304.
[11] A. Morrison. Work in Progress.
[12] M. Reineke. Poisson automorphisms and quiver moduli. arXiv:0804.3214.
16 ANDREW MORRISON
[13] J.P. Serre. Espaces fibre´s alge´briques Expose´ 5, Se´minaire C. Chevalley, Anneaux
de Chow et applications, 2nd anne´e, IHP. 1958.
[14] B. Szendro˝i. Non-commutative Donaldson-Thomas theory and the conifold. Geom.
Topol. 12 1171 (2008).
[15] B. Toe¨n. Grothendieck rings of Artin n-stacks. arXiv:0509098.
[16] R. Thomas. A holomorphic Casson invariant for Calabi-Yau 3-folds and bundles on
K3 fibrations. JDG 54 (2000), 367-438.
[17] B. Young. Generating functions for colored 3D Young diagrams and the Donaldson-
Thomas invariants of orbifolds. Duke Math. J. Volume 152, Number 1 (2010), 115-
153.
Dept. of Math., University of British Columbia, Vancouver, BC, Canada.
E-mail address: andrewmo@math.ubc.ca
