P R E D I C A T I O N V E R S U S M E M B E R S H I P IN T H E D I S T I N C T I O N B E T W E E N L O G I C AS L A N G U A G E A N D L O G I C AS C A L C U L U S
There are two major doctrines regarding the nature of logic today. The first is the view of logic as the laws of valid inference, or logic as calcülus. This view began with Aristotle's theory of the syllogism, or syllogistic logic, and in time evolved first into Boole's algebra of logic and then into quantificational logic. On this view, logic is an abstract calculus capable of various interpretations over domains of varying cardinality. Because these interpretations are given in terms of a set-theoretic semantics where one can vary the universe at will and consider the effect this has on the validity of formulas, this view is sometimes described as the set-theoretic approach to logic (see van Heijenoort 1967, p. 327) . The second view of logic does not eschew set-theoretic semantics, it should be noted, and it may in fact utilize such a semantics as a guide in the determination of validity. But to use such a semantics as a guide, on this view, is not the same as to take that semantics as an essential characterization of validity. Indeed, unlike the view of logic as calculus, this vie¢¢ of logic rejects the claim that a set-theoretic definition of validity has anything other than an extrinsic significance that may be exploited for certain purposes (such as proving a completeness theorem). Instead, on this view, logic has content in its own right and validity is determined by what are called the laws of logic, which may be stated either as principles or as rules. Because one of the goals of this view is a specification of the basic laws of logic from which the others may be derived, this view is sometimes called the axiomatic approach to logic.
There is no uniformity among the advocates of either view of logic, incidentally, as to what theory of logical form should be taken as a definitive system of logic. First order logic, for example, might be the favored system for an advocate of either view; but then so might a form of higher order logic as weU. Indeed, even the distinction between intensional and extensional logic, as we shall see, falls to mark a clear line between the two views. A set-theoretic semantics for intensional logic is also called possible worlds semantics. We shall in NtNO B. COCCHIARELLA this paper only be concerned with one or another version of intensional logic. Now the question natürally arises regarding the axiomatic approach as to whether or not there can be a complete, recursive axiomatization of the laws of logic of a given theory of logical form. When the answer is affirmative, a set-theoretic semantics may serve in establishing that fact; but in that case, on the view of logic in question, the completeness theorem we establish in terms of such a set-theoretic semantics "is deprived of sense.., by the very use we make of it. It is a case, in Wittgenstein's figure, of kicking away the ladder by which we have climbed" (see Quine 1968, p. 297) . The possibility of a negative answer, however, is another matter altogether, and it is one of the problems we shall consider in this paper.
The historical antecedent of the second view of logic, incidentally, was Leibniz's somewhat visionary goal of a lingua philosophica or characteristica universalis. For Frege this goal meant the construction of "a logically perfect language" that was not only complete with respect to the laws of valid inference but which also would enable us to give a conceptual or logical analysis of the different possible statements we might make and to which such laws might apply. Instead of logic being an abstract calculus subject to varying interpretations, logic on this view has content of its own and is a language in its own right. That is why this approach is sometimes described as the view of logic as language (see van Heijenoort 1967, pp. 324-30) . This is not to say that all content on this view of logic is logical content, i.e., content expressible in purely logical terms. That is, strictly speaking, the nonlogical content that can be expressed in a logicaUy perfect language, on this view, is reatly content that can be expressed in an applied form of the theory of logical form characterizing the logico-grammatical structure of that language. In this regard, the language in the idea of logic as language is not intended as a substitute for natural language so much as a way of providing a semantics for natural language. Applied logical forms, in other words, are really semantic structures in their own right, and it is by assigning such logical forms to the expressions of a natural language that one provides an interpretation or semantics for tbose expressions. Such an assignment, or really translation, amounts, on this view, to a conceptual or logical analysis of those expressions. That is why an advocate of this view might well consider an applied theory of logical form as a lingua philosophica.
On the logic as calculus view, needless to say, applied logical forms have no more semantic content of their own than do unapplied logical forms. Both, in other words, are merely expressions of an abstract calculus, and any content they might otherwise be taken as having is always a matter of an external set-theoretical semantics. In this regard, the real contrast between logic as calculus and logic as language is more appropriately seen as a contrast between the external settheoretieal semantics underlying an applied system of logic as an abstract calculus and the internal semantics expressed in the logical forms of that system as a language in its own right. This contrast, I believe, can ultimately be best explained in terms of the difference between a theory of membership in a set on the one hand and a theory of predication on the other.
On the view of logic as language, the most fundamental of all logical forms are the forms of predication, since these are the forms that underlie any possible assertion that we might make in language. Indeed, so fundamental are these forms on the view in question that different theories of logical form as alternative accounts of logic as language are for the most part really based on alternative theories of predication. In the history of philosophy, these alternative theories have generally been presented as theories of universals, the three most prominant being nominalism, conceptualism and realism. This is because on each of these theories a universal is that which can be predicated of things, and in Iact it is the predicable nature of a universal that constitutes its universality. Sets, it should be noted, are not universals in this sense, though of course they are abstract entities. Being an abstract entity, in other words, is not always the same as being a universal. Now we shall not go into the formal differences between different theories of universals here, having already covered that ground in my 1986 and 1988 . Nevertheless, we do note that insofar as a theory of logical form is based on a formal theory of predication, which in turn is associated with a theory of universals, then, on the logic as language view of logical forms as semantic structures in their own right, we may take that theory of logical form as being itself the" explanation that its associated theory of universals purports to give of the predicable nature of universals, i.e., of that in which the universality of universals consists. In this regard, we shaU maintain in what follows that what distinguishes the view of logic as language from that of logic as calculus is that on the former logic is based on a formal theory of predication, whereas on the latter it is based, at least semantically, on membership in a set. This is because on the latter view validity is characterized essentially in terms of a set-theoretic semantics, whereas on the view of logic as language validity is a marter of the laws of logic that are expressed in terms of the theory of logical form in question. This difference, as we shall see, is not unrelated to the problem of the possible incompleteness of a given theory of logical form.
On the set-theoretic approach, it should be noted, predication is interpreted in terms of membership, and not membership in terms of predication. That is, predication has no real significance on this approach over and above its analysis in terms of membership in a set. This is true, moreover, not just for the forms of predication of a logical calculus but for those of natural language as weil. That is, one can give a set-theoretic semantics for a recursively specified natural language just as one can for a logical calculus. On the set-theoretic approach, accordingly, there is no need for a theory of logical form as an explanation of the predicable nature of universals, since predication on this approach is ultimately to be analyzed in terms of membership.
This suggests that set theory can itself be taken as a lingua philosophica or framework within which philosophical analyses can be given; and indeed that is the point of our clairn that the real contrast between logic as calculus and logic as language is between a theory of membership and a theory of predication. The problem here, however, is whether any analysis of predication in terms of membership is really adequate, or whether there really is something to the idea of logical forms, especially those regarding predication, as semantic structures underlying the expressions of natural language.
THE PROBLEM WITH A SET-THEORETIC SEMANTICS OF NATURAL LANGUAGE
A good example of the supposed superfluous role of logical forms as semantic structures of the sentences of natural language is Montague's 'English as a Formal Language' [EFL] . Here Montague uses set theory to construct the syntax and semantics of a fragment of English in a way that resembles the construction in set theory of the syntax and semantics of a first order modal predicate calculus. For example, syntactic categories are recursively defined for this fragment of Engl-ish in terms of certain basic expressions of these categories and a system of grammatical rules that generates complex expressions from simpler ones. An expression that belongs to any one of these categories, it turns out, is a meaningful expression of English, and as such it is called a "denoting" expression of its respective category. The meaning of such an expression in any model for the fragment, in other words, will be the denotation it is assigned in such a model (relative to an assignment of values to variables). A model in Montague's semantics for his fragment of English is a set-theoretic structure consisting of what we are to think of as a set of possible individuals, a set of possible worlds, and certain functions defined on these sets assigning appropriate types of denotations (relative to an assignment of values to the variables) to the basic expressions of the syntactic categories of that fragment. Of course, the goal of the semantics is to assign denotations to all of the meaningful expressions, and not just to the basic ones. But unlike the situation in the predicate calculus, some denoting expressions are ambiguous in that they can be built up from the basic ones in several different ways on the basis of the grammatical rules. This is as it should be, of course, since the point is to formalize a fragment of a natural language where such ambiguity is common. Montague overcomes this problem by first associating with a denoting expression a tree-structure that provides an analysis of how that expression is generated. Ambiguous expressions will then be assigned more than one tree-structure, and the denotation of a denoting expression will be determined relative not just to a model and an assignment of values to variables, but to a tree-structure analysis of that expression as weil. The result is a semanfical analysis within set theory of both ambiguity and the relation of logical consequence for the fragment of English in question. Now there are certain important assumptions in Montague's approach in 'English as a Formal Language' that may be challenged. One such assumption, for example, is that "the construction of syntax and semantics must proceed hand in hand" ([EFL], p. 210) and that the basic goal of serious syntax and semantics is the construction of a theory of truth (see Moravcsik 1979, pp. 3-15) for a criticism of this assumption). Another is Montague's use of Frege's principle of compositionality, e.g., that truth-values are to be assigned to sentences by assigning extra-linguistic entities to all of the expressions involved in the generation of those sentences, and in such a way that "the assignment to a compound will be a function of the entities assigned to its components" ([EFL], p. 217; see Hintikka 1980 and 1981, section 6 , for criticism of this assumption). We shall not take up these assumptions here ourselves, however, but shall instead consider Montague's nse of set theory as a theoretical framework in which to analyze such intensional entities as propositions, properties and relations in intension as these are normally expressed in natural language. For the idea that such analyses can be given amounts in effect to the claim that set theory can be used as a lingua philosophica; and indeed Montague was at one time quite clear that that was in fact his goal.
Philosophy, on this view, has "as its proper theoretical framework set theory with individuals and the possible addition of empirical predicates" ('On the Nature of Certain Philosophical Entities' [PE], p. 154). Philosophical analyses, in other words, are to be carried out as definitional extensions of set theory, supplemented when needed with empirical predicates and individuals as concrete urelements. In particular, Montague's formalizafion of the syntax and semantics of a fragment of English is really an analysis carried out by means of a definifional extension of set theory supplemented with the notions of a possible individual and a possible world. On this analysis, where A is the set of possible individuals and I is the set of possible worlds of a model, the set of propositions or possible denotations of formulas is defined as the set U1 = {0, 1} I, i.e., as the set of functions from possible worlds to truth-values (where 0 represents falsehood and 1 represents truth). Similarly, the set of properties or possible denotations of one-place predicates and the set of two-place relations in intension are defined as the sets U 2 = Uf and U3 = Uf xA, respectively. Now the question that arises here is how seriously are we to take these definitions? In particular, do propositions, properties and relations in intension really have the kind of dependence on the sets of possible indiviäuals and possible worlds they are assumed to have on Montague's analysis? One consequence of this analysis, for example, is that properties and relations in intension are identical if they have the same extension in every possible world (of a given model), and similarly, that propositions are identical if they have the same truthvalue in every possible world. This means, as Montague himself noted, "that if ~, and X are logically equivalent sentences (with respect to given analyses f and g), then rJohn believes that ~1 and rJohn believes that X ~' will turn out also to be logically equivalent (with respect to analyses that contain f and g as parts)" ([EFL], p. 218). This leads to what Hintikka has called the problems of logical omniscience, i.e., the problem of believing or knowing all of the logical consequences of what one believes or knows, respectively.
We can avoid this consequence, as Montague does in 'Universal Grammar' [UG] , by distinguishing between designated and undesignated possible worlds (of a given model), where in the latter logical constants can be given nonstandard interpretations. The logical equivalence of two expressions will then depend only on the extensions they have in designated worlds, while synonymy will depend on the extensions they have in the nondesignated worlds as weil (cf.
[UG], p. 231). Of course this assumes that some account can be given in purely set-theoretical terms of the distinction between designated and undesignated possible worlds (or of designated and undesignated c.ontexts of use within possible worlds), But even aside from assuming a new and unexplained distinction between designated and undesignated possible worlds, however, there still remains the problem of the individuation of propositions, properfies and relations in intension in terms of the sets of possible individuals and possible worlds of a given model. For this means that within set theory as a purported lingua philosophica it is meaningless to talk about the same proposifion, property or relation in intension across models that differ, however trivially, in their sets of possible individuals or possible worlds. Certainly, this sort of dependence is contrary to the way intensional enfities are represented in natural language. In particular, just as properties, for example, are not individuated in terms of their instances, they are also not ordinarily thought of as being individuated in terms of the instances they have in different possible worlds, designated or undesignated; and the idea that we cannot meaningfully speak of the same property as being represented in different models indicates that something is radically wrong with a set-theoreticat analysis of properties.
Of course, much depends here on how we are to understand the notions of a possible world and a possible individual. Montague himself only asked that we think of two of the constituents of a model as the sets of possible individuals and possible worlds of that model (cf.
[EFL], p. 192); but in doing so he implicitly assumed that we understand the noüons of a possible world and possible individual. In order to be articulated, however, such an understanding would seem to presuppose a modal or intensional logic either as an adjunct to set theory itself or as a superseding theory of predication in which membership is no longer a fundamental or primitive concept. In either case, set theory, or a theory of membership alone, will not suffice as a theoretical framework for philosophy, or at least not for a philosophy that purports to provide a semantics for natural language. That is, whatever its merits as a mathesis universalis, set theory, or a theory of membership alone, it does not sutfice as a lingua philosophica. Actually Montague went on to construct not one but two intensional logics, but only the first is a theory of logical form in the traditional sense of being based on predication. This was Montague's higher order modal predicate logic, which he originally described as a second order predicate logic with third order predicate constants, but which can be easily extended to include predicate expressions of all finite orders (as is done in Gallin (1975, chap. 3), and as we shall assume it to be here,). Montague's second intensional logic, on the other hand, is really a type-theoretical set theory (where sets are represented by their characteristic functions), but extended so as to include a theory of senses as well. Instead of being based on predication, in other words, Montague's second intensional logic is based on membership (as represented by the characteristic function of a set). The distinction may seem unimportant (and we shall not be concerned with it in this section), but, in fact, as we shall argue later, it goes to the very heart of the marter of the ditterence between logic as calculus and logic as language. For now, we want only to claim that the difference between logic as calculus and logic as language applies as much to intensional logic as it does to extensional logic.
Montague's own reason for dropping his first intensional logic in favor of the second had nothing to do with the difference between logic as calculus and logic as language. Rather, it was a result of the apparent need in the application of his first intensional logic to resort to circumlocution and paraphrase in the analysis of the intensional verbs of natural language. In the application of his second intensional logic, however, Montague was able to describe a precise translation function that provides a direct analysis of intensional verbs, i.e., an analysis that does not resort to circumlocution and paraphrase. (This may be seen as an argument in favor of the set-theoretical approach, at least when the latter is extended to include a theory of senses, for that, as we have said, is what Montague's second intensional logic really amounts to.)
The problem of translation into a theory of logical form seems to be better appreciated by linguists than by philosophers, except perhaps for those who advocate the set-theoretical approach. For unlike a set-theoretical semantics where recursive or effective truth-conditions are given (as translation rules into set theory) corresponding to the recursive construction of the syntactic categories of a natural language, the assignment of logical forms is generally presented as an intuitive process (or as an art that we learn in elementary logic courses) that depends essentially on circumlocution and paraphrase. Montague, for example, relied heavily on such circumlocution in the philosophical analyses he gave in his first intensional logic. For example, in giving an analysis of Jones sees a unicorn having the same height as a table actua!ly before hirn. that does not involve assuming the existence of sense-data (as some philosophers claim it must), Montague distinguished between 'sees' in its veridical sense and 'sees' in its nonveridical sense. The latter Montague paraphrased as 'seems to see', where 'seems' was analyzed as a 3-place predicate, 'x seems to y to F'. The phrase 'to F' is taken in this analysis as an infinitive or nominalized predicate occurring as an abstract singular term. Using A-abstracts to represent properties and relations, and as translations of infmitives when occnrring in subject positions (where ' [Az~b] ' is read 'to be a z such that ~b'), we can describe Montague's analysis of the above sentence as follows: Table( No sense-data, needless to say, are involved in this analysis, and, according to Montague, an argument for the existence of sense-data based on the content of the sentence in question must therefore fall (cf.
[PE], p. 171).
As another example of the apparent need for circumlocution, consider the following two arguments, one of which is clearly valid while the other is clearly invalid.
Jones finds a unicorn; therefore, there is a unicorn. Jones seeks a unicorn; therefore, there is a unicorn.
The puzzle here is to explain how of two arguments of apparently the same logical form one can be valid and the other invalid.
Montague's approach in this example was to regard 'tries to find' as a circumlocution for 'seeks', where the verb 'tries' is analyzed as a 2-place predicate, 'x tries to F'. Again, the phrase 'to F' in this analysis represents an infinitive or nominalized predicate occurring as an abstract singular term. Thus, whereas the first argument is assigned the foUowing logical form, (3y)(Unicorn(y) & Finds(Jones, y)); therefore, (3y) Unicorn(y), which is clearly valid, the second argument is assigned the different logical form,
which is not valid. In other words, through circumlocution and paraphrase, the two arguments have different logical forms after all; and therefore the validity of the one argument need not carry over to the other.
These analyses, it should be emphasized, occur in Montague's application of bis first intensional logic, which is really a theory of logical form that is based on predication. Despite the philosophical usefulness of these analyses, however, Montague subsequently came not to depend on them. In particular, Montague became dissatisfied with the use of circumlocution and paraphrase, and he came to maintain that nothing short of a rigorous theory of translation between a natural language and an intensional logic will do before we can consider the latter as providing the logical forms underlying the expressions of that natural language. It was for this reason that he constructed his second intensional logic, which, as we have said, is really a type-theoretical form of set theory with an adjoined theory of senses. The latter is described in terms of two new operators ^ and v, called the sense and denotation (or intension-forming and extensionforming) operators, respectively.
We should keep in mind in this context that natural languages are not to be distinguished from artificial or constructed languages on the grounds that only the latter have recursively constructed syntactic categories. After all, a set-theoretic semantics that bypasses the logical forms of intensional logic is possible for a natural language only by providing grammatical rules that allow us to recursively construct the syntactic categories of that language. Indeed, in [UG], Montague formulated a universal grammar whose purpose was precisely "to comprehend the syntax and semantics of both kinds of language within a single natural mathematically precise theory" (p. 222). As part of this universal grammar, Montague also formulated a mathematically precise theory of translation, and as an example of an application of this theory, he constructed a specific translation function that assigned logical forms from his second or sense-denotation intensional logic to the expressions of the fragment of English he formulated within his universal grammar. That is, Montague showed how one can translate a recursively specißed natural language into his sense-denotation intensional logic in no less precise a manner than one can translate that language into set theory by means of recursive truth-conditions. In this way, Montague overcame the objection that one must rely on circumlocution and linguistic intuition in order to associate logical forms with the expressions of a natural language. Of course, given a theory of logical form that is proposed as an alternative to Montague's sense-denotation intensional logic, the objection remains in forceunless a rigorously defined translation function can be defined for that theory as weil.
THE INCOMPLETENESS OF INTENSIONAL LOGIC WHEN BASED ON MEMBERSHIP
According to Montague, the point to a rigorously characterized translation into intensional logic is that it induces a more perspicuous interpretaüon of the expressions of natural language than is possible with a purely set-theoretic semantics (see [UG] , p. 241). Apparently, this is because the logical forms of intensional logic give a representation of intensional entities that is both direct and independent of any antecedently given reference to possible individuals or possible worlds. That, of course, is a claim that is fully consonant with the view of logic as language, and at this point one might even maintain that Montague's sense-denotation intensional logic is an embodiment of the idea of logic as language. The problem with such a conclusion, however, is that the logic is essentially incomplete, and this is not unrelated to the fact that it is based on membership and not on predication.
We must be cautious hefe in how we are to understand Montague's set-theoretic semantics for his intensional logic. For Montague's real commitment to possible individuals and possible worlds is not in his set-theoretic semantics but in the intensional logic that he took to transcend set theory. This intensional logic is really a type-theoretical form of set theory combined with a theory of senses. Every entity of whatever type, for example, is taken in this theory as the denotafion (of extension) of a sense (or intension), and properües and relations in intension are identified as the senses of sets and relations in extension (as represented by their characteristic functions). Propositions are similarly identified as the senses of truth-values. Of course, as objects in their own right (of of their own type), senses are themselves the denotations of other senses, and consequently there is a whole hierar-« chy of senses in this framework as well.
In this logic possible individuals are simply the objects indicated by boundoccurrences of the individual variables; and that some of these individuals might not actually exist is seen in the fact that (Vx)VE! (x) is not taken by Montague as valid, where El stands for the property (or sense) whose denotation is the set of individuals that exists in the actual world. (The set that is the denotation of this property is represented by VEl, i.e., by applying the extension-forming operator to E!.) Montague's commitment to possible worlds, on the other hand, is really a commitment to what might be called "world-propositions". For example, where P, Q are propositional variables, the property of being a possible world can be defined as the sense of the set of those propositions P that can denote truth and such that for any proposition Q, either P entails Q or P entails the complement of Q:
Using this notion, Montague's commitment to possible worlds can now be seen in the fact that
is a valid thesis of his intensional logic (see Prior and Fine 1977, for an analysis of possible worlds as world-propositions). Now the validity of the above formula is easily seen by returning to Montague's set-theoretic semantics where relative to certain sets that we are to "think of" as the sets of possible individuals and possible worlds, respectively, senses of entities of a given type are represented by arbitrary functions from the set of possible worlds to entities of that type. Propositions are then represented by functions from possible worlds to truth-values (represented in turn by the sets 0 and 1), or equivalently by arbitrary sets of possible worlds, including all unit or singleton sets of possible worlds (or functions that are {rue at one and only one possible world). A proposition that is represented by such a unit set is then a "world-proposition" in the above sense.
Note that we speak hefe of propositions being represented by functions from possible worlds (designated or otherwise) to truthvalues, and not as literally being such functions. This is because for an intensionalist possible worlds are to be analyzed in terms of propositions and not propositions in terms of possible worlds; and for an advocate of Montague's sense-denotation intensional logic in particular, possible worlds are world-propositions in the above sense. For such an intensionalist, in other words, functions from possible worlds to truth-values can at best be correlated with propositions, not identified with them.
Of course, such a correlation would still imply that propositions are identical when they necessarily denote the same truth-values, and that result is problematic. This need not af[ect the argument for the validity of the above formula, however, so long as an intensionalist N1NO B. COCCHIARELLA can assume that there is always at least one (even if not exactly one) proposition corresponding to each function from possible worlds to truth-values. Montague, of course, made the stronger, more problematic assumption of a one-to-one correlation, and, indeed, it appears to be this assumption that is the basis of his claim that we can use set theory to "justify" intensional logic as a framework that transcends set theory itself.
Although Montague assumed that both of his intensional logics transcended set theory, it is really only his sense-denotation intensional logic that contains a type-theoretical form of set theory in its own right. Montague's first intensional logic, again, is really based on predication, and it is only by interpreting predication in terms of membership that Montague was able to think of this logic as containing a type-theoretical form of set theory as well. But an alternative interpretation in which predication is viewed as more fundamental than membership is also possible, and though the logic will contain a theory of classes under that interpretation, these classes will not be sets in the sense of the iterative concept. Indeed, they will instead be classes in the logical sense of the view of logic as language.
Our present concern, however, is with Montague's second or sensedenotation intensional logic, one containing a type-theoretical form of set theory in its own right. This means that a certain necessary condition is imposed on the set-theoretical semantics for this logic; in particular, that the hierarchy of sets (or of their characteristic functions) that is part of this semantics is determined by all finite stages of the operation: ~--~ ~(~), where ~(~) is the power set of ~. Or, in terms of functions, and where a and bare arbitrary types of the logic, it is the hierarchy determined by the operation that goes from the universes q/c, q/b of entifies of types a and b, respectively (and as based on given sets of possible individuals and possible worlds), to the set ög~a consisting of all functions from ög« into q/b. This is the noncumulative hierarchy of all finite stages generated by the iterative concept of set, and as such it is the basis of what are caUed the standard models or interpretations of higher order logic; but standard, it should be emphasized, only insofar as such a logic is understood as containing a type-theoretical form of set theory. It is well known that when validity is defined in terms of these standard models, i.e., as truth in all standard models, the set of formulas that are thereby determined to be valid is not recursively enumerable. Any higher order logic, in other words, that is to be interpreted as containing a type-theoretical form of the iterative concept of set, such as Montague's sensedenotation intensional logic in particular, is essentially incomplete.
A logic that is essentially incomplete cannot be taken as an embodiment of the view of logic as language, or what we have also called the axiomatic approach; or at least it cannot if the set-theoretic semantics with respect to which it is incomplete provides an adequate external criterion of validity for that logic. For in that case, the set-theoretic characterization of validity cannot be eliminated in favor of an axiomatic characterization; and therefore the set-theoretic characterization must be seen as providing more than a guide to validity. This is true, moreover, even when the logic is intended to be interpreted as transcending set theory, as is the case with Montague's sense-denotation intensional logic. In other words, the set-theoretic semantics used to "justify" this intènsional logic in fact provides an essential characterization of validity for it; for it is a characterization that cannot be eliminated by any internal criterion in terms of the so-called laws of that logic. Montague's set-theoretic "justification" of his intensional logic does depend, to be sure, on the problematic assumption that propositions can be adequately represented by functions from possible worlds to truth-values, but even if this assumption were weakened as indicated above, the logic would still be incomplete, since it still must be interpreted as containing a type-theoretical form of set theory.
A completeness theorem would be forthcoming, it might be noted, if we were to reject the restriction to standard models in the characterization of validity and allow what are caUed general models as weil (see Gallin 1975, chap. 1, section 3). In that case, the hierarchy of functions need not go from the universes q/a, õ//» of entities of types a and b, respectively, to the set 0//~o of all functions from 9/a into ~», but only to some nonempty subset of this set that fulfills certain closure conditions. Such an allowance, however, would amount to rejecting the idea that the logic is to contain a type-theoretical form of set theory; for it would amount to replacing the type-theoretical hierarchy of sets by a hierarchy of classes (or of functions) that is based on a concept other than the iterative concept of set. This latter hierarchy is not an implausible framework for an intensional logic based on predication, or at least so we shall subsequenfly argue, but it is inappropriate for a logic based on membership. Redefining validity in terms of general models, in other words, is not a viable alternative for Montague's sense-denotation intensional logic. Russell's paradox, it will be remembered, really has two forms, 0ne in regard to the class of all classes that are not members of themselves, the other in regard to the property of being a property that is not a property of itself. Russell himself avoided the first form of his paradox by adopting his famous "no classes" theory, according to which all talk of classes is reducible to talk about properties that have those classes as their extensions. He then avoided the second form by imposing type-theoretical restrictions that made it meaningless on grammatical grounds alone to talk about properties being, or not being, properties of themselves. Montague follows Russell in adopting this sort of solution, though the type-theoretical restrictions for bis sense-denotation intensional logic are based on Alonzo Church's theory of simple types (supplemented with a hierarchy of types for senses), rather than on Russell's theory of ramified types. Where Montague does not follow Russell in his development of this logic, however, is in not adopting the "no classes" theory. Instead, Montague applies type-theoretical restrictions to talk about classes (or really sets as represented by their characteristic functions) as entifies in their own right, as weil as to talk about properties and relations in intension as senses of classes and relations in extension. Now what is problematic about this is that the classes in Montague's intensional logic, as already noted, are really sets or classes in the mathematical sense; i.e., they are classes that are formed in accordance with the iterative concept of set. This means that they are formed in accordance with the limitation of size doctrine according to which sets are not to get too big too fast. In this regard, Russell's paradox is really inapplicable to sets since it assumes a pattern of set-formation that violates the limitation of size doctrine and therefore is not in accord with the iterative concept. Russell's paradox in its first form, .in other words, is really a paradox about classes in the logical sense, and not about classes in the mathematical sense; that is, it is a paradox about classes as the extension of properties or concepts, where the latter are based on predication and not on membership. This is why Russell found it natural to avoid this form of his paradox by adopting his "no classes" theory.
Note that unlike sets or classes in the mathematical sense, which have their being in their members, classes in the logical sense have their being in the properfies or concepts whose extensions they are. This difference in ontological grounding is not vacuous, moreover, but is based on the ditterence between membership and predication, or rather on which of these two notions is taken as fundamental. In Montague's intensional logic, for example, membership in a set (as represented by its characteristic function) is fundamental, and the possession of a property, or monadic predication, is analyzed as membership in the set denoted by that property. For example, where is a sense whose denotation is a set of entifies of a given type, and a is an entity of that type, then the possession by ot of the "property" ~ is defined by Montague as follows (see [UG] Since a similar analysis is given for relafional predication as weil, it follows that predication, whether monadic or relational, is not a fundamental logical form in Montague's sense-denotation intensional logic.
Since membership in a set (as represented by the characteristic funcfion of that set), and not predication, is what is really fundamental in Montague's intensional logic, then his way of avoiding Russell's paradox of predication is really a variant of his way of avoiding Russell's paradox of membership. But the latter, we have said, applies only to membership in a class in the logical sense and is inapplicable to sets. Russell's paradox in either form, in other words, is irrelevant to the kind of framework Montague has in mind in his sense-denotation intensional logic. But then this leaves us without any real motivation for adopting the type-theoretical restrictions Montague imposed on this logic. 1
Montague's first intensional logic, on the other hand, is a logic in which predication, and not membership, is fundamental; and in this case, once nominalized predicates are allowed to occur as abstract singular terms, Russell's paradox is not irrelevant. Imposing typetheoretical restrictions on the forms of predication in this logic, accordingly, is an understandable ploy as a way of avoiding Russell's paradox. It is noteworthy, moreover, that instead of rejecting Russell's "no classes" theory in his development of this logic, Montague actually formulated an alternative version of such a theory. A class, for example, can be identified in this logic with a property that has the same extension in every possible world, or what we might call a "rigid" property; and an n-ary relation in extension can be similarly identified with an n-ary rigid relation in intension. Rigidity in general (i.e., for each natural number n) can be defined as follows (see Montague 1974, p. On this analysis, accordingly, an n-ary relation in extension is simply a rigidù relation in intension, and a class in the logical sense is simply a rigidl property. This notion of a class, needless to say, should not be confused with the mathematical noüon of a set. The law of logic that we need on this analysis in order to account for our talk of the extension of an arbitrary property or relation in intension is the following principle of rigidity (or what Gallin (1975, p. 77 ) calls the principle of extensional comprehension):
Every property or relation in intension, in other words, is co-extensive with a rigid property or relation in intension, and all talk of the extension of the former can be analyzed as talk about the latter. Membership in a class that is the extension of a given property, for example, is now analyzed in terms of predication as the possession of a rigid property that is co-extensive with that property. Thus, instead of predication being defined in terms of membership in a set (as represented by the charaeteristic function of that set), the way it is in
Montague's sense-denotation intensional logic, membership in a class is defined in Montague's higher order modal predicate logic in terms of predication. One of the noteworthy consequences of (PR) is the commitment to possible worlds in the sense of world-propositions. That is, with (PR) as a basic law of logic,
[](3P)(P & (VQ)[[3(P--~ Q) v D(P--~ -Q)])
is provable in higher order modal predicate logic (see my 1986b, Section 11). Given the above analysis of classes in the logieal sense, we do not need to rely on a set-theoretie semanties of so-called standard models as a guide to the validity of the above thesis regarding the intensional existence of possible worlds, i.e., the existenee of possible worlds as world-propositions.
We should note here, however, that even though predieation is fundamental in this logic, and membership is not, Montague himself follows the logie as calculus view and interprets predication in terms of membership in bis set-theorefie semanties for this logic. In this way, standard models enter the pieture once again; indeed, with respect to such models, the above prineiple of rigidity, (PR), is easily seen to be valid. But then, of eourse, with validity defined in terms of standard models we obtain an incompleteness theorem for this logie as well, in whieh case it too must fall as a eandidate for the view of logie as language. That is, insofar as the set-theoretie semanties of standard models provides an adequate external critierion of validity for this logic, then the faet that the logie is ineomplete with respeet to this semanties shows that the latter provides more than merely a guide to validity -it shows that the eharaeterization of validity that it does provide eannot be eliminated in favor of an internal eriterion in terms of the so-ealled laws of logic.
The weak point in this argument for the view of logic as ealeulus is the assumption that the standard model set-theoretic interpretation of predieation in terms of membership provides an adequate external eriterion of validity for this logie. For it is this interpretation that begs the question as to whieh is fundamental in this logie, predication or membership. In parüeular, by imposing an interpretation based on standard models, the elasses in the logical sense that are definable within the logic in terms of predication are reinterpreted in effeet as sets (or rather as constant functions on possible worlds having these sets as their constant values). That is, the notion of a class in the logical sense is simply discarded on this interpretation in favor of the iterative concept of set.
An alternative, of course, is the replacement of standard models in the set-theoretic characterization of validity by general models, and in particular by general models in which the cardinality of the values of the higher order predicate variables is no greater than that of the values of the first order predicate variables. The latter restriction, needless to say, amounts to the assumption that there are no more properties and relations in intension of order n + i than there are of order n, for each positive integer n. The contrary assumption that there must always be more properties and relations in intension of order n + 1 than there are of order n is of course based on Cantor's theorem, which is the central feature of the iterative concept of set; therefore this assumes that the classes of properties and relations in intension of order n + 1 must all be sets or classes in the mathematical sense of the iterative concept. But this simply begs the question at issue. For when the classes in question are classes in the logical sense, and in particular when they are merely rigid properties and relations in intension, then there is no reason why their cardinalities must be in accord with the iterative concept of set. Thus, once we reject the idea that classes in the logical sense are actuaUy sets or classes in the mathematical sense, then there is no reason why there should be more second order properties than there are first order properties, or more third order properties than second order properfies, etc. That is, the type-theoretical division of properties and relations in intension, as a division designed to avoid Russell's paradox, only divides properties and relations in intension into different types -not into types of different cardinalities. 2 A completeness theorem is forthcoming with respect to this alternative characterization of validity, needless to say, and in this regard there is no need to think of the set-theoretic semantics of the general models in question as anything more than a guide to validity. Stricfly speaking, at least from the standpoint of the view of logic as language, the guidance in this case is really in the opposite direction. For, in order to give the set-theoreüc characterizaüon of validity in question, we actually need to rely on certain internal criteria (such as the status of (PR) and the comprehension principle as schematicaily described basic laws of logic) as constraints that must be imposed on the so-called nonstandard models in question. In other words, what makes the set-theoretic characterization of validity adequate as an external criterion in this oase is its dependence on certain basic laws of logic from the internal point of view of logic as language. Of course, given the completeness theorem, the set-theoretic characterization of validity can be by-passed altogether in favor of an axiomatic characterization.
Montague's first intensional logic can serve, accordingly, as a candidate for the view of logic as language, at least as rar as the problem of a complete axiomatization is concerned. There are other problems, however, including in particular the objection that this sort of logic requires the use of circumlocution or paraphrase in its analysis of the expressions of natural language. But this objection can be overcome once we are given a precise translation function that can be used as the basis of such an analysis. A strategy that suggests itself here for obtaining such a translation for Montague's recursively specified fragment of English is to use the produet of two translation functions, one translating Montague's sense-denotation intensional logic into higher order modal predicate logic, and the other translating the fragment of English in question into the sense-denotation intensional logic. That is, given Montague's precise specification of the latter translation function, all we need is a formal translation of Montague's sense-denotation intensional logic into his higher order modal predicate logic. Since such a formal translation function has been described by Gallin (1975, Section 13) we can pur aside this objection to Montague's first intensional logic as a version of the view of logic as language.
There is another objection, however, that applies not only to Montague's higher order modal predicate logic, but to any theory of logical form that is both based on type theory (of third and higher order) and proposed as a version of the view of logic as language. In particular, as a framework for conceptual analyses, such a theory imposes inappropriate restrictions on the meaningful use of predicates in natural language. In general, for example, it is meaningless in a theory of types for a nominalized predicate expression to occur in the subject or argument position of another predicate unless the latter can be assigned a higher type than the former; therefore it is meaningless for any predicate to occur in a nominalized form in its own subject position. Thus, the otherwise unproblematic sentence of English, 'The property of being a property is a property of itself', is by fiat ruled out as meaningless, as is the sentence, 'Smith does not think that the property of being philosophically interesting is itself philosophically interesting, even if Jones does'. Also ruled out in this way are otherwise unproblematic sentences whose predicates apply to nominal expressions of different types, such as, 'Jones thinks that some people are philosophically interesting, as weil as that some propositions, properties and relations in intension are too'.
The rejection of these and many other meaningful sentences of English is clearly a defect of any theory of logical form proposed as representing the view of logic as language. It is one thing to divide up properties and relations in intension as a way of avoiding Russell's paradox of predication, and quite another to make the meaningful use of predicates in natural language actually depend on such a division. Fortunately, there is a way of achieving the one result without also imposing the other, and it. is noteworthy that this way involves returning to the sort of framework that Frege and Russell advocated at the turn of the century. Frege's theory of logical form is sometimes described as a second order set theory; hut such a view is quite erroneous. For that view corffuses sets or classes in the mathematical sense of the iterative concept with classes in the logical sense. That is whereas a set, on the iterative concept, has its being in its members, a class as the extension of a concept, according to Frege, "simply has its being in the concept, not in the objects which belong to it" ([PW], p. 183). For Frege the logical forms of predication are more fundamental than that of membership, and this is reflected in the fact that the latter is to be analyzed in terms of the former.
A more appropriate description of Frege's theory is that it is a second order predicate logic with nominalized predicates. Originally, in his Begriffsschrift, Frege formulated as an axiom system essentially what today is called standard second order predicate logic (with identity). It is clear that he took this logic as providing a logical analysis of the forms of predication that occur in natural language.
Later, in his Grundgesetze, Frege added to this logic his theory of value-ranges. This addition was not given as an application of his earlier theory of logical form, it should be emphasized, but as a further development of that theory. In particular, as I have argued in my 1986b article, Sections 4-5, the singular terms generated from formulas by application of the smooth breathing abstraction operator were interpreted by Frege as symbolic counterparts of the abstract singular terms or noun phrases generated in natural language by predicate nominalizations. These nominalizations include not only such familar patterns as 'F-ness', 'F-ity', 'F-hood' and 'being an F', but also infinitives, 'to F', and gerunds, 'F-ing', as weil as Frege's own favorite, 'the concept F'. In other words, Frege viewed the theory of logical forms he developed in the Grundgesetze as providing a logical analysis not only of the predicate expressions that occur in natural language, but also of the predicate nominalizations that occur therein as weil.
Russell's conception of logic at the turn of the century was also essentially that of a second order predicate logic with nominalized predicates, though unlike Frege his account of this logic was presented very informally. (See my 1980 and 1986b articles for a description of Russell's early views.) Russell differed from Frege, however, not only in assuming an intensional theory of universals, but also in maintaining that nominalized predicates denote as singular terms the same entities that predicates otherwise stand for in their role as predicates. Russell rejected, in other words, the Fregean view that universals have an unsaturated nature of their own corresponding to the unsaturated nature of predicates in their role as predicates 1986b, Section 1). Now we shall not be concerned here with the details of either Frege's or Russell's early views on the nature of logic, having already covered that ground in my 1980 and 1986b articles. But, we do want to note and emphasize that what is common to both Frege and early Russell is the idea of second order predicate logic with nominalized predicates as a paradigm of the view of logic as language.
Here we have all of the essentials of what constitutes a theory of logical form as an expression of that view; namely, basic forms of predication, propositional connectives, quantißers that reach into predicate as weil as subject positions, and nominalized predicates as abstract singular terms. These all correspond to fundamental aspects of natural language, and to attempt to do without any of them in a theory of logical form would leave those aspects of natural language unexplained. Of course~ these are precisely the features that constitute higher order predicate logic, except that in the latter predicates are grammatically divided into different types, with the constraint on well-formedness that nominalized predicates can occur as subject expressions only of predicates of higher types. This suftices as a way of avoiding Russell's paradox, since the grammatical division imposes a logical division as weil. But it turns out that the logical point of the theory of types can be made wittiout the grammatical restrictions, and since the latter impose inappropriate constraints on the meaningful use of predicates in natural language, it is much to be desired that we can make the logical point, and avoid Russell's paradox, without also imposing the grammatical restrictions. What is significant is that this can be done by returning to the original context out of which type theory arose, namely, second order predicate logic with nominalized predicates. We can return, in other words, to the paradigm of the view of logic as language.
We can briefly describe this paradigm as follows, where, for convenience, we take -% -, =, V, [-] , and A as primitive logical constants and assume the others to be defined in the usual way. We assume the availability of denumerably many individual variables, and, for each natural number n, denumerably many n-place predicate variables. (Propositional variables are taken as 0-place predicate variables.) We shall use 'x', 'y', 'z', with or without numerical subscripts, to refer to individual variables, and 'F"', 'G"', 'R n' to refer to n-place predicate variables. Usually we drop the superscript when the context makes clear the number of subject positions that go with a predicate variable.) Complex predicates will all be generated from formulas by means of the h-operator. Note that although predicates are not themselves singular terms, they can be transformed into such by deletion of the subject positions that come with them in their role as predi~ates. Traditionally, this transformation is marked by a deletion of the parentheses (and commas in the case of a relational predicate) that precede and succeed (or separate in the case of commas) the singular terms to which the predicate can be applied. We shall retain this traditional practice here. For example, on the definition that is to follow, F(x) and R(x, y) are formulas in which F and R occur as predicates, but G(F) and G(R) are formulas in which F and R occur as singular terms. In F(F) and R(F, R), of course, F and R occur both as predicates and as singular terms (though no single occurrence can be both as a predicate and as a singular term). As indicated, we shall require predicates to be accompanied by parentheses (and commas) only when they actually occur in a formula as a predicate.
In the definition that is to follow we shall use 0 to represent the type of a singular term, 1 the type of a formula, and n + 1, for n > 0, the type of an n-place predicate expression. For each natural number n, accordingly, we recursively define the meaningful expressions of type n, in symbols MEù, as follows:
(1) every individual variable or constant is in MEo, and every n-place predicate variable or constant is in both MEù+1 and MEo; Note that by clause (9) every predicate expression (without its ac-companying parentheses and commas) is a singular term. This includes 0-place predicate expressions, but not formulas in general. To nominalize a formula, however, we need only apply clause (8). Thus, we may read '[A~b]' when it occurs as a singular term as 'that ~b'. Note also that although only individual variables are bound by the Aoperator, we can define its application to arbitrary variables al,..., aù as follows:
where xl,..., xù do not occur free in 4~.
In regard to the laws of logie as understood in the original context of this paradigm, we need only take the axioms and rules of standard second order predicate logic, but applied now to all formulas, including those with as well as those without nominalized predicates among their singular terms (1986b, Section 3). Since we include [] as a logical primitive, we can add to these axioms and rules those of the $5 modal propositional logic as weil. Of course, Russell's paradox is now derivable as a eonsequenee of the following instance of the comprehension principle:
But instead of following Russell and avoiding the paradox by imposing type-theoretical restrictions on the meaningful use of predicates, we can avoid the paradox by simply imposing the lesser grammatical constraint of excluding all A-abstraets that are not homogeneously stratified. 3 (See my 1986b article, Seetion 9, for an explanation of why heterogeneous stratifieation is not restrietive enough.) This still allows for the meaningfulness of F(F) and -F(F), or eren of [Axth] x ([Ax4~]), so long as [Ax~b] is homogeneously stratified. Note however that since the A-abstract involved in Russell's paradox is not homogeneously stratified, it is excluded by this weaker grammatical constraint as not being well-formed. This means that the original comprehension prineiple,
where F" does not oceur free in ~b, is now restricted to what we shaU call the homogeneously straufied comprehension principle (HSCP*).
Exeept for the restrietion to homogeneously strafified A-abstraets, it should be emphasized, everything in the original context of our paradigmatic second order predicate logic with nominalized predicates remains as it was. We call this system [3AHST* (or just AHST* if [] is dropped as a logical constant). In my 1986, it is shown that [~AHST* is consistent if weak Zermelo set theory is consistent, and also that it is equiconsistent with the theory of simple types.
It is noteworthy that even the restriction to homogeneously stratified A-abstracts can be dropped in favor of the original grammar of our paradigm if we modify instead the standard first order logic that was also part of that paradigm and allow for denotationless singular terms; that is, if we switch to a first order logic that is free of existential presuppositions. In this way we can retain the original comprehension principle (CP*), including the instance involved in Russell's paradox, but note that all that follows by Russell's argument is that
is now provable. This does not contradict
as an instance of (CP*), it should be noted, but only requires that we distinguish the role of [Ax(~ G)(x = G & ~ G(x))] as a predicate from its role as a singular term. Russell's contention that nominalized predicates denote as singular terms the same entities that predicates otherwise stand for in their role as predicates must be rejected, and something like Frege's original contention of a distinction between unsaturated concepts and saturated objects retained (see my 1986b, Section 17, for an interpretation of this distinction different from Frege's). All of the properties and relations denoted by singular terms in •)triST* can be retained, however, by adding to our modified context a special axiom (3/HSCP*) to that effect 1986b, Section 15 and 1985, Section 7). We call the resulting system HST*D (or just HST* if [] is dropped as a primitive logical constant). In my 1986 it is shown that HST*o is equiconsistent with •AHST*, and therefore with the theory of simple types as weil.
Both VqAHST* and HST*D, it should be emphasized, are reconstructions of the original context of our paradigm. Both, in their own way, make the logical point of the theory of types, but without also imposing the grammatical restrictions of the latter. This logical point was actually already present in Frege in bis hierarchy of unsaturated concepts and was taken over by Russell in his attempt to avoid his paradox (1986b, Section 8) . In this regard we are not really changing the original context of our paradigm so much as correcting the way that properties and relations are to be posited in that paradigm.
We should also note here that U]AHST* has been used in Montague grammar by Gennaro Chierchia in place of Montague's own sensedenotation intensional logic, and that in fact Chierchia has shown [3AHST* to be a more superior semantical framework over all known alternatives as a way of explaining a variety of issues in linguistics (see Chierchia 1984 Chierchia , 1985 . This application of RAHST* has involved the construction of a precise translation function from English into [S]AHST*, and, as a result, the objection that a conceptual analysis of natural language in terms of DAHST* requires the use of circumlocution and paraphrase is without force. Since such a translation will apply to HST*G as weil, these results indicate how either system can be taken as a reconstruction of our original paradigmatic view of logic as language.
Finally, ler us note that the principle of rigidity, (PR), formulated earlier for higher order modal predicate logic is also weil formed in FqAHST* and HST*[]. Adding (PR) to either of these systems, moreover, implies the existence of possible worlds in the sense of world-propositions, just as it does in higher order modal predicate logic. But there is another sense of possible world now available as weil -the notion of a possible world as a maximal "class" of compossible facts. Thus, where facts are defined as true propositions (or as what true propositional forms denote when nominalized), i.e., where is provable on the basis of (PR) in either of these systems. We should note hefe that none of these results depends on the problematic view of properties and relations in intension as being identical when necessarily co-extensive. That is, the principle of intensionality,
need not be taken as a basic law of logic in either of these reconstructions of our original paradigm of the view of logic as language.
A SET-THEORETIC SEMANTICS WITH PREDICATION AS FUNDAMENTAL
As reconstructions of the original paradigm of the view of logic as language, both F-1AHST* and HST*t3 take predication, and not membership, as fundamental. This is a feature we should retain, accordingly, even in the set-theorefic semanfics we shall construct for these systems. Indeed, as we shall see, with predication given its own special representation within a semantic structure, the distinction between standard and nonstandard models becomes void, which is as it should be since the classes we want to represent in these structures are classes in the logical sense.
One of the notions that we shall use in this semantics is the idea of a Fregean correlaüon between the entiües that predicates stand for in their role as predicates and the objects or individuals that are denoted by their nominalizations when they occur as abstract singular terms. We do not preclude the possibility that this correlation is the identity function on the entities in question, however; that is the semantics is neutral between a Fregean and a Russellian interpretation of nominalized predicates. The semantics is neutral in other respects as weil, as we shatl see, but these other features will not concern us hefe. (See my 1978 for a fuller discussion of the issue of a semantics that is neutral between competing versions of logic as language.)
Since the semantics we describe hefe is a modalized and Fregean modification of John Simms's (1980) By way of explanation, "think of" the members of W as possible worlds and the sets Dù and Eù as the ranges, respectively, of the free and the bound variables of type n. Then, what clause (1) requires, accordingly, is that all values of the bound variables of type n are also values of the free variables of type n, for all n ~ to. Structures in which Eù is a proper subset of Dù are free of existential presuppositions regarding expressions of type n. However, since in our present case we shall want the comprehension principle of either [3~HST* or HST*G to be externally valid, we shall exclude those structures in which Dù ~ E~, for n >0. Note, however, that in HST*o singular terms are free of existential presuppositions, and therefore in the structures characterizing validity in HST*[], E0 is a proper subset of Do. In DAHST*, on the other hand, singular terms, including nominalized predicates, are posited as always denoting, and therefore in structures characterizing validity in [3AHST*, E0 = Do. These differences between the structures characterizing set-theoretic validity for E]AHST*, as opposed to those characterizing set-theoretic validity for HST*D, it should be emphasized, are determined by criteria internal to these systems as separate versions of the view of logic as language. What clause (2) in our definition of a modal S*-structure requires is that no m-ary universal is an n-ary universal if m ~ n, and this of course is as it should be. Where i c W, elause (3) describes the set-theoretic relation that we are to "think of" as predication with respect to I. Thus, in particular, we are to "think of" the first component of the ordered pairs in this relation as an n-ary universal (a member of D~+~), for some n ~ to, and the second component as an n-tuple drawn from the domain of individuals. There is nothing in this description, it should be emphasized, that involves interpreting predication at i as membership; that is, there is no presumption that the relation in quesfion has any similarity whatsoever to membership (of an n-tuple) in a set. Of course, in general, relative to the internal criteria of a given theory of logical form as a version of the view of logic as language, including especially the comprehension principle that is internally valid in such a theory, the relation representing predication at a given possible world will have a more determinate structure than is described in clause (3); and because it is determined by the laws of logic of the theory in question, this more determinate structure will remain invariant across all possible worlds, even though the particular relation assigned to predication at one possible world will in general be different from that assigned at another. This latter feature, i.e., that different relations may be assigned to predication at different possible worlds, is a consequence of the essential indexical nature of predication. That predication is essenfially indexical, and not "timeless" or "worldless", as is somefimes claimed, explains why the same property can be predicated of different objects at different possible worlds (of at different times in the same possible world), whereas a set, having its being in its mernbers, cannot have different members at different possible worlds (of at different times in the same world).
Finally, where i ~ W, the function fi is to be our Fregean correlafion at i of universals with individuals. We allow this correlafion to be indexical, i.e., to vary at different possible worlds, only in the semantics that is neutral between alternative theories. For example, in a modal counterpart of Frege's theory, a nominalized predicate is interpreted as denoting at a given possible wofld the class that is the extension at that world of the universal otherwise assigned to that predicate. But since the same universal will in general have different extensions at different possible worlds, it follows that a nominalized predicate may denote different objects at different possible worlds. In other words,
is consistent in such a modal Fregean framework (1986b, Section 16). In f-qAHST* and HST*D, however, Leibniz's law is valid in its unrestricted form, and as a consequence, for all i, j ~ W, /~ = ~. A modal S*-structure where this holds is said to be rigid. As indicated, set-theoretic validity for I-qhHST* or HST*D will be defined only with respect to rigid modal S*-structures that satisfy the basic laws of logic of such a system. (Some principles will be valid in all rigid modal S*-structures. These are the principles of the minimal system ISLAM* described in my 1986 (Chap. 5 and 1978, Section 10.) We shall forego the details here of the definition of satisfaction in a modal S*-structure at a given possible world (1986, Section 6.5). We should note, however, that unlike the situation in the usual settheoretic semantics for second and higher order predicate logic (where predication is interpreted as membership), this definition in no way depends on either the notion of a standard model that is "full" (in the sense of the iterative concept of set), or of a nonstandard model that, if not "full", is at least closed under condifions that enable us to assign semantic values to complex expressions. Indeed, with predicatio0 taken as fundamental in our semantics as well as our syntax, there is no basis at all for the kind of distinction that obtains between standard and nonstandard models when predication is interpreted as membership. For with predication as fundamental, n-ary universals are no longer analyzed or represented by functions from possible worlds to sets of n-tuples, but are rather directly represented in the same way that possible worlds and individuals are. This cuts the ground completely from the kind of incompleteness theorem that is generated with respect to the so-called standard models of higher order togfc; but this is as it should be, for reasons already explained, when it is intended that predication, and not membership, be taken as fundamental in the higher order logic in question. It also cuts the ground from the idea that properties and relations in intension are identical when they have the same extension in every possible world.
Finally, it should be emphasized that except for a certain minimal system of principles that are valid in all (rigid) modal S*-structures, a completeness theorem is not forthcoming for a system such as V1AHST* or HST*n except by restricting the S*-structures to those in which the basic laws of the system are valid. (A formula is valid in an S*-structure if it is-true at all possible worlds of that structure.) This is not because these systems are incomplete otherwise, but rather because it is only by excluding certain S*-structures that we can give a set-theoretical (or really mathematical) representation of the additional content of the basic laws of logic that are valid in these systems over and above those of the minimal system. In other words, on the view of logic as language, where predication and not membership is fundamental, the set-theoretical definition of validity for a system such as ff]AHST* or HST*[] provides a strictly external and extrinsic criterion that in no way is essenfial to the nofion of validity that is internal to this system. The real content of our logic, on this view, is not in out set theory, but in the logic itself as a formal theory of predication.
CONCLUDING

REMARKS
The account we have given here of the view of logic as language should not be taken as a rejection of the set-theoretical approach or as defense of the metaphysics of possibilist logical realism. Rather, our view is that there are really t-wo types of conceptual framework corresponding to our two doctrines of the nature of logic. The first type of framework is based on membership in the sense of the iterative concept of set; although extensionality is its most natural context (since sets have theit being in their members), it may nevertheless be extended to include intensional contexts by way of a theory of senses (as in Montague's sense-denotation intensional logic). The second type of framework is based on predication, and in particular developments it is associated with one or another theory of universals. Extensionality is not the most natural context in this theory, but where it does hold and extensions are posited, the extensions are classes in the logical and not in the mathematical sense.
Russell's paradox, as we have explained, has no real bearing on set-formation in a theory of membership based on the iterative concept of set, but it does bear directly on concept-formation or the positing or universals in a theory based on predication. As a result, our second type of framework has usually .been thought to be incoherent or philosophically bankrupt, leaving us with the set-theoretical approach as the only viable alternative. This is why so rauch of analytic philosophy in the 20th Century has been dominated by the settheorefical approach. Set theory, after all, does seem to serve the purposes of a mathesis universalis.
What is adequate as a mathesis universalis, however, need not also therefore be adequate as a lingua philosophica or characteristica universalis. In particular, the set-theoretic approach does not seem to provide a philosophically satisfying semantics for natural language; this is because it is predication and not membership that is fundamental to natural language. An adequate semantics for natural language~ in other words, seems to demand a conceptual framework based on predication and not on membership.
It has been our contention here that Russell's paradox has not really nullified the second type of conceptual framework~ i.e., one based on predication. And in fact we have shown that one can return to Frege's and Russell's original paradigm of second order predicate logic with nominalized predicates as a coherent and philosophically useful theory of predication. Being based on predication, this framework is not subject to the incompleteness problem the way a theory of membership is. In addition, we do not need to resort to circumlocution or paraphrase in the application of this framework to natural language. We have described this framework, and motivated our discussion throughout, primarily in terms of logical realism as its associated theory of universals, i.e., with propositions, properties and relations in intension as the basic entities involved in predication, and with possible worlds as either certain kinds of propositions or certain kinds of properties. We have done so because this ontology, together with a commitment to possible individuals, seems to be implicit in natural language. But we do not mean to claim that this is the only theory of universals, or that VIAHST* and HST*U] with or without (PR), are the only formal theories of predication that can provide an adequate semantics for natural language. In other words, there are other theories of universals, as well as other formal theories of predication, and only a comparison of their strengths and weaknesses will help us to decide which we should adopt as a framework for natural language. (It is this sott of study that I have initiated in my (1986) book and my 1988 arfiele.)
We do not maintain, accordingly, that we should give up the set-theoretic approach, especially when dealing with the philosophy and foundations of mathematics, or that only a theory of predieation associated with possibilist logical realism will provide an adequate semanties for natural language. In both eases we may find a principle of tolerance, if not outright pluralism, the more appropriate attitude to take. NOTES 1 Without type-restrictions, Montague's sense-denotation intensional logic would amount in effect to a first order set theory supplemented with a theory of senses in the form of the sense-and denotation-forming operators ^ and v, respectively. That is, it would then amount to an applied first order theory with ~ and ^ and v as its primitive nonlogical constants. That might actually be preferable to Montague's own description of ^ and v as logical constants, for unlike quantifiers and sentential connectives, these operators have no counterparts in natural language, and the distincfions they are used to articulate are more in the order of an applied theory of logical form than as fundamental constituents of logical forms themselves. This is especiaUy true of the hierarchy of senses that is represented by iterated applications of ^. For what is represented in this hierarchy is really not in the logical forms of the expressions of natural language, but is rather an interpretation of the occurrence of these expressions in indirect discourse. On Montague's theory, it is, after all, the same word or expression of natural language that is assigned not only a direct sense but an indirect sense as weil, and an indirect indirect sense, and so on ad infinitum.
2 It is noteworthy that Russell was led to the theory of types by considering Frege's hierarchy of unsaturated concepts (see 1986b, Section 8). In this hierarchy, however, as I have explained in 1985, Section 2 and 1986b, Sections 4-5, the concepts of any given higher level can be mapped one-to-one into the concepts of the preceding level, just as first level concepts can be mapped one-to-one with certain saturated objects called concept-correlates (or Frege's Wertverläufe, given his commitment to extensionality).
There is no difference in cardinality, between the concepts of any orte level and those of any other level of Frege's hierarchy. 3 A formula or A-abstract is homogeneously stratified it[ there is an assignment t of natural numbers to the set of terms and predicate expressions occurring in ~b such that 
