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Abstract
Given a sequence 푥 = 푥0푥1…which is frequency-typical for a finite-valued sta-tionary stochastic process, write ℎ(푥) for the entropy of that process. We prove that
the function ℎ is uniformly continuous when one endows the set of all frequency-
typical sequences with the 푓 -bar (pseudo)distance. We also give an alternative
proof of the Abramov formula for entropy of the induced transformation.
1 Introduction
Assume thatΛ stands for a finite set and we are given twoΛ-valued stationary stochastic
processes, 푋 = (푋푖)∞푖=0 and 푌 = (푌푖)∞푖=0. Let 푥 = (푥푖)∞푖=0 and 푦 = (푦푖)∞푖=0 be frequency-typical realisations of, respectively 푋 and 푌 . Under what conditions on 푥 and 푦 we
can conclude that the dynamical entropies ℎ(푋) and ℎ(푌 ) of, respectively,푋 and 푌 are
close?
Recall that a realisation (푧푖)푖∈ℕ of a Λ-valued stationary stochastic process (푍푖)푖∈ℕwith the law 휇 is frequency-typical if for every 푚 ≥ 1 and for every 휆1,… , 휆푚 ∈ Λthe finite block 휆1… 휆푚 ∈ Λ푚 appears in 푧 with the asymptotic frequency 휇(푍0 =
휆1,… , 푍푚−1 = 휆푚), that is, we have
lim
푛→∞
|||{0 ≤ 푗 < 푛 ∶ 푧푗 = 휆1,… , 푧푗+푚−1 = 휆푚}|||
푛
= 휇
(
푍0 = 휆1,… , 푍푚−1 = 휆푚
)
.
By the dynamical entropy of 푍 = (푍푖)∞푖=0 we mean
ℎ(푍) = lim
푛→∞
∑
휆1…휆푛∈Λ푛 휂
(
휇
(
푍0 = 휆1,… , 푍푛−1 = 휆푛
))
푛
, (1)
where 휂 stands for the Shannon entropy function given by 휂(0) = 0 and 휂(푡) = −푡 log 푡
for 푡 > 0. For more details (in particular, for the justification that the limit exists) see
[4] or [25, Sec. I.6.b].
If the processes 푋 = (푋푖)∞푖=0 and 푌 = (푌푖)∞푖=0 are ergodic (for definition, see [25,Sec. I.2.a]), then the right condition is stated using the distance function given by the
minimal upper asymptotic density 푑̄(푥, 푦) of changes needed to convert a frequency-
typical sequence 푥 = 푥0푥1푥2… for푋 into a frequency-typical sequence 푦 = 푦0푦1푦2…for 푌 . That is, for words 푥0푥1… 푥푛−1 and 푦0푦1… 푦푛−1 we first define the per-letter
Hamming distance
푑̄푛(푥0푥1… 푥푛−1, 푦0푦1… 푦푛−1) =
1
푛
|||{0 ≤ 푗 < 푛 ∶ 푥푗 ≠ 푦푗}||| ,
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and then we set
푑̄(푥, 푦) = lim sup
푛→∞
푑̄푛(푥0푥1… 푥푛−1, 푦0푦1… 푦푛−1). (2)
The function which takes a point 푧 = (푧푖)∞푖=0 which is frequency-typical for an ergodicstationary process 푍 = (푍푖)∞푖=0 and associates to 푧 the entropy ℎ(푍) of 푍 turns out tobe uniformly continuous when we endow the set
Q푒(Λℕ0 ) = {푧 = (푧푖)∞푖=0 ∈ Λ
ℕ0 ∶ 푧 is frequency-typical for an ergodic stationary process}
with the pseudodistance 푑̄ given by (2).
Theorem 1.1. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
ergodic Λ-valued stationary processes and there exist frequency-typical realisations 푥
of 푋 and 푦 of 푌 satisfying 푑̄(푥, 푦) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
Replacing 푑̄푛 in the formula (2) by the (per-letter) edit distance 푓̄푛 we obtain the 푓̄pseudodistance on Λ∞ defined as
푓̄ (푥, 푦) = lim sup
푛→∞
푓̄푛(푥0푥1… 푥푛−1, 푦0푦1… 푦푛−1). (3)
The edit distance 푓̄푛 between 푥0푥1… 푥푛−1 and 푦0푦1… 푦푛−1 equals 1 minus the per-letter average of the number of edits (character deletions) one has to apply to the words
to get matching subwords, that is,
푓̄푛(푥0푥1… 푥푛−1, 푦0푦1… 푦푛−1) = 1 − 푘∕푛,
where 푘 is the largest integer such that for some 0 ≤ 푖(1) < 푖(2) < … < 푖(푘) < 푛 and
0 ≤ 푗(1) < 푗(2) < … < 푗(푘) < 푛 it holds 푥푖(푠) = 푦푗(푠) for 푠 = 1,… , 푘. Again, it turns
out that the entropy function is uniformly continuous onQ푒(Λℕ0 ) endowed with 푓̄ .
Theorem 1.2. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
ergodic Λ-valued stationary processes and there exist frequency-typical realisations 푥
of 푋 and 푦 of 푌 satisfying 푓̄ (푥, 푦) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
To our best knowledge, Theorems 1.1 and 1.2 were never stated in this form in the
literature. Nevertheless, both can be derived indirectly from the existing results. One
can deduce uniform continuity of ℎ on Q푒 endowed with 푑̄ or 푓̄ in three steps: First,
one shows that using the metrics 푑̄푛 and 푓̄푛 onΛ푛 one can define metrics denoted by 푑̄and 푓̄ on the space푒(Λ) of all Λ-valued stationary ergodic processes (see [11, Def.334, Def. 454], [17, Def. 2.4], [21, Def. 7.3], [25, p. 92]). These distances induce non-
compact (even non-separable) topologies stronger than the weak∗ topology on푒(Λ)
(since we always have 푓̄ ≤ 푑̄, the 푓̄-topology is stronger than the one inducedby 푑̄). Second, one proves that the entropy function ℎ is uniformly continuous on푒(Λ) endowed with one of these metrics (see [11, Theorem 385, Theorem 455], [17,
Prop. 3.4], [21, Thm. 7.9], [25, Theorem I. 9.16]). Finally, one shows that for every
휀 > 0 there is 훿 > 0 such that the existence of two realisations that are 훿 apart with
respect to 푓̄ (respectively, 푑̄) on Λ∞ implies that the corresponding ergodic processes
are 휀 apart with respect to 푓̄ (respectively, 푑̄) metric on the space of processes (see[17, Prop. 2.6 & 2.7], [21, Thm. 7.10], [25, Theorem I.9.10]).
The definition of 푑̄ and 푓̄ appearing in the first step, can be seen as a variantof the construction of the Kantorovich (or the Kantorovich-Rubinstein, or the Wasser-
stein vel Vasershtein) optimal transport metric between two processes, where avail-
able transportation plans are shift-invariant (stationary) joinings of the processes (see
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[21, 26, 27]). The second step for 푓̄ uses the Shannon-McMillan-Breiman theorem for
ergodic measures. Because of this, the proof works only for ergodic processes. The
third step for 푓̄ requires a rather technical construction, see [17, Prop. 2.6 & 2.7].
In recent works [15, 16], the authors examined entropy function of a frequency-
typical sequence on a larger set of all frequency-typical sequences
Q(Λℕ0 ) = {푧 = (푧푖)∞푖=0 ∈ Λ
ℕ0 ∶ 푧 is frequency-typical for a stationary process}
endowed with 푓̄ or 푑̄. This is because the pseudometrics 푓̄ and 푑̄, and their topological
counterparts (known as the Besicovitch and Feldman-Katok pseudometrics) proved to
be very useful in constructions and exploration of stationary processes and invariant
measures for continuous maps on compact metric spaces (see [15, 16] and references
therein). In particular, 푓̄ and 푑̄ limits of frequency-typical sequences on Λ∞ were used
to construct stationary processes, because 푓̄ -limit of a sequence of frequency-typical
sequences is frequency-typical and the same holds for limits in 푑̄, hence the limit defines
a non-necessarily ergodic stationary process. It is also known that every stationary
process has a frequency-typical sequence. It is natural to ask, if the entropy function
of a process associated to a frequency-typical sequence is still uniformly continuous on
Q endowed with 푑̄ or 푓̄ . The positive answer applies immediately to the construction
presented in [15].
We prove here that the assumption of ergodicity can be removed from Theorem 1.1
and 1.2.
Theorem 1.3. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
Λ-valued stationary processes and there exist frequency-typical realisations 푥 of푋 and
푦 of 푌 satisfying 푓̄ (푥, 푦) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
As a corollary we get an analogous result for 푑̄.
Theorem 1.4. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
Λ-valued stationary processes and there exist frequency-typical realisations 푥 of푋 and
푦 of 푌 satisfying 푑̄(푥, 푦) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
Our demonstration is direct (does not invoke auxiliary metrics on processes, nor
the Shannon-McMillian-Breiman theorem, nor the Abramov formula and conditional
expectations) and uses only elementary properties of entropy. It also leads to a new
proof of the uniform continuity of the entropy function when the space of processes is
endowed with the metric 푑̄. Again, no ergodicity is assumed.
Theorem 1.5. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
Λ-valued stationary processes and 푑̄(푋, 푌 ) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
This holds because for any two processes 푋 and 푌 we can always find realisations
푥 and 푦 such that 푑̄(푋, 푌 ) = 푑̄(푥, 푦) (it follows from [3, Thm. 2.10] and joiningcharacterisation of 푑̄). Similarly, we obtain a new proof of the uniform continuity ofthe entropy function when the space of ergodic processes is endowed with the metric
푓̄. We have to restrict to ergodic processes, because the existence of realisations 푥and 푦 such that 푓̄ (푥, 푦) ≤ 푓̄(푋, 푌 ) is known only for ergodic processes, see [17, Prop.2.5].
Theorem 1.6. For every finite Λ and 휀 > 0 there is 훿 > 0 such that if 푋 and 푌 are
ergodic Λ-valued stationary processes and 푓̄(푋, 푌 ) < 훿, then |ℎ(푋) − ℎ(푌 )| < 휀.
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As a by-product of our approach we obtain a new proof of the Abramov formula
for the entropy of the induced transformation in the general, not necessarily ergodic
case (see Theorem 4.1). The result in such a generality (attributed to Scheller in [14])
is usually presented in the literature with an additional ergodicity assumption. Our
demonstration requires only basic properties of the entropy conditioned on a countable
partition. The usual proof uses conditional expectation and conditioning on 휎-algebras.
Furthermore, a fairly detailed exposition of our proof takes about the same length as a
condensed standard proof.
2 Basic Facts and Notation
By a (Λ-valued) random variablewemean a measurable function from a standard prob-
ability space (Ω,B, 휈) to a set Λ endowed with a 휎-algebra Σ. When Λ ⊆ ℝ is a count-
able set, we assume Λ ⊆ ℕ0 = {0, 1, 2,…} and endow it with the power set 휎-algebra
P(Λ). We also refer to Λ as to an alphabet. An Λ-valued process is a sequence of
Λ-valued random variables 푋 = (푋푖)푖∈핊, where 핊 = ℤ or 핊 = ℕ0 is an index set,such that the domain of each푋푖 is a common standard probability space (Ω,B, 휈). Theprocess푋 is stationary if for every 푛 ≥ 1, every 휆1,… , 휆푛 ∈ Λ, and any 푠 ∈ 핊we have
휈
({
휔 ∈ Ω ∶ 푋푗−1(휔) = 휆푗 for 푗 = 1,… , 푛
})
=
= 휈
({
휔 ∈ Ω ∶ 푋푠+푗−1(휔) = 휆푗 for 푗 = 1,… , 푛
})
.
A probability preserving system is a quadruple (푋,X , 휇, 푇 ), where (푋,X , 휇) is
a standard probability space and 푇 ∶ 푋 → 푋 preserves 휇. Processes and probability
preserving systems are closely connected, see [25, Sec. I.2] or [10, Sec. 1.3].
Given a countable set Λ and a Λ-valued stationary process (푋푖)푖∈핊, we endow Λ핊with the product 휎-algebra and for all 푛 ≥ 1, 휆1,… , 휆푛 ∈ Λ, and 푡(1),… , 푡(푛) ∈ 핊we define the measure 휇 of the set {(푥푖)푖∈핊 ∶ 푥푡(푗) = 휆푗 for every 푗 = 1,… , 푛} to be
equal to 휈 ({휔 ∈ Ω ∶ 푋푡(푗)(휔) = 휆푗 for every 푗 = 1,… , 푛}), where (Ω,B, 휈) is thestandard probability space on which all 푋푖’s are defined. We easily see that 휇 extendsto a probability measure on a completion C of the product 휎-algebra on Λ핊. Further-
more, since 푋 is stationary, we conclude that 휇 is invariant for the shift transformation
휎 ∶ Λ핊 → Λ핊 given for 푥 = (푥푖)푖∈핊 by 휎(푥)푖 = 푥푖+1 for every 푖 ∈ 핊. It follows that
(Λ핊,C , 휇, 휎) is a probability preserving system. Furthermore, 휎 is invertible provided
핊 = ℤ.
On the other hand, assume we have a probability preserving system (푋,X , 휇, 푇 )
and an at most countable measurable partition  = {푃훼 ∶ 훼 ∈ Λ} of 푋 with elementsindexed by a set Λ (without loss of generality we assume that Λ ⊆ ℕ = {0, 1, 2,…}).
We tacitly ignore 휇-null cells and we identify equinumerous partitions  = {푃훼 ∶ 훼 ∈
Λ} and  = {푄훼 ∶ 훼 ∈ Λ} such that 휇(푃훼 ÷ 푄훼) = 0 for every 훼 ∈ Λ. For 훼 ∈ Λ itis customary to write [훼] to denote 푃훼 and refer to it as a cell of the partition  . Given
푛 ∈ ℕ we define the 푛-th join of the partition  with respect to 푇 as
푛 = 푛−1⋁
푗=0
푇 −푗() = {[훼0] ∩ 푇 −1([훼1])… ∩ 푇 −푛+1([훼푛−1]) ∶ 훼0, 훼1,… , 훼푛−1 ∈ Λ} .
Note that 1 =  . Cells of 푛 correspond to finite 퐴-valued strings of length 푛, hence
for 푛 ≥ 1 and 훼0, 훼1,… , 훼푛−1 ∈ Λ we write
[훼0훼1… 훼푛−1] = [훼0] ∩ 푇 −1([훼1])… ∩ 푇 −푛+1([훼푛−1]).
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The (full) -name of 푥 ∈ 푋 is a Λ-valued sequence (푥푛)푛∈핊 such that for every 푛 ∈ 핊we have that 푥푛 = 훼 if, and only if, 푇 푛(푥) ∈ 푃훼 .Given 푥 ∈ 푋 we write (푥) = 훼 if, and only if, 푥 ∈ [훼]. We construct a process
(푇 ,) by defining random variables 푋푖 = ◦푇 푖 for each 푖 ∈ 핊, where 핊 = ℤ if 푇 isinvertible, and 핊 = ℕ0 otherwise. Then all푋푖’s are Λ-valued random variables definedover the standard probability space (푋,X , 휇), and the sequence (푋푖)푖∈핊 is a stationaryprocess.
Recall that the stationary entropy of an at most countable partition of a probability
space (푋,X , 휇) is given by
퐻휇() = − ∑
푃∈
휇(푃 ) log휇(푃 ).
If  is an another at most countable measurable partition of 푋, we define the (sta-
tionary) conditional entropy of  given  by
퐻휇(|) = ∑
푄∈
휇(푄)퐻휇푄 (),
where 휇푄 is the conditional probability measure on 푄 (that is the measure obtained byrestricting 휇 to 푄 and normalizing it).
The dynamical entropy of a partition in a probability preserving system (푋,X , 휇, 푇 )
is given by
ℎ휇(푇 ,) = lim푛→∞
퐻휇(푛)
푛
.
Observe that ℎ휇( , 푇 ) = ℎ(푋), where (푋푖)푖∈핊 is the stationary process ( , 푇 ) and
ℎ((푋푖)푖∈핊) is given by (1). Finally, the entropy of (푋,X , 휇, 푇 ) is
ℎ휇(푇 ) = sup ℎ휇(푇 ,),
where the supremum is taken over all finite measurable partitions of푋. Alternatively,
we can take a supremum over all at most countable measurable partitions  of 푋 with
finite static entropy (퐻휇() < ∞). For more information about the entropy we referto [4].
Note that 푓̄ as defined by (3) can be considered as a pseudometric on Λ핊 in both
cases, 핊 = ℕ0 and 핊 = ℤ. For the proof of our main theorem it turns out to bevery convenient to replace the 푓̄ pseudometric by a pseudometric 푓̂ which is uniformly
equivalent to 푓̄ . Assume that 퐼 = (푖(푟))푟∈ℕ and 퐼 ′ = (푖′(푟))푟∈ℕ are strictly increasingsequences of non-negative integers. For 푢 = (푢푖)푖∈핊, 푣 = (푣푖)푖∈핊 ∈ Λ핊 we write 푢|퐼 =
푤|퐼 ′ if 푢푖(푟) = 푤푖′(푟) for every 푟 ∈ ℕ. We define a pseudometric 푓̂ for 푢 = (푢푖)푖∈핊, 푣 =
(푣푖)푖∈핊 ∈ Λ핊 by the formula
푓̂ (푢,푤) = inf{휀 > 0 ∶ 푢|퐼 = 푤|퐼 ′ for some strictly increasing sequences
퐼 = (푖(푟))푟∈ℕ, 퐼 ′ = (푖′(푟))푟∈ℕ in ℕ0 with 푑(퐼) ≥ 1 − 휀, 푑(퐼 ′) ≥ 1 − 휀},
where 푑 denotes the lower asymptotic density, that is
푑(퐴) = lim inf
푛→∞
|퐴 ∩ {0, 1,… , 푛 − 1|}
푛
for any 퐴 ⊆ ℕ0.
The following lemma comes from [17].
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Lemma 2.1. The pseudometrics 푓̂ and 푓̄ are uniformly equivalent on Λ핊.
We say that a point 푥 = (푥푖)푖∈핊 ∈ Λ핊 quasi-generates a 휎-invariant measure 휇 on
Λ핊 if there exists a sequence 푘푛 ↗ ∞ such that for every 푙 ≥ 1 and every finite word
퐵 = 푏1… 푏푙 inΛ푙 the frequency of occurrences of퐵 in 푥 along (푘푛) equals휇([푏1… 푏푙]),were [푏1… 푏푙] is the cylinder of 퐵, that is,
[푏1… 푏푙] = {(휔푖)푖∈핊 ∶ 휔0 = 푏1,… , 휔푙−1 = 푏푙}
and
lim
푛→∞
|||{0 ≤ 푗 ≤ 푘푛 − 푙 ∶ 휔푗 = 푏1,… , 휔푗+푙−1 = 푏푙}|||
푘푛
= 휇([푏1… 푏푙]).
If we can take 푘푛 = 푛 for every 푛, then 푥 is frequency-typical or generic for 휇. It followsfrom the Birkhoff ergodic theorem that for every ergodic measure 휇 on Λ핊 the set of
points that are generic for 휇 is of the full 휇 measure. On the other hand, the ergodic
decomposition theorem implies that if 휇 is non-ergodic, then the set of points that are
generic for 휇 is 휇-null. Nevertheless one shows that every 휎-invariant measure on Λ핊
has a generic point. Note that such a point does not have to belong to the support of the
measure, which is the smallest closed set with the full 휇 measure (we endow Λ핊 with
the product topology induced by the discrete topology on Λ). We denote the set of all
points which are generic for some (ergodic or non-ergodic) measure on Λ핊 byQ(Λ핊).
This set is also called the regular set (see [19]).
3 Main Results
Assume that (푋,X , 휇, 푇 ) is an invertible probability measure preserving system.
For 푛 ≥ 1 we also set  [1,푛] = 푇 −1(푛). Cells of  [1,푛] consist of points sharing-name for entries from 1 to 푛, hence we denote them as
[⋆훼1… 훼푛] = {푥 ∈ 푋 ∶ 푇 푗(푥) ∈ [훼푗] for 푗 = 1,… , 푛}, where 훼1,… , 훼푛 ∈ 퐴.
We have used the star symbol “⋆” to stress that we do not know which symbol appears
at the 0 coordinate in the -name of a point from a cell of  [1,푛] but we do know the
next 푛 symbols. We clearly have
[훼0] ∩ [⋆훼1… 훼푛] = [훼0훼1… 훼푛] for all 훼0, 훼1,… , 훼푛 ∈ 퐴.
We will also consider partitions of 푋 according to the entries in the -names of points
over blocks of varying length. Assume that 휉 ∶ 푋 → ℕ is a measurable function with∫푋 휉 d휇 < ∞, and  is a finite partition of 푋. We define  [1,휉] to be the partitionobtained as follows. First, we partition 푋 into level sets of 휉, that is we take Ξ =
{휉−1(푛) ∶ 푛 ∈ ℕ}. Second, for every 푛 ≥ 1 we further partition the set 휉−1(푛) of Ξ
according to  [1,푛]. Each cell of  [1,휉] gathers points sharing the -name from time 1
to 푛 where 푛 is the common value of 휉 for all these points. That is,
 [1,휉] = ∞⋃
푛=1
{푃 ∩ 휉−1(푛) ∶ 푃 ∈  [1,푛]}.
Equivalently, for 푥 ∈ 푋 the cell of [1,휉] containing 푥 coincides with the cell of [1,휉(푥)]
containing 푥. We can extend this notation in an obvious way, and define휉 , or [−휉,0] =
푇 −휉(휉), etc.
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Given a measurable set 퐸 ⊆ 푋 with 휇(퐸) > 0 we writeX퐸 for the trace 휎-algebraon 퐸, that isX퐸 = {퐴 ∩ 퐸 ∶ 퐴 ∈ X } and we denote the induced measure on 퐸 by
휇퐸 . We have 휇퐸(퐴) = 휇(퐴)∕휇(퐸) for every 퐴 ∈X퐸 . The first return time to 퐸 is thefunction 푟퐸 ∶ 퐸 → ℕ̄ = ℕ ∪ {∞} defined by 푟퐸(푥) = min{푛 ≥ 1 ∶ 푇 푛(푥) ∈ 퐸}. Bythe Poincaré recurrence theorem 푟퐸(푥) < ∞ for 휇-a.e. 푥 ∈ 퐸. It is also known that
푟퐸 is measurable. Hence, setting 푅푛 = {푥 ∈ 퐸 ∶ 푟퐸(푥) = 푛} for 푛 ∈ ℕ̄, we obtain acountable partition  of 퐸 called the return time partition of 퐸. The Kac lemma [23]
says that we have
∫퐸 푟퐸 d휇 =
∑
푛∈ℕ
푛휇퐸(푅푛) =
휇
(⋃
푘 푇
−푘(퐸)
)
휇(퐸)
.
Note that [23] presents a version of the Kac lemma valid for noninvertible and noner-
godic probability measure preserving systems. For 푥 ∈ 퐸 we set 푇퐸(푥) = 푇 푟퐸 (푥)(푥).This defines a map 푇퐸 ∶ 퐸 → 퐸 (we ignore the fact that 푇퐸 may not be well-defined onthe whole 퐸) called the induced map. The induced system is the probability measure
preserving system (퐸,X퐸 , 휇퐸 , 푇퐸).From now on, we suppose that 푇 is invertible. Let  be the entry time partition of
퐸, that is, the cells of  are the sets 퐸푛 = {푦 ∈ 퐸 ∶ 푟퐸(푇 −1퐸 (푦)) = 푛} for 푛 ∈ ℕ̄. Onecan easily see that  = 푇퐸(). Furthermore, 휇퐸(퐸푛) = 휇퐸(푅푛) for every 푛 ∈ ℕ, sowe can use Fact 1.1.4 [4, p. 24] to get퐻휇퐸 () = 퐻휇퐸 () < ∞.If  = {푄훼 ∶ 훼 ∈ 퐴′} is any partition of 퐸 such that  ≽  , then for each cell [훼]of  there is 푛 ∈ ℕ such that [훼] ⊆ 퐸푛. Then we say that 푛 is the height |훼| of 훼 ∈ 퐴′.Given a partition  of 푋 we let 퐸 stand for the partition of 퐸 given by 퐸 =
{푃훼 ∩ 퐸 ∶ 푃훼 ∈ }. If  is such that 푃0 = 푋 ⧵ 퐸 ∈  (hence 퐸 = {푃푎 ∶ 푎 ∈ 퐴′}for some 퐴′ ⊆ ℕ) and 퐸 ≽  , then knowing the 퐸-name (푎푛) of some 푥 ∈ 퐸 withrespect to 푇퐸 we determine the -name of 푥 with respect to 푇 by inserting |푎푛| − 1zeroes between 푎푛−1 and 푎푛 for each 푛 ∈ ℤ.Assume that 퐸 ∈X sweeps out 푋, that is,
휇
( ∞⋃
푛=0
푇 −푛(퐸)
)
= 1. (4)
For every 푥 ∈ 푋 we define the time of the푁-th return to퐸, denoted 푣푁 (푥), inductively
as 푣1(푥) = min{푛 ≥ 1 ∶ 푇 푛(푥) ∈ 퐸} and then, given 푁 > 1 and 푣푁−1(푥), we set
푣푁 (푥) = min{푛 > 푣푁−1(푥) ∶ 푇 푛(푥) ∈ 퐸} (here we agree that min ∅ = ∞). Note that
by (4) for every푁 we 휇-almost surely have 푣푁 (푥) < ∞ and 푣푁 (푥) ≥ 푁 . Furthermore,
푣1 coincides with 푟퐸 on 퐸.The following proposition turns out to be known, and the idea can be traced back
to Scheller’s thesis (see [14], [20, p. 257–259]). Nevertheless, the proof is new and it
avoids conditional expectation.
Proposition 3.1. Assume that (푋,X , 휇, 푇 ) is an invertible probability measure pre-
serving system and 퐸 ∈X sweeps out. If  is a countable measurable partition of 푋
such that퐻휇() <∞, 푋 ⧵ 퐸 ∈  , and 퐸 ≽  , then
휇(퐸)ℎ휇퐸 (푇퐸 ,퐸) = ℎ휇(푇 ,).
Proof. Fix 푁 ∈ ℕ. For 푛 ≥ 푁 we have  [1,푣푛] ≽  [1,푛] ≽  [1,(푣푁∧푛)], where 푣푛 is the
time of the 푛-th return to 퐸 and (푣푁 ∧ 푛)(푥) = min{푣푁 (푥), 푛} for 푥 ∈ 푋. It follows
퐻휇(| [1,푣푛]) ≤ 퐻휇(| [1,푛]) ≤ 퐻휇(| [1,(푣푁∧푛)]). (5)
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Note that  [1,푣푁 ] and  [1,(푣푁∧푛)] coincide outside the set {푥 ∈ 푋 ∶ 푣푁 (푥) > 푛},
whose 휇-measure goes to 0 as 푛→ ∞. By [4, Fact 1.7.10] we get
lim
푛→∞
퐻휇(| [1,(푣푁∧푛)]) = 퐻휇(| [1,푣푁 ]). (6)
We pass with 푛 to∞ in (5), then we use (6), and finally we pass with푁 to∞ to get
lim
푛→∞
퐻휇(| [1,푣푛]) = lim푛→∞퐻휇(| [1,푛]). (7)
By the definition of the conditional entropy (see [4]) we have
퐻휇(| [1,푣푛]) = ∑
푊 ∈ [1,푣푛]
휇(푊 )
∑
퐴∈
휂(휇(퐴 ∩푊 )∕휇(푊 )). (8)
Below, we will use boldface letters to label the cells of 퐸 ⊆  (recall that [0] =
푋 ⧵ 퐸 ∈ ). Note that 퐸 ≽  , so if [퐚] ∈ 퐸 , then every occurrence of 퐚 in the-name must be preceded by 0|퐚|−1. We write ퟎ̄퐚 for blocks of “correct” number of
0’s followed by 퐚, that is, ퟎ̄퐚 stands for 0|퐚|−1퐚. Recall that  [1,푣푛], by its definition,
consists of sets which share the -name for entries from 1 to the place where the 푛-th
bold symbol occurs. In particular, if푊 ∈  [1,푣푛] then
푊 = [⋆0퓁퐚1ퟎ̄퐚2… ퟎ̄퐚푛] ∈  [1,퓁+|퐚2|+…+|퐚푛|], where 퓁 < |퐚1|. (9)
We distinguish two cases: either 퓁 = |퐚1| − 1 or 퓁 < |퐚1| − 1. In the former case, wecall 푊 a full cell and note that necessarily 푊 ⊆ 퐸, so 휇([0] ∩푊 ) = 0. In the latter
case, we have푊 ⊆ 푋 ⧵퐸 and 휇([0]∩푊 ) = 1. We denote the set of full cells of  [1,푣푛]
by 푛 and we rewrite (8) as
퐻휇(| [1,푣푛]) = ∑
[⋆ퟎ̄퐚1…ퟎ̄퐚푛]∈푛
휇([⋆ퟎ̄퐚1…ퟎ̄퐚푛])
∑
[퐚0]∈
휂
(
휇([퐚0ퟎ̄퐚1…ퟎ̄퐚푛])
휇([⋆ퟎ̄퐚1…ퟎ̄퐚푛])
)
. (10)
Note that every 푊 = [⋆ퟎ̄퐚1…ퟎ̄퐚푛] ∈ 푛 ⊆  [1,푣푛] equals [⋆퐚1…퐚푁 ]퐸 ∈  [1,푛]퐸 ,
where  [1,푛]퐸 = 푇 −1퐸 (퐸) ∨ … ∨ 푇 −푛퐸 (퐸). Furthermore, for every [퐚0] ∈ 퐸 we have
[퐚0] ∩푊 = [퐚0퐚1…퐚푛]퐸 ∈ 푛+1퐸 . Since 휇(퐵) = 휇(퐸)휇퐸(퐵) for every 퐵 ⊆ 퐸 , we seethat the right hand side of (10) equals∑
[⋆퐚1…퐚푛]∈ [1,푛]퐸
휇([⋆퐚1…퐚푛]퐸)
∑
[퐚0]∈퐸
휂
(
휇퐸([퐚0퐚1…퐚푛]퐸)
휇퐸([⋆퐚1…퐚푛]퐸)
)
= 휇(퐸)퐻휇퐸(퐸| [1,푛]퐸 ).
Passing with 푛 to∞, invoking [4, Fact 2.3.4, Remark 2.4.20] and (7) we obtain
휇(퐸)ℎ휇퐸(푇퐸 ,퐸) = 휇(퐸) lim푛→∞퐻휇퐸(퐸| [1,푛]퐸 ) = lim푛→∞퐻휇(| [1,푣푛]) = ℎ휇(푇 ,),
which completes the proof.
Consider a probability preserving system (푋,X , 휇, 푇 ) and a set 퐸 ∈ X with
휇(퐸) = 훿 > 0. Assume further that 퐸 sweeps out푋. Note that if 푇 is invertible then it
follows that 휇-almost every point visits 퐸 for infinitely many positive and for infinitely
many negative times. Proposition 3.1 allows us to compare the entropy of a partition of 퐸 containing information about entry times with an extension 0 of this partition
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to the whole 푋 obtained by adjoining the cell 푃0 = 푋 ⧵ 퐸 to  . We also need tounderstand a reverse transition. Starting with any finite partition  of 푋 we want to
add to it the information whether we are in or outside 퐸 (to this end we refine  by
{퐸,푋 ⧵퐸} and then we need to add to the cells of this refined partition intersecting 퐸
the information about entry times).
Let  = {푄1,… , 푄푡} be a finite partition of 푋. We refine  by joining it with thepartition {퐸,푋 ⧵ 퐸}. We obtain a new partition, denoted ̂. For 푗 = 1,… , 푡 we write
푄̂푗 = 푄푗⧵퐸 and 푄̂∗푗 = 푄̄푗∩퐸. Writing ̂-names, we identify sets 푄̂1,… , 푄̂푡 with sym-
bols 1,… , 푡, we also agree that starred symbols 1∗,… , 푡∗ denote the sets 푄̂∗1,… , 푄̂∗푡 . Itis possible that some symbols represent empty cells, but we can assume that at least one
starred and at least one non-starred symbol stands for a nonempty set. Note for further
reference that ̂ ≽ , so
ℎ휇(푇 ) = sup∈Part(푋)ℎ휇(푇 , ̂). (11)
Note also that  ≽ {푋 ⧵ 퐸,퐸} implies that ̂ = . Since 휇-almost every 푥 ∈ 푋
visits 퐸 infinitely many times, the ̂-name (푥푛)푛∈ℤ of 휇 almost every 푥 ∈ 푋 can bedivided into blocks 푥(푛푘−1,푛푘] where 푛0 is chosen so that 푛0 is the time of the first visitof 푥 to 퐸, that is, 푛0 = min{푗 ≥ 0 ∶ 푇 푗(푥) ∈ 퐸}. Each word 푥(푛푘−1,푛푘] consists of somenumber of non-starred symbols followed by a single starred one. Now, if we consider
the words 푥(푛푘−1,푛푘] as symbols in a countable alphabet, we obtain a partition 퐸 of 퐸.More formally, we define the atoms of 퐸 in the two steps: First, we take the entry-timepartition  of 퐸 and then refine each 퐸푛 ∈  according to ̂(−푛,0], where
̂(−푛,0] = 0⋁
푗=−푛+1
푇 −푗(̂).
We call ̂퐸 the partition of 퐸 adapted to  and .
Proposition 3.2. If  is a finite partition of 푋, 퐸 ∈ X sweeps out, and ̂퐸 is the
partition of 퐸 adapted to  and  defined above, then ̂퐸 ≽  , the partition ̂퐸 has
finite static entropy with respect to 휇퐸 , and setting ̂0 = 퐸 ∪ {푋 ⧵ 퐸}, we have that
the processes (푇 , ̂0 ) and (푇 , ̂) are finitarily isomorphic. Furthermore,
휇(퐸)ℎ휇퐸 (푇퐸 , ̂퐸 ) = ℎ휇(푇 , ̂).
Proof. By Fact 1.1.4 from [4, p. 24] every countable partition  = {푃1, 푃2,…} with∑
푛 푛휇(푃푛) <∞ has finite entropy, so퐻휇퐸 () = 퐻휇퐸 () < ∞. It follows directly from
the way we defined ̂퐸 that ̂퐸 ≽  . To prove that퐻휇퐸 (̂퐸 ) < ∞we proceed as in theproof of Theorem 4.3.3 in [4, p. 113]. First, we note that for every 푛 there are at most||푛 atoms of ̂퐸 with nonempty intersection with 퐸푛, namely atoms corresponding to-names of length 푛 with the last symbol starred. It follows that for every 푛 ≥ 1 the
static entropy of the partition ̂퐸 with respect to the measure 휇퐸(⋅ ∩ 퐸푛)∕휇퐸(퐸푛) is atmost 푛 log ||. Hence
퐻휇퐸 (̂퐸 ) = 퐻휇퐸 (̂퐸 |) +퐻휇퐸 () ≤ ∞∑
푛=1
휇퐸(퐸푛)푛 log || +퐻휇퐸 ().
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Since both퐻휇퐸 () and log ||∑∞푛=1 푛휇퐸(퐸푛) are finite we see that퐻휇퐸 (̂퐸 ) is finite
as well. By adjoining the set 푃0 = 푋 ⧵ 퐸 as a single cell to ̂퐸 we obtain a partition̂0 of 푋 satisfying the assumptions of Proposition 3.1. Applying that result we get
휇(퐸)ℎ휇퐸 (푇퐸 , ̂퐸 ) = ℎ휇(푇 , ̂0 ).
It is easy to see that the processes (푇 , ̂0 ) and (푇 , ̂) are finitarily isomorphic, hencetheir entropies are equal. Recall that for 휇-almost every 푥 ∈ 푋 there are a doubly
infinite sequence
… 푥−2푥−1.푥0푥1푥2…
and a strictly increasing sequence (푛푘)푘∈ℤ satisfying 푛0 ≤ 0 < 푥1 and such that 푥(푛푘−1,푛푘]for 푘 ∈ ℤ is a block ending with a single starred symbol preceded by some (possibly
zero) non-starred symbols. Therefore, given such a ̂-name 푥 = (푥푘)푘∈ℤ and 푗 ∈ ℤwe find 푘 ∈ ℤ such that 푛푘−1 < 푗 ≤ 푛푘 and we define
푦푗 =
{
푥(푛푘−1,푛푘], if 푗 = 푛푘,
0, otherwise. (12)
Since every block 푥(푛푘−1,푛푘] corresponds to a cell of ̂퐸 , the resulting sequence (푦푗)푗∈ℤ
is a valid ̂0 -name. The transformation given by (12) is clearly a finitary isomorphism,
since given a ̂0 -name, where nonzero blocks belong to ̂퐸 and correspond to the
blocks 푥(푛푘−1,푛푘] we can easily reconstruct ̂-name (see [28] or [24] for more details).
We say that certain quantity 휓 is 푂(휀) if 휓 depends on 휀 in such a way that 휓 tends
to 0 with 휀 → 0. In what follows, the dependence on 휀 of quantities we want to show
to be 푂(휀) is always implicit and is not reflected by our notation.
Theorem 3.3. Let Λ be a finite alphabet and 핊 = ℕ0 or ℤ. The function which assigns
to a regular point 푥 ∈ Q(Λ핊) the entropy ℎ휇(푥)(휎) of the measure 휇(푥) generated by 푥
is uniformly continuous with respect to 푓̄ .
Proof. The noninvertible case 핊 = ℕ0 follows immediately from the invertible one byconsidering the natural extension (see [4, p. 111–112]). By Lemma 2.1 it is enough to
show that the entropy function is uniformly continuous with respect to the pseudometric
푓̂ . Let Λ = {1, 2,… , 푙} (Λ deliberately does not contain 0). Let 푥, 푥′ ∈ Λ∞ satisfy
푓̂ (푥, 푥′) < 휀. We also assume that 푥, 푥′ are generic (frequency-typical) for measures
휇, 휇′, respectively. We wish to prove that |ℎ휇(휎) − ℎ휇′ (휎)| is 푂(휀). Let C = {[휆] ∶
휆 ∈ Λ} be the partition of Λℤ into cylinder sets. It is well-known that C is a generating
partition, that is, ℎ휈(휎) = ℎ휈(C , 휎) for every shift-invariant measure 휈 on Λℤ. Byassumption, there exist sets퐴 = {푎(1), 푎(2),…} ⊆ ℕ and퐴′ = {푎′(1), 푎′(2),…} ⊆ ℕ0such that 푥푎(푛) = 푥′푎′(푛), for each 푛, and both 퐴 and 퐴′ have lower asymptotic densityat least 1 − 휀. We denote the above common sequence as 휅 = (휅푛) (see Figure 1). Wewant to show that ℎ휇(휎) and ℎ휇′ (휎) are both푂(휀)-close to the entropy of some measurequasi-generated by 휅.
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Figure 1: Two exemplary sequences 푥, 푥′ ∈ {1, 2}ℕ and their common subsequence 휅.
Underlined entries in 푥 and 푥′ mark the positions in 퐴 and 퐴′, respectively.
Figure 2: Sequences 푦, 휅, 푧, 푧̄ constructed as in the proof of the main theorem for the
given exemplary 푥, 푥′ ∈ {1, 2}ℕ (the same as above).
The following steps will be applied later with 푥 replaced by 푥′. We will write down
the details only for 푥 assuming tacitly that the primed versions of the analogous ob-
jects are derived in the same way as their unprimed counterparts. Each time we take a
measure quasi-generated by a point we have to pass to a subsequence along which this
measure is quasi-generated, but we restrict ourselves only to subsequences of a subse-
quence we obtained from previous steps. For 푥we begin with a subsequence consisting
of all positive integers, for 푥′ we will begin with the last strictly increasing subsequence
we obtained in the first part (starting with 푥).
Let 푋 ⊆ Λℤ be the orbit closure of the orbit of 푥. Let 푦 ∈ {0, 1}ℤ be the char-
acteristic function of 퐴 in ℤ and 푌 ⊆ {0, 1}ℤ be the orbit closure of 푦. Consider the
topological joining푋∨푌 of푋 and 푌 generated the pair (푥, 푦) ∈ Λℤ×{0, 1}ℤ. In other
words,푋 ∨푌 is the closure of the orbit of (푥, 푦) with respect to the shift transformation
휎 × 휎 and the projection of 푋 ∨ 푌 onto the first (respectively, the second) coordinate is
푋 (respectively, 푌 ).
Let 휉 be a 휎 × 휎-invariant measure quasi-generated by (푥, 푦). Then 휉 is a joining
of 휇 with some shift invariant measure 휈 on {0, 1}ℤ quasi-generated by 푦, that is, 휇
(respectively, 휈) is the marginal of 휉 with respect to the projection from Λℤ × {0, 1}ℤ
to the first (respectively, the second) coordinate. Notice that, for any such 휈, ℎ휈(휎) ≤
휂(휀) + 휂(1 − 휀), and this bound is 푂(휀). Thus,
ℎ휇(휎) ≤ ℎ휉(휎 × 휎) ≤ ℎ휇(휎) + 휂(휀) + 휂(1 − 휀).
Therefore we have that |ℎ휇(휎) − ℎ휉(휎 × 휎)| is 푂(휀).
Let 푧 = 푥푦 ∈ (Λ ∪ {0})ℤ be the pointwise product of 푥 and 푦 and let 푧̄ = 푥(1 − 푦).
Note that 푧 (respectively, 푧̄) coincides with 푥 along퐴 (respectively, along퐴푐 = ℕ0 ⧵퐴)and all other cordinates are filled with zeros. The subshifts푍 and 푍̄ generated by taking
the orbit closures of, respectively, 푧 and 푧̄ are factors of푋∨푌 and the 휎×휎-orbit closure
of (푧, 푧̄) ∈ (Λ∪{0})ℤ×(Λ∪{0})ℤ, denoted by푍∨푍̄, is easily seen to be conjugated to
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푋∨푌 via the conjugacy휑 associated to the blockmapΦ∶ Λ×{0, 1} → Λ∪{0}×Λ∪{0}
given by Φ(푥, 푦) = (푥푦, 푥(1 − 푦)) (in other words, the factors 푍 and 푍̄ are complete in
푋 ∨ 푌 ). Thus every 휎 × 휎-invariant measure 휉 on 푋 ∨ 푌 quasi-generated by (푥, 푦) is
isomorphic to a 휎×휎-invariant measure 휑∗(휉) on푍 ∨ 푍̄. The latter measure is, in turn,a joining of two 휎-invariant measures 휁 on 푍, and 휁̄ on 푍̄ quasi-generated necessarily
by, respectively, 푧 and 푧̄. This implies that
ℎ휁 (휎) ≤ ℎ휉(휎 × 휎) ≤ ℎ휁 (휎) + ℎ휁̄ (휎). (13)
Since 휁̄ ([0]) ≥ 1 − 휀, the entropy ℎ휁̄ (휎) of 휁̄ is at most the entropy of the probabilityvector (1 − 휀, 휀∕푙, 휀∕푙,… , 휀∕푙), where 푙 = |Λ|. This entropy is equal 휂(1 − 휀) + 휂(휀) +
휀 log 푙 which is 푂(휀). This, together with (13), imply that |ℎ휁 (휎) − ℎ휉(휎 × 휎)| is 푂(휀),hence |ℎ휁 (휎) − ℎ휇(휎| is also 푂(휀).It remains to estimate the entropy of the measure 휁 quasi-generated by 푧. Let 퐸 =
{휔 = (휔푘)푘∈ℤ ∈ 푍 ∶ 휔0 ≠ 0}. Consider a partition of 푍 into cylinder sets  = {[푎] ∶
푎 ∈ Λ∪{0}}. Then퐸 = {[푎] ∶ 푎 ∈ Λ} is a partition of퐸. Note that = 퐸 ∪{[0]},hence ̂ =  (recall the paragraph before Proposition 3.2).
Since we want to apply Proposition 3.2 we need to know that 퐸 sweeps out. But
this might not be the case. Nevertheless, even if 퐸 does not sweep out with respect to 휁
we can find 훼 ≤ 휀 and a shift invariant measure 휁̂ such that 휁 = (1 − 훼)휁̂ + 훼훿ퟎ̄, where
훿ퟎ̄ is the Dirac measure concentrated on the fixed point ퟎ̄ = …0.00… and 휁̂ ⟂ 훿ퟎ̄ (휁̂and 훿ퟎ̄ are mutually singular). It follows that 퐸 sweeps out with respect to 휁̂ because
휁̂ ({ퟎ̄}) = 0.
By affinity of the entropy
ℎ휁 (휎) = (1 − 훼)ℎ휁̂ (휎) + 훼ℎ훿ퟎ̄ (휎) = (1 − 훼)ℎ휁̂ (휎).
It follows that |ℎ휁 (휎) − ℎ휁̂ (휎)| is 푂(휀). Furthermore we have
휁̂ (퐸) = 휁 (퐸)
1 − 훼
≥ 1 − 휀
1 − 훼
.
We refine 퐸 by considering entry times, that is, we refine each [푎] ∈ 퐸 accordingto the number of zeroes appearing before 푎 in a point 휔 ∈ [푎] ⊆ 퐸. In other words,
the partition ̂퐸 adapted to  and  (recall again the paragraph before Proposition 3.2)satisfies
̂퐸 = 퐸 ∨  = 퐸 ∨ {{푥 ∈ 퐸 ∶ 푟퐸(휎−1퐸 (푥)) = 푛} ∶ 푛 ∈ ℕ}.
Now Proposition 3.2 applies and gives us퐻휁̂퐸 (̂퐸 ) <∞ and
(1 − 휀)ℎ휁̂퐸 (휎퐸 , ̂퐸 ) = ℎ휁̂ (휎, ̂퐸 ∪ {[0]}) = ℎ휁̂ (휎,) = ℎ휁̂ (휎),
because the processes (̂퐸 ∪{[0]}, 휁̂ , 휎) and (, 휁̂ , 휎) are finitarily isomorphic by Propo-
sition 3.2. It follows that |ℎ휁̂퐸 (휎퐸 , ̂퐸 ) − ℎ휁̂ (휎)| is 푂(휀), hence |ℎ휁̂퐸 (휎퐸 , ̂퐸 ) − ℎ휇(휎)|is also 푂(휀).
Recall the well-known fact (see e.g. [4, Fact 4.3.7]) that among all the distributions
on ℕ with expected value 1∕푝, the largest entropy is achieved for the geometric distri-
bution and equals (휂(푝) + 휂(1 − 푝))∕푝. In our case, this applies to the entropy of the
process ( , 휁̂퐸 , 휎퐸), because setting
푝푛 = 휁̂
(
{푥 ∈ 퐸 ∶ 푟퐸(휎−1퐸 (푥)) = 푛}
)
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we get a probability vector 퐩 = (푝푛)푛∈ℕ on ℕ with the expected value
피(퐩) =
∞∑
푛=1
푛푝푛 = 1∕휁̂ (퐸) ≤ 1∕휁 (퐸).
It follows that ℎ휁̂퐸 (휎퐸 , ) does not exceed (휂(휀) + 휂(1 − 휀))∕(1 − 휀), which tends to 0
as 휀 → 0. Since ̂퐸 = 퐸 ∨  we have ℎ휁̂퐸 (휎퐸 , ̂퐸 ) ≤ ℎ휁̂퐸 (휎퐸 ,) + ℎ휁̂퐸 (휎퐸 , ), andhence
ℎ휁̂퐸 (휎퐸 ,퐸) ≤ ℎ휁̂퐸 (휎퐸 , ̂퐸 ) ≤ ℎ휁̂퐸 (휎퐸 ,퐸) + 휂(휀) + 휂(1 − 휀)(1 − 휀) .
Thus |ℎ휁̂퐸 (휎퐸 ,퐸) − ℎ휁̂퐸 (휎퐸 , ̂퐸 )| is 푂(휀) and we also have |ℎ휁̂퐸 (휎퐸 ,퐸) − ℎ휇(휎)| is
푂(휀).
Repeating the same steps, but starting with 푥′ in place of 푥 and restricting ourselves
to a subsequence of the sequence along which 휁 is generated, we produce “primed ver-
sions” of all objects defined so far. In particular, we have a set퐸′, its two partitions (퐸′
into cylinders of non-zero symbols, and its entry-times refined version ̂퐸′ ), and a mea-
sure 휁̂ ′ such that |ℎ휁̂ ′
퐸′
(휎퐸′ ,퐸′ ) − ℎ휇′ (휎)| is 푂(휀). It remains to compare ℎ휁̂퐸 (휎퐸 ,퐸)
with its primed variant ℎ휁̂ ′
퐸′
(휎퐸′ ,퐸′ ).
Here comes our final observation: since all cylinders in a symbolic space have empty
boundary, all information about the process induced by a measure preserving system
and a partition into cylinders is encoded by frequency-typical points. In particular, the
point 푧 restricted to nonzero entries, denoted as 휅 gives us a 퐸-name of a frequency-typical point for the induced process (퐸 , 휁퐸 , 휎퐸).But looking for the primed version, we see that 푧′ restricted to nonzero entries yields
휅′ = 휅, which means that the processes (퐸 , 휁퐸 , 휎퐸) and (퐸′ , 휁 ′퐸′ , 휎퐸′ ) are identical,
hence we also have an isomorphism between (퐸 , 휁̂퐸 , 휎퐸) and (퐸′ , 휁̂ ′퐸′ , 휎퐸′ ). Thisgives us that ℎ휁̂퐸 (휎퐸 ,퐸) = ℎ휁̂ ′퐸′ (휎퐸′ ,퐸′ ), and the proof is complete.
4 Appendix: The Abramov Formula
As a by-product of our considerations we present an elementary proof of a general
version of the Abramov formula. As stated in [14] this version is due to Scheller (un-
published).
Theorem 4.1 (The Abramov Formula). Let (푋,X , 휇, 푇 ) be a probability measure pre-
serving system and 퐸 ∈X be such that
∞⋃
푛=0
푇 −푛(퐸) = 푋.
Then
ℎ휇(푇 ) = 휇(퐸)ℎ휇퐸 (푇퐸).
Proof. Using the natural extension the proof reduces to the invertible case. For every
finite partition of 퐸, the partition(퐸) = (∨)∪{푋 ⧵퐸} satisfies the assumptions
of Proposition 3.1 and (퐸)퐸 ≽ , so 휇(퐸)ℎ휇퐸 (푇퐸 ,) ≤ ℎ휇(푇 ,(퐸)). Writing Part(퐷)for the set of all finite measurable partitions of 퐷 ∈X we se get
휇(퐸)ℎ휇퐸 (푇퐸) = 휇(퐸) sup∈Part(퐸)ℎ휇퐸 (푇퐸 ,) ≤ sup∈Part(퐸)ℎ휇(푇 ,(퐸)) ≤ ℎ휇(푇 ).
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Recall that for  ∈ Part(푋) we write ̂ for the join  ∨ {퐸,푋 ⧵ 퐸}, and ̂퐸 for thepartition of 퐸 adapted to  and . By (11) and Proposition 3.2 we also have
ℎ휇(푇 ) = sup∈Part(푋)ℎ휇(푇 , ̂) = 휇(퐸) sup∈Part(푋)ℎ휇퐸 (푇퐸 , ̂

퐸 ) ≤ 휇(퐸)ℎ휇퐸 (푇퐸).
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