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Abstract
This work introduces a novel, fully robust and highly-scalable, h-adaptive aggregated unfitted finite element
method for large-scale interface elliptic problems. The new method is based on a recent distributed-memory
implementation of the aggregated finite element method atop a highly-scalable Cartesian forest-of-trees mesh
engine. It follows the classical approach of weakly coupling nonmatching discretisations at the interface to
model internal discontinuities at the interface. We propose a natural extension of a single-domain parallel cell
aggregation scheme to problems with a finite number of interfaces; it straightforwardly leads to aggregated
finite element spaces that have the structure of a Cartesian product. We demonstrate, through standard
numerical analysis and exhaustive numerical experimentation on several complex Poisson and linear elasticity
benchmarks, that the new technique enjoys the following properties: well-posedness, robustness to cut location
andmaterial contrast, optimal (h-adaptive) approximation properties, high scalability and easy implementation
in large-scale finite element codes. As a result, the method offers great potential as a useful finite element
solver for large-scale multiphase and multiphysics problems modelled by partial differential equations.
Keywords: Unfitted finite elements · Interface linear elasticity · Interface Poisson · Adaptive mesh refinement ·
High performance scientific computing
1. Introduction
Unfitted finite element (FE) methods are generating considerable interest in many practical situations. Their
ability to handle complex geometries, avoiding cumbersome and time-consuming body-fitted mesh generation,
makes them especially appealing for large-scale simulations. They have been successfully exploited in mul-
tiphase and multiphysics applications with moving interfaces, such as fracture mechanics [1], fluid-structure
interaction [2], and free surface flows [3], and in applications with varying domains, such as shape or topology
optimisation [4], additive manufacturing [5], and stochastic geometry problems [6]. In the numerical com-
munity, unfitted FE methods receive different denominations. When the motivation is to capture (moving)
interfaces, they are usually referred to as eXtended FE methods (XFEM) [7]. On the other hand, when the goal
is to simulate a problem using a (usually simple) background mesh, they are denoted as unfitted or embedded
or immersed techniques; see, e.g. the cutFEM method [8], the cutIGA method [9], the immersed boundary
method [10] and the finite cell method [11].
This work investigates unfitted FEmethods in large scale simulations ofmultiphysics problemsmodelledwith
partial differential equations (PDEs). In particular, it centres upon interface problems. Two main approaches
have been considered to model internal discontinuities across the unfitted interface, namely (1) weak coupling
of nonmatching discretisations [12] and (2) local partition-of-unity enrichments [13], although both can lead
to equivalent formulations [14]. This work focuses on the first approach. It broadly consists in dividing the
mesh into two (sub)meshes that overlap in cut cells. It leads to FE approximations that have the structure of
a Cartesian product. Transmission conditions on the unfitted interface are then weakly enforced by means of
penalty [15] or Nitsche [16] formulations, among others.
In the context of unfitted interface methods, the main challenge is to derive robust methods for large material
contrast across the interface. Indeed, naive variational formulations may exhibit poor stability in this regime,
e.g. average numerical flux weighting in Nitsche methods produces inaccurate and oscillating approximation of
interface quantities [17]. On the other hand, large material contrast problems are prone to the so-called small
cut cell problem. This issue is formally circumscribed to the unfitted boundary case and it is associated with
cut cells with arbitrarily small intersection with the physical domain. Unless a specific technique mitigates the
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problem, numerical integration on these badly-cut cells leads to severe ill-conditioning problems [18, 19]. Since
unfitted boundary problems can be interpreted as a limiting case of large contrast interface ones, the latter are
not completely immune to the issue.
Despite vast literature on the topic [20–23], fewer authors achieve formulations that are fully robust and
optimal, regardless of cut location and material contrast. A notable exception is the family of methods that rely
on ghost penalty [8, 24]. These works adopt approach (1) and enrich the variational formulation with suitable
stabilization terms defined in the faces of cut cells; the resulting formulation is robust to cut location. Besides,
robustness to material contrast is achieved by using the so-called harmonic weights in the Nitsche formulation, a
typical approach in body-fitted discontinuous Galerkin (DG) methods [25]. As a result, the condition number of
the diagonally-scaled systemmatrix becomes independent of the material contrast [8]. However, research in this
area has tended to overlook scalability and hp-adaptivity, which are essential aspects in applications to large-
scale multiphysics problems. These aspects have been considered by the finite cell method community [26, 27],
but robustness to material contrast has barely received their attention.
Research over the past few years is turning to an alternative approach to ensure robustness to cut location,
the so-called cell aggregation or cell agglomeration techniques. This approach is based on aggregating cells
at the cut interface to remove basis functions associated with small cut cells. It has been recently employed
for hybrid-high order (HHO) [28], even though these methods are not considering face aggregation strategies
and thus, their trace unknowns can lead to ill-posed problems. Aggregation has also been used for continuous
Galerkin (CG) [29] methods, but the resulting scheme relies on the assumption that the aggregates can always
be rectangles. However, such assumption is wrong, even in two-dimensions; aggregates have more complicated
shapes in general geometries andmeshes. The authors in [29] picked an elementary 2D circular Poisson problem
in a square with a circular inclusion, discretised with a uniform Cartesian grid, in a mesh in which rectangular
aggregates only where possible. In contrast, the (CG) aggregated unfitted finite element method (FEM), referred
to as AgFEM [19], is grounded on a general aggregated approach amenable to arbitrarily complex 3D geometries
and h-adaptivity [30]. In spite of this, research has been restricted so far to unfitted boundary elliptic [19] or
Stokes [31] problems.
The main goal of this work is to present a novel aggregated FE method for interface elliptic boundary value
problems (BVPs). In contrast with other existing methods, we clearly show that interface AgFEM enjoys overall
well-behaved numerical properties and remarkable large-scale capability. In particular, we demonstrate, with
theoretical results and thorough numerical experimentation, well-posedness, robustness to cut location and
material contrast, optimal (h-adaptive) approximation properties, high scalability and ease of implementation
in high-performance computing (HPC) FE codes. The paper gives first insight into AgFEM, as a large-scale
FE solver for complex multiphase and multiphysics problems modelled by PDEs. It is also intended to provide
guidance in exploiting other unfitted CG methods by aggregation for interface problems.
The outline of this work is as follows. We assume first an embedded (multiple) n-interface geometrical setting
in Section 2.1. Next, we extend the single-domain cell aggregation method in [19] to n-interface problems, in
Section 2.2. Cell aggregation can be carried out independently on each subdomain and reuse, with little effort,
existing distributed-memory implementations of the single-domain algorithm [32]. In Section 2.3, we define
AgFE spaces for embedded n-interfaces; we see that they easily accommodate the interface-overlapping mesh
approach in [12]. Afterwards, we restrict ourselves to the approximation of single interface linear elasticity
problems, see Section 3.1. We derive a similar formulation to body-fitted DGmethods [33], using the symmetric
interior penalty method and harmonic average weights, to weakly enforce interface conditions, see Section 3.2.
Numerical analysis, proving well-posedness and a priori error estimates, are also covered there; all results are
stable to cut location and material contrast. We implement the method in the large-scale FE software package
FEMPAR [34], which exploits the highly-scalable forest-of-tree mesh engine p4est [35] for h-adaptivity. In the
numerical tests of Section 4, we consider both the linear elasticity and Poisson equations as model problems
on several complex geometries and several hp-FEM standard benchmarks. We numerically assess optimal
convergence rates on uniform and h-adaptive meshes, robustness to cut location and material contrast, and
weak-scalability. Finally, we report the main conclusions and contributions of the work in Section 5.
2. The aggregated unfitted finite element method on interface problems
2.1. Embedded interface geometry setup. Let Ω ⊂ Rd, with d = 2, 3 denoting the space dimension, be an
open, bounded, connected domain, with smooth Lipschitz boundary ∂Ω. Since we seek to analyse problems
with multiple physics and/or phases, let {Ωi}N
i=1 be a partition of Ω into N subdomains Ω
i with Lipschitz
boundaries ∂Ωi. Let now Γ0 
⋃N
i=1 ∂Ω
i \ ∂Ω denote the skeleton of the partition. Equivalently, there is a
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partition of Γ0 into Γi j  ∂Ωi ∩ ∂Ωj , such that Γ0  ⋃Ni, j=1 Γi j . Let N0 denote the number of non-empty Γi j ,
for all i, j = 1, . . . , N . The setting is represented in Figure 1a.
• ΣiW × ΣiI T 1h,W T 1h,I T 2h,W T 2h,I T 3h,W T 3h,I T ih,E
(a) Ω, Th and (dashed) Γ0 (b) T 1h,A andV1h,A (c) T 2h,A andV2h,A (d) T 3h,A andV3h,A
Figure 1. An embedded interface geometry setup for N = 3 and η0 = 1, i.e. well-posed iff interior
and ill-posed iff cut. The boundary of the physical domain ∂Ω conforms to the mesh Th , whereas the
skeleton Γ0 is immersed in it. {T ih,A}3i=1 forms a partition of Th , overlapping at cells cut by the skeleton
Γ0. As a result, degrees of freedom on cut cells are doubled or tripled (assuming linear lagrangian FEs).
We consider partitions of DOFs inVi
h,A into well-posed Σ
i
W and ill-posed Σ
i
I DOFs (note that we omit
Dirichlet DOFs). Ill-posed DOFs are constrained in terms of well-posed DOFs, see Equation (1) and
Figure 3.
We introduce now a typical embedded interface setup. To focus on the interface problem, we assume that Ω
can be easily meshed with, e.g. Cartesian grids or unstructured d-simplexes, such that the external boundary ∂Ω
conforms to the mesh, whereas Γ0 remains immersed, as shown in Figure 1a. For simplicity in the exposition,
let us consider that the mesh is body-fitted with respect to ∂Ω, even though the general case can readily be
tackled using the techniques in [19]. Instead, in this article, we focus on the extension of these techniques to
resolve immersed interfaces. According to this, let Th be a partition of Ω into cells, the so-called background
mesh. Any T ∈ Th is the image of a differentiable homeomorphism ΦT over a set of admissible open reference
d-polytopes [34], such as d-simplexes or d-cubes. We let Th be non-conforming, i.e. there can be hanging
vertices, edges or faces. We assume that the mesh is shape-regular and hT represents the characteristic size of
the cell T ∈ Th.
We assume, without loss of generality, that the immersed skeleton Γ0 is represented by the zero level-set of
one or several known scalar functions, the so-called level-set functions, or by other means, e.g. from 3D CAD
data, using techniques to compute the intersection between cell edges and surfaces (see, e.g. [36]). We also
assume that we have suitable techniques (e.g. for local integration) to deal with cells that are intersected by more
than one interface Γi j . For any cell T ∈ Th, we define the quantity
ηiT 
measd(T ∩Ωi)
measd(T) , ηT ∈ [0, 1], i = 1, . . . , N,
and a user-defined parameter η0 ∈ (0, 1], referred to as the well-posedness threshold. To isolate badly cut cells,
we classify cells of Th in terms of ηiT and η0; it leads to subsets of Th of the form
T ih,W = {T ∈ Th : ηiT ≥ η0}, T ih,I = {T ∈ Th : η0 > ηiT > 0}, T ih,E = {T ∈ Th : ηiT = 0},
for i = 1, . . . , N . T i
h,W, T ih,I and T ih,E are the well-posed (W), ill-posed (I) and exterior cells (E) associated
with subdomain Ωi. T i
h,W contains interior cells or those with a large portion inside Ω
i, T i
h,I, those with small
cut portions in Ωi, and T i
h,E those with empty intersection with Ω
i. We remark that, for η0 = 1, well- or
ill-posed cells coincide with interior or cut cells. By definition, each triplet {T i
h,W,T ih,I,T ih,E}, i = 1, . . . , N ,
forms a nonoverlapping partition of Th. We denote the union of cells of T ih,W, T ih,I and T ih,E by ΩiW, ΩiI and
ΩiE, e.g. Ω
i
W =
⋃
T ∈T i
h,W
T . We also introduce the active meshes and domains, given by T i
h,A  T ih,W ∪ T ih,I and
ΩiA  Ω
i
W ∪ ΩiI, i = 1, . . . , N; note that Ωi ⊂ ΩiA. It follows that {T ih,A}Ni=1 is a partition of Th, overlapping at
cells cut by the skeleton Γ0, see Figures 1b-1c-1d. We observe that our geometrical configuration generalises
to multiple interfaces the classical approach adopted in, e.g. [8, 12], for single interface problems. Indeed, for
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N = 2 (N0 = 1), {T ih,A}2i=1 is an overlapping partition of Th, that divides the mesh into two (sub)meshes, where
cells cut by the interface are doubled.
We note that, for general expressions of the immersed skeleton Γ0, it could happen that a T ∈ Th is such that
T ∩Ω is a set of connected domains that are disconnected with each other. In this case, we consider each of these
disconnected components as a separate cut cell. Thus, we redefine the mesh Th, replicating these cut cells for
each disconnected part, and use the procedure above verbatim. The reason for this is to assure that aggregates
are always connected domains and, e.g. the Deny-Lions lemma can be used to prove approximability properties.
Alternatively, one could assume that Γ has bounded curvature and the mesh is fine enough (see, e.g. [12]).
2.2. Cell aggregation with multiple interfaces. Cell aggregation for single-domain problems is well-covered
in previous works, e.g. [19]; here, we limit ourselves to lay out the extension of the rationale to problems posed in
domains with multiple interfaces, introduced in Section 2.1. We recall that aggregated FE spaces are grounded
on a map, the so-called root cell map. This map associates any ill-posed cell with a well-posed cell, by means
of a cell aggregation scheme, described in, e.g. [30, Algorithm 2.2].
In our context, we assume we carry out cell aggregation independently on each active mesh T i
h,A, i = 1, . . . , N ,
as illustrated in Figure 2; it yields the i-th root cell maps Ri : T i
h,A → T ih,W. For any T ∈ T ih,W, we
refer to AiT  (Ri)−1(T) as a cell aggregate rooted at T . By construction of Ri, aggregates take the form
AiT = {Tj}0≤ j≤mT , where T0 = T ∈ T ih,W and Tj ∈ T ih,I, 1 ≤ j ≤ mT , i.e. they are composed of several ill-posed
cells and a unique (root) well-posed cell. Furthermore, aggregates are connected; they are also disjoint in T i
h,A,
i.e. for any T,T ′ ∈ T i
h,A, we have that ARi (T )∩ ARi (T ′) = ∅ or Ri(T) ≡ Ri(T ′). It follows that T ih,ag  {AiT }T ∈T ih,W
are partitions of T i
h,A into cell aggregates, for all i = 1, . . . , N . We observe that cell aggregation schemes only use
the local information of each T i
h,A, i = 1, . . . , N; there is no coupling between active (sub)meshes. As a result,
implementation of a multiple-domain cell aggregation scheme can fully reuse a single-domain counterpart.
T 1
h,ag: aggregated not aggregated T 2h,ag: agg. not agg. T 3h,ag: agg. not agg. T ih,E
(a) Step 1 (b) Step 2 (c) Step 3 (d) Step 1 (e) Step 2 (f) Step 3 (g) Step 1 (h) Step 2 (i) Step 3
Figure 2. Cell aggregation on the three active meshes T i
h,A, i = 1, 2, 3, of Figure 1. The algorithm is
detailed in, e.g. [30, Algorithm 2.2]. First, it marks well-posed cells as individual aggregates (Step 1).
Then, aggregates grow iteratively, by attaching adjacent ill-posed cells to them (Step 2). The procedure
stops when T i
h,A, i = 1, 2, 3 is covered by aggregates (Step 3). This operation gives the root cell map
Ri , i = 1, 2, 3. We observe that the scheme runs independently on each mesh with the local information
provided by T i
h,A, i = 1, 2, 3. Hence, implementation can reuse a single-domain cell aggregation scheme.
2.3. Aggregated Lagrangian finite element spaces. As stated in Section 1, we consider the common ap-
proach [8, 12, 17] of building FE spaces on top of interface-overlapping meshes; it leads to FE approximations
that have a Cartesian product structure. In our case, we aim to construct a CG AgFE space on top of the
aggregated overlapping mesh {T i
h,ag}Ni=1. We will see that we can straightforwardly exploit the single-domain
methodology in [19] to derive an AgFE space on each aggregated mesh T i
h,ag and, from here, a global FE space
in T of the formV1
h,ag × . . . ×VNh,ag.
For the sake of simplicity, we assume that the PDE problem posed in Ω is such that there is a single scalar-
valued field associated to each subdomain Ωi. We also assume discretisations with Lagrangian FEs. In any
case, the exposition can be generalised to other FEs, e.g. Nédélec [37], vector/tensor fields and multiple fields
per Ωi. We also consider same cell topology everywhere in T and T conforming; although AgFE spaces
on top of nonconforming meshes are fully covered in [30] and numerical tests in Section 4 run on Cartesian
tree-based (nonconforming) meshes [38]. Lastly, we omit treatment of strong Dirichlet boundary conditions in
the discussion below, although they can be easily taken care of, using standard approaches.
We denote byV(T) a vector space of functions defined on T ∈ T . For d-simplex meshes, we define the local
space V(T)  Pq(T), i.e. the space of polynomials of order less or equal to q in the variables x1, . . . , xd. For
d-cubes, we defineV(T)  Qq(T), i.e. the space of polynomials that are of degree less or equal to q with respect
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to each variable in x1, . . . , xd. In the numerical examples, we limit ourselves to rectangular or hexahedral cells
and linear or quadratic shape functions, i.e. V(T)  Q1(T) or V(T)  Q2(T). To simplify notation, we define
the elemental functional spaces V(T) in the physical cell T ⊂ Ω (even though our computer implementation
relies on reference parametric spaces, as usual). Since we take on Lagrangian FEs, the basis for V(T) is the
Lagrangian basis (of order q) on T ; we assume same order everywhere in T . We denote by ΣT the set of
Lagrangian nodes of order q of cell T , i.e. the set of local DOFs in T . There is a one-to-one mapping between
nodes σ ∈ ΣT and shape functions φσT (x) such that φσT (xσ
′) = δσσ′, where xσ′ are the space coordinates of
node σ′ and δ is the Kronecker delta.
Since we seek a global aggregated FE space of the formV1
h,ag× . . .×VNh,ag, we start by defining the subdomain
members Vi
h,ag, i = 1, . . . , N . Thus, all notation and definitions in the next paragraphs are subdomain-local,
i.e. referred to any subdomain Ωi ⊂ Ω, i = 1, . . . , N , unless stated otherwise. According to this, let ΣiA refer to
the set of (subdomain-)active DOFs of T i
h,A. We introduce next a local-to-subdomain DOF map σ
i(T, σ′) ∈ ΣiA,
with σ′ ∈ ΣT and T ∈ T . In CG methods, σi is obtained by gluing together DOFs located in the same
geometrical position; this operation leads to C0-continuous approximations. With this notation, we can define
a standard FE space in T i
h,A of the form
Vih,A  {vi ∈ C0(ΩiA) : vi

T
∈ V(T), ∀ T ∈ T ih,A}.
It is well-known that, when the discrete FE problem is only integrated in Ωi, direct usage of Vi
h,A leads to
arbitrarily ill-conditioned linear systems [18]. To solve this issue, we resort to the aggregated FEM [19, 31].
The main idea is to remove fromVi
h,A problematic DOFs, associated with small cut cells, by constraining them
as a linear combination of DOFs with local support in a (well-posed) cell of T i
h,W. It leads to the aggregated
subspace ofVi
h,A, namelyVih,ag, that gets rid of the aforementioned ill-conditioning issues.
In order to defineVi
h,ag, the key is to realise that our context is analogous to one considering a single-domain
unfitted-boundary problem, taking Ωi as the physical domain embedded in Ω. The former case is extensively
covered in [19]. Hence, we can follow the same steps to deriveVi
h,ag. According to this, let us define the set of
well-posed DOFs as ΣiW 
⋃
T ∈T i
h,W
ΣT and the set of ill-posed DOFs as ΣiI  Σ
i
A \ΣiW, see Figure 1. Obviously,
{ΣiW, ΣiI} forms a partition of ΣiA. ΣiW gathers all DOFs that have local support in (well-posed) cells of T ih,W,
while ΣiI isolates all DOFs, that potentially have arbitrarily small compact support and must be constrained in
terms of well-posed DOFs of ΣiW.
To compute ill-posed DOF constraints, we proceed as usual in AgFE methods. First, we compose the root
cell map Ri : T i
h,A → T ih,W of Section 2.2, with a map between ill-posed DOFs ΣiI and ill-posed cells T ih,I.
Specifically, we assign each ill-posed DOF to one of its surrounding ill-posed cells. The chosen cell is then
mapped onto a well-posed cell via Ri. Thus, the outcome of this composition is a map K i : ΣiI → T ih,W,
that assigns an ill-posed DOF to a well-posed cell via cell aggregation; see formal definitions in, e.g. [19, 32].
Following this, given vi ∈ Vi
h,A and σ ∈ ΣiI , we linearly extrapolate the nodal value of σ, namely viσ ∈ R, with
the values at the local DOFs of its root cell K i(σ). It leads to the constraint (see Figure 3)
viσ =
∑
σ′∈ΣKi (σ)
Cσσ′viσ′, with Cσσ′  φ
σ′
K i (σ)(xσ). (1)
As a result, the AgFE space can be readily defined as
Vih,ag  {vi ∈ Vih,A : viσ =
∑
σ′∈ΣKi (σ)
Cσσ′viσ′, ∀σ ∈ ΣiI}.
It is clear that Vi
h,ag ⊂ Vih,A. Further details, such as the form of (subdomain-wise) shape functions of Vih,A,
are not covered here, as they are analogous to those in [19].
After defining independent AgFE spaces in Ωi, i = 1, . . . , N , a global aggregated FE spaceVh,ag is straight-
forwardly derived as the Cartesian product of subdomain counterparts, i.e. Vh,ag  V1h,ag × . . . × VNh,ag. We
remark that, as T i
h,A overlaps in cells cutting the skeleton Γ0, DOFs lying on a cut cell are mapped to as many
different global DOFs, as active meshes overlapping the cell, via the local-to-subdomain DOFmapσi. However,
some replicated DOFs may be marked as ill-posed and become constrained. As a result, they do not increase
the size of the linear system.1
1In this sense, AgFEM departs from other unfitted techniques that rely on the same interface-overlapping mesh approach, such as
cutFEM. In those cases, the problem is incremented by the number of replicated DOFs. In particular, the total number of (free) DOFs
ROBUST AND SCALABLE H-ADAPTIVE AGGREGATED UNFITTED FINITE ELEMENTS FOR INTERFACE ELLIPTIC PROBLEMS 6
Figure 3. Close-up of Figure 1b illustrating an ill-posed DOF (×) in T 1
h,A mapped to a well-posed cell
via K1. The resulting constraining DOFs, i.e. ΣK i , are marked with •.
3. Approximation of unfitted interface elliptic problems
In this section, we address the approximation of compressible linear elasticity problems with the AgFEM. We
introduce first the continuous interface problem (2) and prove that the weak formulation (4)-(5) is well-posed.
Afterwards, we consider a consistent Nitsche’s method (7) to discretise the problem with AgFEM. We conclude
by examining well-posedness and approximability properties of the discrete problem (7), which lead to optimal
a priori error estimates.
From this point onwards, we restrict ourselves to single interface problems with two subdomains, i.e. there is a
unique physical interface Γ0 ≡ Γ12; henceforth denoted simply by Γ. This assumption contributes to conciseness
and readability; all concepts presented here can be easily extended to the general case with an arbitrary number
of subdomains. For the sake of the numerical analysis, let Γ be a smooth manifold with bounded curvature. To
distinguish the two subdomains, we use superscripts +,− instead of 1, 2, e.g. the subdomains are denoted by Ω+
and Ω−. In addition, we employ superscript α ∈ {+,−} to refer to any of the subdomains and ± to refer to the
broken domain, i.e. Ω±  Ω+ ∪Ω−.
Before describing the model problem and approximation, we introduce some additional notation. Let v be a
smooth enough vector or tensor function defined in Ω. We denote by vα  v |Ωα the restriction of v into Ωα;
conversely, given vα defined inΩα, we identify the pair {v+, v−} with the function v inΩ±, that is equal to vα in
Ωα. On the interface, we define v+ |Γ(x) = lim→0+ v(x − n+) and v− |Γ(x) = lim→0− v(x + n−). We define
the jump of v across Γ by nvo  v+ |Γ − v− |Γ and the weighted average of v on Γ as {{v}}  w+ v+ |Γ + w− v− |Γ,
with 0 ≤ wα ≤ 1 and w+ + w− = 1.
On the other hand, we use standard notation for Sobolev spaces (see, e.g. [39]). For instance, the L2(ω) norm
is denoted by ‖·‖
L2(ω), the H
1(ω) norm as ‖·‖
H1(ω) and the H
1(ω) seminorm as |·|
H1(ω). Given the two disjoint
open connected subdomains Ω+,Ω− ⊂ Rd, the Sobolev spaces of the form Hs(Ω+) × Hs(Ω−) are represented
with Hs(Ω±), endowed with the norm ‖·‖H s (Ω±)  (‖·‖2H s (Ω+) + ‖·‖2H s (Ω−))1/2; analogously for seminorms.
Vector-valued Sobolev spaces are represented with boldface letters. We use common notation A . CB or
A & CB to denote that A ≤ B or A ≥ B for some positive constant C. In this work, constants may depend
on the order of the FE space and the user-defined value η0, but they may not depend on the mesh-interface
intersection (i.e., how the cells are intersected), the mesh size of the background mesh, or the contrast of the
physical parameters at both sides of the interface.
Moreover, let us assume that the aggregate size is bounded by a constant times hT , where T is the root of
the aggregate. This can be shown to hold when assuming that the ratio between the size of two neighbouring
cells cannot be arbitrarily large, e.g., using standard 2:1 balance in adaptive non-conforming tree meshes or a
patch-local quasi-regularity assumption on unstructured meshes (see also [19, Lemma 2.2]).
Lastly, we introduce the set of faces Fh that are generated after the intersection of Γ and the mesh Th,
i.e. Fh 
{⋃
T ∈Th Γ ∩ T
} ∪ {⋃T,T ′∈Th : T,T ′ Γ ∩ (T ∩ T ′)}; a face F in Fh can be on the boundary of the
background mesh cells or intersect the cells. In the subsequent analysis, there is no difference between the two
cases and, thus, we do not distinguish among them. Given F ∈ Fh, we let TαF ∈ T αh,A such that F ∩ Ωα ⊂ TαF
and hTF  max{hT+F , hT−F }. Note that T+F ≡ T−F for faces that intersect the cells.
is
∑
i=1,N
ΣiA. In contrast, the size of the linear system in AgFEM is always smaller and bounded above by ∑i=1,N ΣiA; indeed, the
total number of DOFs is regulated by the well-posedness threshold η0. For η0 equal to zero, we would exactly have
∑
i=1,N
ΣiA, but
this is the standard XFEM case, which is useless because it does not get rid of the small cut cell problem. The larger η0 is, the more
cells are marked as ill-posed and thus the number of DOFs reduced, because more DOFs are constrained and do not appear in the
(reduced) linear system. In the aggregation process, replicated DOFs on the interface cells are eliminated and one can easily end up
with a problem even smaller than the original FE problem. In any case, the interface region usually demands more refined meshes due
to small scale local effects. This is accomplished by combining AgFEM with adaptive mesh refinement and coarsening (see [30]).
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Our main goal is to prove that all constants being used in the analysis are independent of h and the cell-
interface intersection. They may depend, though, on the well-posedness threshold η0, the shape of Γ, and the
order of the FE approximation. The key strategy in the analysis, in order to prove robustness to the small
cut cell problem, is to build upon well-behaved properties, that enjoy AgFE spaces in BVPs posed on unfitted
boundaries, i.e. where ∂Ω is unfitted, instead of Γ; these properties have been thoroughly covered in [19, 31].
We will often refer to them, without repeating details, to keep the presentation short.
Besides, we also aim to gain some control on the robustness of method (7) to material contrast. Since
we rule out incompressibility, we adopt the quotient of µ coefficients at either sides of Γ as the measure of
material contrast, i.e. we consider µ+/µ− in the numerical experiments. Therefore, we can follow the usual
approach for the Laplacian problem, adopted in body-fitted DG [25] and small-cut-stable unfitted [8] methods.
In particular, we employ the so-called harmonic average weights, that is w+  µ−µ++µ− and w− 
µ+
µ++µ− . Clearly,
wα, α ∈ {+,−}, does not depend on cut location, only on material contrast. We will denote the harmonic
average of µ by µ  2µ+µ−µ++µ− . We have that µmin ≤ µ ≤ µmax and µ ≤ 2µmin.
3.1. Model problem: We consider the linear isotropic elasticity problem with discontinuous Lamé parameters
across Γ, even though the following discussion and analysis can also be particularised to the Poisson equation,
or any other elliptic problem with H1-stability. We adopt a pure-displacement (irreducible) model [40].
For simplicity, we assume homogeneous Dirichlet boundary conditions on ∂Ω, although non-homogeneous
Dirichlet or Neumann boundary conditions can be considered too, using standard arguments. We also assume
non-homogeneous (immersed) interface transmission conditions, as we deal with them in some examples of
Section 4, although displacement and normal stress jumps across Γ are zero in most practical situations.
According to this, the model problem seeks to find the displacement field u : Ω+ ∪Ω− → Rd such that
−∇ · σ(u) = f in Ω+ ∪Ω−,
u = 0 on ∂Ω,
nuo = jΓ on Γ, and
nσ(u)o · n+ = gΓ on Γ,
(2)
where ε,σ : Ω+ ∪Ω− → Rd,d are the strain tensor ε(u)  12 (∇u + ∇uT ) and stress tensor σ(u) = 2µε(u) +
λtr(ε(u))Id; where Id denotes the identity matrix in Rd. Apart from that, we let f ∈ L2(Ω) represent the body
forces, whereas jΓ and gΓ denote the fixed jump and forcing terms on Γ. We assume that jΓ ∈ H1/200 (Γ) and
gΓ ∈ H1/2(Γ). We recall that H1/200 (Γ) is the subspace of functions in H1/2(Γ), whose extension by zero on
∂Ω is in H1/2(∂Ω ∪ Γ) [39, Appendix A.2]. Since jΓ ∈ H1/200 (Γ), its extension by zero to ∂Ωα, α ∈ {+,−}, is
bounded in H1/2(∂Ωα), which we represent with j∂Ωα . On the other hand, n+ is the exterior normal to Ω+.
We assume the Lamé coefficients to be subdomain constant, i.e. λ(x)  λα ≥ 0 and µ(x)  µα > 0
for x ∈ Ωα, α ∈ {+,−}, but can have different values across Γ. Furthermore, we consider the Poisson ratio
να  λα/(2(λα+µα)) is bounded away from 1/2, i.e. the material is compressible. Since λα = 2ναµα/(1−2να),
λα is bounded above by µα, i.e. λα ≤ Cµα, C > 0. Combined with the Cauchy-Schwarz inequality, it leads to
the upper bound ∫
Ωα
σ(u) : ε(v) dΩ ≤ Cνµα‖∇u‖L2(Ωα)‖∇v‖L2(Ωα), ∀u, v ∈ H1(Ωα). (3)
We can now use (3) and the fact that jΓ ∈ H1/200 (Γ) to show that the weak form of (2) is well-posed. To
this end, we let the decomposition u  w + h j ∈ H1(Ω±), such that the weak solution of (2) becomes: find
u = w + h j ∈ H1(Ω±), where
h j ∈ H1(Ω+) :
∫
Ω+
σ(h j) : ε(v) dΩ = 0, h j = j∂Ω+ in ∂Ω+, and (4)
w ∈ H10(Ω) :
∫
Ω
σ(w) : ε(v) dΩ = −
∫
Ω
σ(h j) : ε(v) dΩ +
∫
Ω
f · v dΩ +
∫
Γ
gΓ · v dΓ, (5)
for all v ∈ H10(Ω). Thus, u ∈ V, where
V  {v ∈ H1(Ω±) : v = 0 on ∂Ω}.
Continuity of the bilinear form in H1(Ω±) is a direct consequence of (3). On the other hand, using the Korn
inequality, which leads to ∫
ω
σ(u) : ε(u) dΩ ≥ CσCωµ‖∇u‖2L2(ω), (6)
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for an open, bounded and connected ω ⊂ Ω and its related Korn constant Cω > 0, together with the first
Poincaré-Friedrichs inequality, we prove coercivity. We can readily apply Lax-Milgram’s lemma on (4), leading
to ‖h j ‖H1(Ω+) . ‖ j∂Ω+ ‖H1/2(∂Ω+) . ‖ jΓ‖H1/2(Γ). Finally, continuity of the right-hand side of (5) follows from
the Cauchy-Schwarz inequality and a trace theorem:
−
∫
Ω+
σ(h j) : ε(v) dΩ . µ1/2+ ‖ jΓ‖H1/2(Γ)‖µ1/2v‖H1(Ω+),∫
Ω
f · v dΩ . ‖µ−1/2 f ‖L2(Ω)‖µ1/2v‖L2(Ω),∫
Γ
gΓ · v dΓ . ‖µ−1/2gΓ‖L2(Γ)‖µ1/2v‖L2(Γ) . ‖µ−1/2gΓ‖H1/2(Γ)‖µ1/2v‖H1(Ω±), ∀v ∈ H10(Ω).
Combining all these results, existence and uniqueness of the weak solution to (2) is ensured by the Lax-Milgram
theorem. Moreover, the problem is well-posed, since the unique solution is bounded by the data as follows:
‖µ1/2u‖H1(Ω±) . µ1/2+ ‖ jΓ‖H1/2(Γ) + ‖µ−1/2 f ‖L2(Ω) + ‖µ−1/2gΓ‖H1/2(Γ).
3.2. Discrete formulation. We consider as approximation space ofV the aggregated FE space, see Section 2.3,
Vh  {vh ∈ V+ag ×V−ag : vh = 0 on ∂Ω}.
We consider an approximation of (5) with this discrete space, which reads:
uh ∈ Vh : ah(uh, vh) = `h(vh), ∀vh ∈ Vh, (7)
where the global FE operators ah and `h are given by
ah(uh, vh) 
∫
Ω
σ(uh) : ε(vh) dΩ
+
∑
F ∈Fh
[
βµ
hTF
∫
F
nuho · nvho dΓ −
∫
F
n+ · {{σ(vh)}} · nuho dΓ −
∫
F
n+ · {{σ(uh)}} · nvho dΓ
]
,
`h(vh) 
∫
Ω
f · vh dΓ
+
∑
F ∈Fh
[
βµ
hTF
∫
F
jΓ · nvho dΓ −
∫
F
n+ · {{σ(vh)}} · jΓ dΓ +
∫
F
gΓ ·
(
w−v+h + w+v
−
h
)
dΓ
]
.
We observe that ah and `h contain the usual terms in Nitsche’s formulations, i.e. terms that weakly impose the
interface conditions, symmetrizing terms and stabilization terms. The latter terms are those premultiplied by β,
which has to be large-enough to ensure coercivity of the bilinear form ah. Furthermore, the above formulation
is consistent, by the following result:
Lemma 3.1 (Consistency). Let u ∈ H2(Ω±) ∩ V solve (2). Then, it holds ah(u, vh) = `h(vh), ∀vh ∈ Vh.
Proof. Since u solves problem (2) (in a weak sense), integration by parts leads to:∫
Ω
σ(u) : ε(vh) dΩ = −
∫
Ω+∪Ω−
vh · ∇ · σ(u) dΩ
+
∫
Γ
n+ · {{σ(u)}} · nvho dΓ +
∫
Γ
n+ · nσ(u)o · (w−v+h + w+v−h ) dΓ,
for any vh ∈ Vh. Combining this result with −∇ · σ(u) = f , nuo = jΓ and n+ · nσ(u)o = gΓ, we can check
that all terms in the discrete formulation (7) cancel out. 
For the sake of proving coercivity, we need the following auxiliary result.
Lemma 3.2. Let T ∈ T α
h,W and uT ∈ Qq(T). There exists Cη0 > 0, dependent on the well-posedness threshold
η0, such that ‖uT ‖2L2(T ) ≤ Cη0 ‖uT ‖2L2(T∩Ωα), α ∈ {+,−}.
Proof. The proof is direct for interior well-posed cells; we restrict ourselves to well-posed cut cells. Let us
consider a cell T and its interior portion T ∩ Ω. Using the inverse of the geometrical map, which maps T into
the reference cell Tˆ , one can map the interior portion to the reference cell, which is represented with Tˆin. It is
easy to check that measd(Tˆin) ≥ Cη0measd(Tˆ). In fact, the constant is 1 for affine maps. ‖·‖2L2(Tˆin) is a norm for
Qq(Tˆ), since a polynomial that vanishes in a domain of non-zero measure is equal to zero. We prove the result
by using the equivalence of norms in finite-dimensional vector spaces and a scaling argument. 
ROBUST AND SCALABLE H-ADAPTIVE AGGREGATED UNFITTED FINITE ELEMENTS FOR INTERFACE ELLIPTIC PROBLEMS 9
Given T ∈ T α
h,A, α ∈ {+,−}, let us denote by T1, . . . ,TnαT , nαT ≥ 1, the set of constraining well-posed cells
of T in T α
h,W, i.e. the set of well-posed cells that constrain at least one DOF of T in T αh,W. Let us also define
ΩTαF  Ω
α ∩
(
TαF ∪
⋃nαT
i=1 Ti
)
. With this notation, we can state the following inequality, which holds for discrete
functions in cut cells (see [30, Lemma A.7]):
‖∇vαh ‖2L2(F) . Cη0h−1TαF ‖∇v
α
h ‖2L2(ΩTα
F
), α ∈ {+,−}, ∀vh ∈ Vh, ∀F ∈ Fh . (8)
We also make use of the following inequality for continuous functions on cut cells (see [12]):
‖ψ‖2
L2(∂(Ω∩T )) . h
−1
T ‖ψ‖2L2(Ω∩T ) + hT |ψ |2H1(Ω∩T ) , ∀ψ ∈ H1(Ω ∩ T), (9)
where ∂(Ω ∩ T) is the boundary of Ω ∩ T .2
Let us define the spaceV(h)  Vh + H2(Ω±) ∩ V. We endowV(h) with the broken norm:
‖v‖2V(h) 
∑
α∈{+,−}
µα‖∇vα‖2L2(Ωα) +
∑
F ∈Fh
µ
hTF
‖nvo‖2
L2(F) +
∑
α∈{+,−}
∑
T ∈Tα
h,A
µαh2T ‖v‖2H2(T∩Ωα).
It can be checked that ‖v‖L2(Ω) . ‖v‖V(h), for v ∈ V(h), see, e.g. [19, Lemma 5.8]. The following lemma
restricted to the discrete space Vh provides the well-posedness of the discrete problem. Its extension to V(h)
will be required in the convergence analysis.
Lemma 3.3 (Well-posedness). The bilinear form in the discrete formulation (7) satisfies the following properties
uniformly w.r.t. the mesh size h of the background mesh and interface intersection:
(i) Coercivity:
ah(uh, uh) & ‖uh ‖2V(h), ∀uh ∈ Vh,
if β > C, for some (large-enough) positive constant C.
(ii) Continuity:
ah(u, v) . ‖u‖V(h)‖v‖V(h), ∀u, v ∈ V(h).
Therefore, there exists a unique solution to problem (7).
Proof. By definition of the bilinear form ah and (6), we have that
ah(uh, uh) &
∑
α∈{+,−}
CσCωµα‖∇uαh ‖2L2(Ωα) +
∑
F ∈Fh
βµ
hTF
‖nuho‖2L2(F) − 2
∑
F ∈Fh
∫
F
n+ · {{σ(uh)}} · nuho dΓ, (10)
for any uh ∈ Vh. In order to prove coercivity, we have to bound the indefinite term. Let us pick an arbitrary
uh ∈ Vh. Using the fact that wαµα = µ, Cauchy-Schwarz and triangle inequalities and (8), we get
‖n+ · {{σ(uh)}}‖2L2(F) .
∑
α∈{+,−}
w2αµ
2
α‖∇uαh ‖2L2(F) = µ2
∑
α∈{+,−}
‖∇uαh ‖2L2(F) ≤ Cη0µ
∑
α∈{+,−}
µα
hTαF
‖∇uαh ‖2L2(ΩTα
F
). (11)
Usage of the Cauchy-Schwarz and Young inequalities and the previous result leads to 2 ∫
F
n+ · {{σ(uh)}} · nuho dΓ
 . hTFγµ ‖n+ · {{σ(uh)}}‖2L2(F) + γµhTF ‖nuho‖2L2(F)
. Cη0
∑
α∈{+,−}
µα
γ
‖∇uαh ‖2L2(ΩTα
F
) +
γµ
hTF
‖nuho‖2L2(F), ∀uh ∈ Vh,
(12)
with γ > 0 an arbitrary positive constant. Combining (10) and (12), and using the fact that the number of
neighbouring cells is bounded, we obtain:
ah(uh, uh) &
(
CσCω −
Cη0
γ
) ∑
α∈{+,−}
µα‖∇uαh ‖2L2(Ωα) +
(
1 − γ
β
) ∑
F ∈Fh
βµ
hTF
‖nuho‖2L2(F).
Let us pick γ = 2Cη0CσCω . Assuming β ≥ 2γ, the terms in the right-hand side are positive. In order to check
that ah(uh, uh) is also a bound for the H2 broken semi-norm in ‖ · ‖V(h), we proceed as follows. The local
discrete inverse inequality ‖∇ξh ‖L2(T∩Ωα) ≤ Ch−1‖ξh ‖L2(T ) can readily be applied to finite element functions
(and its gradients) in agFE spaces (see, e.g. [19, (12)]). On the other hand, by Lemma 3.2 we have that
2We note that the proof in [12] assumes that Ω ∩ T is connected, together with the assumption that Γ has a bounded curvature. The
connected intersection can be handled either replicating cells (as commented above) or assuming a fine enough mesh.
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‖ξh ‖L2(T ) ≤ C‖ξh ‖L2(T∩Ωα). As a result, we have that hT |vh |H2(T∩Ωα) ≤ C‖∇vh ‖L2(T∩Ωα), for any vh ∈ Vh.
Hence, bilinear form ah satisfies coercivity; it is non-singular.
In order to prove continuity, we need a continuous version of (11) for functions in H2(Ω±) ∩ V. Using (9),
we get the sought-after bound:
‖n+ · {{σ(u)}}‖2
L2(F) . µ
2
∑
α∈{+,−}
‖∇uα‖2
L2(F) . µ
∑
α∈{+,−}
(
µα
hTαF
‖∇uα‖2
L2(TαF ∩Ωα)
+ µαhTαF |uα |2H2(TαF ∩Ωα)
)
. (13)
It follows that continuity is a consequence of (3), (13) and the Cauchy-Schwarz inequality. Since the problem
is finite-dimensional and the corresponding linear system matrix is non-singular, there exists a unique solution
to problem (7). 
Let us assume that the background mesh Th is quasi-uniform, with characteristic size h  maxT ∈Th hT . We
adopt now an extended Scott-Zhang interpolant ΠSZ
h
: V → Vh given by ΠSZh (u) =
{
ΠSZ
h,+
(u),ΠSZ
h,−(u)
}
with
ΠSZ
h,α
(u) ∈ Vαag, α ∈ {+,−}, defined in [31]. The local approximability property in [31, Theorem 4.4] and the
trace inequality (9) applied to ψ = uα − ΠSZ
h,α
(u) yield the following result.
Proposition 3.4. If u ∈ Hm(Ω±), m ≥ 2, then
‖u − ΠSZh (u)‖V(h) . hm−1 |u |Hm(Ω±).
In order to prove a priori error estimates, we must assume additional regularity on the solution. For Ω being
a convex polygon, Γ of class C2 and gΓ ∈ H1/200 (Γ), the interface problem enjoys smoothing properties and
its solution u ∈ H2(Ω±) ∩ V (see [41]). Neglecting the geometrical error, the consistency in Lemma 3.1,
well-posedness in Lemma 3.3 and the approximability property in Proposition 3.4 can be combined to prove
an estimate in the V(h) norm. Furthermore, under the previous assumptions, a duality argument analogous
to [12, Theorem 6] can be used to obtain the L2 estimate. The geometrical error in the approximation could be
incorporated into the discussion with the same ideas as, e.g., in [41].
Proposition 3.5. If u ∈ Hm(Ω±), m ≥ 2, is the solution of (4)-(5) and uh ∈ Vh is the solution of (7), then
‖u − uh ‖V(h) . hm−1 |u |Hm(Ω±), ‖u − uh ‖L2(Ω) . hm |u |Hm(Ω±).
4. Numerical experiments
Our goal, in this section, is to analyse numerically the accuracy, optimality, robustness and performance of h-
AgFEM for interface elliptic BVPs. We consider as model problems the Poisson and linear elasticity equations,
with non-homogeneous Dirichlet conditions on the external boundary and discretised with the variational
formulation detailed in Section 3.2. We describe first the experimental setup in Section 4.1, consisting of several
manufactured problems defined in a set of complex geometries. We lay out next the experimental environment
of the h-AgFEM parallel implementation in FEMPAR [34]. After these preliminaries, we move to report and
discuss the numerical results of three different sets of experiments: convergence tests in Section 4.3, material
contrast and cut location robustness tests in Section 4.4 and, finally, weak scaling tests in Section 4.5.
4.1. Experimental benchmarks. Numerical tests consider the variational formulation of Section 3.2, with non-
homogeneous Dirichlet boundary conditions, applied to the Poisson and linear elasticity problems. Although
exposition was restricted to linear elasticity, the formulation for the Poisson equation can be easily derived,
as a particular case. This leads to an analogous formulation to the ones in [8, 12, 29]. We observe that,
with little effort, the Poisson equation inherits well-posedness and approximability results proven in Section 3.
Moreover, harmonic weights become w+ = k−k++k− and w
− = k
+
k++k− , where k
α > 0, α ∈ {+,−}, represents the
subdomain-wise constant diffusion coefficient.
Numerical experiments are carried out on both serial and parallel, distributed-memory, environments. We
generally report parallel results; serial ones are only shown when informing about condition numbers. We also
observe that parallelisation of interface AgFEM basically reuses ideas that have already been covered in [32]. In
addition, all examples run on background Cartesian grids, endowed with standard isotropic 1:4 (2D) or 1:8 (3D)
refinement rules; also known as quadtrees (2D) or octrees (3D) [38]. We have also addressed in [30] how to build
AgFE spaces on top of these (generally) nonconforming meshes. In the experiments, we consider both uniform
and h-adaptive refinements. The latter follow an iterative Adaptive mesh refinement and coarsening (AMR)
process [30] that exploits the Li and Bettess convergence (or acceptability) criterion [42, 43]. As usual, the
goal of the procedure is to find an optimal mesh, that minimises the number of cells required to achieve a given
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discretisation error. Nonetheless, we remark that remeshing is not driven by a posterior error estimation, since
we can compute the exact error in all cases studied, andwe do not consider the geometrical error in approximating
the interface. In contrast to [30], we use the relative energy norm error in the acceptability criterion to eliminate
the influence of material contrast. Seeking to ensure stability, without superfluous aggregation, that degrades
accuracy and conditioning [30], the well-posedness threshold η0 to isolate badly-cut cells is set to 0.25.
The FE approximation space for all experiments is Vh, described in Section 3.2, as the single-interface
version of the general n-interface Vh,ag in Section 2.3. Henceforth, we refer to Vh simply as the AgFE space.
We employ both first and second order Lagrangian finite elements. Following discussion in Section 3.2, the
coercivity coefficient is given by β = 10.0 q2, where q is the FE order; this value is enough to ensure well-
posedness for all the tests below. Apart from that, robustness tests, in Section 4.4, additionally consider a
standard FE (or StdFE) space defined by Vstd
h
 V+
h,A × V−h,A. Although Vstdh is stable to cut location, under
suitable mesh and interface regularity conditions [12], it leads to much more ill-conditioned systems than the
AgFE space [18]. For this reason, usage of StdFE space is merely intended to provide a numerical reference to
assess the condition number of AgFE space. When using the StdFE space, the β coefficient at each (well- or
ill-posed) cut cell is computed by solving a generalised eigenvalue problem, detailed in [19, Section 4.2].
The physical domain in all cases is a cuboid (of varying sizes), but the physical interface dividing the two
phases is a non-trivial surface, described as the 0-level set of a (piecewise-)smooth function. We consider eight
different level-set interfaces: (a) a circle, (b) a flower and (c) a "pacman" shape, in 2D; (d) a cylinder, (e) a
popcorn flake, (f) a spiral, (g) a popcorn flake without a wedge (popcorn pacman) and (h) a gyroid, in 3D. All
these geometries are covered in the literature [8, 21]; they are typically chosen to examine the behaviour of
unfitted FE methods. For illustration purposes, descriptive figures of the considered interfaces (or the interior
region that they enclose) are drawn along the convergence plots of Section 4.3. Besides, the geometry for the
gyroid problem is represented in Figure 4.
(a) (b) (c)
(d) (e) (f)
Figure 4. The gyroid interface and single-shock benchmark. The top three figures represent the two
regions (together and one-by-one) divided by the gyroid level-set function on the region [−2, 2]3. The
bottom three figures represent the mesh and solution of the single-shock equation (16) with k+/k− , 1
on a given h-adaptive mesh: the discrete approximated interface in Figure 4d, the mesh in Figure 4e and
the solution in Figure 4f. Different mesh resolution is due to dependency of the energy norm error on
material contrast.
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We study four different analytical benchmarks; all of them are derived with the so-called method of manu-
factured solutions [44], i.e. we propose a solution of the problem with known analytical solution and then we
compute source term and interface conditions from the governing equations (2). For the Poisson problem we
consider a benchmark for verification (convergence tests), namely the (1) out-FE-space benchmark. We add
two more Poisson benchmarks, that correspond to adapted versions of two classical hp-FEM problems, the (2)
Fichera-corner and (3) single-shock problems. For linear elasticity, we address the (4) cylindrical inclusion
problem in [45]. Let us next provide the analytical expressions of the solution function for each case.
• The out-FE-space benchmark is adapted from [17] and applied to several interface geometries. The
solution is given by u(q, x) : Ω ⊂ Rd → R and q ∈ N such that
u(q; x) 
{
k+−k−+(3k−+k+)x
4k+(k−+k+) − x
q+1
(q+1)k+ , if x ∈ Ω+,
(3k−+k+)x
4k−(k−+k+) − x
q+1
(q+1)k− , if x ∈ Ω−.
(14)
In our case, we take q as the FE interpolation order, then u < Vh. Moreover, u is discontinuous across
Γ, but the jump of normal fluxes is null, i.e. nk∇uo · n+ = 0.
• The Fichera-corner benchmark is adapted from [46] and applied to the pacman and popcorn-pacman
interface shapes. The solution u(r, θ, z) : Ω ⊂ Rd → R in cylindrical coordinates is
uα(r, θ, z)  rωα sinωαθ, α ∈ {+,−}, ω− = 2/3, ω+ = 4. (15)
Numerical solution of (15) in the popcorn flake without a wedge is represented in Figure 5. We observe
that the problem has fully non-homogeneous interface conditions. Furthermore, u+ is smooth, whereas
derivatives of u− are singular at the r = 0 axis; specifically, u− ∈ H1+ 23 (Ω−). When only approximating
u−, convergence rates of the energy norm with uniform refinements are limited by regularity; they
decrease at a rate O(h−2/3). Optimal convergence rates can be restored with h-adaptivity [46]. In
Section 4.3, we argue that, even though u does not explicitly depend on the diffusion coefficients,
material contrast determines whether convergence behaviour of u (in the energy norm) is dictated by
regularity of u+ or u−.
(a) k+/k− = 1 (b) k+/k− = 1 (c) k+/k− = 106 (d) k+/k− = 106
Figure 5. The Fichera-corner benchmark (15) on the popcorn-pacman interface in two different situa-
tions. We only show mesh and solution at the bottom half of the simulated cube, to show the results on
the z = 0 plane. Material contrast determines which of the solution sides dominate the numerical error.
In the two left plots, k+/k− = 1 leads to a situation where error and, thus, refinements concentrate in
Ω−. Conversely, in the two right plots, k+/k− = 106 yields higher errors and mesh refinements in Ω+.
• The single-shock benchmark is also adapted from [46] and applied to the gyroid interface. The solution
u(r) : Ω ⊂ Rd → R is
u(r)  arctan(τ(r − r0)), τ = 60, r = ‖x − x0‖2, r0 = 2.5, x0 = (x0, y0, z0) = (−1,−1, 1), (16)
where ‖ · ‖2 denotes the Euclidean norm. Numerical solution of (16) in the gyroid is represented in
Figure 4f. As in the previous benchmark (15), the analytical solution does not depend on the material
parameters, but numerical error (in the energy norm) does. Apart from that, u is smooth in Ω, although
it sharply varies in the neighbourhood of the shock, and continuous across Γ, although with a kink if
k+ , k−. We notice that the shock may intersect Γ, e.g. it crosses several times the gyroid 0-level set.
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• The cylindrical inclusion benchmark is applied to a cylindrical interface. It adapts the linear elasticity
problem in [45, Section 7.3]. The displacement in cylindrical coordinates is given by:
ur (r) 

[(
1 − b2
a2
)
c + b
2
a2
]
r, 0 ≤ r < a,(
r − b2r
)
c + b
2
r , a ≤ r ≤ b.
, uθ ≡ 0, uz ≡ 0, (17)
where a = 0.4, b = 2.0 and
c =
(λ− + µ− + µ+)b2
(λ+ + µ+)a2 + (λ− + µ−)(b2 − a2) + µ+b2 .
In the experiments, Ω ⊂ {0 ≤ r < b} and Ω− = {0 ≤ r < a}. The numerical solution is represented in
Figure 6. As in (16), u is continuous across Γ, but it has a kink if material properties are discontinuous.
(a) (b)
Figure 6. Error-driven adaptive mesh and solution of the linear elasticity problem (17) on the cylinder
for µ+/µ− , 1. The solution has a kink along the interface and error concentrates at the side of the
interface outside the cylinder.
Table 1 summarizes the main parameters and computational strategies used in the numerical examples. The
variety of complex shapes and benchmarks considered above are intended to exhibit the good behaviour of
interface AgFEM, in as many situations as possible. Our numerical tests consider first numerical verification
of the theoretical results proved in Section 3.2. In Section 4.3, we carry out convergence tests in uniform
and h-adaptive meshes to show that interface AgFEM recovers optimal convergence rates. Afterwards, we
examine, in Section 4.4, robustness to cut location and material contrast, by means of geometry and material
perturbations. We show that the condition number of the linear system, after diagonal scaling, is independent of
cut location and material contrast. Finally, in Section 4.5, we assess good parallel performance and scalability
with a weak-scaling analysis of some selected cases from the convergence tests. For each type of numerical
test, we perform a subset of the possible matrix of cases in Table 1. We provide details for each subset, when
dealing with the corresponding test. But before all that, we inform next about the computational infrastructure
and software employed.
4.2. Experimental environment. Serial experiments are launched at the TITANI cluster of the Universitat
Politècnica deCatalunya (Barcelona, Spain), whereas parallel experiments are carried out at theMarenostrum-IV
(MN-IV) supercomputer, hosted by the Barcelona Supercomputing Centre. A message passing interface (MPI)
parallel implementation of the interface h-AgFEMmethod is available at FEMPAR [34]. FEMPAR is linked against
p4est v2.2 [35], as the octree Cartesian grid manipulation engine, and PETSc v3.11.1 [48] distributed-memory
linear algebra data structures and solvers. Besides, condition number estimates are computed outside FEMPAR
with MATLAB function condest.3
Concerning linear solvers, a sparse direct solver from theMKL PARDISO package [49] is employed for serial
tests. In contrast, a preconditioned conjugate gradient (CG) method is adopted for parallel tests. The selected
preconditioner is a smoothed-aggregation algebraic multigrid (AMG) scheme called GAMG [47]. The linear
solver is set up as in [32], with the aim of reducing, as much as possible, deviation from the default configuration
given by GAMG. In order to advance the convergence test down to low global energy-norm error values, without
being polluted by linear solver accuracy, convergence of GAMG is declared when ‖r‖2/‖b‖2 < 10−9 within the
first 500 iterations, where r  b − Axcg is the unpreconditioned residual. Both (serial and parallel) solvers and
preconditioner are readily available through the Krylov Methods KSP module of PETSc.
3MATLAB is a trademark of THE MATHWORKS INC.
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Description Considered methods/values
Model problem interface Poisson, interface linear elasticity
Problem geometry 2D: circle, flower, pacman shape; 3D: cylinder,
popcorn flake, spiral, popcorn pacman, gyroid
Benchmark out-FE-space (14), Fichera corner (15),
single shock (16), cylindrical inclusion (17)
Experimental computer environment serial and parallel
Parallel mesh generation and partitioning tool p4est library [35]
Mesh topology single quadtree (2D) or octree (3D)
Remeshing strategy uniform, h-adaptive with Li and Bettess [42] criterion
Well-posed cut cell criterion η0 = 0.25
FE spaces AgFE and StdFE
Cell type and FE interpolation Q1 and Q2 hexahedral cells
Linear solver sparse direct (serial)
preconditioned conjugate gradients (parallel)
Parallel preconditioner smoothed-aggregation GAMG [47]
GAMG stopping criterion ‖r‖2/‖b‖2 < 10−9
Weights in averaged normal fluxes w+ = k−k++k− and w
− = k
+
k++k− (Poisson)
w+ =
µ−
µ++µ− and w
− = µ
+
µ++µ− (elasticity)
Coef. in Nitsche’s penalty term for AgFEM β = 10.0 q2, q is the FE interpolation order
Table 1. Summary of main parameters and computational strategies used in the numerical examples
4.3. Convergence tests. We study the convergence of interface AgFEM in two stages. In the first one, we
choose benchmark (14) and examine the rate at which the relative energy norm error decays with uniform mesh
refinements. In a second stage, we consider the remaining benchmarks and observe the behaviour for both
uniform and error-driven h-adaptive mesh refinements. All experiments run on five MN-IV nodes, i.e. we use
a total of 240 CPUs, with each CPU mapped to a different MPI task.
For the first part, we consider the circle, flower, popcorn and spiral interface geometries. In the first three
cases, the level sets are centred at the origin of coordinates and the physical domain is the unit [0, 1]3 cube,
while the physical domain of the spiral case is the [−1, 1]2 × [0, 2] cuboid. In all cases, the interface cuts the
external boundary. Besides, the circle has radius 0.7 and the flower level-set function in polar coordinates is
ϕ(r, θ) = r − 0.7(1 + 0.3 sin(5θ)). We refer to [8, 31] for the remaining level-set function expressions. The
cuboid is initially meshed with a uniform Cartesian grid. Figure 7 gathers all convergence tests on uniform
meshes for problem (14). In agreement to Proposition 3.5, we observe that AgFEM consistently recovers optimal
convergence rates in the H1-seminorm (equivalent to the energy norm) for all cases considered, including first
and second order interpolations and extreme material contrasts.
For tests with uniform and h-adaptive mesh refinements, we consider (a) the Fichera-corner (15) on the
pacman (2D) and popcorn-pacman (3D) shapes, (b) the single-shock (16) on the gyroid and (c) the cylindrical
inclusion (17) on a cylinder. The physical domains are [0, 1]d, [−2, 2]3 and [0, 1]3, resp. Geometry and numerical
solutions for each case are represented in Figures 5, 4f and 6. We note that, in (a) the interface is in the interior
of Ω, while in (c) we exploit radial symmetry. As shown in Figure 8, optimal convergence rates are retained
with AMR, regardless of extreme material contrast values and order of approximation. We further justify this
result in the discussion below.
Even though the solution to the Fichera-corner does not depend on material parameters, convergence rates
do. In the Fichera case with uniform refinements, global error decreases at a rate of 2:3, when discrete error
concentrates in Ω−, since u− ∈ H1+ 23 (Ω−) has limited regularity. Conversely, standard convergence rates hold,
when discrete error concentrates inΩ+, where u+ is smooth. Material contrast regulates which side of Γ initially
contributes more to numerical error, although when h→ 0 global error always converges at the slowest rate. We
see that, for k+/k− = 1, global error clearly concentrates in Ω−, while it concentrates in Ω+ for k+/k− = 106.
For an intermediate value, e.g. k+/k− = 103, discrete error initially concentrates in Ω+, but for h small enough
it shifts to Ω−.
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Figure 7. Convergence tests on uniform meshes: For benchmark (14) and an initial uniform mesh,
AgFEM consistently shows optimal convergence rates as the mesh is uniformly refined.
As expected, h-adaptive refinements eliminate the influence of regularity of u− on the convergence rates.
However, as shown in Figure 5, different values of the material contrast produce different refinement patterns, in
consistence with the discrete error distribution, as discussed above. In particular, mesh refinements concentrate
in Ω− (or Ω+), when k+/k− is small (or large).
Since the single-shock case in the gyroid is rather intricate, convergence rates are initially slower than usual;
optimal convergence rates are reached asymptotically (especially for quadratic FEs). We observe that, in front
of uniform refinements, AMR is capable of entering faster into the asymptotic regime. However, the pace at
which this is achieved depends on material contrast. In particular, larger values of k+/k− slow down reaching
optimal rates.
Apart from that, results for the linear elasticity problem also deserve attention. We identify that the energy
norm of the error decreases at a rate of 1:2 for linear FEs and 1:4 for quadratic FEs. This means we obtain
superconvergence (O(hq+1)) for linear FEs and ultraconvergence (O(hq+2)) for quadratic FEs. Although we do
not have conclusive evidence, we believe this behaviour is explained by the well-known fact that Gauss-Legendre
quadrature points on hexahedral cells are superconvergent stress recovery points [50]. In our case, when the
cell is not intersected by Γ, local errors ‖(σ : ε)(u − uh)‖L2(Ω) are integrated with standard Gauss-Legendre
quadrature rules. As a result, even though the approximated solution is not superconvergent, local error is
computed at points that are superconvergent. In contrast, quadrature rules are locally modified in cut cells, as
usual in unfitted FE methods [8]; thus, local errors in those cells are not computed at superconvergent points.
In spite of this, it is clear from the convergence plots that the behaviour of the global error in the energy norm
is not influenced by cut cells, i.e. global error retains the local superconvergence property that (only) holds in
non-cut cells.
4.4. Robustness to cut location and material contrast. For the sensitivity of AgFEM to cut location and
material contrast, we restrict ourselves to the Poisson benchmark (14) in the flower and popcorn interfaces and
the linear elasticity benchmark (17) in the cylinder.
Our approach is similar to the one in [17]. It consists in carrying out a batch of simulations in a biparametric
space, considering different material contrast and cut configurations, as shown in Figure 9. The procedure is as
follows. We start with a reference simulation in a unit cube [0, 1]d, that takes k+/k− = 1 for (14), or µ+/µ− = 1
for (17). The unit cube is uniformly meshed with cell size h = 2−6+q for (14), and h = 2−5+q for (17), where q
is the FE interpolation order. The material perturbation simply consists in varying the material contrast k+/k−
or µ+/µ− of the reference simulation in the interval [10−6, 106]. On the other hand, to produce different cut
configurations, the unit cube is scaled to [0, 1 + ah]d, where a ∈ [−1, 1]. We remark that the number of mesh
cells is kept constant, i.e. the cell size after scaling is hˆ = (1 + ah)h.
Given this setting, we launch simulations with AgFEM for different pairs of (k+/k−, a) or (µ+/µ−, a), until
we sweep the range [10−6, 106] × [−1, 1]. We consider both serial and parallel computations; the latter are
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Figure 8. Convergence tests on h-adaptive meshes: (a)-(b) h-adaptivity test with the Fichera-corner
problem (15) for quadratic FEs: AgFEM reproduces the behaviour of standard FEM in body-fitted
meshes, i.e. convergence rates with uniform refinements is limited by solution regularity, whereas
optimal convergence rates are restored with AMR. (c)-(d) h-adaptivity test with the single-shock prob-
lem (16) on the gyroid: h-AgFEM holds (asymptotically) optimal convergence rates. (e)-(f) h-adaptivity
test with the cylindrical inclusion problem (17) on the cylinder: energy norm error using h-AgFEM
decays at optimal superconvergent rates.
carried out in a single MN-IV node, i.e. 48 tasks. Along the sweep, we gather H1-seminorm errors and
condition number estimates. Afterwards, we condense the results into colour maps that plot the values each of
these quantities in the (k+/k−, a) or (µ+/µ−, a) planes. We discuss next some of the results obtained with this
procedure, represented in Figures 10, 11 and 12.
As seen in Figure 10, numerical errors in the H1-seminorm are barely sensitive to material contrast and cut
location. This behaviour is consistently observed in all three cases and linear/quadratic FEs. Although, for the
linear elasticity case (17), the error decreases one order of magnitude around µ+/µ− = 1, this is attributed to
the fact that the solution is more regular when µ+/µ− = 1 (it does not have a kink), not to the material contrast.
In Figure 11, we plot condition numbers obtainedwith one of the three cases, namely the Poisson equation (14)
on the popcorn interface. We have additionally swept the parametric space with StdFE, for comparison with
AgFE; it clearly illustrates the effect of the latter on the conditioning of the matrix. As shown in Figures 11a
and 11b, the condition number of the linear system is extremely high for StdFE and shows a predominant
dependence on the cut configuration. The problem can be so ill-conditioned that the local eigenvalue solver to
compute β breaks down. In contrast, AgFEM is fully robust and brings down condition numbers to values that
the solvers can cope with, see Figures 11c and 11d. Besides, dependence on cut location vanishes completely,
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(a) k+/k− = 10−6 and a = −1 (b) k+/k− = 1 and a = 0 (c) k+/k− = 106 and a = 1
Figure 9. Illustration of the approach to study robustness to cut location and material contrast on the
popcorn interface. Note that we only show the right half of the subdomain outside the popcorn flake. To
study sensitivity to material contrast, we vary k+/k− between 10−6 and 106. To study sensitivity to cut
location, we produce different cut locations by uniformly shrinking (Figure 9a) or stretching (Figure 9c)
the physical domain with a parameter a ∈ [−1, 1] (dashed lines show the x and z dimensions of the cube
represented in Figure 9b, as reference to compare the different cube scalings).
although there is a clear sensitivity to material contrast. Nonetheless, this dependence is not present in the
condition number of the diagonally-scaled systemmatrix. Indeed, as seen in Figures 12a and 12b, the condition
number after diagonal scaling becomes barely sensitive to both cut location and material contrast. Furthermore,
condition numbers are around O(104), in the worst case, which is a rather low value for unfitted 3D+Q2
simulations. The same outcome is observed for the linear elasticity case, as shown in Figures 12c and 12d.
4.5. Weak-scaling analysis. We carry out weak-scaling tests for three h-adaptive cases studied in the conver-
gence tests: (1) the Pacman-Fichera 3D with quadratic FEs for k+/k− = 1 (Figure 8b) and the gyroid-shock with
(2) linear (Figure 8c) and (3) quadratic (Figure 8d) FEs for k+/k− = 103. In the analysis, we aim (a) to deploy a
testing methodology that accounts for the fact that cells (and DOFs) that cut the interface are replicated and (b)
to demonstrate that both the cell aggregation scheme and the set up of the AgFE spaceVh are computationally
(weakly) scalable. In the sequel we use N and n to denote global (i.e. referring to the whole mesh/domain)
and local (i.e. referring to the processor-owned submesh/subdomain) sizes/cardinalities of a quantity .
Our strategy is analogous to the one detailed in [30]; it consists in repeating the convergence test, adjusting
the number of processors to compute each point in the error plot. The goal is to impose that a suitable quantity
remains (approximately) invariant across the whole convergence test. In addition, given a point, it is desirable
that the invariant also holds across processors, in order to reduce noise in the results due to interprocessor
imbalance. In FE simulations, the typical invariant is the (local) number of (free) DOFs each processor owns,
since complexity of major phases (e.g. solving the linear system) depends on the number of DOFs. However, it
is difficult to balance DOFs across processors in our meshes, which have both free and (hanging and ill-posed)
constrained DOFs that overlap at the interface. For this reason, we choose as invariant the local number of
active cells nA,cells, where the global counterpart is NA,cells = NT+
h,A
+ NT−
h,A
, i.e. the number of cells in Th, but
counting cells at the interface twice.
According to this, we consider the sequence of optimal AMR meshes, obtained in the convergence test, and
compute the number of processors for the weak-scaling analysis as
Pi = P1
⌊
N iA,cells
N1A,cells
⌋
, i > 1,
where superscript i > 1 refers to each element in the sequence of optimal meshes (points in the error curve), P1
is a fixed initial number of processors and b·c is the floor function; given a real number x, bxc is the greatest
integer less than or equal to x. Table 2 gathers the sequences
{
Pi
}
i>1 obtained following this procedure, for
the three cases that are studied in this section. We observe that (1) it is clearly more straightforward to equally
distribute active cells among processors than DOFs and (2) the (average) local number of free DOFs grows
mildly with i > 1. Hence, this approach allows us to (conservatively) examine how the problem scales with
DOFs, avoiding cumbersome strategies to balance DOFs.
Once established the weak-scaling methodology, our purpose is to show that remarkable scalability of (h-
adaptive) AgFEM, reported in previous works for problems with unfitted boundary [30, 32], is preserved
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(c) Popcorn and (14) with Q1 FEs.
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Figure 10. Sensitivity test of Ag FEM w.r.t. material contrast and cut location: For the cases described
in Section 4.4, the H1-seminorm relative error, i.e. |u − uh |H1/|u|H1 , is barely sensitive to material
contrast and cut location.
for interface problems. As those works have already addressed weak scalability of the whole FE simulation
pipeline, we focus on reporting wall clock times spent in the two main AgFEM-specific phases, i.e. those phases
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(c) AgFEM with Q1.
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(d) AgFEM with Q2.
Figure 11. Sensitivity test w.r.t. material contrast and cut location for popcorn example. Examination
of condest(A) exposes how lack of robustness and dependency on cut location in standard FEM is not
present in AgFEM.
particular of our approach, not present in other unfitted techniques. The two phases are (1) cell aggregation,
see Section 2.2, and (2) setup of the AgFE space, see Section 2. As finding the optimal mesh for each i > 1
is an iterative AMR process, we only monitor these quantities for the optimal mesh (last iteration). We note
that, even though (1) and (2) are critical phases of the simulation, from the computational viewpoint, they are
not the most prominent ones. Thus, AgFEM does not affect much overall run time with respect to a standard
(ill-posed) Galerkin method.
To allocate the MPI tasks in the MN-IV supercomputer, we resort to the default task placement policy of Intel
MPI (v2018.4.057) with partially filled nodes. For each point of the test, the number of nodes N i is selected as
N i =
⌈
Pi/48⌉, where d·e is the ceiling function; given a real number x, dxe is the smallest integer more than or
equal to x. If Pi is not multiple of 48, the placement policy fully populates the first N − 1 nodes with 48 MPI
tasks per node; the remaining Pi − 48(N − 1)MPI tasks are mapped to the last node.
Figure 13 gathers all the quantities surveyed in weak scaling tests. The main phases of h-adaptive AgFEM
exhibit remarkable scalability for the three cases considered. We observe that the number of local active cells
nA,cells and DOFs nidofs, i > 1 for the gyroid-shock AMR-Q1 case are significantly larger than for the other two
cases. That is why this case yields the largest computational times.
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(a) Popcorn example (14): condest(D−1A) for Q1.
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(b) Popcorn example (14): condest(D−1A) for Q2.
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(c) Cylinder example (17): condest(D−1A) for Q1.
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(d) Cylinder example (17): condest(D−1A) for Q2.
Figure 12. In AgFEM, condition number of the diagonally-scaled system matrix, i.e. condest(D−1A),
does not depend on cut location or material contrast and is effectively controlled; all condition numbers
are down to O(104), in the worst case.
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Figure 13. Weak scaling tests on selected interface problems from convergence tests in Section 4.3.
5. Conclusions
This work addressed a novel h-adaptive aggregated FE method for large-scale (unfitted) interface elliptic
boundary value problems. Our methodology is grounded on the well-established approach of weakly coupling
interface-overlapping discretisations [12] and the recently developed h-adaptive AgFE method [30] for unfitted
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Pacman-Fichera 3D AMR-Q2 and nA,cells ≈ 1.2k
P 1 5 14 36 58 457
NA,cells 1.2k 5.8k 16k 43k 67k 533k
Ndofs 8.0k 42k 118k 315k 510k 4,031k
ndofs 8.0k 8.3k 8.3k 8.6k 8.6k 8.8k
Gyroid-shock AMR-Q1 and nA,cells ≈ 46k
P 2 9 57 556 2,150
NA,cells 92k 440k 2,637k 19,471k 98,516k
Ndofs 66k 348k 2,288k 18,056k 89,822k
ndofs 33k 36k 40k 42k 42k
Gyroid-shock AMR-Q2 and nA,cells ≈ 4.7k
P 1 4 13 33 99 556
NA,cells 4.7k 19k 62k 157k 474k 2,641k
Ndofs 27k 118k 409k 1,065k 3,306k 19,430k
ndofs 27k 30k 32k 32k 33k 35k
Table 2. Number of subdomains P, global active cells NA,cells, global DOFs Ndofs and local DOFs ndofs
for the cases considered in the weak scaling tests. For each case, local active cells nA,cells, remains
quasi-constant with P. Besides, ndofs (slowly) increases monotonically.
boundary elliptic problems. The study of the new method is accompanied with complete theoretical characteri-
sation and thorough numerical experimentation on a suite of Poisson and linear elasticity (hp-FEM) benchmarks
with complex interface shapes.
As main contributions of the paper, we have introduced a (a) natural extension of the (distributed-memory)
cell aggregation algorithm in [32] for n-interface problems. We have shown that (b) AgFE spaces easily blend
to the typical Cartesian-product approximation structures of interface-overlapping meshes. We have proven (c)
well-posedness and optimal approximation properties of a symmetric interior penalty method (SIPM)-AgFEM
discrete formulation for the irreducible linear elasticity problem. Robustness to cut location is ensured, by
inheriting cut-independent estimates from AgFEM in unfitted boundaries, while robustness to material contrast
is achieved, by using the same weighted average of body-fitted DG methods. Besides, the resulting method
admits (d) straightforward implementation on top of an existing large-scale implementation of AgFEM for
unfitted boundary problems. To conclude, exhaustive numerical tests have exposed (e) optimal (h-adaptive)
approximation capability, robustness to cut location and material contrast and remarkable scalability on parallel
adaptive Cartesian tree-based meshes.
Our study offers compelling insight and evidence of the potential of AgFEM as an effective large-scale
FE solver for complex multiphase and multiphysics problems modelled by PDEs. Extension to any of those
problems is object of future work. Additionally, the paper provides useful guidance in applying other unfitted
CG methods to interface problems, especially those relying on cell aggregation.
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