ABSTRACT: Let Z
( ) in probability. For low dimensions we also derive explicit expressions for µ υ ( ) n and variance σ υ 2 ( ) n . These expressions are calculated by using an appealing geometrical interpretation of υ n . the extreme value distributions), it is tempting to believe that υ n behaves asymptotically like b n n / . In this note we show that this intuition is indeed right and that in fact µ υ µ µ ( ) ( )/ ( )ñ n n M Q = b n n /~log( )/ 2 n n. Moreover, convergence of happens in a stable manner, i.e. υ µ υ n ñ ( ) in probability.
A noteworthy result, that we use explicitly in this note, is that by Downey & Wright (2007) where ~( ) U B n denotes sampling from the uniform distribution U over B n , being the surface of the n-dimensional unit hypersphere. This observation follows from the fact that points can be sampled randomly from B n by sampling from ( ,..., ) Z Z n 1 and normalize the samples with Q n (see Muller 1959) . In Section 2, this observation allows us to calculate µ υ ( ) n and σ υ 2 ( ) n explicitly for low values of n, which is another aim of this note. For a random variable X, denote with µ(X) its mean and with σ 2 ( ) X its variance. If { } p n and { } q n are sequences, then q o p n n = ( ) means that q p n n n → →∞ 0 ( ) . For notational convenience, when it is clear from the context, we don't mention explicitly that n → ∞ when we discuss asymptotic behavior. Also, we write p q n ñ as a shorthand for p q n n , then p c q d n n n n /~/ . As Q n n~ in probability (note that for all ε > 0 Chebychev's inequality implies
and M n is attracted by a stable law (meaning that there are sequences { } a n and { } b n such that ( ) / M b a n n n − converges in distribution to one of Also, by insensitivity of norms to scaling and translation, it follows that υ n can be interpreted as the max-distance relative to the Euclidian-distance of two arbitrary points in n-space, which is an appealing geometrical interpretation of υ n . Put differently, the ratio υ n can be interpreted as the longest edge of a hyperrectangle (also called orthotope), normalised by the space diagonal (which is Q n ).
In / can be interpreted as the longest edge of a hyperrectangle, normalised by the sum of the lengths of its edges (which is S n , taking one edge per dimension).
ExACT RESuLT
In this section we calculate exact values for µ υ ( ) n and σ υ 2 ( ) n for low values of n. To do this, like mentioned in the introduction, we use the observation that υ n and η n n n n
have the same distribution as a consequence of the fact that points can be sampled randomly from unit hypersphere B n by sampling from Z Z n 1 , ..., and normalize the samples with Q n .
Let B x B x x x n n n
0 , i.e. B n * is the part of B n of which all points are non-negative and define a non-increasing mapping. It is not difficult to see that by virtue of symmetry prop-
the Jacobian of which is well known and satisfies
In terms of polar coordinates we have
Evaluating this integral is quite cumbersome for large values of n, even for k = 1 or k = 2 (the latter being required to calculate σ υ 2 ( ) n ). In Appendix A we derive for lower dimensions n µ(υ n ) approx. σ 2 (υ n ) approx. 
where Γ is the Gamma function, for which it is known that Γ( ) (
, where b n is defined in the introduction and more precise in Appendix B. As to µ( ) Q n , note that
Also, from Appendix it follows directly (note 
( / ) (
+ + − → and so (applying Chebychev's inequality), for all
Thus, we conclude that υ n is relatively stable, i.e. υ µ υ n ñ ( ) in probability. note that since µ υ ( ) n → 0 this is a stronger concept than absolute stability.
SIMuLATIOn OF υ n
Following the previous elaboration, a Monte Carlo simulation is conducted to verify the asymptotic behaviour towards 2 log( )/ n n. The simulation code as included in Appendix C is used for this purpose. Figure 1 shows the result of 1000 runs. It is seen that the realisations are symmetrically distributed around the mean value and that the uncertainty vanishes large n. ... 
