Position information plays a pivotal role in wireless sensor network (WSN) applications and protocol/ algorithm design. In recent years, range-free localization algorithms have drawn much research attention due to their low cost and applicability to large-scale WSNs. However, the application of range-free localization algorithms is restricted because of their dramatic accuracy degradation in practical anisotropic WSNs, which is mainly caused by large error of distance estimation. Distance estimation in the existing range-free algorithms usually relies on a unified per hop length (PHL) metric between nodes. But the PHL between different nodes might be greatly different in anisotropic WSNs, resulting in large error in distance estimation. We find that, although the PHL between different nodes might be greatly different, it exhibits significant locality; that is, nearby nodes share a similar PHL to anchors that know their positions in advance. Based on the locality of the PHL, a novel distance estimation approach is proposed in this article. Theoretical analyses show that the error of distance estimation in the proposed approach is only one-fourth of that in the state-of-the-art pattern-driven scheme (PDS). An anchor selection algorithm is also devised to further improve localization accuracy by mitigating the negative effects from the anchors that are poorly distributed in geometry. By combining the locality-based distance estimation and the anchor selection, a range-free localization algorithm named Selective Multilateration (SM) is proposed. Simulation results demonstrate that SM achieves localization accuracy higher than 0.3r, where r is the communication radius of nodes. Compared to the state-of-the-art solution, SM improves the distance estimation accuracy by up to 57% and improves localization accuracy by up to 52% consequently. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. 
INTRODUCTION
Wireless sensor networks (WSNs) have the potential to provide economical and practical solutions to many important applications, for example, environmental monitoring Navarro et al. 2013 ], object tracking [Blumrosen et al. 2013] , and wild animal monitoring and control [Misra and Singh 2012] . Position information of nodes plays a pivotal role in many WSN applications. For instance, in environmental monitoring applications, the collected data should be notated with the positions where they are sensed to be further analyzed to provide meaningful information. Position information of nodes is also necessary in the design of many WSN protocols and algorithms, like target coverage and detection [Liao et al. 2014; Luo et al. 2014; Zheng et al. 2014] , topology control [Zhu et al. 2012a ], geographical routing [Huang et al. 2012b; , and event detection . The process of determining the positions of nodes in a WSN is usually termed localization. Designing accurate and efficient localization algorithms remains challenging due to the extremely limited resources of nodes and the complex environments where the WSNs are deployed.
Range-free localization algorithms have received much research attention in recent years Xiao et al. 2010a Xiao et al. , 2010b Wang and Xiao 2008; Li and Liu 2010; Lim and Hou 2009; Tan et al. 2010; Kubo et al. 2012; Shang et al. 2004a; Zhang et al. , 2015 . Compared to range-based localization [Wang et al. 2011; Aspnes et al. 2006] , which requires special hardware to measure distances/angles among nodes, range-free localization is more suitable to large-scale WSNs due to its low requirement on node hardware and low cost. Instead of directly measuring distances or angles between nodes, range-free localization algorithms estimate the distances between nodes by using network topology and the proximity relationship among nodes, for example, DV-Hop [Niculescu and Nath 2001] and Amorphous [Nagpal et al. 2003 ]. Although these algorithms achieve high localization accuracy in isotropic WSNs (i.e., WSNs formed by nodes uniformly scattered in regular regions), they face severe accuracy degradation in anisotropic WSNs [Kubo et al. 2012; Lim and Hou 2009; Tan et al. 2010; Wang and Xiao 2008; Xiao et al. 2010b] . The accuracy degradation mainly comes from large error of distance estimation in anisotropic environments. For example, the existing algorithms like DV-Hop and Amorphous usually rely on a unified per hop length (PHL) to estimate distances between nodes. In anisotropic WSNs, the PHL between different node pairs might be greatly different from each other, making algorithms relying on DV-Hop and Amorphous output largely erroneous distance estimates. The inaccurate distance estimates consequently result in inaccurate position estimates.
Improving the accuracy of range-free localization in anisotropic WSNs has been one of the main focuses in WSN localization research [Li et al. 2005; Wang and Xiao 2008; Kung et al. 2009; Yang and Liu 2010; Xiao et al. 2010a Xiao et al. , 2010b Xiao et al. , 2013 Li and Liu 2010; Shang et al. 2004a Shang et al. , 2004b Lim and Hou 2009; Tan et al. 2010] . Existing solutions can be roughly classified into four categories. The first category of approaches employs robust statistical location estimates to tolerate the large error in distance estimation [Kung et al. 2009; Li et al. 2005; Wang and Xiao 2008; Xiao et al. 2013; Yang and Liu 2010] . The second category of approaches rectifies the distance estimates within an additional phase and calculate positions of nodes with the rectified distances [Lederer et al. 2009; Li and Liu 2010; Lim and Hou 2009; Xiao et al. 2010b ] in order to improve localization accuracy. The third category of approaches is more conservative as these approaches just simply discard the distance estimates that might have a large error according to heuristic rules [Shang et al. 2004b; Tan et al. 2010; Xiao et al. 2010a] . There are also some other approaches that exploit the local isotropy of the network to build accurate local coordinate systems and form the global coordinate system by combining local ones [Costa et al. 2006; Ji and Zha 2004; Shang et al. 2004a] . However, most of these approaches only try to make an improvement based on the erroneous distance estimates obtained with the traditional approaches like DV-Hop and Amorphous. They fail to tackle the problem at the starting point, that is, designing novel approaches to obtain accurate distance estimation between nodes.
In this article, a novel approach is proposed to obtain accurate distance estimation between nodes in anisotropic WSNs. The key observation is that, although in an anisotropic network the PHL between different node pairs might be greatly different, it exhibits significant locality. Specifically, for two nearby nodes, their PHLs to the anchors (nodes that know their positions in advance) are similar. Based on the locality of the PHL, a novel distance estimation approach is proposed that outputs more accurate distance estimates than the state-of-the-art pattern-driven scheme (PDS) [Xiao et al. 2010b ] does. We also devise an anchor selection algorithm, with which a node can select a set of anchors with both high distance estimation accuracy and good geometry distribution to achieve high localization accuracy. By combining the two techniques, we propose a range-free localization algorithm that can achieve high localization accuracy in anisotropic WSNs.
In summary, this article makes the following main contributions:
-A novel distance estimation approach is proposed based on the locality of the PHL. Theoretical analyses show that the expected error of distance estimation in the proposed approach is only one-fourth of that in the PDS [Xiao et al. 2010b] , that is, 0.1r in our approach versus 0.4r in the PDS, where r is the communication radius of nodes. -An efficient algorithm is devised to select a subset of anchors for every node to perform localization. The selection of anchors effectively improves localization accuracy by mitigating the negative effects from the anchors that are poorly distributed in geometry. -By combining the locality-based distance estimation and the adaptive anchor selection, a range-free localization algorithm, namely, Selective Multilateration (SM), is proposed. SM achieves localization accuracy higher than 0.3r, well satisfying the basic requirements of location-dependent protocols/algorithms in WSNs, that is, 0.4r as pointed out in He et al. [2005] .
The rest of this article is organized as follows. Section 2 introduces the background on range-free localization. Section 3 shows the locality of PHL in anisotropic WSNs and gives a theoretical explanation of the locality. The locality-based distance estimation approach is detailed in Section 4, along with the analyses of its accuracy. Section 5 describes the adaptive anchor selection algorithm. Section 6 proposes the SM algorithm built on top of the locality-based distance estimation approach and the anchor selection algorithm. Extensive simulation experiments are conducted to evaluate the performance of SM and make comparisons with state-of-the-art solutions, and the results are reported in Section 7. Section 8 reviews related work. Finally, Section 9 gives some concluding remarks. 
BACKGROUND

Range-Free Distance Estimation
In range-free distance estimation approaches [Nagpal et al. 2003; Niculescu and Nath 2001] , the distance between two nodes is estimated as the multiplication of the PHL and the hop count between them. Let h ij denote the hop count between node s i and node s j . Then the distance, d ij , can be estimated as
PHL represents the expected distance each hop progresses. As to be shown in Section 3.1, PHLs between different node pairs are similar in isotropic WSNs. Thus, their value can be estimated by sampling on anchors [Niculescu and Nath 2001] :
where A is the set of all anchors, and d ij is the Euclidean distance between two anchors s i and s j , which can be calculated according to the two anchors' coordinates. This approach, usually called DV-Hop, is the basic technique employed by most range-free localization algorithms Xiao et al. 2010a Xiao et al. , 2010b Wang and Xiao 2008; Li and Liu 2010; Tan et al. 2010; Kubo et al. 2012; Li et al. 2005 ] to estimate the distance between nodes. It can output fairly accurate distance estimates in isotropic WSNs but faces severe accuracy degradation in anisotropic WSNs. We will discuss the reason behind this in Section 3.1.
Subhop Proximity Estimation Between Nodes
In recent years, there have been some studies focusing on subhop proximity estimation between neighboring nodes, that is, obtaining the proximity information more fine-grained than the hop count to improve the accuracy of range-free localization algorithms Zhu et al. 2012b; Zhong and He 2011] . Figure 1 illustrates the intuition to estimate subhop proximity between two neighboring nodes. s i and s j share some common neighbors. The ratio of common neighbors is related to the distance between them. For example, when d ij is small (i.e., the two nodes are very close to each other), most of their neighbors are common neighbors. In contrast, when d ij is large, they share only a few or even no common neighbors. We can infer more fine-grained proximity information than the traditional hop count by using the ratio of common neighbors. The obtained fine-grained distance estimation can help improve localization accuracy as well as reduce delay of neighbor discovery in low-duty-cycle WSNs [Chen et al. 2011 . Using Figure 1 as an example, we briefly explain how to estimate the proximity level between s i and s j . Consider the case in which the communication radius r (i.e., one longest hop in the traditional approaches) is divided into K proximity levels. The proximity level between s i and s j can be estimated as
Let A(S 1 ) and A(S 2 ) be the area of region S 1 and S 2 in Figure 1 , respectively. The ratio of A(S 1 ) to A(S 2 ) is determined by only d ij , that is,
Let N(s i ) be the set of all the neighbors of s i . Then for s i , A(S 1 )/A(S 2 ) can be approximated as
As a result, d ij can be estimated as
Substituting Equation (6) into Equation (3), s i can obtain the proximity level between itself and s j . In the same way, s j can obtain its proximity level between itself and s i . Note that the proximity levels obtained by s i and s j might be different due to uneven distribution of nodes. In this case, s i and s j can exchange their estimated proximity levels and use the mean value as the final proximity level estimation. The number of proximity levels (K) affects the accuracy of distance estimation from two aspects. On the one hand, with a larger K, more fine-grained proximity information can be obtained and hence the distance estimation accuracy can be improved. On the other hand, more proximity levels might induce a larger proximity-level estimation error. For instance, let κ and κ be the ground-truth and the estimated proximity level, respectively. The maximum proximity-level estimation error would be about r * |K−1| K , that is, κ = 1 but κ = K or κ = K but κ = 1. When K = 2, the maximum estimation error would be 0.5r. When K = 10, the maximum estimation error would be 0.9r.
For two nodes that are not direct neighbors, the distance between them can be estimated as follows. First, every node in the network estimates the proximity levels to its direct neighbors as described earlier. Second, by using the distance vector algorithm, the distance between two nodes can be estimated as the length of the shortest path between them. Note that different from the traditional DV-Hop algorithm [Niculescu and Nath 2001] in which there is only one hop between two neighboring nodes, there could be at most K proximity levels between two direct neighbors in our method. For example, assume that there are two nodes, namely, A and B, with three traditional hop counts between them. Assume that the two relying nodes on the shortest path between A and B are a and b, respectively. The proximity level between A and B is κ 1 + κ 2 + κ 3 , where κ 1 , κ 2 , and κ 3 are the proximity levels between A and a, a and b, and b and B, respectively. For simplicity of description, we use the term hop and proximity level interchangeably in the rest of the article.
The value of K should be appropriately selected. Figure 2 plots the Pearson correlation coefficient (ρ) between the proximity estimation and the corresponding groundtruth distance between two nodes when K and the node degree (to be defined in Section 7) change. To obtain the data plotted in Figure 2 , we first compute the groundtruth distances and proximity levels for every node pair in the network and then compute the correlation coefficient between them. Note that for nodes that are not direct 51:6 S. G. Zhang et al. Fig. 2 . The impact of the number of proximity levels (K) and node degree on the correlation coefficient between distance and proximity estimation.
neighbors, the proximity level between them are obtained by calculating the shortest path between them. We deploy nodes in a 10r × 10r square region, where r is the communication radii of nodes, and tune the node degree and K to investigate their impacts on ρ.
It can be observed that ρ becomes almost stable when K ≥ 4. Thus, we set K = 4 throughout this article. Meanwhile, we observe that ρ is always larger than 0.6 when the node degree is larger than eight, showing that the proximity estimation can effectively represent the distance between two nodes. To be consistent with the existing works, we still use the term "hop" to denote one proximity level in this article. In other words, there might be κ hops between two adjacent nodes s i and s j , where 1 ≤ κ ≤ K.
LOCALITY OF PHL
Locality of PHL in Anisotropic WSNs
In this section we investigate the different properties of the PHL in isotropic and anisotropic WSNs, respectively. 
When s i itself is an anchor, u i = 0.
Definition 3.2 (Similarity between two PHL vectors). Given two nodes' PHL vectors V i and V j , their similarity is defined as the cosine of the angle between them, which is calculated as
where <V i , V j > is the inner product of the two vectors
and |V i | (|V j |) is the length of V i (V j ). The similarity between the PHL vectors of different nodes exhibits different properties in isotropic and anisotropic WSNs. In isotropic WSNs like Figure 3(a) , the similarity between the PHL vectors of different nodes is always very high and concentrates in a very small interval. In contrast, in anisotropic WSNs like Figure 3( b) , the similarity between the PHL vectors of different nodes scatters in a much larger interval. As an example, we randomly select two nodes, that is, A in Figure 3 (a) and B in Figure 3(b) , and plot the similarity between their PHL vectors and other nodes' PHL vectors in the same network. The similarity between A and the PHL vectors of other nodes is plotted in Figure 4 (a), and the similarity between B and other nodes' PHL vectors is plotted in Figure 4 (b). It can be observed that most (more than 81%) of the similarity between A and other nodes in Figure 3 (a) concentrates in a very small interval [0.993,0.998] , while the similarity between B and other nodes in Figure 3 (b) scatters in a much larger interval [0.95,1] . This is the intrinsic reason that algorithms like DV-Hop and Amorphous perform well in isotropic WSNs but encounter severe accuracy degradation in anisotropic WSNs, because they rely on a unified PHL to estimate the distances between nodes.
However, PHL exhibits significant locality in anisotropic WSNs; that is, the similarity between the PHL vectors of two nearby nodes is very close to one. This means that two nearby nodes have a similar PHL to anchors. In Figure 4 (b), we mark the similarity between B's PHL vector and its direct neighbors' PHL vectors with red squares. It can be observed that the similarity between B and its direct neighbors is significantly higher than that between B and other nodes. We call this property locality of the PHL. Actually, the locality of the PHL also holds in isotropic WSNs, as shown in Figure 4 (a).
The locality of the PHL provides an opportunity to obtain accurate distance estimates to anchors in anisotropic WSNs. For example, assume that s i is an anchor and one of its neighbors s j wants to estimate distances to anchors. Since the positions of all anchors are known, s i can calculate its PHL vector and broadcast the vector to s j . Then s j can use s i 's PHL vector to obtain accurate distance estimations to anchors. This locality-based distance estimation approach will be elaborated in Section 4.
Theoretical Foundation of the Locality of PHL
In this section, we analyze how the distance between two nodes affects the similarity between their PHL vectors. According to the following analyses, we will see that the similarity between their PHL vectors will approach one, in either isotropic WSNs or anisotropic WSNs, when two nodes are close to each other. 
where diag(H) represents the diagonal matrix taking elements in H as elements on its diagonal. In order to facilitate the analysis, we define two vectors
, where
represents the relative difference between D i and D j , and represents how H i and H j are close to each other. With and , D j and H j can be rewritten as
where I is the identity matrix. In order to calculate the similarity between V i and V j , we first calculate <V i , V j > as
Here, means element-wise multiplication. For example, let A = [a 1 , . . . , a m ] and
Let ξ max and ξ min be the maximum and the minimum elements in , respectively. Then there must exist
Similarly, let θ max and θ min be the maximum and the minimum elements in , respectively. There must exist
Substituting Equations (14) and (15) into Equation (13), we get
|V j | 2 can be calculated in a similar way:
where
Note that
Thus, there must exist
Similarly, there exists θ min ≤ θ 2 ≤ θ max such that
and exists θ min ≤ θ 3 ≤ θ max such that
Substituting Equations (20) to (22) into Equation (17), we have
Substituting Equations (16) and (23) into Equation (8), we can write the similarity between V i and V j as
According to Equation (24), we can explain the locality of the PHL as follows. When s i and s j are close to each other, for a faraway anchor s k , h ik and h jk are very close to each other and thus ξ 1 and ξ 2 approach one. Similarly, when s i and s j are close to each other, d ij is small. Thus, for the faraway anchor s k , the distance between s i and s j is relatively very small compared to their distance to s k . In this case, θ 1 , θ 2 , and θ 3 will approach zero. Thus, Sim(V i , V j ) will approach one if the anchors are faraway enough, which is usually the case in a large network with only a small number of anchors. In Figure 4 (c), we plot the similarity between B and its direct neighbors when the distance between them changes. It can be clearly observed that when the distance between two nodes is small, the similarity between their PHL vectors is very close to one. The similarity drops when the distance increases. For this reason, when a node can obtain PHL vectors from more than one neighboring anchor, it should use the nearest neighbor's PHL vector to perform distance estimation. The proximity estimation approach given in Section 2.2 can help to determine which neighbor is the nearest one.
We should point out that locality of the PHL is pervasive in both isotropic and anisotropic WSNs, because it has no special requirements on the network topology or nodal distribution. Furthermore, the locality does not mean that node pairs having high similarity must be close to each other. For example, as shown in Figure 4 (a), in isotropic WSNs, the similarity between two dispersed nodes might also be high. However, in anisotropic WSNs, as shown in Figure 3 (b), the similarity between adjacent nodes is significantly higher than that between dispersed nodes, and thus exhibits very strong locality.
LOCALITY-BASED DISTANCE ESTIMATION
Based on the locality of the PHL, we propose a novel distance estimation approach and analyze its accuracy.
Estimating Distances to Anchors
As pointed out in Section 3.1, nearby nodes share similar PHL vectors. Thus, if s i has an anchor neighbor s j , it can use s j 's PHL vector, that is, V j , to estimate its distances to other anchors. In other words, D i , the vector containing s i 's distances to vectors, can be estimated as In case s i has no anchor neighbors, it waits until at least one of its neighbors has been localized and then uses that node's PHL vector to estimate distances to anchors. Different from anchors, the position of the localized node might contain error, which will consequently induce error in its PHL vector. We will discuss the error accumulation problem in Section 4.2. When s i has more than one localized neighbor, it uses the nearest neighbor's PHL vector to perform distance estimation.
Accuracy Analysis
4.2.1. When Using Anchor's PHL Vector. We first analyze the accuracy of distance estimation when s i uses an anchor neighbor s j 's PHL vector to perform distance estimation. Without loss of generality, we consider the error in distance estimate to anchor s k (s k = s j ). As shown in Figure 5 , we consider the general case in which the shortest paths between s i and s k and between s j and s k are not detoured. We will deal with the cases in which the shortest paths are detoured at the end of this section.
Let We first compute the error of distance estimation when d 2 = x. To make the analysis feasible, we assume an ideal case in which the nodes are deployed densely enough. Recall that for two nodes that are not directly neighbors, the hop count between them is calculated with the distance vector algorithm. When the nodes are deployed densely enough, the shortest path between two nodes is along the straight line connecting them. Thus, the hop counts h 1 and h 2 could be calculated as
Then the distance between s i and s k is estimated aŝ
The error of distance estimation is
In our previous work , we proved that the distance estimation error is upper bounded by e f (x) ≤ 2 * h 2 * r h 1 −K
. We now calculate the mean value of e f (x). As shown in Figure 5 , e f (x) can be treated as a constant when d 2 varies in a small interval [x, x + x] . Denote by Disk(k, x) and Disk( j, r) the two disks that center at s k and s j with radius x and r, respectively. The size of the intersection region between the two disks will increase when d 2 increases. Denote by S the increased size when d 2 increases from x to x + x. Then the probability that the distance estimation error is e f (x) is
According to the cosine law, the angle α is
Thus, the expected distance estimation error of d 2 is
Figure 6 plots the expected distance estimation error of d 2 when d 1 varies from r to 20r. The average distance estimation error varies from 0.2r to 0.5r when K = 1, that is, when the traditional "hop count" metric is used. When the approach described in Section 2.2 is used to obtain the subhop-level proximity information, the expected distance estimation error drops accordingly. When K = 4, that is, the communication radius is divided into up to four proximity levels, the expected distance estimation error is around 0.1r. In general, the expected distance estimation error will be smaller than r/2K when the number of proximity levels is K.
The distance estimation error is periodic and is not very relevant to the absolute value of d 1 . This can help us tackle the special case when the shortest paths between s k and s i and between s k and s j are detoured. As shown in Figure 7 , because s i and s j are close to each other, the shortest paths between s i and s k and between s j and s k share the same detoured subpath. Thus, we can straighten the detoured subpath and move s k to s k . This straighten operation will add the same value to d ik and d jk . Since the distance estimation accuracy is not affected significantly by the distance between s j and s k (as shown in Figure 6 ), the distance estimation of the detoured path d ik will also be accurate.
When Using
Node's PHL Vector. When node s i has no anchor neighbors, it needs to use one of its localized neighbor's PHL vectors to estimate its distances to anchors. Assume that s i uses s j 's information. The problem is that s j knows only the erroneous estimated position rather than the exact position. We now analyze how s j 's location estimation error affects node s i 's distance estimation accuracy.
Without loss of generality, we still consider error in distance estimation to anchor s k . Assume that the location estimation error of s j is ε. Denote by P j and P j the exact position and the estimated position of s j , respectively. Then we have |P j − P j | = ε. We 
Equation (34) shows that, in the ideal case where nodes are deployed densely enough, s j 's position estimation error affects s i 's distance estimation error in an additive manner.
1 Assume that the position estimation error approximately equals the distance estimation error. If on average there is one anchor in s i 's l-hop (here "hop" takes its traditional meaning) neighborhood, its distance estimation error will be approximately l * r/2K. When the average node degree is ND, it requires the anchor ratio being larger than 1/(ND * l 2 ) to have at least one anchor in s i 's l-hop neighborhood. For example, if we require the distance estimation error to be smaller than 0.4r when K = 4, l should be no larger than 3.2 (l * r/2K ≤ 0.4r implies l ≤ 3.2). When ND = 10, this requires at least 1/(10 * 3.2 * 3.2) ≈ 0.01 anchors to achieve the required accuracy; that is, the anchor ratio should be larger than 1%. In realistic environments, it may require more anchors to achieve the desired accuracy because many factors other than the anchor ratio might affect the localization accuracy.
ANCHOR SELECTION
Besides distance estimation error, the geometry distribution of anchors also affects the localization accuracy of nodes [Bu et al. 2012; Langley 1999; Yang and Liu 2010; Yarlagadda et al. 2002] . In this section, we propose an anchor selection algorithm that jointly considers the distance estimation accuracy and geometry distribution of anchors to further improve the localization accuracy of nodes.
The Optimal Anchor Selection Problem
Let A be the set of all anchors, that is, A = {s 1 , . . . , s m }. Because in the d-dimensional space a node needs to know distance measurements to at least d+1 anchors to uniquely determine its position, any anchor set that could be used to uniquely localize a node contains at least d + 1 anchors. Denoting by C the set of all such candidate anchor sets, we have C = {A ⊆ A||A | ≥ d + 1}. The optimal anchor set for node s i to achieve the highest localization accuracy is
where P Est(A , i) is the position estimate when anchors in A and the corresponding distance estimates are used to calculate the position of s i , and P i is the ground-truth position of s i . The optimal anchor selection problem is to find the anchor set A * . However, it is hard to find the exact optimal anchor set A * , because P i is unknown. This motivates us to resort to indirect metrics (i.e., the metrics that can characterize the impact of anchors on the position error of a node without knowing its true position) to judge the quality of an anchor set. We design an efficient algorithm to select a good anchor set based on the geometric dilution of precision (GDOP) metric [Langley 1999; Yarlagadda et al. 2002] .
GDOP-Threshold-Based Anchor Selection
5.2.1. GDOP Calculation. The GDOP is widely used to measure the impact of geometry distribution on the position error [Langley 1999; Yarlagadda et al. 2002] in the GPS world. The GDOP value of a set of anchors can be roughly interpreted as the ratio of position error to the distance estimation error. Thus, a small GDOP means that the anchors are well distributed in geometry and can generate accurate position estimation with high probability.
Without loss of generality, we assume that node s i obtains distance estimates to all the m anchors. Then s i calculates the GDOP of the m anchors as follows [Langley 1999; Yarlagadda et al. 2002] . Let (x k , y k ) (1 ≤ k ≤ m) be the position of anchor s k , and let (x, y) be the position of s i . The distance between s i and s k could be expressed as
We construct an m × 2 matrix:
The GDOP of the m anchors can be calculated as
Note that because node s i does not know its true position, it needs to use one of its localized neighbor's position to calculate the GDOP. For example, if one of s i 's neighbors s j knows its position (e.g., s j is an anchor or a localized node), the GDOP can be calculated as
where (x j , y j ) is s j 's (estimated) position. When s i has more than one localized neighbor, it uses the nearest neighbor to calculate the GDOP. Note that s i can obtain the distances to direct neighbors by using the proximity estimation method proposed in Section 2.2, according to which it can determine which neighbor is the nearest. We give an example to demonstrate the calculation of the GDOP for a node s. 
and
where x and y are the ground-truth coordinates of s whose actual values are unknown. Because x and y are unknown, node s needs to use one of its localized neighbor's coordinates to calculate the GDOP of the anchor set {s 1 , s 2 , s 3 , s 4 }. Assume that the neighbor's coordinate is (100,100) (i.e., x ≈ 100 and y ≈ 100). Then H can be calculated as 
Then the GDOP for the four anchors (s 1 to s 4 ) can be calculated according to Equation (38), which is approximately 1.1077.
Anchor Selection.
The GDOP metric characterizes only the geometry distribution of anchors. It does not take the accuracy of the distance estimate into account. In this section, we propose an efficient two-stage anchor selection algorithm that jointly considers distance estimation accuracy and geometry distribution of anchors.
The algorithm runs on every node in a distributed manner. In the first stage, the node sorts all the anchors in ascending order according to their distance estimate errors (we will discuss how to do this in our localization algorithm in Section 6). We denote the sorted anchor list as {s π (1) , . . . , s π(m) }, where the distance estimation error to anchor s π(k) is no larger than the distance estimation error to anchor s π(k ) when π (k) < π(k ).
In the second stage, the node uses a GDOP-threshold-based method to select anchors. To mitigate the negative effects of distance estimations with large error, it first picks anchors in the front of the sorted anchor list. In detail, it first sets A * = {s π(1) , . . . , s π(d+1) } and calculates the GDOP of A * . If the GDOP is smaller than a specified threshold g t , the node uses anchors A * to calculate its position. Otherwise, it adds the next anchor in the list into A * and repeats the procedure until the GDOP of A * is smaller than g t . Then the node uses anchors in the final A * to calculate its position. This anchor selection algorithm jointly considers both distance estimation accuracy and geometry distribution of anchors. First, because anchors are sorted in ascending order according to their distance estimation error, the selected anchors are among those that have small distance estimation errors. Second, by setting a suitable threshold g t , we can obtain an anchor set with good geometry distribution. The threshold g t should be selected carefully. On one hand, with a very large g t , only a few anchors will be selected and the node cannot well exploit the redundancy of anchors to improve localization accuracy. On the other hand, with a very small g t , almost all the anchors will be selected, which makes the location estimation suffer from large distance estimation errors of some anchors.
PUT THEM TOGETHER: SELECTIVE MULTILATERATION
In this section, we present the Selective Multilateration (SM) localization algorithm that integrates the locality-based distance estimation (Section 4) and the adaptive anchor selection (Section 5).
Algorithm Framework
The framework of SM is presented in Algorithm 1. The first step is to calculate hop counts for all the nodes to the anchors. This step is the same as in DV-Hop except that hop counts in SM are calculated based on proximity estimations by using the method given in Section 2.2. Then anchors calculate their PHL vectors and broadcast the vectors to their direct neighbors. After receiving the PHL vector, a node estimates its distances to all anchors. It then selects suitable anchors and calculates its position by using multilateration. This is the reason we name our algorithm Selective Multilateration.
SM is a recursive algorithm in the means that localized nodes could help other nodes perform localization. As shown in Algorithm 1, when a node obtains PHL vectors from its neighboring anchors, it can calculate its position with SM. After it obtains its position estimate, the node can help other nodes that have no anchor neighbors to perform localization. The localized node probes whether there are such nodes by listening requirements from neighboring nodes. If it hears a PHL vector requirement from neighboring nonlocalized nodes, it calculates its PHL vector and broadcasts it to those neighbors. Note that the PHL vector defined in Section 3.1 contains only the PHL to anchors. Thus, the estimated positions of localized nodes will not be used to calculate the position of other nodes, which effectively suppresses error accumulation.
Sorting of Anchors
Because the exact distance estimation errors to anchors are unknown, SM uses a heuristic method to sort anchors. Recall that the analysis in Section 3.2 shows that, for two adjacent nodes, the farther the distance from them to anchors is, the higher the similarity of their PHLs is. However, higher similarity means only a smaller deviation in each hop count but not necessarily a smaller error in distance estimation, because the distance estimation error is the deviation in each hop count multiplied by the number of hop counts. We observe from extensive simulation results that anchors with very large hop counts might have a relatively larger distance estimation error than those having smaller hop counts, as shown in Figure 8 . Thus, we use the following heuristic to sort anchors: anchors are sorted in ascending order according to the hop counts between them and the node. Although this approach cannot generate exact anchor ordering as required in Section 5.2.2, our experimental results show that this heuristic performs well in practice. Figure 8 plots the sorting results of two randomly selected nodes in Figure 3 (b). We observe that for anchors with very large hop counts, their distance estimation errors are larger than those with relatively smaller hop counts. But there is no strict relationship between hop count and distance estimation error. Actually, for most anchors, the corresponding distance estimation error is not very relevant to the hop count, as shown in Figure 8 . This is consistent with the previous analysis given in Section 4.2.1. Because our anchor selection algorithm first picks nodes in the front of the sorted list, the negative effects of anchors with large distance estimation errors could be effectively mitigated because they have small chances to be chosen. Note that this heuristic works in only our locality-based distance estimation approach. In other range-free distance estimation algorithms like DV-Hop, it might not work.
We should point out that our anchor sorting strategy is only a heuristic based on simulation results. Because it is difficult to know the exact distance estimation errors of anchors, our strategy tries to avoid using anchors with very large distance estimation errors. Actually, besides this "near anchor first" heuristic, we also test two other anchor sorting heuristics: random anchor sorting and far anchor first. Experimental results show that the heuristic adopted in our algorithm always performs better than them and results in higher localization accuracy, although sometimes only slightly. The reason might be as follows. Due to the impact of discrete nodal distribution and complex environmental effects, the distance deviation in each hop count might first decrease and then become stable when the hop count is relatively large. Thus, for faraway anchors, the hop count might dominate the distance estimation error and consequently they will have relatively larger errors. Our heuristic avoids using such vary far anchors, which might have very large distance estimation errors, and thus effectively mitigates their negative effects on the localization results.
Anchor Requirement
The minimum number of needed anchors in SM is d + 2 in a d-dimensional space. In the first round of SM, a node needs to use the information from an anchor neighbor to estimate distances to other anchors and calculate the GDOP of them. Considering that a node needs to obtain distances to d + 1 anchors to calculate its position in a d-dimensional space, SM requires at least d + 2 anchors to bootstrap the localization process. In the second and following rounds, a node can use one of its localized neighbors to estimate distances to anchors and calculate the GDOP, and thus requires only d + 1 anchors to perform localization. Overall, the minimum number of anchors for SM to work properly is d + 2 in d-dimensional spaces.
However, although d+2 anchors are enough to bootstrap the SM algorithm, according to our analyses in Section 4.2.2, the distance estimation error will be accumulated and consequently the localization accuracy of nodes would be degraded when there are only a few anchors in the network. The necessary number of anchors to achieve a required accuracy should be proportional to the size of the deployment region. For example, the analyses in Section 4.2.2 show that there should be more than one anchor in a node's three-hop neighborhood to achieve an accuracy higher than 0.4r. Assume that the size of the deployment region is 100r 2 ; then the minimum number of anchors to achieve the required accuracy is 100/9 = 12. Actually, due to many complex environment factors in practical deployed WSNs, there should be more anchors than the minimum requirement to achieve this accuracy.
Besides anchor number, the distribution of anchors may also impact the performance of SM. When anchors are uniformly distributed, every node could find an anchor in the near neighborhood within a few hops, and thus the accumulation error in position estimation could be effectively controlled. When anchors are distributed in a small region of the whole network, the position estimation accumulation error would be significant because some nodes need to use faraway anchors to perform localization. As analyzed in Section 4.2, the error accumulation would be faster than a linear increase, and thus the position estimation error of nodes far from the anchors would be large. Our algorithm targets WSNs where anchors are uniformly distributed, which is the de facto deployment strategy in practice. We will consider how to deal with uneven anchor distribution in the future.
Dealing with Channel Variation
The wireless channel variation might result in asymmetric communication between neighboring nodes, which affects the logical topology of the network and consequently the localization accuracy of range-free localization algorithms like SM. The channel variation affects the performance of SM from two aspects. First, it might degrade the accuracy of proximity estimation between neighboring nodes. Recall that the proximity estimation approach used in SM estimates the proximity between two nodes according to the ratio of common nodes. When the communication is asymmetric, the ratio of common nodes cannot be accurately obtained, and thus the proximity estimation accuracy might be degraded. Second, a high variation in the wireless channel might make the obtained shortest path between two nodes deviate from the actual one. Thus, the obtained distance between two nodes might be overestimated or underestimated, both of which may degrade the localization accuracy.
To cope with this problem, a node can first evaluate the quality of the links to other nodes and take only nodes to which the link quality is higher than a threshold as its neighbors. For example, a node s can consecutively send 100 messages to another node s . s can measure the ratio of successfully received messages and send the value to node s. Similarly, node s can measure the ratio of successfully received messages from s and send to s . Only when the received message ratio at both s and s is higher than a predefined threshold do s and s take each other as neighbors. Otherwise, s and s are not considered as neighbors. With this method, we can build a symmetric link between nodes even when the wireless channel is variable. Note that because localization needs to be done only once, we can execute our SM algorithm after all the nodes in the network find their neighbors in the means of asymmetric links. This approach could also be used to cope with the wireless channel variation problem in other range-free localization algorithms such as DV-Hop [Niculescu and Nath 2001] , PDS [Xiao et al. 2010b] , and PDM [Lim and Hou 2009] .
Communication Overhead Analysis
In SM, every anchor needs to flood its position information to all the nodes in the network once. Every anchor also needs to broadcast its PHL vector to its direct neighbors. Besides, some localized nodes might need to broadcast their PHL vectors to their direct neighbors. Let l be the total number of nodes (including anchors) that need to broadcast their PHL vectors. The total communication cost in SM is O(nm + lm), where the first term represents the communication cost to flood anchors' position information, and the second term represents the communication cost incurred in broadcasting PHL vectors (each PHL vector contains m values). Because l is usually much smaller than n, the total communication cost of SM is O(nm). This is as low as the communication cost of DV-Hop [Niculescu and Nath 2001] and the PDS algorithm proposed in Xiao et al. [2010b] and is much lower than that in the PDM [Lim and Hou 2009] and MDS-MAP(P) [Shang et al. 2004a ].
SIMULATION RESULTS
We develop a simulator using Java programming language to evaluate the performance of SM and compare SM with two algorithms: the PDS algorithm [Xiao et al. 2010b ] and the MDS-MAP(P) algorithm [Shang et al. 2004a ]. The PDS is the state-of-the-art rangefree anchor-based localization algorithm for anisotropic WSNs. It can tolerate multiple anisotropy factors of the network and achieves comparable accuracy as PDM [Lim and Hou 2009 ] with a lower communication cost. The MDS-MAP(P) algorithm uses the divide-and-conquer paradigm to deal with global anisotropy of the network. It is an anchor-free connectivity-based localization algorithm designed for anisotropic WSNs. We mainly consider the performance of these algorithms in WSNs with moderate density; thus, we do not compare with the algorithm proposed in Kubo et al. [2012] because it requires very high network density.
Simulation Settings and Performance Metrics
Network topology: Two types of anisotropic topologies are used to evaluate the performance of different algorithms: the C-shape topology (see Figure 3(b) ) and the O-shape topology (see Figure 9(a) ). The C-shape topology is the de facto topology to test the performance of range-free localization algorithms in anisotropic WSNs [Kubo et al. 2012; Kung et al. 2009; Li and Liu 2010; Lim and Hou 2009; Wang and Xiao 2008; Xiao et al. 2010b ]. The O-shape topology appears in many practical applications like volcano monitoring , and the PDS outperforms many other algorithms in this topology.
Performance metrics: We mainly consider the following metrics.
-Distance estimation accuracy: The estimation accuracy of d ij is defined as μ(i, j) = |d ij −d ij |, whered ij is the estimate of d ij . The distance estimation accuracy of an algorithm is defined as the average estimation accuracy over all the distance estimates that are used in localizing nodes. -Localization accuracy: The localization accuracy of s i is defined as γ i = |P i − P i |, where P i and P i represent s i 's ground-truth position and estimated position, respectively. The localization accuracy of an algorithm in a network is the average localization accuracy over all the nodes in the network. -Computational cost: The computational cost of an algorithm is represented by the average number of anchors used to localize a node.
Controlled parameters:
We tune the following parameters to investigate their impact on the performance of the considered algorithms. model [Kuhn et al. 2008; Xiao et al. 2010b ] to investigate the impact of communication irregularity. Within the DOI model, the probability that two nodes can communicate with each other is controlled by a parameter d (0 ≤ d ≤ 1):
General settings and data collection: In default, we deploy 400 nodes in a 10r × 10r square area, where r is set to 20m according to the previous studies [Lim and Hou 2009; Wang and Xiao 2008; . The sizes of the void areas in the C-shape topology (Figure 3(b) ) and in the O-shape topology (Figure 9 (a)) are 20r 2 and 9πr 2 , respectively. This results in ND ≈ 14 and ND ≈ 15 in the C-shape topology and the O-shape topology, respectively. The default anchor number is AN = 32. The default value of communication irregularity is set at d = 0. For every parameter setting, we randomly generate 100 network instances and report the average data over them.
A Glance at SM's Execution
We use the network plotted in Figure 9 (a) to illustrate the execution flow of SM. In this figure, anchors are marked as squares and nodes are marked as circles. In the first round, every anchor calculates its PHL vector and broadcasts the vector to direct neighbors. Those nodes having at least an anchor neighbor can use SM to localize themselves. Figure 9 (b) plots the results after the first round, in which 256 nodes are localized with 0.16r distance estimation accuracy and 0.27r localization accuracy. In the second round, nodes localized in the first round help their neighbors that are not localized in the first round to perform localization. In the second round, 98 nodes are localized with localization accuracy 0.37r, as shown in Figure 9 (c). This procedure repeats until all the nodes are localized. In this example, all the nodes are localized after the third round, and the overall localization accuracy is 0.3r.
Distance Estimation Accuracy
7.3.1. Impact of Anchor Number. Figure 10 (a) plots the distance estimation accuracy in SM and the PDS when the anchor number changes from 20 and 60. It can be observed that the distance estimation accuracy in both SM and the PDS improves when there are more anchors. For SM, the case with more anchors means that most nodes can use the anchor's PHL vector to perform distance estimation, which effectively suppresses error accumulation caused by nodes' position error (Section 4.2). For the PDS, the case with more anchors means that more nodes fall into the concentric ring (CR) pattern or the centrifugal gradient (CG) pattern, in which the PDS can output fairly accurate distance estimation.
Another observation is that the PDS performs worse in the O-shape topology than in the C-shape topology, while SM performs nearly the same in the two topologies. The reason is that in the O-shape topology, the shortest path between nodes might bend like a curve, but the PDS requires the shortest path being a series of line segments to rectify the obtained distance estimation. Thus, the accuracy of the PDS degrades in the O-shape topology. Compared to the PDS, SM improves the accuracy of distance estimation by up to 34% in the C-shape topology and up to 57% in the O-shape topology, respectively. 7.3.2. Impact of Node Degree. Figure 10 (b) plots the distance estimation accuracy in SM and the PDS when the ND varies. It can be observed that both algorithms achieve higher distance estimation accuracy with higher node degree. SM can obtain more accurate proximity estimation between adjacent nodes when the degree of nodes increases, and thus its distance estimation accuracy improves. For the PDS, because it uses a Monte Carlo method to smooth the estimation of the last hop, which achieves higher accuracy when the node degree increases, its accuracy also improves. SM always achieves much higher distance estimation accuracy than the PDS, by up to 57% in the C-shape topology and up to 59% in the O-shape topology, respectively.
Localization Accuracy
7.4.1. Impact of the GDOP Threshold. The GDOP threshold (g t ) affects which anchors would be selected to perform localization for a node, and thus should be carefully set. Figure 11 (a) plots the localization accuracy of SM in the C-shape topology (the results for the O-shape networks are similar) when g t varies from 0 to 1.2. It can be observed that when g t is very small (≤0.4) or very large (≥1), the localization accuracy degrades. When g t is very small, as shown in Figure 11 (b), almost all anchors are selected. In this case, those anchors to which the distance estimations contain a large error will lower the node's localization accuracy. On the other hand, when g t is very large, only a few anchors would be selected (Figure 11(b) ). In this case, the node cannot exploit the redundancy of anchors to improve localization accuracy, and thus the localization accuracy degrades.
The optimal value of g t might change slightly when the anchor number changes. Generally, when the anchor number is small, a small g t should be used to exploit the redundancy of anchors to achieve high localization accuracy. On the other hand, when the anchor number is large, a slightly larger g t could be used to select a good subset of anchors. We conducted extensive simulations to investigate the impact of g t on the localization accuracy of SM and found that the optimal g t lies in [0.4,0.8] when the anchor number is larger than 24, and the optimal g t is about 0.2 when the anchor number is smaller than 16. Especially, the optimal g t is 0.7 for our default simulation setting, for example, when the anchor number is 32. Thus, we set g t = 0.7 as the default in the following experiments.
7.4.2. Impact of Anchor Number. Figure 12 (a) and Figure 12 (b) plot the localization accuracy of SM and the PDS in the C-shape topology and in the O-shape topology when the AN varies from 20 to 60, respectively. It can be observed that the accuracy of SM and the PDS both improve when the AR increases. The reason is that, as analyzed in Section 7.3.1, in SM and the PDS, the distance estimation accuracy improves with more anchors, and thus their localization accuracy improves when AN increases. Note that we do not plot the localization accuracy of MDS-MAP(P) because MDS-MAP(P) is actually an anchor-free algorithm that can run without anchors. In MDS-MAP(P), anchors are only used to translate the obtained relative coordinate system to the absolute coordinate system determined by anchors; they are not helpful in improving localization accuracy. In contrast, SM and the PDS rely on anchors to determine positions of nodes.
In most cases, the localization accuracy of SM is higher than 0.4r and even higher than 0.3r when AN ≥ 40. As pointed out in He et al. [2005] , 0.4r is the critical accuracy below which many location-based protocols cannot function properly. Thus, SM can satisfy the needs of many such protocols, for example, geographical routing [Huang et al. 2012b ] and event detection . The PDS also achieves fairly high localization accuracy in the C-shape topology (higher than 0.4r when AN > 32), but its accuracy in the O-shape network is always lower than 0.4r. On average, compared with the PDS, SM improves localization accuracy by 20% in the C-shape topology and by 42% in the O-shape topology, respectively. 7.4.3. Impact of Node Degree. Figure 13 (a) and Figure 13 (b) plot the localization accuracy of the three algorithms in the C-shape topology and O-shape topology when the ND increases, respectively. It can be observed that when the ND increases, the accuracy of SM and MDS-MAP(P) significantly improves, while the accuracy of the PDS improves only slightly. For SM, with a larger ND, it can obtain more accurate distance estimations (see Section 7.3.1) and thus achieves higher accuracy. For MDS-MAP(P), with a larger ND, it can build more accurate local coordinate systems and thus improve its localization accuracy. In contrast, in the PDS algorithm, the ND mainly affects the estimation accuracy of the last hop, which limits the improvement in its overall localization accuracy. MDS-MAP(P) achieves comparable localization accuracy to the PDS when the ND is larger than 18, but SM always outperforms both of them. Compared to the PDS, SM improves localization accuracy by up to 30% in the C-shape topology and up to 52% in the O-shape topology, respectively. 7.4.4. Impact of Communication Irregularity. MDS-MAP(P) requires symmetrical communication between nodes, and thus it cannot deal with communication irregularity. Figure 14 plots the localization accuracy of SM and the PDS under different communication irregularities. It can be observed that SM is more robust to the communication irregularity than the PDS. When d is smaller than 0.1, the localization accuracy of SM is almost not affected. Even when d is as large as 0.2, SM still achieves high accuracy, that is, 0.43r in the C-shape topology and 0.4r in the O-shape topology. In contrast, the accuracy of the PDS quickly degrades when d increases. When d increases from 0 to 0.2, the accuracy of the PDS drops from 0.44r to 0.68r in the C-shape topology and drops from 0.58r to 0.78r in the O-shape topology. The reason for the dramatic accuracy degradation of the PDS is that it builds its distance estimation algorithm on top of Amorphous [Nagpal et al. 2003 ], whose accuracy severely degrades when the communication is highly irregular. In contrast, SM uses a novel locality-based distance estimation approach, which is affected by only local differences between nodes and thus is more robust to communication irregularity.
Impact of Anchor Selection
Figure 15(a) demonstrates the impact of the anchor selection mechanism used in SM on the localization accuracy. The algorithm Tri means that nodes use all the anchors to perform triangulation without selecting anchors as done in SM. It can be observed that the anchor selection heuristic used in SM significantly improves localization accuracy. Compared with direct triangulation, SM improves localization accuracy by about 30% in both the C-shape and O-shape networks by selecting anchors. Figure 15 (b) plots the number of anchors every node used to perform localization after anchor selection. It can be observed that no matter how many anchors there are in the network, the average number of anchors every node used to perform localization is only slightly larger than 10, which is nearly independent of the total number of anchors. In contrast, in the traditional range-free localization algorithms, all the anchors are used to perform localization. Thus, the computational overhead of SM is fairly light, making it suitable to large-scale WSNs. 
RELATED WORK
Early research on range-free localization targets isotropic WSNs, for example, DV-Hop [Niculescu and Nath 2001] , Amorphous [Nagpal et al. 2003 ], APIT [He et al. 2005] , and MDS-MAP [Shang et al. 2004a ]. The two pioneering works, DV-Hop and Amorphous, provide the basic technique to estimate the distance between nodes and thus are the basis of many following research works including Li and Liu [2010] , Wang and Xiao [2008] , , Xiao et al. [2010b] , Shang et al. [2004b] , and Tan et al. [2010] . However, DV-Hop and Amorphous heavily rely on the isotropy of the network to obtain accurate distance estimations. In anisotropic WSNs, their accuracy is severely degraded and thus they result in poor localization accuracy.
Some robust position estimators [Kung et al. 2009; Li et al. 2005; Wang and Xiao 2008] are proposed to tolerate erroneous distance estimations in anisotropic WSNs. The i-Multihop estimator proposed in Wang and Xiao [2008] can recognize and filter out largely erroneous distance estimations and achieve higher accuracy than the traditional minimum mean square error (MMSE) estimator. The snap-inducing shaped residual (SISR) estimator developed in Kung et al. [2009] is applicable to cases in which distance estimations are either very accurate or contain very large error. The least median square (LSM) estimator [Li et al. 2005] improved localization accuracy by minimizing the median square error instead of the mean square error. Our localitybased distance estimation approach can be combined with these estimators to exploit their advantage to further improve localization accuracy.
Rectifying the obtained distance estimations before using them to calculate node positions is another direction to cope with distance estimation errors in anisotropic WSNs [Li and Liu 2010; Lim and Hou 2009; Tan et al. 2010; Xiao et al. 2010b] . The Proximity Distance Mapping (PDM) algorithm replaces the PHL with a proximity-distance mapping matrix to estimate the distance between nodes and anchors. Although improving distance estimation accuracy, the PDM algorithm incurs much higher communication cost than DV-Hop. The REnded Path (REP) algorithm [Li and Liu 2010] exploited the geometric feature of the network to rectify the distance estimation of detoured paths. and Tan et al. [2010] proposed two methods to identify the turning points of detoured paths, according to which the distance estimation of detoured paths can be rectified. In the PDS algorithm [Xiao et al. 2010b] , three different patterns are identified and nodes in different patterns use different methods to rectify the obtained distance. These algorithms first adopt DV-Hop or Amorphous to obtain the distance between nodes and then perform rectification. Our locality-based distance estimation approach could be integrated into these algorithms as a replacement of DV-Hop or Amorphous.
Different anchor combinations will affect the localization accuracy. Shang et al. [2004b] proposed a simple heuristic algorithm that uses the four nearest anchors to perform localization. The algorithm cannot fully utilize the redundancy in anchors to improve localization accuracy when the deployment region has a complex shape. Yang and Liu [2010] proposed the quality of trilateration (QoT) metric to characterize the quality of a trilateration result. However, the QoT metric cares only about trilateration and incurs a high computational cost when used in multilateration. Compared with them, our GDOP-based anchor selection algorithm jointly considers geometry distribution and distance estimation accuracy of anchors and can be used in multilateration.
CONCLUSION
In this article, we have revealed the locality of PHL in anisotropic WSNs and proposed a novel distance estimation approach that achieves a more accurate distance estimation than state-of-the-art solutions. We devise an adaptive anchor selection algorithm that jointly considers geometry distribution and distance estimation accuracy of anchors to improve localization accuracy. The SM localization algorithm built on top of the locality-based distance estimation and the adaptive anchor selection achieves localization accuracy higher than 0.3r, which can well satisfy the requirements of typical location-dependent protocols/algorithms in WSNs.
Our locality-based distance estimation approach can be used as a replacement of DV-Hop or Amorphous in many range-free localization algorithms [Li and Liu 2010; Tan et al. 2010; Wang and Xiao 2008; Xiao et al. 2010b ] to provide more accurate distance estimates. In our future work, we plan to investigate how to integrate this approach with existing distance-rectifying techniques to further improve the accuracy of range-free localization algorithms in both isotropic and anisotropic WSNs.
