Abstract. Mordell-Weil groups of different abelian fibrations of a hyperkähler manifold may have non-trivial relation even among elements of infinite order, but have essentially no relation, as its birational transformation. Precise definition of the terms "essentially no relation" will be given in Introduction.
Introduction -Background and the statement of main result
Unless stated otherwise, varieties are assumed to be normal, projective and defined over C. Main results are Theorems (1.5) and (1.6).
Let M be a hyperkähler manifold, i.e. a simply-connected projective manifold admitting an everywhere non-degenerate global holomorphic 2-form σ M s.t. GHJ, Part III] ). We denote by Bir M the group of birational transformations of M . A morphism ϕ : M −→ B onto a variety B is called an abelian fibration if its generic fiber M η (∋ O) is a positive dimensional abelian variety defined over C(B). The group M η (C(B)), called the Mordell-Weil group of ϕ and denoted from now by MW(ϕ), can be naturally regarded as an abelian subgroup of Bir M . In [Og3] (see also [Og4] ), we have shown the following:
The aim of this note is to give an affirmative answer to the first question in a slightly more general form and a negative answer to the second question. We note that there are infinitely many K3 surfaces and hyperkähler manifolds admitting 2 or more different abelian fibrations of positive Mordell-Weil rank (see eg. [Og3] ). Definition 1.4. Let G be a group and let G i (i = 1, 2, · · · , s) be subgroups of G. We say that the groups G i (i = 1, 2, · · · , s) have essentially no relation if there are finite index subgroups H i < G i s.t.
H 1 , H 2 , · · · , H s = H 1 * H 2 * · · · * H s .
Our main result is the following:
In particular, for given g i ∈ MW(ϕ i ) with ord g i = ∞, there are positive integers
(2) There are a K3 surface S admitting 2 different Jacobian fibrations ϕ i : S −→ P 1 and elements f i ∈ MW(ϕ i ) with ord f i = ∞ (i = 1, 2) s.t. in Aut S,
Recall that a K3 surface is a 2-dimensional hyperkähler manifold, and an abelian fibration on a surface is usually called a Jacobian fibration. We also note that Aut S = Bir S for a K3 surface (or more generally for a minimal surface). We shall prove Theorem (1.5)(1) in Section 2 and Theorem (1.5)(2) in Section 3. Our proof here is much inspired by an elementary hyperbolic geometry explained in the book [Th] of Thurston and an account [Ha] of de la Harpe, whose applicability is suggested by S. Cantat in connection with [Og3] .
As a more concrete example, we shall also show, in Section 4, the following: Theorem 1.6. There is a K3 surface S s.t. for each positive integer s,
Note that if Z r < Aut S for some K3 surface S, then r ≤ 18 by Theorem (1.1)(2). 1. The next Theorem and its proof are taken from Tits' article [Ti] . This simple theorem is very useful in our proof of Theorem (1.5).
Theorem 2.1. Let s be an integer s.t. s ≥ 2 and let G be a group which acts faithfully on a non-empty set S. Let G i (i = 1, 2, · · · , s) be subgroups of G, let S i (i = 1, 2, · · · , s) be subsets of S s.t. S \ ∪ s i=1 S i = ∅, and let p be an element of
2. Let M be a hyperkähler manifold. As it is mentioned in Introduction, M is assumed to be projective. In this paragraph, we recall some basic facts about M and fix some notations. 
Let O(N S(M )) be the group of isometries of the lattice N S(M ). Then, there is a natural group homomorphism
(see eg. [GHJ, Part III] ), and |Ker r N S | < ∞ (see eg. [Hu] , [Og2] 
as the Euclidean space by a suitable Euclidean norm || * ||.
Let C be the positive cone of N S(M ), that is, the connected component of {x ∈ N S(M ) R |(x, x) > 0} containing ample classes. We denote by C the closure of C in N S(M ) R , and by ∂C, the boundary of C. We define
This space S can be identified with the set of the rays {R + x | x ∈ ∂C \ {0}}, by the natural bijection R + x ↔ x/||x||, and is also homeomorphic to the sphere S ρ(M)−2 . (2.3) Let ϕ : M −→ B be an abelian fibration on M . Then, by a fundamental result due to Matsushita [Ma] , B is Q-factorial and of Picard number 1. Let v be the (uniquely determined) primitive element in R + ϕ * h B ∩ N S(M ). Here h B is an ample class of Pic B. We call this v the primitive vector corresponding to ϕ. Note that v ∈ (∂C ∩ N S(M )) \ {0}. We denote v/||v|| ∈ S by v and call v the unit vector corresponding to ϕ.
LetG be one of the maximal free abelian subgroups of
ThenG ≃ Z r (r = rank MW(ϕ)) by the paragraph (2.1). Note that the primitive vector v is stable underG, i.e.G(v) = v. This is because ρ(B) = 1.
Given another abelian fibration ϕ ′ : M −→ B ′ , we write the primitive (resp. unit) element of ϕ v, v ,G be the same as in (2.3). Following [Th, Problem 2.5 .24], we consider the spaces:
Here, since v ∈ N S(M ) and (v, v) = 0, the mapping av : x → x + av, a ∈ Q (resp. a ∈ R) defines a faithful action of Qv (resp. of Rv) onL Q (resp. onL). We note that these spaces depend on (the choice of) an abelian fibration ϕ : M −→ B.
Remark 2.2. Though the rational spacesL Q and L Q are not considered in [Th, Problem 2.5.14], it is important to consider these spaces for our proof of Theorem (1.5).
By definition, the space L Q (resp. L) is a (ρ(M ) − 2)-dimensional rational (resp. real) affine space. Or more explicitly, by taking a point in u ∈ L Q as 0 and by taking a rational basis of the tangent space at u, we can identify L Q (resp. L) with the vector space
We denote by p the natural quotient maps :
Finally, we define the map π by
SinceGv = v and (v, v) = 0, the groupG acts onL Q ,L, L Q , L, P and S. Here the action ofG on S is defined by x → g(x)/||g(x)||. By definiton, the actions of G on these spaces are equivariant under p and π.
3. In this paragraph, again closely following [Th, Problem 2.5 .14], we shall prove three propositions, which are crucial in our proof of Theorem (1.5)(1). Let ϕ : M −→ B be the same as in the paragraph 2. We use the same notation as in the paragraphs (2.3) and (2.4).
Proposition 2.3. The map p|P : P −→ L is a homeomorphism and the map
is a homeomorphism onto S \ {v}, i.e. S is a one point compactification of the real affine space L through ι. Moreover, the actions ofG on L and S are equivariant under ι.
Proof. The last assertion follows from the last statement in the paragraph (2.4). Let us show the first two assertions. For a given x ∈L, there is a unique α s.t. (x + αv, x + αv) = 0, namely α = −(x, x)/2. Since (x + αv, v) = 1 > 0, we have x + αv ∈ ∂C, and therefore x + αv ∈ P . By the uniqueness of α, the map x + Rv → x + αv is well-defined and gives the inverse q : L −→ P of p|P . By (v, v) = 0, we have π(P ) ⊂ S \ {v}. Let x ∈ ∂C \ {0}. By the Schwartz inequality, we have (x, v) > 0 unless x ∈ Rv. Thus, for x ∈ S \ {v}, we have x/(x, v) ∈ P and π(x/(x, v)) = x. Thus, x → x/(x, v) gives the inverse of π : P −→ S \ {v}. Hence ι = π • q satisfies the requirement.
Proposition 2.4. There is a finite index subgroup G ofG s.t. G acts on the real affine space L as parallel transformations. Moreover, the action of G on L is faithful and discrete.
Remark 2.5. For both statements, it seems quite essential that the actionG is defined over the lattice N S(M ), or in other words, over Z. Being parallel transformations is false even for a cyclic orthogonal subgroup of N S(M ) Q fixing some non-zero rational vector v with (v, v) = 0, as there is an infinite-order 3 × 3 rotation matrix of rational entries. An account of [Ha, Page 135] seems to miss this point. See remark (2.7) for discreteness.
Proof. Since v is a primitive vector with (v, v) = 0, one can choose an integral basis of v
, the matrix representation M (g) of g w.r.t. the basis above is of the form:
Here A(g) is the matrix representation of the action of g on the lattice
n is, in general, a rational vector. Since N is of negative definite, its orthogonal transformation A(g) is diagonalizable, and the eigenvalues of A(g) are of absolute value 1. On the other hand, since A(g) is an integral matrix, its eigenvalues are algebraic integers. Thus, by Kronecker's theorem, the eigenvalues of A(g) are roots of 1. Since A(g) is diagonalizable, A(g) is then of finite order. Let us denote by m(g) the order of A(g).
Let g i r i=1 be a generator of the free abelian groupG. Put g i :=g 2m(gi) i and define the subgroup G ofG by
SinceG is a finitely generated abelian group, G is a finite index subgroup ofG. Moreover, for each g ∈ G, we have A(g) = I n (the identity matrix) and d(g) = 1, i.e.
Let Q ∈ L. Then Q is uniquely expressed in the form:
and the vector valued function
gives an affine coordinate of both L and L Q . As it is remarked in the paragraph (2.4), under this coordinate, one can identify
By the shape of M (g), the action of g ∈ G on L = R n is expreessed by the parallel transformation by b(g) ∈ Q
n . This shows the first statement. For the discreteness and faithfulness of the action of G on L = R n , it suffices to show Lemma (2.6) below. Indeed, ρ(g i )
Lemma 2.6. The map
is an injective group homomorphism.
Remark 2.7. Note that the map (a, b) → a + b √ 2 defines an injective group homomorphism from Z 2 to the group R of the parallel transformations of R, but the image {a + b √ 2|a, b ∈ Z} is not discrete in R. So, the fact that G acts on the underlying rational space L Q seems crucial for the discreteness.
we have c(g) = 1. Then, from
we have a i (g) = 0. Hence M (g) = I n+2 , i.e. g = id.
This completes the proof of Proposition (2.4).
Proposition 2.8. Let U ⊂ S be a compact neighborhood of the unit vector v and let V be a non-empty compact subset of S \ {v}. (See paragraphs (2.3) and (2.4) for the definition of S and v.) Then, there is a finite index subgroup H ofG s.t.
Proof. Identifying L with S \ {v} by ι (see Proposition (2.3)), we may assume that
for some r > 0. Here || * || is some Euclidean norm of L (w.r.t. some fixed origin). Let G ≃ Z r be a finite index subgroup ofG found in Proposition (2.4). Then, G acts on L by parallel transformations, say by {t(g) ∈ R n |g ∈ G}. Since the action of G is discrete by Proposition (2.4), we have
Thus, there is some positive integer c s.t. g c (V ) ⊂ B for all g ∈ G \ {id}. Set H := {g c |g ∈ G}. Since G is a finitely generated abelian group, this set H is a finite index subgroup of G, and therefore, is a finite index subgroup ofG. This H satisfies the requirement.
4. Now we shall complete the proof of Theorem (1.5)(1). Let ϕ i : M −→ B i (i = 1, · · · , s) be mutually different abelian fibrations. For each i, we denote by v i ∈ S the unit element corresponding to ϕ i . Note that
Put r i := rank MW (ϕ i ) and choose one of the maximal free abelian subgroups
for all pairs i = j in {1, 2, · · · , s}. Then, by Theorem (2.1), we obtain
One can choose free abelian subgroups
. These H i satisfy the requirement.
3. Proof of Theorem (1.5)(2) Let E be an elliptic curve. Let us consider the product abelian surface A := E × E, and its associated Kummer K3 surface S := Km A. By definition, S is the minimal resolution of the quotient surface A/ι (ι is defined below).
Letp i : A −→ E be the projection to the i-th factor, and let p i : S −→ P 1 be the Jacobian fibration on S, induced byp i . Letf By the shape off i , we see thatf i ∈ MW (p i ) and ordf i = ∞. Sincef i ι = ιf i , we also see thatf i descends to f i ∈ MW(p i ) and ord f i = ∞. Set G := f 1 , f 2 in Aut S. Then, G ≃ SL(2, Z)/ ι = PSL(2, Z). We shall show that (S, f 1 , f 2 ) satisfies the requirement. It is well-known that PSL(2, Z) ≃ Z/2 * Z/3 (see eg. [Kn, Page 147] ). In particular, f 1 , f 2 = f 1 * f 2 ; if otherwise, Z/2 * Z/3 ≃ Z * Z, a contradiction.
It remains to show that f n 1 , f n 2 = f n 1 * f n 2 for each n ≥ 2. Our proof of this fact closely follows [Ha, Example 1] . Note that PSL(2, Z) < PGL(2, Z).
In PGL(2, Z), we put Then j 2 = id and g 1 = jg 2 j in PGL(2, Z). So, if there would be a non-trivial relation among g 1 and g 2 , say, h(g 1 , g 2 ) = id, then substituting g l 1 = jg l 2 j into the relation h(g 1 , g 2 ) = id, we would have a non-trivial relation among g 2 and j. Thus, we suffice to show that g 2 , j = g 2 * j in PGL(2, Z).
To prove this claim, we consider the natural fractional linear action of PGL(2, Z) on P 1 = C ∪ {∞}, and the following subsets and a point of P 1 :
U 1 := {z ∈ C | |z| < 1} , U 2 := {z ∈ C | |Re z| > 1}∪{∞} , P := 2 √ −1 ∈ U 1 ∪U 2 .
Then j(U 2 ∪ {P }) ⊂ U 1 and g k 2 (U 1 ∪ {P }) ⊂ U 2 for each k = 0 (by n ≥ 2). Thus, by Theorem (2.1), we have g 2 , j = g 2 * j , and we are done.
