The notion of cubic partitions is introduced by Hei-Chi Chan and named by Byungchan Kim in connection with Ramanujan's cubic continued fractions. Chan proved that cubic partition function has Ramanujan Type congruences modulo powers of 3. In a recent paper, William Y.C. Chen and Bernard L.S. Lin studied the congruent property of the cubic partition function modulo 5. In this note, we give Ramanujan type congruences for cubic partition function modulo powers of 5.
Introduction
Let p(n) denote the number of the unrestricted partitions of n, Ramanujan discovered and later proved that for every non negative integer n, we have: p(5n + 4) ≡ 0 (mod 5), p(7n + 5) ≡ 0 (mod 7), p(11n + 6) ≡ 0 (mod 11).
(1.1)
Much more is known than (1.1). In fact, for every integer α ≥ 1 and every non negative integer n: p(5 α n + δ 5,α ) ≡ 0 (mod 5 α ), (1.2) p(7 α n + δ 7,α ) ≡ 0 (mod 7 [20] . Hirschhorn and Hunt [11] gave an elementary proof of (1.2). Garvan [9] gave an elementary of (1.3). (1.4) was proved by A.O.L. Atkin [2] in 1967. After that, the generalizations of (1.2), (1.3) and (1.4) for other partition functions have been investigated by many mathematicians. Let q(n) denote the number of partitions of n into distinct parts, Gordon and Hughes [10] obtained some congruences for q(n) modulo powers 5. They proved that for all integers α ≥ 0 and n ≥ 0 q(5 2α+1 n + δ α ) ≡ 0 (mod 5 α ).
Where δ α is the reciprocal of −24 modulo 5 2α+1 . Recently, motivated by the study of Ramanujan's cubic continued fraction, Hei-Chi Chan [3] [4] and Byungchan Kim [12] introduced the notion of cubic partition of nonnegative integers. By definition, the generating function of the number of cubic partitions of n is (1 − q 3n ) 3 (1 − q 6n ) 3 (1 − q n ) 4 (1 − q 2n ) 4 , (1.6) which led the following congruence a(3n + 2) ≡ 0 (mod 3).
Moreover, He obtained the following Ramanujan type congruences for a(n) similar to (1.2) (1.3) (1.4):
where c α is the reciprocal modulo 3 α of 8, and δ(α) = 1 if α is even and δ(α) = 0 if α is odd.
In a recent paper [?], William Y.C. Chen and Bernard L.S. Lin studied the congruence of a(n) modulo 5, they obtained that (1.8)
The aim of this note is the generalization of Theorem 1.2 to the congruences of a(n) modulo all powers of 5, which is analogues to Ramanujan type congruences for a(n) modulo powers of 3. The main result of the paper is the following theorem: Theorem 1.3. If both α and n are non negative integers, then
where δ α is the reciprocal modulo 5 2α+2 of 8.
The paper is organized as follows. In Section 2 we recall some properties of modular forms, especially on Eta-products. In Section 3, we give a different proof of Theorem 1.2. The proof of Theorem 1.3 is given in Section 3. the appendix contains some data obtained by Wolfram Mathematica 6.
Preliminaries
Let H := {z ∈ C|Im(z) > 0} denote the upper half of the complex plane, and SL 2 (Z) be the full modular group, for a positive integer N , we define the subgroup Γ 0 (N ) of SL 2 (Z) as follows:
acts on the upper half of complex plane by the linear fractional
Let f (z) be a function on H satisfying f (γz) = f (z), if f (z) is meromorphic on H and at all the cusps of Γ 0 (N ), then we call f (z) a meromorphic modular function with respect to Γ 0 (N ). The set of all such functions is denoted by M 0 (Γ 0 (N )). Dedekind's eta function is defined by
where q = e 2πiz and Im(z) > 0. It is well-known that η(z) is holomorphic and does not vanish on H.
A function f (z) is called an eta-product if it can be written in the form of
where N and δ are natural numbers and r δ is an integer. The following fact which is due to Gordon-Hughes [10] and Newman [17] is useful to verify whether an eta-product is a modular function. In particular, an eta-product is in M 0 (Γ 0 (N )) if k = 0 and s is a square of rational number. The following property which is due to Ligozat gives the analytic orders of an eta-product at the cusps of Γ 0 (N ). 
Let p be a prime and f (q) = ∞ n≥n 0 a(n)q n be a formal power series, we define
has an expansion at the point i∞ of the form f (z) = ∞ n=n 0 a(n)q n where q = e 2πiz and Im(z) > 0. We call this expansion the Fourier series of f (z). Moreover We define U p (f (z)) to be the result of applying U p to the Fourier series f (z). We use two results on the U -operator acting on space M 0 (Γ 0 (N )) stated by Gordon and Hughes [10] .
. The other result gives the lower bounds of orders of U 5 (f (z)) at the cusps of Γ 0 (10) in terms of orders of f (z) at the cusps of Γ 0 (50). In this case, Γ 0 (10) has 4 cusps, represented by 0, 
Proposition 2.3 ( [10]). Let f (z) be an eta-product in
Moreover, U (f ) has no poles on H except the cusps.
Cubic partition modulo 5
In this section, we give a different proof of Theorem 1.2 which was proved in [?] by using Sturm's theorem and machinery verification. Our method is similar to the proofs of the partition identities of the generating functions of p(5n + 4), p(7n + 5) and p(11n + 6) in the Section 3 of Chan-Lewis [7] . Define an eta-product
setting N = 50, we find F (z) satisfies the conditions of Newman-Gordon-Hughes's theorem i.e. Proposition 2.1, so F (z) is in M 0 (Γ 0 (50)). We use Ligozat's formula (2.4) to calculate the orders of F (z) at the cusps c d , for d = 1, 2, 5, 10 . We give the calculation of the case of d = 1 as an example as follows:
Similar calculations give and U (F ) is holomorphic on H. We note that the poles of U (F ) only appear at the cusps 0 and 1 2 . We define another eta-product
By Proposition 2.1, we find that A is in M 0 (Γ 0 (10)). Ligozat's formula on an order of a cusp c/d for an eta-product gives
and A is holomorphic and non-zero elsewhere. Since the Riemann surface (H∪Q∪i∞)/Γ 0 (10) has genus 0, M 0 (Γ 0 (10)) has one generator as a field. The orders of A show that U (F ) is a polynomial in A of degree at most 3. Thus we can suppose that
The comparison of the Fourier coefficients of A and U (F ) shows that Hence by Proposition 2.3, we obtain the following lower bounds for the order of U (A) at the cusps of Γ 0 (10):
The same reasoning gives that U (A) is a polynomial in A of degree at most 5. The comparison of the Fourier coefficients of U (A) and A i , 1 ≤ i ≤ 5 shows that
where 25R(A) = 700A 2 + 6875A 3 + 31250A 4 + 78125A 5 . Generally, by the orders of F , A and Proposition 2.3 , we have the lower bounds for the orders of U (F A i ), i ≥ 1,and U (A i ), i ≥ 1 at the cusps c/dof Γ 0 (10):
Where a ij and b ij are complex numbers. By considering the lower bounds for the orders of U (A i ) and U (F A i ) at the cusps . We let
We can compute U (A i ), −4 ≤ i ≤ 0 and U (F A i ), −4 ≤ i ≤ 0 as follows:
From the relations between power sums and the elementary symmetric functions and the equation (3.3), we get the following equations:
Clearly, these and
The result is the following:
From the Newton recurrence for power sums, we have for all i ≥ 1,
Note the coefficients of σ i above and the initial values of U (A i ) are all in Z, it follows from 3.4 that for all i ≥ 1,
The functions U (F A i ) satisfy the same recurrence (3.4) as U (A i ). The initial values of
So we can deduce that b ij ∈ Z, for i ≥ 1, j ≥ 1. Now we prove Theorem 1.2.
Proof. We can write
Applying U -operator(U = U 5 in the following) on both sides above, by (3.1) we have
into (3.6), we obtain that
Apply U -operator again on both sides of (3.6), we obtain that
From (3.2), U (A) = 35A + 25R(A), so
where
which is the Theorem 1.2.
Proof of Theorem 1.3
In this section, we prove the Theorem 1.3. We first note that for α ≥ 0,
. By the definition of δ α , We find that
i.e. δ ′ 0 = 3, δ ′ 1 = 78 . . . . By Induction on α, we find that
As before, we find that
If we suppose for α ≥ 1
by using (4.1). So the Theorem 1.3 is equivalent to the congruences
hold for every α ≥ 0.
From Section 3, we know for i ≥ 1,
We write the matrices a = (a ij ), b = (b ij ), i ≥ 1, j ≥ 1. In base of A, A 2 , A 3 , A 4 . . . ,
In general, for α ≥ 1,
for j ≥ 1 and α ≥ 0. In order to prove (4.3), we need the following lemmas. From the Newton recurrence (3.4) for U (A i ), we know that for i ≥ 5, j ≥ 5, 
Proof. We give the values of π(a ij ) for 1 ≤ i ≤ 5 which show the inequality holds for 1 ≤ i ≤ 5. For i ≥ 6, using induction assumption on i − 1, we find that
by assumption. We show (2) α from this by showing that
Clearly (4.5) holds for i ≥ j + 1. If i ≤ j, we have by Lemma 4.1
Thus (1) α implies (2) α . Next suppose (2) α holds for some α ≥ 0. Since
From this we want to show that (1) α+1 . This is equivalent to show that
Clearly (4.6) holds for i ≥ j + 1. If i ≤ j, then by Lemma 4.2
This completes the proof of Lemma 4.3.
Finally, (2) α implies W 2α+2 ≡ 0 (mod 5 α+1 ), this proves Theorem 1.3.
Appendix
In this section we give the values of U (A i ) for 2 ≤ i ≤ 5 and U (F A i ) for 1 ≤ i ≤ 5. 
