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Introduction
The Integrating major field efforts as closely as possible with a dense spatial network of wind profilers seems an obvious choice. However, the scientific rationale be-Cirrus II, the choice was motivated by the possibility of diagnosing meso-and synoptic-scale vertical motions from divergence profiles deduced from profiler triangles. ARM seeks to extend this idea by attempting to diagnose the synoptic-scale advective tendencies of momentum and temperature from data for the purpose of integrating a single-column general circulation model (SCM). The SCM concept (Stokes and Schwartz 1994) relies on highly accurate diagnoses of the GCM-resolvable atmospheric state (200-km grid spacing and l-h temporal resolution).
The implied assumption is that the temporal history of five radiosonde profiles and seven wind profiles separated by approximately 200 km can accurately characterize the advecfive tendencies of the synoptic-scale atmosphere.
In this paper we critically examine this assumption.
In particular, we investigate the magnitude of objective analysis uncertainties and their effect on synoptic-scale diagnostic quantities valid at the center of the inner array of the WPDN.
A considerable amount of work has been published recently on spatial objective analysis of wind profiler and radiosonde data for the purpose of diagnostic analysis. Thiebaux and Pedder (1987) provide an excellent overall treatment of the subject, while recent articles by Davies-Jones (1993) , Michaels (1994) , and Zamora et al. (1994) build on Thiebaux and Pedder's efforts. These works all consider the theoretical uncertainty of SOA techniques applied to data. The theoretical uncertainties, however, are typically quantified in terms of parameters not known a priori, that is, the scale length of dominant meteorological features or the What is needed from the standpoint of the quasi-operational SCM approach envisioned by ARM is some practical quantification of objective analysis precision in terms of observable parameters, as well as a technique that will identify conditions where the uncertainties in the analysis products become large enough to negate further quantitative consideration.
We address these issues in this paper. In the following section we briefly review SOA methodology and discuss theoretical limitations.
To place the theoretical discussion into a more practical context, a case study is presented to illustrate the influence of objective analysis error on the diagnosis of horizontal divergence.
In section three, we address the practical limitations of diagnosing field characteristics from small data networks using statistics derived from an observing system simulation experiment. Based on these statistics, a simple parameterization of objective analysis uncertainty is developed based on observable parameters.
Methodology, uncertainty, and a practical illustration
In order to place the following discussion in a rigorous context, it is helpful at this point to briefly review some of the applicable theoretical development found in Thiebaux and Pedder (1987) and Davies-Jones (1993 
where the angle brackets denote the averaging operator applied to some number of spatially distributed observations. Owing to its assumed stochastic nature, (c) = 0 for some appropriate ensemble average. Therefore, -3' = Since/_ is never known a priori, maximizing 3" reduces to the problem of minimizing the sum of square residuals, (g -X°) 2, where g (x°, y°, z°, t°) is the analysis result at an observing location and X°represents the spatially distributed observations. As shown by Thiebaux and Pedder (1987) Table 1 ) are shown in Table 2 . Not surprisingly, the wind components and temperature are well resolved for all the objective analysis models considered. These quantities can be interpolated to the array centroid with an accuracy less than or equal to the assumed observational uncertainty. However, the first-order spatial derivatives and terms derived from them do not fare so well. In general, quantifies derived from both station triangles and the fourstation network just marginally resolve synoptic-scale variability.
While the situation improves somewhat for data networks of from five to seven observing sites, none of the quantities that rely on the first-order spatial derivatives are well resolved. Given that the level of precision listed in Table 2 is the maximum that can be expected from objectively analyzed data, any additional uncertainty brought about by larger than anticipated observational error or from any truncation error is indeed a serious concern.
To illustrate this latter point, we present a case study designed to highlight the influence of nonlinearities in the wind field and their influence on diagnosed horizontal divergence. We consider two profiler triangles, the first composed of the HVL, NDS, PRC profilers and the second composed of the VCI, HKL, HBR protilers. We denote the triangles as T1 and T2, respectively. For comparison purposes, we also examine resuits from a quadratic surface fit to data from a station array composed of the LMN, VCI, t-IVL, HBR, NDS, and PRC profilers (see Fig. 1 ). Note that each of the triangles is very nearly equilateral, while the triangles share no common vertices and have nearly identical centroids. This particular profiler geometry allows us to examine the influence of truncation error on the wind field diagnostics.
As long as the wind field varies smoothly over the inner array, planar and higher-order polynomial surfaces fit to data will return identical wind field diagnostics within the bounds of observational uncertainty.
As the wind field increases in complexity relative to the geographic region bounded by the inner array, the wind field diagnostics derived from the data will diverge.
Wind profiler data from 1500 UTC 25 November 1991 25 November (1500 to 0900 UTC 27 November 1991 (0900/27) are examined. During the 43-h period, all inner array profilers were operational and generated data of reasonable quality. In order to simplify interpretation and suppress observational error in the hourly winds, data were smoothed with a low-pass filter (Kaylor 1977) to remove oscillations with a period of 6 h, and less and missing values were replaced using an interpolation scheme described by Akima (1978) and Akima (1984) .
Less than 10% of the data were missing, however. The evolution of the wind field during the period is shown by the time-height section of wind profiles from the LMN profiler ( FIG. 2. Time-height cross section of horizontal winds observed by the Lamont, Oklahoma, profiler (site LMN in Fig. 1 ) from 1500 UTC 25 November 1991 to 0900 UTC 27 November 1991. Time runs from right to left in the diagram, contours are in meters per second, and vectors are compass direction (north being towards the top of the page) toward which the winds are blowing.
.lol/! !" I. I N_ I ! ,I, that the horizontal divergence estimated using the quadratic fit at 1.5 km closely agrees with the linear estimation from triangle T1. This agreement is, however, fortuitous and due to a cancellation of differences .s/,, In spatial objective analysis, the values of the diagnosed horizontal derivatives usually are considered valid at the observational centroids of the polygons. In this case, the centroids of the two triangles and the sixstation array are nearly identical, but the wind field characteristics derived from them are markedly different. This is a vivid example of the difficulties that must be considered when objective analysis results are to be used for quantitative applications such as calculation of vertical motions or construction of boundary conditions for single-column models. It is these types of strongly forced situations that must be accurately resolved if data-derived diagnostics are to be used successfully. For instance, the SCM concept adopted by ARM assumes that a meteorologically diverse and statistically significant set of well-characterized cases will compose the database against which cloud and radiation parameterizations will be tested (Stokes and Schwartz 1994). Periods contaminated by objective analysis error must be filtered from this database. Given the marginal precision of inner-array data polygons to resolve synopticscale signal, identification of poorly resolved cases is crucial if objectively analyzed wind profiler and radiosonde network data are going to be credible sources of information.
As demonstrated by the case study, the uncertainty in derivative estimates can easily be an order of magnitude larger than the uncertainty calculated by considering only the assumed uncertainty in the observations. This additional uncertainty arises due to a combination of truncation error and a spatial and temporal depenin the individual terms as can be noted by examining Figs. 4a and 4b . A more accurate depiction of the uncertainty in the horizontal divergence is seen by comparing the two linear estimates where an average difference of 6 x 10-5 s-_ occurs during this period. The magnitude of this difference is alarming since it is nearly as large as the expected range of atmospheric signal over an entire synoptic-scale system and more than an order of magnitude larger than the minimum uncertainty estimated using only the assumed rms error in the observations. Large differences in the two linear estimates in the upper troposphere (Fig. 5) are evident throughout the case study. Agreement to within the observational uncertainty occurs in only 8 of the 43 hours under consideration. The linear solutions tend be negatively correlated much of the time and the quadratic solution tends to remain midway between them. This is most vividly displayed by the _/o_ terms between 1800/26 and 0400/27. During this time a trough and jet streak exit region influenced the Oklahoma and Kansas region (Mace et al. 1995) . It should be noted that this exit region was part of a synoptic-scale feature that passed rapidly over the middle United States and generated a propagating band of mid-and upper-level cloudiness. 
Estimates of precision and a technique for error discrimination
In order to examine the precision of diagnostic quantifies derived from data using the algorithms described in the previous section, some '°Idl,, Table 1. rations composing the seven vertical profiles. The observational error added to the observations has an rms value of 1.5 m s-I for the wind components and 0.5 K for the temperature. The perturbed data are then used as input to the objective analysis algorithms [Eq. (1)] where planar surfaces are fitted to various polygons of observing sites ranging from triangles to the full hexagonal network. The polygons used in this exercise are listed in Table 4 . The objective analysis results and the simulated data are differenced from the model's areamean quantities and the differences stored as histogram counts that are a function of rms observational error and diagnostic quantity.
This procedure is followed at each model level. After the full vertica/column has been considered at a particular location, the simulated observational array is moved eastward three grid points and the process is repeated. After the entire model domain has been examined, the next MAPS analysis (typically 3 h later) is processed similarly. We have examined model output from late March 1994 to late October 1994, resulting in approximately 10 s separate comparisons for each polygon type. While this OSSE is able to simulate many aspects of the observational data. certain characteristics of the data are not accounted for. These include the influence of small-scale phenomena on the wind and temperature observations. Also, we did not attempt to simulate the advection of radiosondes with the wind, nor was any attempt made to simulate situations where the observational noise was correlated across the data network. The results presented below are, therefore, slightly biased toward lower error.
b. OSSE results
The results of the OSSE are presented in terms of cumulative percentile statistics in Fig. 6 . The horizontal wind components and temperature (Figs. 6a and 6b) . 6. (Continued) demonstrate no sensitivity to the objective analysis model used and can generally be estimated with high precision (relative to their scales). The wind components are well resolved (within 25% of their scale value) more than 80% of the time and are marginally resolved (within 50% of their scale) 98% of the time. Objectively analyzed temperature estimates demonstrate a somewhat higher degree of precision, being well resolved in 96% of cases and marginally resolved 99% of the time. Experiments were also performed with higher levels of rms error in the temperature observations (not shown).
__ i_t_
The motivation for this is the installation of temperature profiling remote sensors known as radio acoustic sounding systems (R.ASS) at several profiler sites. These instruments provide continuous soundings of virtual temperature through the lower troposphere but with somewhat less precision than radiosonde observations. For rms observational uncertainty more typical of RASS (1.5 K), less than 10% of cases were well resolved and less than 50% of cases were interpolated with marginal precision.
The sensitivity to the objective analysis model becomes more obvious when considering the spatial derivative terms and quantities derived from them. As expected, the degree of precision that can be anticipated depends in a straightforward manner on the degree of overdetermination of the objective analysis model. Exact planar fits using data triangles tend to demonstrate the minimum precision, while the planar objective analysis model utilizing six data points as input tends to be most accurate.
In general, regardless of the number of data points used in the objective analysis model, the majority of all cases can be estimated to within a particular quantity's scale value. In other words, the correct sign of a particular term can be estimated accurately in the majority of cases. For quantitative application, however, the fraction of cases demonstrating a high degree of precision (within 25% of the scale value) is significantly less than found for the wind components and temperature. Consider, for instance, the wind gradient components. The exact planar model demonstrated precision to within 25% of the scale MONTHLY WEATHER REVIEW VOLUME 000 value only 31% of the time. The fraction increases steadily as data points are added to the planar objective analysis model with the L6 model being well resolved just over one-half of the time. Similar conclusions are evident for the remaining terms and are summarized in Table 5 . In general, the temperature gradient terms and the horizontal advective tendency of temperature tend to be resolved with high precision about one-half of the time. These statistics improve somewhat for the L5 and L6 models. Divergence and vorticity can be estimated with good accuracy about one-third of the time when using triangles of observing sites, and, as before, the degree of overdetermination in the planar surface tends to increase the fraction of cases. The improvement is most clearly demonstrated in relative vorticity, with the fraction improving to 57% for the L6 model, while the divergence is well resolved less than one-half the time, regardless of the model considered.
The statistics for the advective acceleration are similar, except that even less improvement is noted in this quantity for the overdetermined linear models.
The temperature gradient components and the associated temperature advection demonstrate somewhat higher precision, being well resolved in about 45% of cases for triangles and 63% and 55%, respectively, for arrays of six temperature observations. Objective analysis uncertainty must be considered a serious limitation to quantitatively diagnosing field characteristics from data using existing observational networks.
While the spatial objective analysis techniques considered here are generally capable of determining the correct sign of a given quantity, moving beyond qualitative applications with any certainty is possible in only a surprisingly small fraction of cases. The low level of precision demonstrated in the terms derived from the spatial derivatives can be understood by considering the objective analysis precision statistics for the horizontal wind components and temperature. Even though the level of certainty in the wind components and temperature is high relative to their scales, the fraction of cases demonstrating precision to within 5% of 10% of the scale values are small. This indicates that small variations in the wind and temperature fields that occur naturally are not well characterized in the data. In essence, subtle objective analysis errors often dominate the actual physical variability of these fields, resulting in imprecise estimates of the horizontal gradients.
c. Parameterization of the uncertainty
The results presented above clearly indicate that the wind profiler and radiosonde data streams must be examined in close detail in order to identify those situations that are amenable to quantitative analysis. Manual inspection of the data, however, is not a viable option. Not only is a manual filter expensive in terms of time, but in many cases even a highly trained meteorologist When an objective analysis model is applied to an array of observations, estimates of the area-mean wind components and temperature (u_s,, r_s,, or T_s,) are returned, as well as estimates of the first-order spatial derivatives.
Assuming that observations of the wind components and temperature (Uob,, vo_, To_) This equates to an uncertainty (c_') in the horizontal spatial derivatives of one-half of the scale value or 0.5 × 10-5 s-l.
To verify the parameterization of_ _, we performed an identical OSSE to that described above except that _, was considered in terms of 6o assuming an rms error of 1.5 m s -_ in the wind components and 0.5 K in the temperature. Results are presented in Figs. 8 and 9. We find that beyond some minimum 60, the errors in the first-order terms are directly related to the error in the associated wind components and temperature, although this relationship is more evident for the horizontal wind than for the temperature.
The relationship also tends to be strongest for the L3 model and tends to decrease as the degree of overdetermination in the objective analysis model increases.
The parameterization of £'_ described above and shown schematically in Fig. 7 Not only do highly accurate characterizations of the spatial derivatives seldom occur, but it is difficult to know when they do occur.
Considering these results, a practical parameterization of e _ can be formulated.
As before, we parameterize e_ in terms of 60 except that we follow the 90th percentile curves shown in Figs. 8 and 9 . The equations for this parameterization are 
L6 Objective Analysis Model
;---T-, 1°q-oTl where _' is in units of l0 -s s-' for the wind gradient components and l0 -_ Km-' for the temperature gradient components. Since, as 60 becomes greater than 6_", _ increases nearly linearly with increasing 8o, we approximate this increase with a straight line. Therefore, m is the slope of that line and b is the intercept. The constants of the pamrneterizafion are listed in Table 6 .
Practical application of Eq. (2) requires that the central observations of the temperature and horizontal wind not be included in the objective analysis scheme. However, we consider estimation of uncertainty so critical for quantitative application of the results that withholding the central observation for quality control purposes is necessary. In practice, after an objective analysis model has been applied to the available data, the interpolated value of u, v, or T is compared to the central observation of u, v, or T to determine the magnitude of 6o. The uncertainty in the spatial derivative, e_", then follows from application of Eq. (2). The resulting value of e_ can be interpreted as the magnitude of the uncertainty in the spatial derivatives at the 90% confidence level.
Summary and conclusions
The proposeduse of dynamic and thermodynamic fields that have beenderived diagnostically from wind profiler and radiosonde networksby objective analysis hasledus toconsider theaccuracy ofthosefields. Previousauthors haveexaminedthis problemfrom a theoretical aspect but have not addressed the issue of establishing practical estimates of accuracy when considering actual observations in an operational mode. The uncertainty in the diagnosed values produced by rms observational error alone is a significant fraction of the scale value (see Tables 1 and 2) based on the observed error in the objectively analyzed wind components and temperature (60). The ¢_ tends to reach a lower limit (_=) for some particular value of 6o. This lower limit is the maximum precision that can be prescribed to any diagnosis of a firstorder spatial derivative and depends primarily on the rms error in the observations.
The _m decreases substantially (i.e., the precision increases) as the ,verdetermination of the least squares solution is increased. Several additional conclusions can be drawn from the results presented here.
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