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INTRODUCTION
 .Let G denote the finite general linear group GL F over the finiten q
field with q elements. Associated to each partition l of n, there is an
irreducible unipotent complex character x of G. The degree of x is al l
w xpolynomial in q given by Green's hook formula 8, p. 444 ; the polynomial
 .is monic of degree b l9 where l9 is the transpose of l and, for a partition
 .  .  .m s m G m G ??? G m ) 0 of n, b m denotes n n q 1 r2 y1 2 h
h im . An easy consequence of Green's formula is thatis1 i
x 1 G q bl9. . .l
The purpose of this article is to prove similar lower bounds for the degrees
of the irreducible p-modular Brauer characters of G when p is coprime to q.
We first state a special case of our main result. Let F be an alge-
braically closed field of characteristic p ) 0 not dividing q. Then, for each
partition l of n, there is an associated irreducible unipotent FG-module
 .  w x w x .L 1, l see 3, Sect. 3.5 , or 11 , where it is denoted D . For an integerl
N G 1, we say that a partition is N-regular if it does not have N or more
1  .Authors partially supported by the NSF grants DMS-9801442 and DMS-9600124 .
615
0021-8693r00 $35.00
Copyright Q 2000 by Academic Press
All rights of reproduction in any form reserved.
BRUNDAN AND KLESHCHEV616
non-zero parts that are equal; in particular, the only 1-regular partition is
the zero partition. Then we show:
THEOREM A. Let l be an e-regular partition of n, where e is minimal
ey1  .  . bl9.such that 1 q q q ??? qq ’ 0 mod p . Then, dim L 1, l G q .
Thus, for e-regular partitions, the same lower bound as in characteristic
0 can be used. If the regularity assumption is dropped, it is easy to find
  e..examples where the bound fails e.g., take l s 1 .
To formulate our main theorem in the general case, we need to recall a
=parametrization of the irreducible FG-modules. First, take s g F ofq
 . d =degree d over F . Define l d to be the order of the image of q in F . Aq
partition l will be called s-regular if either s is a p9-element and l is
 .l d -regular, or s has order divisible by p and l is p-regular. For k G 1
 .and each not necessarily regular partition l of k, there is an associated
 .  .  w x w xirreducible F GL q -module L s , l see 3, Sect. 3.5 , or 12 , where itdk
 ..  .is denoted D s , l . Note that the precise labelling of L s , l is not
w xcanonical: in the approach of 3 , it depends ultimately on the choice of an
=embedding of F into the group of units of the algebraic closure of theq
p-adic field.
 .Choose a set F of orbit representatives for the action of Gal F rF on0 q q
=F . If s g F is a p9-element of degree d and i G 0, we say that t is anq 0
 . iith twist of s if t g F has degree d l d p , order divisible by p and0
p9-part conjugate to s . Now let F be some subset of F containing allp 0
p9-elements of F , and exactly one ith twist of every p9-element of F for0 0
 w  .x.every i G 0 such a subset exists by 3, 2.1a . We should point out that
= .  .L s , l ( L t , l whenever s , t g F have the same degree and conju-q
gate p9-parts, which ensures that the parametrization of irreducibles
described in the next paragraph is really independent of this choice of F .p
We also need the Harish]Chandra operator e as introduced originally
w x w xby Green 8, p. 403 ; see 3, Sects. 5.2, 2.2 for its precise definition and
properties in the modular case. Then, every irreducible FG-module L can
be written as
L ( L s , l eL s , l e ??? eL s , l .  .  .1 1 2 2 a a
for some a G 1, distinct elements s , . . . , s g F of degrees d , . . . , d ,1 a p 1 a
and s -regular partitions l of integers k G 1 so n necessarily equalsi i i
.n k q ??? qn k . This labelling of L is unique up to reordering of the1 1 a a
terms in the Harish]Chandra product, and the resulting parametrization
of the irreducible FG-modules is the one that arises naturally from the
w xHarish]Chandra theory, see, e.g. 4 . Its relationship to the more usual
w x w xparametrization used in 12 and 3, Sect. 4.4 was originally explained in
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w x6 ; it is best understood as an application of the non-defining characteris-
w x w xtic tensor product theorem, see 5 or 3, Sect. 4.3 .
Our main result is as follows.
 .THEOREM B. Gi¤en an irreducible FG-module L ( L s , l1 1
 .e ??? eL s , l for a G 1, distinct elements s , . . . , s g F of degreesa a 1 a p
d , . . . , d , and s -regular partitions l of integers k G 1 for i s 1, . . . , a, we1 a i i i
ha¤e that
dim L G‹ GL q : GL q d1 = ??? = GL q da ‹ 9q d1 bl
X
1.q ? ? ? qda bl
X
a. , .  .  .n k k1 a
where for an integer N, N9 denotes its largest di¤isor that is coprime to q.
We remark that the lower bound in Theorem B is exact if and only if
 .each partition l has either just one row ``trivial'' or just one columni
 .``Steinberg'' . Moreover, the lower bound is always a polynomial in q
whose leading term is the same as the leading term in the generic degree
for the ordinary irreducible character with the same labelling.
The remainder of the article is organized as follows. In Section 1, we
prove the key auxiliary result, namely, an analogue of the Premet]
w xSuprunenko theorem 16, 17 for quantum linear groups. Our proof of this
w xfollows the original arguments of 16, 17 closely. The main result is proved
in Section 2, ultimately as a consequence of the Premet]Suprunenko
w xtheorem and 3, Theorem 5.5d . Finally, in Section 3 we apply the theorem
w xto improve on results of Guralnick and Tiep 9 determining the irre-
ducible FG-modules of small dimension. In particular, in Theorem 3.4, we
list all irreducible FG-modules of dimensions F q3ny9 explicitly.
1. A q-ANALOGUE OF THE
PREMET]SUPRUNENKO THEOREM
In this section, F denotes an arbitrary algebraically closed field and q is
a primitive l th root of unity in F. For convenience, we exclude the
w xpossibility that q s 1, since the main result below is already known 16, 17
in the classical case. Choose a square root ¤ of q in F so that if l is odd,
then ¤ is also a primitive l th root of unity. We are concerned with the
divided power version of the quantized enveloping algebra of gl over Fn
w x wat the parameter ¤ , as defined originally by Lusztig 14, 15 and Du 7,
x  .Sect. 2 who extended Lusztig's construction from sl to gl . We alson n
w xcite 1, 2 as general references for the rational representation theory of
quantum groups at roots of unity.
BRUNDAN AND KLESHCHEV618
To recall some definitions, let t be an indeterminate. Then, the quan-
 .tized enveloping algebra U associated to gl is the Q t -algebra withQ t . n
 "1 4generators E , F , K ‹ 1 F i - n, 1 F j F n subject to the relationsi i j
K K s K K , K Ky1 s Ky1K s 1,i j j i i i i i
K E s t d i , jyd i , jq1 E K , K F s t d i , jq1yd i , j F K ,i j j i i j j i
K y Ky1i , iq1 i , iq1
E F y F E s d ,i j j i i , j y1t y t
< <E E s E E , F F s F F if i y j ) 1,i j j i i j j i
2 y1 2E E y t q t E E E q E E s 0, .i j i j i j i
2 y1 2 < <F F y t q t F F F q F F s 0 if i y j s 1. .i j i j i j i
Here, for any 1 F i - j F n, K denotes K Ky1. For a, b g N, X g U ,i, j i j Q t .
and 1 F j F n, define
c yc aycq1 yaqcy1a bt y t t y taw xa ![ , [ ,  c ycy1 b t y tt y tcs1 cs1
a ycq1 y1 cy1bX K t y K tK j jja.X [ , [ . c ycw xa ! t y tb cs1
w y1 xy1Let U be the Z t, t -subalgebra of U generated by the elementsZw t, t x Q t .
a. a. "1 K jw xE , F , K and for a G 0, 1 F i - n, 1 F j F n. We then obtaini i j a
the F-algebra
U [ F m y1 U y1Zw t , t x Zw t , t x
w y1 xon change of rings, where we are regarding F as a Z t, t -module by
w y1 xletting t g Z t, t act on F by multiplication by ¤ g F. From now on, we
a. a. "1 Kiw xwork only with U, so can denote the images of F , E , K , gi i i b
U y1 in U by the same names without confusion. Finally, let Uy, Uq,Zw t, t x
0  a. 4and U denote the subalgebras of U generated by F N 1 F i - n, a G 0 ,i
a. "1 Ki 4  w x 4E N 1 F i - n, a G 0 , and K , N 1 F i F n, b G 0 , respectively.i i b
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Let E denote the Euclidean space with orthonormal basis « , . . . , « .1 n
k  :  :For 0 / l g E, l denotes 2lr l, l , where ? , ? is the inner product
on E. The root system of type A can be identified with the subset
 4« y « ‹ 1 F i, j F n, i / j of E, and a set of simple roots is given by thei j
a [ « y « for i s 1, . . . , n y 1. The weight lattice is then the Z-sub-i i iq1
module X of E generated by « , . . . , « , where we identify the element1 n
l s n l « g X with the unique algebra homomorphism l: U 0 “ Fis1 i i
such that
K ll j jK ‹ ¤ , ‹ for 1 F j F n , a G 0.j a a
A weight l s n l « g X is dominant, relative to our choice of simpleis1 i i
roots, if and only if l G ??? G l ; we let Xq: X denote the set of all1 n
such dominant weights. We also have the usual dominance ordering F on
X : l F m if and only if m y l is a sum of simple roots.
 .We say a vector ¤ in a U-module V has weight l if K¤ s l K ¤ for all
K g U 0, and is a highest weight vector if Ea.¤ s 0 for all 1 F i - n andi
q  .a G 1. For each l g X , there is a unique irreducible U-module L l
generated by a non-zero highest vector ¤ of weight l. We also recall thatl
 .  .L l decomposes as the direct sum of its weight spaces, i.e., L l s
 .  .   . < 4 q[ L l , where L l s ¤ g L l ¤ has weight m . For l g X ,mg X m m
 .V l denotes the set of all weights m g X appearing with non-zero
 .multiplicity in Weyl's character formula for the irreducible gl C -modulen
 .of highest weight l. So, m g V l if and only if m and all its conjugates
under the Weyl group are F l in the dominance order. Call l s
n q  k: l « g X l-restricted if l, a s l y l - l for all i s 1, . . . , nis1 i i i i iq1
y 1. The first lemma is well known.
q  .1.1. LEMMA. Let l g X be l-restricted and 0 / ¤ g L l for somem
m g X. If E ¤ s 0 for all 1 F i - n, then m s l.i
Proof. This is equivalent to the fact that for l-restricted l, the module
 .  .L l is irreducible over the thickened Frobenius kernel, i.e., the subalge-
0  4  w x.bra of U generated by U and E , F see, e.g. 2, 1.9 .i i 1F i- n
1.2. LEMMA. Let l g Xq be l-restricted and fix some 1 F i - n. Gi¤en
m s l y  m a for integers m G 0, the restriction of the operator F a. toj/ i j j j i
 .  k:the weight space L l is injecti¤e for all 0 F a F m, a .m i
Proof. We use induction on M [  m . Suppose first that M s 0,j/ i i
a.  k:when m s l and we need to prove that F ¤ / 0 for all 0 F a F l, a .i l i
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 w  .Using well-known commutation relations see, e.g., 15, 6.5 a2 ; 1, Lemma
x.1.1 ,
k :l, aa. a. iE F ¤ s ¤i i l la
 k: a.which is non-zero as a F l, a - l . So certainly F ¤ / 0.i i l
Now suppose that M ) 0 and that the lemma has been proved for all
 . a.smaller M. Take 0 / ¤ g L l . We need to show that F ¤ / 0 for allm i
 k:0 F a F m, a . Noting that E ¤ s 0 by weights, Lemma 1.1 impliesi i
that for some h / i, E ¤ / 0. By induction, F a.E ¤ / 0 for all 0 F a Fh i h
 k: a.l q a y  m a , a . So, since F and E commute, we deduceh j/ i j j i i h
a.  k:that F ¤ / 0 for all 0 F a - l y  m a , a . Now consider thei j/ i j j i
 k:case a s l y  m a , a . Here,j/ i j j i
aa. a.E F ¤ s ¤ s ¤i i a
a.so F ¤ / 0 as required.i
w x w x. q1.3. LEMMA 17, Lemma 3 , 16, Lemma 3 . Let l g X and m s l
y  m a for integers m G 0 such that m is dominant. Choose i such thatj j j j
 .m is minimal among all the m . Then, l y  m a is a weight in V l ,i j j/ i j j
 k:and m F l y  m a , a .i j/ i j j i
Proof. We claim more: for any d F m and any root a , the weighti
 .m q da lies in V l . To see this, let a s a q ??? qa be the highest0 1 ny1
 .root and take w in the Weyl group such that w m q da is dominant.
Then, wm q wda F wm q da F m q da F l by choice of d. So, w m q0 0
.  .da F l, as required to show that m q da g V l . The second statement
of the lemma now follows easily on considering the a -string throughi
l y  m a .j/ i j j
Now we can prove the main result of this section. The theorem asserts
 .that for l-restricted l, the set of non-zero weights of L l is the same as
 .the set V l of non-zero weights of the corresponding Weyl module.
Combining the theorem with the q-analogue of Steinberg's tensor product
 .theorem, it allows one to determine the non-zero weights of L l for
arbitrary l g Xq. The proof given here is essentially identical to
w xSuprunenko's proof in the classical case 17 .
q  .1.4. THEOREM. Let l g X be l-restricted. Then, dim L l G 1 for allm
 .m g V l .
Proof. The theorem is clear in the case n s 1, so suppose that n ) 1
and that the result has been proved for all smaller n. For a fixed
LOWER BOUNDS FOR DEGREES 621
l-restricted l g Xq, we proceed by downward induction on the dominance
 .order on V l , the result being clear for m s l. It suffices to consider the
 .case that m g V l is dominant. Write m s l y  m a and choose ij j j
such that m is minimal.i
Suppose first that m s 0. Then, we pass to the Levi subalgebra U9 of Ui
generated by U 0 and all Ea., F a. for j / i. The vector ¤ generates aj j l
 .U9-submodule of L l which is a highest weight U9-module of highest
weight l actually, the irreducible U9-module of highest weight l though
.we do not need this much . By the hypothesis on n, this submodule has
non-zero m-weight space, as required.
 .If m ) 0, l y  m a ) m also lies in V l by Lemma 1.3. So, byi j/ i j j
 .the induction hypothesis, L l / 0. By Lemma 1.3 again, m Fly m a ij/ i j j
 k: m i.l y  m a , a . So by Lemma 1.2, the operator F gives anj/ i j j i i
 .  .injection of L l into the required weight space L l . Hencely m a mj/ i j j
 .L l is non-zero too.m
2. MAIN RESULTS
 . Let n G 1 and m s m , m , . . . , m be any composition of n i.e.,1 2 h
.m , . . . , m are non-negative integers summing to n with m / 0. We say1 h h
that m has no gaps if m ) 0 for all i s 1, 2, . . . , h. If m has no gaps, wei
write n ; m if n is a composition with no gaps obtained from m by
reordering its non-zero parts. We denote by mq the unique partition
obtained by ordering the parts of m in decreasing order. Also, mop denotes
the composition with no gaps obtained by reversing the order of the parts
  .op  ..e.g., 2, 5, 7 s 7, 5, 2 .
 .For a composition m s m , . . . , m of n, we define1 h
 4Int m [ 1, 2, . . . , n _ .
 4= m , m q m , . . . , m q ??? qm , m q ??? qm .1 1 2 1 hy1 1 h
If in addition l is a partition of n and t is an indeterminate, the following
w x w xpolynomials in Z t were defined in 3, Sect. 5.5 by
R t [ t i y 1 , S t [ R t . .  .  .  . m l m
 .igInt m m;l
We also let F denote the dominance order on partitions as in the
 .previous section, and for a partition l we define the integer b l as in the
Introduction.
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 .op2.1. LEMMA. Let l be a partition of n. Then R t is a monic polyno-l
 .  .  .opmial of degree b l , and deg R t - deg R t for all m ; l differentm l
op  .  .from l . In particular, S t is monic of degree b l .l
Proof. Follows from the definitions.
 .  .2.2 LEMMA. If m - l are distinct partitions of n then b l - b m .
 .  .Proof. Let l s l , . . . , l and m s m , . . . , m be the parts of l and1 h 1 k
m. Then, we have  j l G  j m for all j, with strict inequality for atis1 i is1 i
least one j. Hence n  j l ) n  j m or n il ) n im ,js1 is1 i js1 is1 i is1 i is1 i
which implies the result.
 op.2.3. LEMMA. Let m be a composition of n with no gaps, M [ Int m ,
and N be any subset of M. Then there exists a composition n of n with no gaps
q q  .such that n F m and Int n s N.
 4Proof. Let M s i , . . . , i and 1 F j F r. It suffices to prove the result1 r
 4for N s i , . . . , i , . . . , i . Let us label the boxes of the Young diagram of1 j r
m with 1, 2, . . . , n from left to right along the rows starting from the
bottom row, as in the following picture:
7 8
4 5 6
2 3
1
Then i g M if and only if i is not the last entry in a row. Now, let i bej
contained in row k and column l. Set n [ m , . . . , m , l, m y1 ky1 k
.l, m , . . . , m . For instance, if i s 5 in the example above, thenkq1 h j
n s
q qÃ .  4It is clear that Int n s i , . . . , i , . . . , i and n F m .1 j r
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 4If M : 1, . . . , n , we set
w t [ t i y 1 . .  .M
igM
 .  .  .In particular, R t s w t . Also set s M s  i.n Intn . ig M
 . s M .2.4. LEMMA.  w t s t .N : M N
 i .  i . . iProof.   t y 1 s  t y 1 q 1 s  t sN : M i g N i g M i g M
s M .t .
2.5. THEOREM. For a positi¤e integer q and a partition l of n,
S q G q bl. , . m
mFl
 .  n.summing o¤er partitions m of n, with equality if and only if l s n or 1 .
 op.  .q  .Proof. For every N : Int l , pick n with n F l and Int n sN N N
N. This is possible in view of Lemma 2.3. Then, we have
S q s R q q ) , .  .  . m n N
opmFl  .N:Int l
 .  .where ) stands for a sum of certain terms of the form R q . Observe byn
 .  .the definition of R q , ) is a non-negative integer. Moreover, usingn
Lemma 2.4 we get
R q s w q s w q s qs Intlop .. .  .  .  n Intn . NN N
op op op .  .  .N:Int l N:Int l N:Int l
which equals q bl.. This proves the inequality. To see that it is strict if
 .  n.l / n , 1 , observe that then there is some 1 F m - n not contained in
 op.  my 1 nymy1. q  .  4Int l . Set n s 1 , 2, 1 ; then, n F l and Int n s m which is
 op.  .not contained in Int l . So the term R q gives a non-zero contributionn
 .  .  n.to ) which makes the inequality strict. Finally, for l s n or 1 , one
 .easily sees that the term ) is zero so equality holds in these cases.
Now we can prove Theorem B from the Introduction. For partitions l, m
of n and d G 1 define
m q d [ dim L l , . . ml , m
the dimension of the m-weight space of the irreducible highest weight
 .module L l over the quantum gl over F as in Section 1 but with then
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image of q d in F replacing the parameter q there; all other notation is as
w xin the Introduction. We state 3, Theorem 5.5d :
2.6. LEMMA. For s g F of degree d and a partition l of k G 1,p
d d ddim L s , l9 s GL q : GL q 9 m q S q , .  .  .  .  .dk k l , m m
mFl
where the sum is o¤er partitions m of n.
 w x d  ..Combining this with Theorem 1.4 or 16, 17 if q ’ 1 mod p and
Theorem 2.5, we deduce immediately that:
2.7. THEOREM. For s g F of degree d and a s-regular partition l ofp
k G 1,
d dbl.dim L s , l9 G GL q : GL q 9q .  .  .dk k
 .  k .with equality if and only if l s k or 1 .
Theorem B in the Introduction now follows immediately from this and
the definition of the Harish]Chandra operator e. To deduce Theorem A,
 .it is obviously a special case of Theorem B unless q ’ 1 mod p , in which
case there exists a 0th twist s of 1, also of degree 1 over F . Then,q
 .  .L 1, l ( L s , l and using this observation, the statement in Theorem A
again follows as a special case of Theorem B.
3. APPLICATION: LOW-DIMENSIONAL
REPRESENTATIONS
Now we illustrate the usefulness of Theorem B by applying it to list all
irreducible FG-modules of dimension F q3ny9. For simplicity, we only
consider n G 5 for n - 5 it is an easy matter to explicitly list all irre-
w x.ducible FG-modules and their dimensions using 13 .
Given non-negative integers n , . . . , n summing to n, define1 a
q n y 1 q ny1 y 1 ??? q y 1 .  . .
 4n ![ ,n
q y 1 .
 4n !n
[ , 5n , . . . , n1 a  4  4  4n ! n ! ??? n !1 2 a
 dk q i y 1 .is1 4k N d [ .k di q y 1 .is1
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n<  .  . <  4Note that the index GL q = ??? = GL q 9 equals and then , . . . , nn n 1 a1 a
<  .  d. <  4index GL q : GL q 9 s k N d .dk k
3.1. LEMMA. For a G 2 and n , . . . , n G 1 with n s n q ??? qn ,1 a 1 a
n  n n1F i- jF a i j) q . 5n , . . . , n1 a
 n .  m . nymProof. Noting that q y 1 r q y 1 ) q for n ) m, we have for
a s 2 that
q n y 1 ??? q nyn1q1 y 1 .  . nn 1nyn n n1 1 2s ) q s q . . 5 nn , n 11 2 q y 1 ??? q y 1 .  .
n n n q n1 2 4  4 4Since s , the general case a ) 2 now fol-n , . . . , n n q n , n , . . . , n n , n1 a 1 2 3 a 1 2
lows easily by induction.
3.2. LEMMA. Suppose that n s kd for integers k G 1, d G 2. Then,
 4 nnyk .r2.y1ydq , 2 n2r4.y2k N d ) q G q .
Proof. Dividing both sides by qnnyk .r2., the inequality is equivalent to
proving that
1 1
1 y ) . i 1qdq , 2 /q q1FiFn , dNi
The left-hand side is certainly greater than the infinite product  1 yiG1
i. w x1rq . Using a theorem of Euler 10, Theorem 353 , this is bounded below
by
1 1 q2 y q y 1 1
1 y y s G ,2 2 1qdq , 2q q q q
which completes the proof of the first inequality. The second is obvious.
3.3. LEMMA. Suppose that n G 5, a G 2, 1 F n F ??? F n , and n s1 a
n 3ny9 4  . n q ??? qn . If F q then n , . . . , n is equal to either r,n , . . . , n1 a 1 a1 a
.  .n y r with r F 2 or 1, 1, n y 2 .
n 4Proof. First suppose that a s 2. It is enough to show that )3, n y 3
q3ny9, which follows from Lemma 3.1. Now suppose that a s 3. Since
n n 4  4  .  .G , one can only have n , n , n s 1, 1, n y 2 by whatn , n , n n q n , n 1 2 31 2 3 1 2 3
we have proved so far. Similarly, a ) 3 cannot occur.
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Now we prove the main result of the section:
3.4. THEOREM. Let n G 5 and L be an irreducible FG-module. Then,
dim L F q3ny9
if and only if L is isomorphic to one of the modules in Table I below. In the
table, d , « are defined byn
1 if e N n ,
d sn  0 otherwise,
¡ 1 if e ) 2 and e N n y 1 , or e s 2 and 2 p N n y 1 , .  .~« s y1 if e s 2, 2 N n and 2 p ƒ n y 2 , .¢
0 otherwise
where e is the smallest positi¤e integer such that 1 q q q ??? qq ey1 ’ 0
 .mod p .
Proof. First, we show that if dim L F q3ny9, then L is one of the
modules in Table I. Take
L ( L s , l e ??? eL s , l , .  .1 1 a a
where the s of degree d and the s -regular partitions l of k are as ini i i i i
Theorem B. Also let x be the number of nodes in the diagram of li i
outside of the first row and set n s d k , for each i s 1, . . . , a. Byi i i
 .  . Theorem B and Lemma 3.3, we may assume that n , . . . , n s n , r,1 a
.  .  .n y r with r F 2 or 1, 1, n y 2 . Consider the case 1, 1, n y 2 , when we
need to show that d s 1 and x s 0. Well, if d ) 1 then dim L )3 3 3
q2 ny3qny2.
2r4.y2 using Lemmas 3.1 and 3.2, which for n G 5 is ) q3ny9.
So, d s 1. Now suppose x ) 0. Then, by Lemma 3.1 and Theorem B,3 3
2 ny3 ny3 3ny9  .dim L ) q q ) q , so x s 0. For the case 2, n y 2 , the same3
 .argument forces d s 1, x s 0. For 1, n y 1 , first suppose that d ) 1.2 2 2
Then, dim L ) q ny1qny1.
2r4.y2 which is easily checked to be G q3ny9
for n G 5. So d s 1. Also if x ) 1, then dim L ) q ny1q2 ny6 ) q3ny92 2
using Lemma 3.1 and Theorem B. So x F 1. Finally, consider the case2
a s 1. If d G 2, we get dim L ) qn2r4.y2 which easily forces n F 8. A1
little further direct calculation reveals the only possibilities are then
d s 2 and n s 6, or d s 2, n s 8, and q s 2. Finally, if d s 1, and1 1 1
3ny9 x G 3, then dim L ) q applying Theorem 2.7 note the equality there1
.is certainly strict for x G 3 .1
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To calculate the dimensions of the entries in Table I, one uses the hook
formula and the following fragment of the unipotent decomposition matrix
 .  w x.of GL F in the notation of 13 ,n q
 .  .  .  2 .n n y 1, 1 n y 2, 2 n y 2, 1
 .n 1 0 0 0
 .n y 1, 1 d 1 0 0n
 .n y 2, 2 k d 1 0ny2
2 .n y 2, 1 0 d 0 1n
where
¡1 if e s 2 and n ’ 1 or 2 mod 2 p , .~k s d if e ) 2,ny1¢
0 otherwise.
TABLE I
L dim L Conditions
  ..  .L s , n 1 deg s s 1
nq y q
  ..  .L s , n y 1, 1 y d deg s s 1nq y 1
n ny1 2 n  ..L s , n y 2, 2 deg s s 1, n ) 5,q y 1 q y q q y q  . . .
y d y«ny22 n, q / 6, 2 .  .qy1q y 1 q y 1 . .
2 n 2 n n  ..L s , n y 2, 1 deg s s 1, n ) 6,q y q q y q q y 2 q q 1  . . .
y dn2 n, q / 7, 2 .  .q y 1q y 1 q y 1 . .
3 5  ..  . . .  .L s , 3 q y 1 q y 1 q y 1 deg s s 2, n s 6
  ..  .L s , 4 27559 deg s s 2, n s 8, q s 2
nq y 1
  ..   ..  .L s , 1 eL s , ny1 deg s s 1, s / s1 2 i 1 2q y 1
n ny1  ..   ..L s , 1 eL s , ny2, 1 deg s s 1, s / s , n ) 6,q y 1 q y q  .1 2 i 1 2y dny1 n, q / 7, 2 /  .  .q y 1 q y 1
n ny1  ..   ..L s , 2 eL s , n y 2 deg s s 1, s / s , n ) 5,q y 1 q y 1  .1 2  . . i 1 2
2 n, q / 6, 2 .  .q y 1 q y 1 . .
2 n ny1  ..   ..L s , 1 eL s , n y 2 deg s s 1, s / s , n ) 6,q y 1 q y 1  .1 2  . . i 1 2 .q y d22 if e ƒ 2 then n, q / 7, 2 .  .q y 1 q y 1 . .
qn y 1 q ny1 y 1 . .
  ..   ..  .  .L s , 1 eL s , n y 2 deg s s 2, deg s s 1, n) 6,1 2 1 22q y 1 .
n ny1 deg s s 1, s / s , n ) 6,q y 1 q y 1  .L s , 1 eL s , 1  . .  . .  .  . i i j1 2
2eL s , n y 2 n, q / 7, 2 .  .  . . q y 1 .3
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wThe entries in this decomposition matrix follow at once from 13, Theorem
x  . w x  .6.22 for hook partitions or 11, Theorem 20.6 for two row partitions .
Finally, we need to determine which of the remaining possibilities do
indeed satisfy the bound. Certainly, the largest dimension of any of our
modules is
q n y 1 q ny1 y 1 .  .
2 ny2qdq , 2- q ,2q y 1 .
so for n G 7 q d , all entries do definitely satisfy the bound dim L Fq, 2
q3ny9. Further calculation for n - 7 q d gives rise to some extraq, 2
exclusions for small n and q, as in Table I.
3.5. Remark. There are several irreducible FG-modules with q3ny9 -
3ny8   ..dim L F q . The smallest of these is the module L s , n y 3, 3 for s
 n . ny1 . ny2of degree 1, whose dimension generically is q y 1 q y q q y
2 .  3 . 2 . .q r q y 1 q y 1 q y 1 .
REFERENCES
1. H. Andersen, P. Polo, and K. Wen, Representations of quantum algebras, In¤ent. Math.
 .104 1991 , 1]59.
2. H. Andersen and K. Wen, Representations of quantum algebras: the mixed case, J. Reine
 .Angew. Math. 427 1992 , 35]50.
3. J. Brundan, R. Dipper, and A. Kleshchev, Quantum linear groups and representations of
 .  .GL F , preprint, University of Oregon, 1999 to appear in Memoirs Amer. Math. Soc. .n q
4. R. Dipper, On the decomposition numbers of finite general linear groups, I; Trans. Amer.
 .  .Math. Soc. 290 1985 , 315]344; II; Trans. Amer. Math. Soc. 292 1985 , 123]133.
5. R. Dipper and J. Du, Harish]Chandra vertices and Steinberg's tensor product theorem
for general linear groups in non-describing characteristic, Proc. London Math. Soc. 75
 .1997 , 559]599.
6. R. Dipper and G. D. James, Identification of the irreducible modular representations of
 .  .GL q , J. Algebra 104 1986 , 266]288.n
 .7. J. Du, A note on quantized Weyl reciprocity at roots of unity, Alg. Colloq. 2 1995 ,
363]372.
8. J. A. Green, The characters of the finite general linear groups, Trans. Amer. Math. Soc.
 .80 1955 , 402]447.
9. R. Guralnick and P. Hu. Tiep, Low-dimensional representations of special linear groups
 .in cross characteristics, Proc. London Math. Soc. 78 1999 , 116]138.
10. G. H. Hardy and E. M. Wright, ``An Introduction to the Theory of Numbers,'' 4th Ed.,
Oxford Univ. Press, London, 1960.
11. G. D. James, ``Representations of General Linear Groups,'' London Math. Soc. Lecture
Notes 94, Cambridge Univ. Press, Cambridge, UK, 1984.
12. G. D. James, The irreducible representations of the finite general linear groups, Proc.
 .London Math. Soc. 52 1986 , 236]268.
LOWER BOUNDS FOR DEGREES 629
 .13. G. D. James, The decomposition matrices of GL q for n F 10, Proc. London Math.n
 .Soc. 60 1990 , 225]265.
14. G. Lusztig, Finite dimensional Hopf algebras arising from quantized universal enveloping
 .algebras, J. Amer. Math. Soc. 3 1990 , 257]297.
 .15. G. Lusztig, Quantum groups at roots of 1, Geom. Dedicata 35 1990 , 89]114.
16. A. A. Premet, Weights of infinitesimally irreducible representations of Chevalley groups
 .over a field of prime characteristics, Math. USSR Sbornik 61 1988 , 167]183.
17. I. D. Suprunenko, The invariance of the set of weights of irreducible representations of
algebraic groups and Lie algebras of type A with restricted highest weight underl
 .  .reduction modulo p, Vestsi Akad. Navuk BSSR, Ser. Fiz.-Mat. 2 1983 , 18]22 Russian .
