Old Dominion University

ODU Digital Commons
Engineering Management & Systems
Engineering Theses & Dissertations

Engineering Management & Systems
Engineering

Spring 2007

A Structured Systemic Framework for Software Development
Kevin MacGregor Adams
Old Dominion University

Follow this and additional works at: https://digitalcommons.odu.edu/emse_etds
Part of the Software Engineering Commons, and the Systems Engineering Commons

Recommended Citation
Adams, Kevin M.. "A Structured Systemic Framework for Software Development" (2007). Doctor of
Philosophy (PhD), Dissertation, Engineering Management & Systems Engineering, Old Dominion
University, DOI: 10.25777/znb3-j517
https://digitalcommons.odu.edu/emse_etds/43

This Dissertation is brought to you for free and open access by the Engineering Management & Systems
Engineering at ODU Digital Commons. It has been accepted for inclusion in Engineering Management & Systems
Engineering Theses & Dissertations by an authorized administrator of ODU Digital Commons. For more information,
please contact digitalcommons@odu.edu.

A STRUCTURED SYSTEMIC FRAMEWORK FOR
SOFTWARE DEVELOPMENT
By
Kevin MacGregor Adams
B.S. Ceramic Engineering, May 1981, Rutgers University
M.S. Naval Arch & Marine Engineering, May 1986, Massachusetts Institute of Technology
M.S. Materials Engineering, May 1986, Massachusetts Institute of Technology
A Dissertation Submitted to the Faculty of
Old Dominion University in Partial Fulfillment of the
Requirement for the Degree of
DOCTOR OF PHILOSOPHY
ENGINEERING MANAGEMENT
OLD DOMINION UNIVERSITY
May 2007

Approved by:

Chuck Keating (Directoj

Rafael Landaeta (Member)

C. Ariel Pinto (Member)

Hasan Sayani (Member)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

ABSTRACT
A STRUCTURED SYSTEMIC FRAMEWORK FOR
SOFTWARE DEVELOPMENT
Kevin MacGregor Adams
Old Dominion University, 2007
Committee Director: Dr. Charles B. Keating
The purpose of this research was to develop and apply a systems-based
framework for the analysis o f software development project performance. Software
development project performance is measured at the project level; that is, cost, schedule,
and product quality that affect the overall project. To date, most performance
improvement efforts have been focused on individual processes within the overall
software development system. Making improvements to sub-elements, processes, or sub
systems without regard for the overall project is a classic misbehavior entered into by
practitioners who fail to use a holistic, systemic approach. Attempts to improve sub
system behavior are at odds with The Principle o f Sub-optimization, (van Gigch, 1974)
The traditional method of predicting software development project performance, in terms
of sub-system performance is too restrictive. A new holistic, systemic view based on
systems principles offers a more robust way to look at performance.
This research addressed this gap in the systems and software body of knowledge
by developing a generalizable and transportable framework for software project
performance that is based on systems principles. A rigorous mixed-method research
methodology, employing both inductive and case study methods, was used to develop
and validate the framework. Two research questions were identified as integral to
increasing the understanding of a systems-based framework.
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S

How does systems theory apply to the analysis of software development
project performance?

S

What results from the application of a systems-based analysis framework for
analyzing performance on a software development project?

Using Discoverers’ Induction (Whewell, 1858), a systems-based framework for
the analysis of software development project performance was constructed, adding to the
systems and software body of knowledge and substantiating a comprehensive and
unambiguous theoretical construct for software development. Then, the framework was
applied to two completed software development projects to support validation.
The structured systemic framework shows significant promise for contribution to
software practitioners by indicating future software development project performance.
The research also made a contribution in the area o f research methodologies by
resurrecting William Whewell’s Discoverers ’ Induction (1858) and fiirthering the use of
the case study method in the engineering management and systems engineering domain,
areas where their application has been very limited.
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GLOSSARY
ACM

Association for Computing Machinery.

Axial Coding

The process of relating categories to their subcategories,
termed axial because coding occurs around the axis of a
category, linking categories at the level of properties and
dimensions (Strauss & Corbin, 1998, p. 123).

Axiology

Ethics, the responsibility of a researcher for the consequences
o f his/her research approach and its results (Iivari, Hirschheim,
and Klein, 1998, p. 175).

BHS

Baggage Handling System

Canons of Science

The universal scientific standard for all research. The canons
include: (1) Significance or Truth Value, this canon addresses
the credibility of the research findings; (2) Applicability, this
canon addresses how transferable and applicable the findings
of the research are to other setting and contexts. This is often
referred to as generalizability; (3) Consistency, this canon
addresses the ability of the findings to be replicated by other
researchers. This is often referred to as replicability; and (4)
Neutrality, this canon addresses the finding o f the research and
ensures that they are a direct result of the inquiry and not a
function o f the prejudice and/or bias of other the researcher or
the particular research design (Lincoln & Guba, 1985, pp. 294301).

Categories

Concepts that stand for phenomena (Strauss & Corbin, 1998, p.
101).

CMM®

Capability Maturity Model for Software. (SEI, 2002)

CMMI®

Capability Maturity Model Integration. (SEI, 2002)

COCOMO II

Constructive Cost Model Version II. An objective cost model
for planning and executing software projects. (Boehm et al,
2000, p. xxvii.)

Codes

Tags or labels for assigning units of meaning to the descriptive
or inferential information compiled during a study. Codes
usually are attached to chunks of varying size - words, phrases,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

sentences, or whole paragraphs, connected or unconnected to a
specific setting (Miles & Huberman, 1994, p. 56).
Coding

The part o f analysis that involves how to differentiate and
combine the data retrieved and the reflections made about the
information (Miles & Huberman, 1994, p. 56).

Coherence

Deals with the adequacy of a hypothesis. A hypothesis should
be sufficient to explain some view of the subject which is
consistent with all the observed facts (Whewell, 1858, p. 85).

Colligation

The mental operation o f bringing together a number of
empirical facts by superinducing upon them some idea or
conception that unites the facts and renders them capable of
being expressed by a general law (Snyder, 1997a, p. 585).

Concept

An abstraction formed by generalization from particulars
(Kerlinger & Lee, 2000, p. 40). The building blocks of theory
(Strauss & Corbin, 1998, p. 101).

Consilience

A hypothesis’ ability to explain and predict cases of a different
kind from those which were contemplated in the initial
formation o f the hypothesis (Ducasse, 1951b, pp. 229-230).

Construct

A concept; with the added meaning o f having been deliberately
and consciously invented or adopted for a special scientific
purpose (Kerlinger & Lee, 2000, p. 40). Something that the
scientist puts together from his own imagination, something
that does not exist as an isolated, observable dimension of
behavior (Nunnally, 1967, p. 85).

Complementarity

The apparently incompatible sorts of information about the
behavior of the object under examination which we get by
different experimental arrangements can clearly not be brought
into connection with each other in the usual way, but may, as
equally essential for an exhaustive account of all experience, be
regarded as complementary to each other (Bohr, 1937, p. 291).

Conception

The special modification of ideas which are exemplified in
particular facts. Conceptions; as a circle, a square number, an
accelerating force, a neutral combination of elements, a genus
(Whewell, 1858, p. 31).

Customer

The company, organization, or person who is paying for the
software system to be developed (Pfleeger, 1998, p.14).

DIA

Denver International Airport
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Dimensions

The range along which general properties of a category vary,
giving specification to a category and variation to the theory
(Strauss & Corbin, 1998, p. 101).

Element

The highest level of the research design. The distinction
between elements is made based on the methodological
differences (i.e. qualitative, quantitative, and reporting).

Epistemology

The nature of knowledge and the proper methods of inquiry
(Iivari, Hirschheim, and Klein, 1998, p. 174).

Explication of
Concepts

The clear development from Fundamental Ideas in the
discoverer’s mind, as well as their precise expression in the
form of Definitions or Axioms when that can be done
(Whewell, 1858, p. 49).

Face Validation

The extent to which an instrument looks like it measures what
it is intended to measure. It concerns judgments about an
instrument after it is constructed (Nunnally, 1967, p. 99).

FBI

Federal Bureau o f Investigation

Framework

A type o f model; a conceptual model that can be applied to
carry out some specific purpose, function or task.

Induction

The process of a true Colligation of Facts by means of an exact
and appropriate conception. An Induction is also employed to
denote the proposition which results from this process
(Whewell, 1858, p. 70) [Author’s Note: Although this is fa r
from being a univocal term, it accurately represents Whewell’s
view and its use throughout the dissertation.].

IEEE

Institute of Electrical and Electronics Engineers.

IRB

Institutional Review Board.

IS

Information Systems.

ISD

Information Systems Development.

ISO/IEC

International Organization for Standardization and
International Electro-technical Commission.

Measure

An observed score gathered through self-report, interview,
observation, or some other means (Edwards & Bagozzi, 2000,
p. 156).
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xix
Milestone

A point in time during the research, independent o f tier
(element, phase or step), when a major product is produced or a
decision is made.

Model

An interpretive description of a phenomenon (object or
process) that facilitates perceptual as well as intellectual access
to that phenomenon. ‘Description’ is intended as a term wide
enough to admit various forms of external representations,
propositional or non-propositional. A model is not, however, a
description in the trivial sense of a mere phenomenological
description o f a phenomenon. It gives a description that is an
interpretation in that the description goes beyond what ‘meets
the eye’, e.g. by exploiting a theoretical background that is
relevant to interpreting the phenomenon (Bailer-Jones, 2003, p.
61).

NCTPO Pentagon

Project characterization model that uses novelty, complexity,
technology, pace and organizational maturity as criteria.

NVivo7

A computer-assisted qualitative data analysis software package
used to help qualitative researchers with open, axial, and
selective coding. (Gibbs, 2002)

OQE

Objective Quality Evidence. Any statement of fact pertaining
to the quality of a product or service based on observations,
measurements, or tests which can be verified. Verifiable
evidence includes traceable records and other documents that
support assertions that deliberate steps were taken to comply or
perform against established requirements or criteria.
(NAVSEA, 2007)

Ontology

The structure and properties of what is assumed to exist (Iivari,
Hirschheim, and Klein, 1998, p. 172).

Open Coding

The analytic process through which concepts are identified and
their properties and dimensions are discovered in data (Strauss
& Corbin, 1998, p. 101).

Ordinal Scale

A scale in which (1) a set o f objects is ordered from most to
least with respect to an attribute, (2) there is no indication of
how much in an absolute sense any of the objects possess the
attribute, and (3) there is no indication of how far apart the
objects are with respect to the attribute (Nunnally, 1967, p. 12).

Performance

The degree to which a software development project
accomplishes its cost, schedule and business goals during the
development of the software. [Author’s Note that this definition
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XX

does not include the performance o f the software after
delivery.]
Phase

The 2nd level of the research design. The distinction between
phases is made based upon the major activities performed.

Phenomena

Central ideas in the data presented as concepts (Strauss &
Corbin, 1998, p. 101).

Prediction

A hypothesis’ ability to foretell phenomena which have yet to
be observed; at least all phenomena of the same kind as those
which the hypothesis was invented to explain. The prediction
of results, even o f the same kind as those which have been
observed, in new cases, is the proof of real success in the
inductive processes. It is important to note that prediction, as
used in this study, assumes no causal relationship (Whewell,
1858, pp. 86-87).

Project Management
System

The structured set of technical and human entities that interact
both formally and informally within a specific context to
produce results. The products of interaction are patterns of
decision, action, and interpretation that drive project
performance (Keating & Varela, 2004).

Properties

Characteristics of a category, the delineation o f which defines
and gives it meaning (Strauss & Corbin, 1998, p. 101).

PSP

Personal Software Process.

PMBOK®

Project Management Body of Knowledge. (PMI, 2004)

Reliability

The extant to which an experiment, test, or any measuring
procedure yields the same results on repeated trials (Carmines
& Zeller, 1979, p. 11).

Research Design

The overall protocol for the research. This includes the
research purpose, as articulated in the research questions and
propositions. It also includes the detailed research plan and its
three tier structure of elements, phases, and steps.

Satisficing

The principle that states that there is a choice mechanism that
will lead to a path that will permit satisfaction at some
specified level of all needs (Simon, 1956, p. 136).

SEI

Software Engineering Institute
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xxi
Selective Coding

Software
Engineering

Software Engineering
Management

The systematic technique for integrating and refining
categories. Categories are reviewed to identify the central
category that represents the main theme o f the research. The
central category has analytic power because it can pull the
other categories together to form an explanatory whole.
(Strauss & Corbin, 1998, pp. 143-161).

The application of a systematic, disciplined, quantifiable
approach to the development, operation, and maintenance o f
software; that is, the application of engineering to software
(IEEE 610.12, 1990, p. 67).

The application of management activities - planning,
coordinating, measuring, monitoring, controlling, and reporting
- to ensure that the development and maintenance o f software
is systematic, disciplined, and quantified (Abran & Moore,
2004, p. 8-1).

SPI

Software Process Improvement.

SPM

Software Project Management.

Step

The 3rd and lowest level of the research design. A step is a
specific and unique technique, procedure, or method taken in
conducting the research. A step supports a phase.

STS

Sociotechnical Systems. These systems have both a technical
subsystem, made up of the facilities, tools, equipment and
knowledge necessary to execute processes in support of
product development, and a social subsystem, which is made
up o f the people working on the processes.

Subcategories

Concepts that pertain to a category, giving it further
clarification and specification (Strauss & Corbin, 1998, p. 101).

Sub-optimization

The principle that states that if each subsystem, regarded
separately, is made to operate with maximum efficiency, the
system as a whole will not operate with utmost efficiency, (van
Gigch, 1974)

Superinduction

Bringing new (superinducing) concepts to a phenomenon that
involve identifying what a set o f facts share in order to
construct general principles, laws, or propositions about the
phenomena (Snyder, 1999, p. 542).
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SWEBOK®
System

Software Engineering Body o f Knowledge. (Abran & Moore,
2004)
An assembly of elements related in an organized whole. An
element is the representation of some phenomena of the natural
or social world by a noun or by a noun phrase that informed
observers agree exists, or could exist. An element must
normally be capable of behavior such that it has some
significant attributes that may change. Relationships exist
between elements if the behavior of either influences or
controls the other (Flood & Carson, 1993, p.7).

Systems Practice

Using the product o f systems thinking to initiate and guide
actions we take in the world Systems Practice (Checkland,
1993, p. 4).

Systems Principles

Systems knowledge, in the scientific hierarchy that includes
laws, principles, theorems, hypotheses, and axioms.

Systems Science

Any effort to employ a systemic outlook in doing basic or
applied science according to the conventional ideas of nonreflective positivistic empirical-analytical rationality [objective
data, testable hypotheses, valid modeling and so on.] (Flood,
1990, p. 217).

Systems Theory

There exist models, principles, and laws that apply to
generalized systems or their subclasses, irrespective of their
particular kind, the nature of their component elements, and the
forces between them. A consequence o f the existence of
general system properties is the appearance of structural
similarities or isomorphisms in different fields. There are
correspondences in the principles that govern the behavior of
entities that are, intrinsically, widely different. This
correspondence is due to the fact that the entities concerned can
be considered, in certain respects, as systems, i.e., complexes
of elements standing in interaction (von Bertalanffy, 1968, pp.
32-33).

Systems Thinking

Conscious use of the particular concept of wholeness captured
in the word systems, to order our thoughts (Checkland, 1993, p.
4).

Theoretical
Saturation

The point in category development at which no new properties,
dimensions, or relationships emerge during analysis (Strauss &
Corbin, 1998, p. 143).
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Theory

Theories of the
Middle Range

A set of well-developed concepts related through statements of
relationship, which together constitute an integrated framework
that can be used to explain or predict phenomena (Strauss &
Corbin, 1998, p. 15).

Middle range theories are solutions to problems that contain a
limited number o f assumptions and considerable accuracy and
detail in the problem specification. The scope of the problem
is also of manageable size. To look for theories of the middle
range is to prefigure problems in such a way that a number of
opportunities to discover solutions are increased without
becoming infinite (Weick, 1989, p. 521).

TSP

Team Software Process.

User

The person or people who will actually use the system: the
ones who sit at the terminal or submit the data or read the
output (Pfleeger, 1998, p. 14).

Validity

The extent to which any measuring instrument measures what
it is intended to measure (Carmines & Zeller, 1979, p. 17).

VCF

Virtual Case File

VSM

Viable Systems Model.
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PREFACE
The genesis for this work was two-fold: my professional involvement in the
analysis, design, development and implementation of complex software systems and my
exposure to the emancipating concepts and principles of systems science in my doctoral
studies.
As a classically trained engineer with degrees from the engineering schools at
Rutgers and MIT, I had been taught in the reductionist mold; to approach problems by
breaking them into bite sized chunks, solving the problem, and returning them to the
larger system. This was reinforced during twenty years of highly successful practical,
hands-on experience as a Navy submarine officer responsible for the operation,
maintenance, and supervision of nuclear submarines. I applied the same methods when,
late in my Navy career, I was assigned to an organization responsible for the design and
development of complex software systems for the Department of Defense. This endeavor
did not respond well to the traditional reductionist approach to engineering that had been
so successful in my earlier career. The software development project literature was rife
with improvement models and methodologies, none o f which could provide the sought
after Silver Bullet (Brooks, 1987) promised in the marketing hype. After retirement from
the Navy my work with complex software systems continued, and much to my dismay,
the commercial contractors had the same problems (although paid more money)
delivering software development projects of requisite quality, on-time and within budget.
My exposure to the modem works associated with systems science was a
revelation. The conscious use of the concept of wholeness captured in the word system
was an antithetical approach to my classical training and experience as an engineer. The
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words holism and systemic, so frequently used by systems practitioners, are founded on
the basic understanding of wholeness. I methodically absorbed the early classical works
in systems science by Smuts (1926), Ashby (1947, 1956), Boulding (1956), Churchman
(1968), Emery (1969), von Bertalanffy (1969), Ackoff (1971,1974, 1979a, 1979b) and
Beer (1979, 1981, 1984). These systems-based approaches to real-world problems
included the rich contextual environment that surrounded the systems they were
investigating. I moved on to the modem works in systems science by van Gigch (1974),
Jackson (1991), Checkland (1993), Flood & Carson (1993) and Gharajedaghi (1999).
Based on these readings I found the beginnings of an entirely new worldview based on
systems science. My new, holistically based worldview encompassed how systems
principles (the scientific hierarchy that includes laws, principles, theorems, hypotheses,
and axioms) support systems theory, which in turn promotes systems thinking, which can
be used in systems practice to improve effectiveness in management and systems
problem solving.
This was the genesis for the application of systems principles to the problems now
facing the software engineering community. But why hasn’t this been done before?
There are plenty of smart software engineers that must understand the linkage between
systems science and software development project performance. I think not, but why
not?
Thomas Kuhn (1922-1996) states (1996):
A scientific community consists, on this view, o f the practitioners o f a
scientific specialty. To an extent unparalleled in most fields, they have
undergone similar educations and professional initiations; in the process
they have absorbed the same technical literature and drawn many o f the
same lessons from it. (p. 177)
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Wemick & Hall (2004) examined the underlying belief system controlling the mindset of
software engineering and found that:
Software engineering theory, viz. the development o f methods, and tools to
support the development o f software, is currently in a state analogous to a
Kuhnian pre-paradigm discipline, (p. 241)
With software engineering stuck in a pre-paradigm mode, a shift is required. The use o f a
Kuhnian approach may provide the mechanism through which the software engineering
community may embrace systems-based thought as part of their shared belief system or
disciplinary matrix. Wemick & Hall (2004) propose a long-term vision o f a discipline
they call software-based systems engineering. This is my new worldview. The
application o f systems science to help create a new paradigm in software engineering,
one that will permit software engineering to use mechanisms and principles that will
enable the discipline to produce software with predictable results and high levels of
confidence. The research to develop and apply a systems-based framework for the
analysis o f software development project performance is but a step in developing the new
paradigm for software engineering.
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CHAPTER I - INTRODUCTION
The rapid and unprecedented growth in software has brought with it some of the
most spectacular and costly project failures in modem history. Various studies have
shown the extent of these failures. The Standish Group’s Bi-Annual Chaos Research
Study (2003) estimated that in 2002 American companies and government agencies will
have spent $38 billion for cancelled software projects and that these same organizations
will have paid an additional $17 billion for software projects that will be completed, but
will exceed their original time estimates by an average o f 82%. An earlier empirical
study o f 72 information systems development projects in 23 major U.S. firms, reported an
average effort overrun o f 36% and an average schedule overrun of 22% (Genuchten,
1991). The crisis has not limited itself to large diversified corporations and government
agencies but affects systems from baggage handling to satellite navigation (Gibbs, 1994).
In the past 15 years alone, software defects have wrecked a European satellite launch,
delayed the opening of the hugely expensive Denver airport for a year, destroyed a
NASA Mars mission, killed four Marines in a helicopter crash, induced a U. S. Navy ship
to destroy an airliner, and shut down ambulance systems in London, contributing to as
many as 30 deaths (Mann, 2002).
Why do software development projects have such a poor record of completion?
Why do some projects succeed where others fail? Software development projects use a
wide-range o f formal software engineering methods and techniques to deliver software
products to their customers. The record of accomplishment over the last 40 years has
been less than stellar and the subject of countless studies, commissions, methods and
panaceas for improvement. The improvement efforts have used traditional, reductionist
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engineering analysis to dissect problems into small, bite-sized elements which are
carefully analyzed, improved and returned to the larger effort as part of a generalized
improvement process. The elemental approach provides focused improvement in the area
o f study but contributes little to the larger software development project improvement
process. Few improvement efforts have taken a systemic, holistic view of the problem.
This chapter provides an introduction to the research by presenting the purpose of
the study and the research questions with an explanation of the intent of each question.
The chapter is concluded with a discussion of the significance of the research and the
study limitations and delimitations.
PURPOSE OF THE STUDY
The purpose of this research was to develop and apply a systems-based
framework for the analysis of software development project performance. Software
development project improvement is continually strived for at the project level; that is,
improvements in cost, schedule, and product quality that affect the overall project. To
date, most improvement efforts have been focused on individual processes within the
overall software development project management system. The project management
system is defined as “. . . the structured set of technical and human entities that interact
both formally and informally within a specific context to produce results. The products
o f interaction are patterns o f decision, action, and interpretation that drive project
performance.” (Keating & Varela, 2004, p. 2) Making improvements to project sub
elements, processes, or sub-systems without regard for the overall project management
system is a classic misbehavior entered into by practitioners who fail to use a holistic,
systemic approach when managing a project. A project is a system, made up of
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subsystems. Attempts to optimize sub-system behavior are at odds with The Principle o f
Sub-optimization which states that if each subsystem, regarded separately, is made to
operate with maximum efficiency, the system as a whole will not necessarily operate with
utmost efficiency (van Gigch, 1974).
The traditional method o f predicting software development project performance,
in terms o f sub-system performance may be too restrictive. A new holistic, systemic
view may reveal a better way to look at project performance. The present research
included an inductive theory building component where a systems-based framework was
constructed for software development. The framework was used for analysis of software
development projects. Applicability to completed software development projects was
considered to support validation o f the structured systems-based framework produced by
the research effort. Projects that meet business objectives, are completed on-time and
within budget constitute the generally accepted standard definition of project success
(Pinto & Slevin, 1988; Jones, 1995; Baccarini, 1999; Linberg, 1999; Jiang, Klein &
Discenza, 2002a) Therefore, consistent with this preponderance of literature,
performance, as used in this research, has been defined as the degree to which a software
development project accomplishes its cost, schedule and business goals during the
development of the software (note that this definition does not include the performance of
the software after delivery).
The overall structure for the inquiry is presented in Figure 1. The research
purpose was supported by two research objectives and two research questions which are
detailed in the following sections.
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R esearch Purpose
Develop and apply a systems-basedframeworkfo r the
analysis o f software development project performance

Objectives
Inductively develop a literature based,
systemicframework to analyze software
development project performance

Deploy the generalizable and
transportable analysisframework,
applying it to completed software
development projects_____

Research
Q uestions
How does systems theory apply to
the analysis o f software
development project
performance?

What results from the application o f a
systems-based analysis frameworkfo r
analyzing performance on a software
development project?

Figure 1: Structure for the Inquiry

RESEARCH OBJECTIVES
Supporting the purpose of the research were two focused objectives. The first
objective was to:
Inductively develop a literature based, systemic framework to analyze
software development project performance.
The framework was developed using a literature-intensive research effort where the
existing literature on the object of the study served as the input to the inductive method.
Using relevant scholarly literature was important for establishing validity in the research
and confidence in the findings (Patton and Appelbaum, 2003).
The second objective was to:
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Deploy the generalizable and transportable analysis framework,
applying it to completed software development projects.
In order to support validation of the framework, it was deployed on two completed, realworld software development projects. The framework’s ability to predict software
development project performance was the focus of the validation. Two completed
software development projects were used because “. . . multiple-case designs allow for
cross-case analysis and the extension o f theory.” (Benbasat, Goldstein & Mead, 1987, p.
373)
Each objective was supported by a single, focused research question which guided
that element o f the research.
RESEARCH QUESTIONS
The application of a structured systemic framework for software development
may provide insight into the failure to achieve overall software development project
(system) improvement despite improvements to individual software development
processes (sub-systems). To address the purpose of the study, the research was designed
with two elements. The first element was to build upon the existing foundation of
systems theory by focusing on answering the following research question:
How does systems theory apply to the analysis o f software development
project performance?
The research used an inductive method to develop a theoretical framework for software
development. The framework was literature-based and developed using an inductive
method called Discoverers ’ Induction (Snyder, 1997a). The framework was a conceptual
model that could be applied to software development projects to enhance project
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performance. The framework was not a detailed step-by-step methodology, but a model
that could serve as an outline for the articulation of software development project
processes using systems theory. The overall goal was to produce a generalizable and
transportable framework for the analysis and evaluation of software development projects
by articulating systems theory within the software engineering body o f knowledge. The
strength o f the framework was established from grounding in the theoretical constructs
derived from the systems theory body of knowledge.
The goal o f the second element of the research was to validate the inductively
developed holistic, structured, systemic framework for software development projects on
actual real-world software projects by answering the following question:
What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development
project?
Because the validation used real-world software development projects, a case study
method was selected. The scientific basis for case study generalization was differentiated
from the more familiar experimental generalization where data is generalized to larger
samples or populations. The case study approach used a method of generalization called
analytic generalization in which “. . . the investigator is striving to generalize a particular
set of results to some broader theory.” (Yin, 2003, p. 37) Analytic generalization
involved generalizing to a theory or in this case a framework—not to a population—and
was based on validating theory-driven or framework-driven predictions with evidence
collected in a variety of real-world settings in the case studies. Analytic generalization
can reveal contextual conditions under which the framework-based predictions would be
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considered to apply and served to increase confidence in the theory as instantiated in the
framework. For the research the inductively developed systems-based framework for the
analysis o f software development project performance was used as a template for
comparing the empirical results (i.e. data) of both case studies to the inductively
developed theoretical framework. This element of the research was centered on analysis
of the empirical data from the case studies and comparison with the descriptive theory
presented in the framework.
THEORETICAL FOUNDATION FOR THE RESEARCH
Systems Science is the theoretical foundation for the research. The formal
definitions associated with systems science are essential in understanding the relationship
between systems theory, systems principles, systems thinking, and systems practice; and
in this case, their relationship to software engineering and software engineering
management.
Software Engineering: The application o f a systematic, disciplined,
quantifiable approach to the development, operation, and maintenance o f
software; that is, the application o f engineering to software. (IEEE
610.12,1990, p. 67)
Software Engineering Management: The application o f management
activities - planning: coordinating, measuring, monitoring, controlling,
and reporting - to ensure that the development and maintenance o f
software is systematic, disciplined, and quantified. (Abran & Moore, 2004,
p. 8-1)
Systems Theory: There exist models, principles, and laws that apply to
generalized systems or their subclasses, irrespective o f their particular
kind, the nature o f their component elements, and the forces between them.
A consequence o f the existence o f general system properties is the
appearance o f structural similarities or isomorphisms in different fields.
There are correspondences in the principles that govern the behavior o f
entities that are, intrinsically, widely different. This correspondence is
due to the fact that the entities concerned can be considered, in certain
respects, as systems, i.e., complexes o f elements standing in interaction.
(von Bertalanffy, 1968, pp. 32-33)
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Systems Principles: Systems knowledge, in the scientific hierarchy that
includes laws, principles, theorems, hypotheses, and axioms, (see
Skyttner, 2001, pp. 88-101; Clemson, 1991, pp. 199-257)
Systems Thinking’. Conscious use o f the particular concept o f wholeness
captured in the word systems, to order our thoughts. (Checkland, 1993, p.
4)
Systems Practice: Using the product o f systems thinking to initiate and
guide actions we take in the world. (Checkland, 1993, p. 4)
The preceding definitions are essential elements in understanding the relationship
between systems science and software engineering. It is important to note that systems
principles (i.e., the scientific hierarchy that includes laws, principles, theorems,
hypotheses, and axioms associated with systems) are the foundation for all systems
endeavors. These principles (see Skyttner, 2001, pp. 88-101 and Clemson, 1991, pp.
199-257) form the body of theory related to systems. Boulding (1956) categorizes them
as:
" . . . a body o f systematic theoretical constructs which will discuss the
general relationships o f the empirical world, (p. 197)
The model in Figure 2 shows how systems principles are the foundation for systems
theory, which in turn promotes systems thinking, which can be used in systems practice
to improve effectiveness in software engineering and software development project
management.
The model in Figure 2 served to guide the research. The model’s
importance is derived from its’ ability to relate systems principles to the goal of
the research; development and application o f a systems-basedframework fo r the
analysis o f software development project performance. Additional value was
derived from the model’s ability to depict the generalizability of the research goal
to both software project management and the larger field of software engineering.
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Figure 2: Systems Science and Software Engineering Project Management

RESEARCH SIGNIFICANCE
As will be further elaborated in the next chapter, the literature has established that
a major gap in the recent research on software project management exists in the treatment
of software development projects as an organized or complex whole; a system. The
software engineering community has been unable to coherently integrate their knowledge
of the individual software development and management processes (sub-systems) in
order to better understand the overall socio-technical system in which each of the
development and management processes exists.
This research makes four significant contributions to systems and software
engineering and one to the body of knowledge on qualitative research. First, it has added
to the existing body of knowledge in systems theory, systems-based methods, and
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software engineering by developing an extensible framework, grounded in systems
principles, for evaluating and assessing software development projects. Secondly, it has
expanded the domain o f systems methodologies by providing a systems-based framework
for the assessment and evaluation o f complex software engineering development projects
as part of the overall software development performance improvement process. Third,
the research has made a significant contribution to software project management
practitioners who, as part of their discipline, now have a generalizable and transportable
framework that can act as a systems lens for use in assessing and evaluating software
development project performance. Fourth, this research has provided areas for future
research that include the conduct of additional case studies and/or expanded use o f the
framework. Finally, this research has contributed to the body of knowledge on
qualitative research through an elaboration of Whewell’s (1858) Method of Discoverers ’
Induction. Whewell’s method has been augmented with modem techniques for
decomposing and classifying facts and constructing the conception while remaining loyal
to his concept of induction and the colligation of facts by means of a conception.
STUDY LIMITATIONS
This section addressed three research limitations required to ensure the study
maintained the proper research focus and accomplished the research purpose. The
limitations to the research were: (1) the use of a qualitative element where a subjective
approach and inductive methodology were used to build the framework, (2) the use of a
quantitative element where an objective approach and case study methodology were used
to validate the utility o f the framework on real-world software development projects, and
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(3) the ability to generalize from a case study. All three limitations will be explored in
detail below.
The common challenges to the inductive method are registered by those who
adhere to hypothetico-deductive positions. As discussed in the section Challenges to the
Inductive Method in Chapter 3 on Research Methodology, induction is a rational method
o f discovery. Whewell (Snyder, 1994) addresses the hypothetico side of the argument by
stating that knowledge is antithetical and consists of inseparable ideal and empirical
elements. He goes on to state that there is no permanent line to be drawn between theory
(the ideal element) and fa ct (the empirical element) and states that a true theory is itself a
fact, and can be used to form theories of even greater generality. Sutherland (1973) notes
that Reichenbach addresses the deductive side of the argument by declaring that
inductively predicated allegories express probabilistic behavior, such that an allegory
may predict a phenomenon’s behavior under the assumption that it will behave according
to certain empirically-generated generalizations with some significant probability.
As discussed in the section Challenges to Using the Case Study Method in
Chapter 3 on Research Methodology, there are those who significantly and substantively
challenge the validity o f the case study method. More specifically, the case study method
has been considered to be a weak sibling as a research methodology based upon claims
that the method does not have sufficient precision (i.e., quantification), objectivity, or
rigor. In order to mitigate such criticism, a positivist case study design (Yin, 2003) has
been selected. The use o f a positivist case study design permits the researcher to: (1)
study software development projects within their real-world context, and (2) invoke the
objectivist framework’s natural science model. The natural science model invokes
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construct validity, internal validity, external validity and reliability as the key measures of
design quality. These measures add significant relevance to this element o f the research
(Lee, 1989a, 1989b).
In summary, the mixed method research design was purposively selected in direct
response to the research questions in Figure 1. Because no single method could
adequately address each of the questions a mixture of a qualitative (subjective) and
quantitative (objective) approaches was determined to best meet the goals o f the research.
The mixed method approach provided the research with significant strengths and
limitations associated with the ontological assumptions and epistemological stances
associated with each method. The limitations associated with each method were
identified and accounted for in the research methodology and detailed design.
STUDY DELIMITATIONS
This section discusses two delimitations of the research. Delimitations are those
ways in which the effort was constrained or narrowed to limit the overall scope o f this
specific research.
This research did not consider each o f the detailed software development
processes required to deliver a software product, but the superset of these processes
where holistic, systems-based principles may be applied as part o f an overall framework
for improvement. As such, the focus of the research was not on how to develop software
artifacts or recommendations for improvement or transformation of an individual
development process or sub-system, but on the overall development process or system for
developing software.
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The research did not include completed software development projects from all
applicable domains. In order to fully describe the large field of diverse software
development projects the selection criteria included categories that were mutuallyexclusive, exhaustive, and comparable (Gerring, 2001). The selection criteria were: (1)
project type in which the software development project is delivering software to a
commercial company, a government entity or a consortium of the two, and (2) project
duration in which case the software development project had a specific duration, from
start to finish, to complete delivery of the software. The research included projects in
only two of the domain areas.
SUMMARY
This chapter has described how the study developed and applied a systems-based
framework fo r the analysis ofsoftware development project performance. It has shown
how the detailed research questions and higher level objectives support the purpose and
fit within the structure of the overall inquiry in Figure 1. It has presented systems science
as the theoretical foundation for the research and shown how systems principles, systems
theory, systems thinking, and systems practice relate to both software project
management and the larger field of software engineering. The chapter highlights the
significance of five areas of the research to both the body of knowledge and the practice
o f software and systems engineering. It has provided bounds for the study and a
discussion of limitations as well as delimitations.
By introducing the research purpose, objectives, and questions the chapter
provides a smooth transition to the following chapter. The next chapter will frame the
research setting within the literature and address how the research relates systems

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

17
principles and software development project management to software development
project performance. Significant import will be given to the schema for the literature
review, the breadth of the study, and exposure of gaps in the literature; highlighting the
need for additional empirical research related to the structure of the inquiry.
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CHAPTER II - LITERATURE REVIEW
The intent of this chapter is to establish the setting for the research; to frame it
appropriately within the literature and address how the research relates systems principles
to software systems development. The chapter presents the rationale and approach
underlying the review and includes the search schema and breadth o f the literature
review. A detailed critique of the literature in each of the four focus areas was conducted
and a concise report of the findings and themes present in the literature is presented. The
final section summarizes the gaps in the research and the need for additional empirical
research related to the research purpose and primary research questions that support the
research design. The synthesized literature review serves as the database of empirical
facts used in the inductive element of the research.
RATIONALE AND APPROACH UNDERLYING THE REVIEW
The focus of the literature review was to reduce the volume of information
presented in the scholarly journals to that which was relevant and necessary for the
research. The schema and breadth of the literature review ensured that the researcher was
exposed to an appropriate range o f ideas, concepts and theories. The literature review has
additional meaning when the research includes induction and theory development. Lewis
and Grimes (1999) state that:
Reviewing relevant literature enhances traditional induction by helping
theorist’s link emerging theory to extant work recognizing the influence o f
their own theoretical inclinations, (p. 678).
However, this was only one side of the initial boundary for the literature review. The
other side o f the boundary was the researcher’s conceptual lens or worldview. This was
the side that acted as a filter affecting the importance placed on the observations made by

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

19
the researcher and the decision to include or exclude individual journal articles and
published manuscripts in the literature review.
The researcher was tasked with ensuring that the underlying assumptions and
boundaries of the literature review were made explicit. This had added significance
because the outputs o f this early stage o f the research were the factual information used
in the induction in the first element of the research. The schema for and the scholarly
journals included in the literature review were explicitly stated. However, the rationale
used to discriminate journal articles and published manuscripts for the induction was
problematic and required explicit guidelines that addressed inclusion and exclusion.
Because an inductive method was used, in this case William Whewell’s
Discoverers ’Induction (1858), a great deal of importance was placed on how Whewell
viewed and treated the facts in an induction. Whewell’s epistemology required that
certain ideal conceptions, as well as facts, are necessary materials o f knowledge (L.J.
Snyder, personal communication, May 8, 2006). Whewell stated that ideas or
conceptions are crucial in the discovery of empirical laws and addressed them as follows
(Snyder, 2006):
1. Conceptions are involved in the very process of perception; Whewell
claimed that all perception is conception laden.
2. Conceptions are necessary to form theories from facts in the process of
colligation. The appropriate conception must be superinduced upon,
or applied to, the facts in order to bring the facts together under a
general law.
3. Some conceptual framework is necessary in order to serve as a guide
in the collection o f empirical data. That is, we cannot and do not
collect facts blindly, without some theory or conception guiding our
choices for what to include and exclude from the collection of data.
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The third point was of major significance. Whewell was stating that the idea or
conception, in this case how does systems theory apply to the analysis o f software
development project performance, serves as a guide when considering what facts (i.e.
journal articles and published manuscripts) to include or exclude in the induction.
The explicit rationale for inclusion and exclusion of journal articles and published
manuscripts in the synthesized literature review must ensure that the results include “. . .
facts that are both theory-laden and value-laden.” (Guba & Lincoln, 1994, p. 105) The
following guidelines were invoked as explicit guidance:
1. The researcher rigorously reviewed the scholarly journals in Table 1 searching
for articles on: (a) systems principles, (b) systemic improvement frameworks
for software development, (c) the application of systems principles to software
development, and (d) software development project performance.
2. Journal articles from topical areas (a) through (d) were evaluated against the
conception how does systems theory apply to the analysis o f software
development project performance.
3. The researcher used his academic knowledge and training in systems and
software engineering to ensure that journal articles and published manuscripts
are of high-quality and contain sufficient empirical rigor to warrant selection
and inclusion in the synthesized literature review. It is important to note that
for inductive research the researcher is the instrument of the study.
Finally, prior to the start of the actual induction, an expert review was conducted
to verify that the information synthesized in the literature review was sufficient and
appropriate. The use of an expert, outside of the researcher, was intended to decrease
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research risk by ensuring that the information selected by the researcher was sufficient to
provide a firm foundation for the induction.
LITERATURE SEARCH SCHEMA
The multi-disciplinary nature of software development project management
required the inclusion of a variety of scholarly literature from the management,
information systems, software, and systems fields of study. The literature search within
these was focused on four areas: (1) systems principles, (2) systemic improvement
frameworks for software development, (3) application of systems principles to software
development, and (4) software development project performance.
Figure 3 depicts the schema for the literature review and how the wide body of
knowledge was narrowed to support the development of a generalizable assessment
framework for software systems development.
BREADTH OF REVIEW
The literature search included appropriate scholarly journals in the fields
associated with the research purpose and primary research questions. A clear distinction
was made between published literature that was founded on empirical research and that
which was published with no empirical basis, with the latter excluded from the review.
As stated, the sources included in the schema were from a wide variety of disciplines and
include the scholarly journals listed in Table 1.
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Figure 3: Schema for Literature Review

The scholarly journals selected for the literature review were included to describe
the theoretical perspectives and previous research findings related to the research
purpose. Table 1 includes the primary scholarly journals in management, software,
information systems, and systems. Journal articles related to the research purpose were
classified within four areas: (1) systems principles, (2) systemic improvement
frameworks for software development, (3) application o f systems principles to software
development, and (4) software development project performance. A scholarly review
and a concise report of the findings and themes present in the literature was conducted.
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The synthesis o f the literature in each of the four primary threads o f the research purpose
is presented in the following sections.
Discipline
Dissertations
Management
Management
Management
Management
Management
Management

Management
Management
Management
Management
Software
Software
Software
Software
Software
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Systems
Systems
Systems
Systems
Systems
Systems

Journal Title
Doctoral Dissertations
International Journal o f Project
Management
Journal o f Operations
Management
Engineering Management Journal
Project Management Journal
European Journal o f Operational
Research
European Management Journal
International Journal o f
Operations & Production
Management
Journal o f General Management
Harvard Business Review
Management Science
Communications o f the ACM
Journal o f the ACM
IEEE Computer
IEEE Transactions on Software
Engineering
IEEE Software

ISSN
N/A

Article Retrieval Source
Digital Dissertations

0263-7863

Science Direct

0272-6963

Science Direct

1042-9247
8756-9728

ABI/INFORM Global (Proquest)
ABI/INFORM Global (Proquest)

0377-2217

Science Direct

0263-2373

Science Direct

0144-3577

ABI/INFORM Global (Proquest)

0306-3070
0017-8012
0025-1909
0001-0782
0004-5411
0018-9162

Business Source Premier (EBSCO)
Business Source Premier (EBSCO)
Business Source Premier (EBSCO)
ACM Digital Library
ACM Digital Library
IEEE Digital Library

0098-5589

IEEE Digital Library

0740-7459

IEEE Digital Library

Decision Sciences

0011-7315

ABI/INFORM Global (Proquest)

Decision Support Systems

0167-9236

Science Direct

MIS Quarterly

0276-7783

Business Source Premier (EBSCO)

Information and Management

0378-7206

Science Direct

Journal o f Management
Information Systems

0742-1222

Business Source Premier (EBSCO)

Information Systems Research

1047-7047

Business Source Premier (EBSCO)

European Journal o f Information
Systems (old Journal o f Applied
0960-085X ABI/INFORM Global (Proquest)
Systems Analysis 1969-1991)
Journal o f the Operational
0160-5682 JSTOR
Research Society
Journal o f Systems and Software
0164-1212
Science Direct
Kybemetes: The International
0368-492X Emerald Fulltext
Journal o f Systems & Cybernetics
Systems Research and Behavioral
1092-7026 ABI/INFORM Global (Proquest)
Science
Systemic Practice and Action
1094-429X ABI/INFORM Global (Proquest)
Research
Crosstalk
0000-0000 www. stsc.af. mil/crosstalk
Table 1: Scholarly Journals in Literature Review
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SYNTHESIS OF THE LITERATURE ON SYSTEMS PRINCIPLES
Systems principles was the first thread in the literature review. Figure 4 is
provided to orient the reader during the extensive literature review.

P urpose

Systems
Principles

SW D evelopm em i
P roject
/
P erform ance /

A pplication o f System s
Principles to SW
D evelopm ent
System ic 'im provem ent
F ram ew orks for
i SW D evelopm ent

Literature Review
L Breadth
2. Synthesis
3. Critique

Figure 4: Systems Principles

The history surrounding the development of systems science was addressed by
Beishon (1976), Flood and Carson (1993), and Flammond (2002, 2003). Flood and
Carson used a schematic to show how the many facets of systems science were developed
in a figure that they modified from original work done by Bieshon (1993). An
abbreviated version o f this work is depicted in Figure 5 and shows how systems
approaches have evolved into distinct areas and acts as an essential first step when
attempting to understand and use systems-based principles.
Figure 5 shows that one of the two major influences related to systems approaches
is general systems theory. Bertalanffy (1968) identifies the idea behind general systems
theory as
The structural similarity o f [such] models and their isomorphism in
differentfields became apparent; and ju st those problems o f order,
organization, wholeness, teleology, etc., appeared central which were
programmatically excluded in mechanistic science. This, then, was the
idea o f ‘g eneral system theory’, (p. 13)
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Figure 5: Systems Approaches

Modified from Flood, R. & Carson, E. (1993). Dealing with Complexity: An Introduction to
the Theory and Application o f Systems Science (2nd ed.). New York: Plenum Press, p. 7.

Bertalanffy, a biologist along with Anatol Rapoport, a bio-mathematician; Ralph Gerard,
a physiologist; and Kenneth Boulding, an economist formed the Society for General
Systems Research in 1954 to

.. further the development of theoretical systems which

are applicable to more than one o f the traditional departments of knowledge.”
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(Bertalanffy, 1968, p. 15) Bertalanffy’s unchanging vision was that

.. there would

arise as a result of work in different fields a high-level meta-theory of systems,
mathematically expressed.” (Checkland, 1993, p. 93) However, this has not been the
case. Because general systems theory is, by design, very general, it has suffered from a
lack of content and not achieved the status predicted by its major proponent, Bertalanffy.
Progress in the systems movement has come from those who have used systems ideas to
solve problems; this is applied systems science.
Six of the systems approaches in Figure 5 contain methods and techniques that
have been applied to software development on real-world projects. The approaches
include the branches on: (1) Applied Systems Studies, (2) Operations Research and
Management Science, (3) Systems Analysis, (4) Systems Engineering, (5) System
Dynamics, and (6) Organizational Cybernetics.
Applied Systems Studies
One o f the major figures in applied systems science is Peter Checkland.
Checkland (1993) states that when we think about systems we must “. . . make conscious
use of the particular concept of wholeness captured in the word system as a means to
order our thoughts.” (p. 4) This type o f thinking, focused on the world outside of the self
by means of the concept o f a system, is where the journey toward what Checkland calls
systems thinking begins.
Systems Thinking:
Understanding the concept of wholeness captured so elegantly in the word system
is the first and most essential step in applying systems principles. The words holism and
systemic, so frequently used by systems practitioners, are founded on this basic
understanding. In order to apply the full range of systems principles a holistic language,
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a language o f systems, interaction, and design exists to help understand and frame the
wide variety o f problems that surround systems as a matter of course. Gharajedaghi
(1999) elegantly states:
The systems language, by necessity, will have two dimensions. The first
will be a framework fo r understanding the beast, the behavioral
characteristics o f multi-minded systems. The second will be an
operational systems methodology, which goes beyond simply declaring the
desirability o f the systems approach and provides a practical way to
define problems and design solutions, (p. 26).
Systems Thinking is promoted by Systems Theory which is founded on Systems
Principles. The characteristics of multi-minded systems are explained in systems
principles, which are a scientific hierarchy of laws, principles, theorems, hypotheses and
axioms associated with systems. A large number of the systems principles reported by
Skyttner (2001) and Clemson (1991) could be applied to this research. However, only a
few have direct applicability to the research question regarding the application of systems
theory to software development project performance. The rationale for the inclusion of
individual systems principles has been addressed during the synthesis discussion of the
branch o f systems approaches (i.e. Applied Systems Science, Operations Research and
Management Science, Systems Analysis, Organizational Cybernetics) in which each
principle is most widely applied.
There is one paper in the literature review that addressed the application of
systems science in software development. West (2004) proposed the use o f systems
thinking when addressing software development process improvement. He stated that
people (social systems), tools and technology (environmental systems), and policies and
processes (process systems) on a software development project are an integrated system
of systems and must be treated using a systemic approach.
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Principle o f Holism:
The modem protagonist for system holism was Jan Christian Smuts [1870-1950].
Smuts (1926) made the following basic observation about holism:
Both matter and life consist o f unit structures whose ordered grouping
produces natural wholes which we call bodies or organisms. This
character o f wholeness meets us everywhere and points to something
fundamental in the universe. Holism (from oXoq = whole) is the term here
coined fo r this fundamental factor operative towards the creation o f
wholes in the universe. Its character is both general and specific or
concrete, and it satisfies our double requirements fo r a natural
evolutionary starting-point, (p. 86)
Smuts believed that wholes and wholeness should not be confined to the
biological domain but are extendable to both inorganic substances and the highest
manifestations of the human spirit. His treatise was concerned with the relationship
between holism and evolution but there are other valuable concepts proposed in his work.
Perhaps his most clearly stated concept applicable to systems is as follows (Smuts, 1926):
It is very important to recognize that the whole is not something additional
to the parts: it is the parts in a definite structural arrangement with
mutual activities that constitute the whole. The structure and the activities
differ in character according to the stage o f development o f the whole; but
the whole is ju st this specific structure ofparts with their appropriate
activities and functions, (p. 104)
For applied systems studies a complete and thorough understanding of this
statement is an entering argument to practice. The import placed upon the concept of
holism cannot be overemphasized, particularly for Cartesian reductionist thinkers whose
history of practice has been limited to sub-system elements. Faced with modem complex
systems holism is the starting point when addressing the wider concerns of the larger
system.
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Principle o f Complementarity:
Niels Bohr [1885-1962], the 1922 Nobel Laureate in Physics, felt that the
classical and quantum mechanical models were two complementary ways of dealing with
physics, both of which were necessary (1928). He expressed this in what he called his
Principle of Complementarity (Bohr, 1937):
The apparently incompatible sorts o f information about the behavior o f the
object under examination which we get by different experimental
arrangements can clearly not be brought into connection with each other in
the usual way, but may, as equally essentialfo r an exhaustive account o f all
experience, be regarded as ‘complementary’ to each other, (p. 291)
Bohr was stating that certain physical concepts are complementary. If two concepts are
complementary, an experiment that clearly illustrates one concept will obscure the other
complementary one. For example, an experiment that illustrates the particle properties of
light will not show any of the wave properties of light. This principle also implies that
only certain kinds o f information can be gained in a particular experiment. Some other
information that is equally important cannot be measured simultaneously and is lost.
Complementarity is a very valuable systems principle. Knowledge that there is
no single correct or incorrect perspective of a software development system and that all
perspectives reveal some truth about the system provides knowledge that permits the
researcher to apply systems theory and systems principles to the first research question:
How does systems theory apply to the analysis o f software development project
performance? Invoking the principle of complementarity allows the researcher to include
the full spectrum of possible system solutions from Systems Practice as alternatives
during the inductive framework development. Clemson (1991) notes that “. . . it is a
mistake to inquire as to which perspective is right. The proper question is given our
current practical purpose, which perspective is most usefulT’ (p. 206)
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Principle o f Satisficing:
Herbert A. Simon [1916-2001], the 1978 Nobel Laureate in Economics,
conducted an investigation where he casts serious doubt on the usefulness o f economic
and statistical theories o f rational behavior as bases for the characteristics of human and
other organismic rationality. Simon (1956) proposes the following:
Both from these scanty data and from an examination o f the postulates o f
the economic models it appears probable that, however adaptive the
behavior o f organisms in learning and choice situations, this adaptiveness
falls fa r short o f the ideal o f ‘maximizing’postulated in economic theory.
Evidently, organisms adapt well enough to “satisfice, ” they do not, in
general, ‘optimize’, (p. 129)
Simon believes that a great deal can be learned about rational decision making by
observing, at the outset, two key points: (1) the limitations upon the capacities and
complexity of the human decision-maker; and (2) taking into account the fact that the
environments to which human decision-makers adapt possess properties that permit
further simplification o f the choice mechanisms. He points out some suggestions as to
the kinds of approximate rationality that might be employed by decision-maker
possessing limited information and computational facilities (1955).
Much of Simon’s treatise on rational decision making is based on his desire to
construct a simple mechanism of choice that would suffice for the behavior of a decision
maker confronted with multiple goals. He goes on to state (1956):
Since the organism, like those o f the real world, has neither the senses nor
the wits to discover an ‘optimal’path - even assuming the concept o f
optimal to be clearly defined —we are concerned only with finding a
choice mechanism that will lead it to pursue a ‘satisficing’path, a path
that will permit satisfaction at some specified level o f all its needs, (p.
136)
Simon’s Principle of Satisficing has many direct applications in the world of applied
systems science. Ackoff (1974) provides a real-world example:
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In many cases models are constructed fo r which algorithms cannot be
found; that is no systematic way o f extracting optimal solutions from them
is available. Such models, however, can be put to effective use. They can
be used to ‘compare' alternative solutions that are proposed by the
decision maker. Thus a manager and a model can engage in a dialogue
through which the decision maker can systematically improve a proposed
solution to a problem even i f he can’t fin d the best one possible. The
decision maker can try and err or experiment with the model rather than
the real world, thereby accelerating and reducing the cost o f the learning
process, (p. 10)
Satisficing is an emancipating systems principle. Knowledge that there is no
single absolute optimized solution for the complex software development system allowed
the researcher to abandon the quest and find a solution that permitted overall system
satisfaction. Invoking the Principle of Satisficing provided the researcher with the
rationale to search for and invoke a systems framework where good enough was not only
conceivable, but acceptable. At this point it is important to note that Simon’s work on
rational choice (1955,1956,1979) serves as the foundation for the work in human
decision making done by 2002 Nobel Laureate (Economics) Daniel Kahneman (2003a,
2003b) and his partner Amos Tversky [1937-1996]. Their work will be addressed in
more detail in the section on systems analysis.
In summary, systems thinking, and the systems principles that address holism,
complementarity and satisficing provided insight about how to view software project
performance. The consideration o f these systems principles, and the structured systemic
method o f systems thinking, are considered as part of the systemic framework.
Operations Research and Management Science
The field o f Operations Research and Management Science has, as one o f its
principal figures, Russell L. Ackoff. Ackoff is responsible for making many
contributions to management science, one of which has a direct bearing on the research.
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Principle o f Systems Context:
Russell Ackoff (1974) uses the terms machine-age and systems-age to refer to
eras that were concerned with two different types of systems. The machine-age was
concerned with simple systems, and the systems-age is concerned with complex systems.
Table 2 contrasts the most basic characteristics of the machine and systems ages.

Characteristic
Boundary
Elements
Observable
Method o f understanding

Machine Age

Systems Age

Simple System
Closed
Passive parts
Fully
Scientific method of
reductionism

Complex System
Open
Purposeful parts
Partially
Cannot use reductionism

Table 2: AckofPs Machine-Age and Systems-Age Characteristics

Ackoff (1979a) recognized that the traditional reductionist engineering methods would be
incapable of coping with what he termed the messy situations present in human
organizational endeavors. Ackoff coined the concept of a mess and messes in 1979 when
he used the idea in two papers where he was arguing that operational research was passe
and that a more holistic treatment of problems was required and that a wide variety of
disciplines would be necessary (1979a, 1979b). A ckoff s (1979a) definition o f a mess
and messes is worthy o f review:
Because messes are systems ofproblems, the sum o f the optimal solutions
to each component problem taken separately is not an optimal solution to
the mess. The behavior o f the mess depends more on how the solutions to
its parts interact than on how they interact independently o f each other.
But the unit in OR is a problem, not a mess. Managers do not solve
problems, they manage messes, (p. 100)
Ackoff uses the systems principles of Hierarchy and Emergence to describe the
types of problems facing problem solvers in the real world. The bottom line is that real
world complex systems problems must include a definition o f human activity in the
development of the contextual framework for the problem. For Ackoff (1979a), context
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was the essential element that modem systems problem solvers would need to include in
each problem definition if complex systems were to be understood. He argued that the
utility o f operations research had been diminished because most of the established
techniques were unable to account for the real-world complexity present in systems-age
problems. Burrell & Morgan (1979) support Ackoff s contention, stating:
Mechanical models o f social systems, therefore, tend to be characterized
by a number o f theoretical considerations and are thus o f very limited
value as methods o f analysis in situations where the environment o f the
subject is o f any real significance, (p. 61)
In short, the methods and techniques of traditional operations research are “. . .
mathematically sophisticated but contextually naive and value free.” (Hughes & Hughes,
2000, p. 10) Ackoff s work established the need for a clear understanding of specific
system context as fundamental to understanding and analyzing complex systems and
complex system problems across all of the different systems-based disciplines.
Many o f the most significant problems facing the software engineering
community are a product o f the complexity associated with developing software systems.
Most of the problems can only be resolved or addressed by understanding the complex
socio-technical elements of the development environment within which the software
systems are developed. According to Quade and Miser (1985)
Many o f society’s problems emerge from processes associated with
structures that combine people and the natural environment with various
artifacts o f man and his technology; these structures can be thought o f as
systems. Such problems, and the systems o f which they are aspects,
abound in modem society, (p. 1)
The problem system includes “. . . the social and technical elements, their formal and
informal relationships, emergent patterns, and the unique context o f the problem.”
(Keating, Kauffrnann & Dryer, 2001, p. 773) Modem complex systems require a
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systemic approach, one that includes two central ideas (Keating, Kauffmann & Dryer,
2001, p.773):
1. Problems cannot be isolated from the system that is producing the problematic
behavior; and
2. The problem system cannot be understood independently from the context
within which it is embedded
“The use o f systems principles requires a holistic perspective o f the system under
investigation as part of all systems-based problem solving methods and requires the
systems analyst to use a systems view to understand problem systems in context. ”
(Keating, Kauffmann & Dryer, 2001, p. 773)
In summary, systems context is another systems principle applicable to software
development project management. Knowledge that the problems associated with
software development project performance can not be addressed apart from the
surrounding context required the researcher to consider software development projects as
complex social and technical system operating in real-world environments. Invoking the
principle of systems context challenged the researcher to include the full contextual
environment that surrounds real-world software development projects.
Systems Analysis
During the Second World War the American military used large numbers of
scientists and engineers to help solve complex logistical and strategic bombing problems
related to the war effort. This field was termed systems analysis and was principally
concerned with the analysis of small-scale systems and the interactions of components
within those systems. The distinguishing characteristic that applied to systems analyses
of that period was that the systems inquiry was undertaken to help decision makers
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identify a course of action and make economic decisions. Checkland (1978) defines
systems analysis as:
The systematic appraisal o f the costs and other implications o f meeting a
defined requirement in various ways. (p. 107)
Systems analysis was closely related to operations research because it used many of the
techniques, mathematical models, and practitioners from the field of operations research
to complete the systems analysis. Many of these efforts made significant contributions to
the philosophy and techniques of what was then called Operations Research.
One systems analysis project was the source of a systems principle that has a
direct bearing on the research and that is the Principle o f Suboptimization.
Principle o f Suboptimization:
The word sub-optimize was coined by Charles. J. Hitch [1910-1995] while
working at the RAND Corporation (RAND, 1952). Hitch’s study, one of the classics of
operations research, was performed during World War II on the optimum size o f a
merchant-ship convoy. The problem was the sinking of Allied merchant ships by groups
of German submarines known as wolfpacks. Hitch found that the ratio of submarines
sunk to merchant ships sunk, varied as the square of the size of the convoy. The
recommendations of this study were put into effect and the number of merchant-ship
sinkings decreased dramatically, contributing importantly to the winning of the Battle of
the Atlantic, and consequently to the winning of the war (Machol, 1965). Hitch stated
that although his analysis of the wartime problem (where he showed that convoys should
be made as large as possible) produced a final answer that was approximately correct, it
was arrived at for the wrong reasons. He argued that the reasons were wrong because too
much emphasis was placed on the sub-system, namely the battles between an individual
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convoy and a submarine wolfpack, rather than on the wider system, that of winning the
Battle o f the Atlantic or more importantly still, optimizing an even wider system, namely
winning the war (Hitch, 1953).
Hitch reported that his own study was guilty of suboptimization, not because the
study was faulty, but because the study was unable to encompass the larger worldview of
the problem. The relative point of view, within the hierarchy of systems, forms the
framework for suboptimization. Hitch suggested “. . . that approach involves the analysis
of relations between sub-optimizations at lower and higher levels. Operations researchers
must understand the general characteristics of the higher level optimization if they are to
exercise good judgment in the selection of criteria at the lower levels - that is, if the suboptimizations are to contribute even indirectly to the high level objectives.” (Hitch, 1953,
p. 98)
The principle of suboptimization was the most important systems principle
associated with this research. The principle o f sub-optimization permitted the researcher
to state that optimizing each software development subsystem or process independently
would not in general lead to a system optimum, or more strongly, improvement of a
particular software development subsystem or process may actually worsen the overall
development system. The work by Hitch (1953; RAND, 1952) touches on two additional
elements from the field o f operations research and systems analysis; decision makers
within problem contexts and human cognitive bias in decision making.
In the first area, Jackson and Keys (1984) address the importance of decision
makers within problem contexts and how decision makers greatly influence the type of
solution needed and ultimately, the problem solving methodology required to reach an
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adequate solution. The criterion Jackson and Keys used to classify decision makers is
whether they are unitary, pluralistic, or coercive with respect to their objectives.
Decision makers are classified as unitary if they all agree on a common set of goals for
the system and make their decisions in accordance with these goals. A set of decision
makers is pluralistic if they cannot all agree on a common set o f goals and they make
decisions which support differing objectives, but an accommodation or compromise can
be reached upon which all agree. Decision makers are classified as coercive if decisions
are achieved by the exercise of power and domination of one or more groups over others.
“In the case where coercive behavior is demonstrated it is impossible for any compromise
solution to bring about a genuine accommodation among the parties.” (Jackson, 1990, p.
658) In a later work, Jackson (1991) has changed the classification heading from
decision makers to participants and, he notes that the terms unitary, pluralistic, and
coercive (or radical) are common in the industrial-relations literature for describing the
relationship among the various stakeholders with an interest in organizations.
In the second area, human cognitive bias in decision making, Tversky &
Kahneman (1974) have shown that people making judgments under uncertainty “. . . rely
on a limited number of heuristic principles which reduce the complex tasks of assessing
probabilities and predicting values to simpler judgmental operations. In general, these
heuristics are quite useful, but sometimes they lead to severe and systematic errors.”
(1974, p. 1124) Tversky & Kahneman (1971) also identified human limitations when
processing statistical information and dealing with small sample sizes. Kahneman,
Slovic & Tversky (1982) have assembled the seminal papers on judgment under
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uncertainty, in a volume o f the same name that provides extensive coverage o f heuristics
and bias.
The value o f this work is the recognition that cognitive and perceptual bias exists,
regardless o f motivational factors, in all human decision making. Faced with this
condition, Kahneman and Tversky (1979) challenged the previously accepted notions of
decision making and the associated principal theory, utility theory. Their alternative
theory, called prospect theory, addressed a number of violations of classical rationality
that they had uncovered in their earlier empirical studies. They cite two major
inconsistencies in utility theory that prospect theory is designed to address (1979, p. 263):
1. People underweight outcomes that are merely probable in comparison with
outcomes that are obtained with certainty. They found that this irrational human
behavior, which they call the ‘certainty effect ’, contributes to risk aversion in
choices involving sure gains and to risk seeking in choices that are sure losses.
2. People generally discard components that are shared by all prospects under
consideration. This tendency, called the ‘isolation effect’, leads to inconsistent
preferences when the same choice is presented in different forms.
In order to address these inconsistencies prospect theory views decision making under
risk as a choice between prospects or gambles. To overcome the cognitive limitations
Kahneman and Tversky (1979) assign values to intermediate gains and losses rather than
to final assets or losses and replace the probabilities with decision weights. Prospect
theory has provided a number of very tangible benefits in econometrics and found wide
acceptance in the field of economics.
It is easy to imagine how the application o f prospect theory and the knowledge
associated with human cognitive bias can be applied to the engineering o f a large
software development projects and the supporting project management systems. As such,
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this body of work is noteworthy and was considered when reviewing systems analysis
methods.
At the same time that systems analysis problems were being solved, the need for
many novel types o f electronic gear for airborne use gave rise to a wide variety of
component devices, popularly known as black boxes. These were ingenious devices, but
their application in terms o f the entire system of which they were merely parts was a
matter of improvisation (Engstrom, 1957). Inevitably, many of the engineers and
scientists working on these black boxes were required, by necessity, to look ahead to the
ultimate goal - the system. The need to address a complete system, and the increasing
complexity of systems gave rise to a new discipline; systems engineering (Roy, 1960).
Systems Engineering
The definition of Systems Engineering has evolved since its first formal definition
in the 1960s. Table 3 shows the evolution of the definitions to include the words complex
and customers in the formal definition. These words have been included because systems
engineers must include customers and the messy contextual situations that real-world
systems engineering problems present when they define problems for solution. Complex
man-made systems require a holistic, systemic understanding of both the technical
problem and the contextual framework present in order to arrive at satisfactory solutions.
The evolution of systems engineering and its establishment as a separate discipline is
recounted by the following observation (Hughes & Hughes, 2000):
After World War II, a systems approach to solving complex problems and
managing complex systems came into vogue among engineers, scientists,
and managers. In 1964, the ‘Engineering Index ’ had no entry fo r ‘systems
engineering’ and only two pages fo r ‘operations research, ’ both
variations upon a systems approach. By 1969 the number had jumped to
eight pages o f citations fo r ‘systems engineering ’ and to ten fo r
‘operations research’, (p. 1)
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Definition
Source
.. .engage in the analysis of complex man and machine systems
Flagle, Huggins & Roy
or one may also say man and machine operations, utilize multi
(1960, p. 23)
discipline teams, employ the scientific method, emphasize the
“whole system” rather than the component approach. . .
Machol (1965, p. 1-4)
The design of systems in which the output is a set of
specifications suitable for constructing a real system out of
hardware.
Chestnut (1967, p. 12)
. . . the overall problem of systems engineering is composed of
two parts, one being the systems engineering associated with the
way that the operating system itself works and the other with the
systematic process of performing the engineering and associated
work in producing the operating system.
The set of activities that together lead to the creation of a
Checkland (1993, p. 138)
complex man-made entity and/or the procedures and
information flows associated with its operation.
An interdisciplinary collaborative approach to derive, evolve,
IEEE 1220 (1998, p. 11)
and verify a life-cycle balanced system solution which satisfies
customer expectations and meets public acceptability.
The function of systems engineering is to guide the engineering
Kossiakoff and Sweet
of complex systems.
(2003, p. 3)
An interdisciplinary approach and means to enable the
INCOSE (2004, p. 12)
realization of successful systems.
Table 3: Evolution of the Systems Engineering Definition

Systems engineering and its association with software have followed a curious path.
Systems engineering concepts and principles were routinely applied to the development
o f complex software systems throughout the late 1960s and early 1970s. However, not
long after the software community coined the term software engineering (Naur &
Randell, 1969) a new independent field called software engineering was created.
Software Risk Management author Dr. Robert Charette (1989,1991) points out that the
application of systems engineering concepts and principles were abandoned by the
software community because of the perception [although incorrect] that systems
engineering was focused only on hardware (personal communication, May 16, 2006).
Numerous systems and software experts feel that the abandonment of the systems
approach and the corresponding failure to address software from a holistic, systemic
perspective has contributed to the numerous problems associated with the development
and operation of software systems (R.N. Charette, personal communication, May 16,
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2006). However, systems engineering is beginning to make a comeback in the software
engineering community. The following recent events lend credence to this statement
(Schaaf, 2005):
The Software Productivity Consortium changed its name to Systems and
Software Consortium. Likewise, the IEEE’s Software Engineering
Standards Committee added the word systems to its name to become the
Software and Systems Engineering Standards Committee. The US
Department o f Defense’s Software Technology Conference morphed into
the Systems and Software Technology Conference, (p. 104)
In addition, the IEEE and the ISO/IEC are actively engaged in an effort to integrate their
software and systems engineering standards (Moore, 2006). One of software
engineering’s most prolific and respected researchers has called for the unification of
software and systems engineering (Boehm, 2000, 2006). Thayer (2002) states:
The application o f systems engineering principles to the development o f a
computer software system produces activities, tasks, and procedures
called software systems engineering, or SwSE. (p. 68)
Coallier (2003) describes the activities associated with the international standardization in
software and systems engineering. Mathieu (2002), in his article on the Top-Down
Approach to Computing opines that
The systems engineering approach is integral to large-scale information
technology projects common in modern business organizations, (p. 139)
Rozenblit and Kumar (1997) describe how computer systems should be synergistically
developed using innovative solutions and engineering methodologies that address:
C Complexity,
C Model-based engineering, and
■S Process management
All three of these elements are central concepts in systems engineering.
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Sage has made significant contributions in the application of systems engineering
to software (Sage & Palmer, 1990 and Sage, 1995). His contribution has been to address
the engineering of software and information technology through the use o f established
lifecycle management techniques from systems engineering. He states that (Sage &
Palmer, 1990)
. . . the major problems associated with the production o f trustworthy
software are more concerned with the ‘organization and management o f
complexity ’ than with direct technological concerns that affect individual
programmer productivity, (p. 8)
His view o f software engineering in the large, or software systems engineering, is
concerned with the processes that invoke systems management for software development
projects. These include the process of software design, production and maintenance
required to “. . . ensure client needs are satisfied in an efficient, effective, and otherwise
productive manner.” (Sage & Palmer, 1990, p. 9)
Table 3 shows how systems engineering has evolved to include complex systems
and customers in the formal definition of its domain. However, during this evolution the
two principal educational texts (Blanchard & Fabrycky, 1998; Kossiakoff & Sweet,
2003) on systems engineering have eliminated topics on the fundamental concepts and
properties associated with systems that were included in the foundation texts (Goode &
Machol, 1957; Hall, 1962). The modem texts include few soft topics to encompass
customers and A ckoff s messy situations that real-world systems engineering problems
present. The techniques addressed in the two texts are prescriptive in nature and focus
principally on the management o f the systems life cycle. Systems engineers require
access to solutions based upon formal principles, methodologies, and supporting
techniques or methods. Complex man-made systems require a holistic, systemic
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understanding of both the technical problem and the contextual framework present in
order to arrive at satisfactory solutions.
Complexity:
Complexity is present, to some extent, in every system. The ability to observe,
understand, and apply complexity has been addressed by Warren Weaver [1894-1978]
(1948) and Simon (1962). In an interesting epistemological argument entitled Liberating
Systems Theory, Robert Flood (1990) provides a section that includes paradigmatic
interpretations that relate systems and complexity. These are at least three ways to relate
system and complexity (Flood & Carson, 1993, p. 34):
1. Systems are real and tangible things. They are groups o f elements related to
the whole. Boundaries are easy to identify. Complexity is measured in terms o f
the number o f elements, number o f relationships and attributes o f these such
as linearity, symmetry, and nonholonomic constraints. Complexity and system
are therefore synonymous in a real sense. System is prime.
2. Systems are real but are difficult to access and know. Their reality is known
through interpretations. Complexity and systems are not synonymous because
people factors such as interpretation muddle system identification. Neither
system nor people is prime.
3. The realness and existence o f systems is questioned. ‘Systems ’ are people’s
actions and the social rules and practices that define those actions. Systems
therefore are contingent on there being people. Take away the people and
systems do not exist. Complexity and system have no clear relationship other
than system being a structure through which we organize our thoughts about
the world. People are prime.
The software engineering community can benefit from the application of complexity
theory in order to gain insight and understanding of the complexity present in their
software systems and the management of projects that deliver these systems. “Current
mainstream computer and (often) communications structures contain significant
unnecessary complexity. This complexity stems from two main factors: (1) The
provision of too many software functions and (2) the mapping o f application functions
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onto poor or inappropriate application platforms.” (Lawson, 1990, p. 120) While Lawson
is speaking o f the causes o f some very specific technical complexities associated with the
application software, there are additional complexities present in the system itself. Simon
(1962) provides a simple definition of complexity that is focused on the system:
Roughly, by a complex system I mean one made up o f a large number o f
parts that interact in a nonsimple way. In such systems, the whole is more
than the sum o f the parts, not in an ultimate, metaphysical sense, but in the
important pragmatic sense that, given the properties o f the parts and the
laws o f their interactions, it is not a trivial manner to infer the properties
o f the whole, (p. 468)
Sommer and Loch (2004) follow Simon’s definition and explicitly state that complexity
has two separate dimensions: system size (number of variables) and interactions
(correlation of neighboring points). While it is a relatively straight forward exercise to
imagine the complexity o f a physical system of N parts and K interactions a less obvious
complexity is present. This is the complexity present in the contextual domain associated
with the development of the software. This domain includes the problem solving process
that is an essential part of overall systems engineering process. Mihm, Loch and
Huchzermeier propose a mathematical model for use in complex projects (2003).
In summary, complexity is present in every systems engineering endeavor. The
ability to observe and understand complexity is purposefully built into every systems
engineering solution methodology as the precursor to attenuation. The software
engineering community can benefit from the application of systems engineering methods
in order to gain insight and understanding of the complexity present in their software
systems and the management of projects that deliver these systems.
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Entropy:
The entropy parameter, so common in most o f the sciences and engineering, has
utility in software engineering development projects as well (Campbell, 1982). When the
software development cycle is modeled as a process with inputs and outputs it is easy to
show how entropy comes into play. Figure 6 shows how the outputs of the process are
less than the inputs and that the difference is entropy.
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Figure 6: Simplified View of Entropy

This complies with the 2nd Law o f Thermodynamics which states, in effect, that useful
work out is always less than energy in. In nature entropy is related to things such as
friction and resistance, heat loss, turbulence, and random motion and disorder. Jensen &
Tonies (1979) label the “. . . corresponding effects in the human realm as Type 2 entropy,
which is induced by causes that need not be accepted and include uncooperativeness,
incoherence, confusion, and undirected or misdirected action.” (1979, p. 50) They go on
to state that (1979):
The primary objectives o f software management are to identify the causes
o f entropy in the system and to control them effectively, (p. 55)
The removal o f Type 2 entropy throughout the system is “. . . analogous to solving a
system of simultaneous differential equations; the answer is found by addressing the total
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intradependent system, not the individual parts. Local optimization of a software
development sub-process may not (in fact, usually does not) contribute to a reduction of
the total entropy integral.” (Jensen & Tonies, 1979, p. 53)
Model-Based Engineering and Process Management:
Modeling of real-world systems is an essential tool in systems engineering. The
systems engineer uses models to represent actual real world systems that are a reflection
of knowledge about the system. “Systems engineering has always had an
interdisciplinary flavor and has been associated with modeling.” (Schaaf, 2005, p. 102)
Models are used in order to both understand the system and communicate the system to
others. Models can take many forms and can be iconic, symbolic, or analogous. (Flood
and Carson, 1993) In all cases models are not systems, but representations of the systems
they represent, which are real.
Wallace, Stockenburg & Charette (1987) provide a formal method for modeling
in their Systems Engineering Methodology. This model is unique because it provides for
formal communication as an integral part of the model. They stress that (1987):
The communication orientation can not be over emphasized, since one o f
the major reasons fo r system failures today is the lack o f understanding o f
the system on the part o f the individuals involved in its development, (p.
23)
The communications-oriented characteristics of this modeling technique strongly
influence the behavior and utility of the unified methodology for developing
systems.
Information modeling plays a central role during information systems
development (Mylopoulos, 1998). Four worlds need to be understood and modeled
during the development process (Jarke, Mylopoulos, Schmidt & Vassiliou, 1992):
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1. Subject world. The system’s application domain which consists of the
subject matter for the information system (i.e. the world about which
information is maintained by the system).
2. System world. The information system itself.
3. Usage world. The organizational environment within which the system is
intended to function (i.e. the context).
4. Development world. The process that created the information system.
All of the information in the worlds needs to be represented in an effort to offer a
comprehensive framework for information systems development. In order to accurately
represent all of these worlds in a single model, the investigator must integrate a great deal
of information and complexity, a task that may actually limit complete understanding.
Because software/information systems development is a human activity it can be
modeled as a social or organizational system. The work of Dr. Bela Banathy (1996), a
systems practitioner who focused on problems in social systems, offers additional insight.
Banathy recommended a three-lens approach for two general types of models (1996).
In systems and design inquiry we work with both product and process
models. Product models describe the outcome o f an inquiry. Process
models set forth the processes, the activities, by which to conduct the
inquiry, (p. 51)
The three lenses can be considered to be types of views, each with a specific focus. The
name of the lens and associated focus are as follows (Walton, 2004).
1. Systems-Environment Lens. What is the system o f interest?
2. Function/Structure Lens. What is the system about?
3. Process Lens. How does the system transform inputs to outputs?
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The Shinayakana Systems Approach (Nakamori & Sawaragi, 2000) is an
environmental modeling approach based on systems thinking in China and Japan.
“Shinayakana systems methodology stresses the adaptive learning and stimulation of
intuition and creativity o f people. One of the main tasks of systems analysts is to develop
decision or thinking support systems that provide system models and system methods
with which people can make decisions taking into account social aspects or human
relations.” (Nakamori & Sawaragi, 2000, p. 182) This methodology appears to include
both objective and subjective elements in the modeling methodology but is not detailed
enough to warrant evaluation.
Another modeling methodology emerged from the literature search; the
Boardman Soft Systems Methodology (BSSM). The BSSM was developed from
Checkland’s and Scholes’ (1999) work in soft systems thinking and has been combined
with action-learning principles. “The modeling theory includes systems concepts that
govern the application o f modeling techniques in order to make sense of the modeled
situation. The modeling range in sophistication from notation level, through template to
framework.'''’ (Ramsay, Boardman & Cole, 1996, p. 33). This methodology has been
used successfully to model a project management risk framework.
Finally, the Physical System Theory (PST) modeling methodology has been
eliminated from consideration based on the literature review. “PST is based on the hard
and analytic system philosophy. It follows the basic analysis-synthesis cycle of systems
approach, i.e. dividing whole into parts and resynthesizing back into the whole to infer
about the whole more rationally, systematically and objectively.” (Sushil, 2002, p. 502)
PST (Sushil, 2002), as represented in the literature, fails to make adequate provisions for
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inclusion of the rich contextual environment that surrounds a software development
project in its models and is eliminated from consideration for use in constructing the
framework.
In summary, systems engineering is the branch that addresses entire systems; with
an emphasis on life-cycle management, from concept to retirement. System engineering
includes methods and techniques that have evolved to address increasing system
complexity. The use of the entropy concept, model-based engineering, and process
management has introduced formal techniques that increase understanding and system
knowledge. The systems engineering topics on complexity, entropy, and model-based
engineering and process management were considered as part of the systemic framework.
System Dynamics
Computer pioneer Jay Forrester is the father of system dynamics. He developed
systems dynamics after joining MIT’s Sloan School of Management in the mid-1950s.
Systems dynamics derived its roots from the principles of systems thinking. It applies
systems thinking by holistically observing systems using comprehensive models o f all
facets of the system. Forrester was able to construct and automate these models as
detailed and interdisciplinary causal loop diagrams. Forrester used his early models to
simulate factory production systems using process flows and feedback loops that
included critical resources such as information, materials, manpower, capital equipment
and money. The success o f Forrester’s systems dynamics models was based upon three
features (Edwards, 2000):
1. Models should be comprehensive.
2. Sorting out the structure and dynamics of a system using a computer
model was the key to understanding.
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3. Growth is a developmental stage and continued exponential growth is
impossible.
Forrester’s models and books on Industrial Dynamics (1958,1961) and Urban Dynamics
(1969) went on to receive wide acclaim and served to institutionalize this branch of
systems science as contained in his influential book World Dynamics (1973).
A review of the literature shows that system dynamics has been used extensively
to model various aspects o f software development projects and include: software project
scheduling (Abdel-Hamid & Madnick, 1983), software project staffing (Abdel-Hamid,
1989a), staff turnover (Abdel-Hamid, 1989b), cost/schedule tradeoff (Abdel-Hamid,
1990), software project control (Abdel-Hamid, Sengupta & Ronan, 1999), managerial
turnover/succession on project performance (Abdel-Hamid, 1992), productivity
improvement (Abdel-Hamid, 1996), and project management (Rodrigues & Williams,
1997). Ruiz, Ramos & Toro (2001) provide a simplified systems dynamics model in
response to the text by Abdel-Hamid and Madnick (1991).
System dynamics “. . . assumes that the behavior of a system is principally
governed by its structure, and flow structure is the most effective way of viewing an
organization.” (Sushil, 2002, p. 518) Systems Dynamics (Abdel-Hamid, 1993 and
Abdel-Hamid & Madnick, 1989, 1991), as represented in the literature, fails to make
adequate provisions for inclusion of the rich contextual environment that surrounds a
software development project, and as such was eliminated from consideration in
construction of the framework for this research.
Organizational Cybernetics
W. Ross Ashby [1903-1972] has been described as the individual whose
contributions to systems research are so important that systems researchers have rated
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him as the single most influential person in the systems movement (Klir, 2001). Ashby
introduced the important concept of variety in his most popular book, An Introduction to
Cybernetics, in 1956. Ashby’s concept of variety addressed the possible number of states
that a system m aybe capable o f exhibiting. In his 1956 text Ashby also formulated the
Law o f Requisite Variety, which is “. . . regarded by some as being as important to
management as Newton’s or Einstein’s laws are to physics.” (Jackson, 1991, p. 93)
Law o f Requisite Variety:
Ashby’s important law states (1956, p. 207):
“Variety can destroy variety. ”
This may require some explanation.
Variety is a measure o f complexity that may be mathematically computed as the
number o f different possible system states that may exist. A trivial formula for Variety
(Flood & Carson, 1993, p. 26) is:

F = Z"
where V= Variety, n = number of system elements and Z = number of possible
states o f each element.
A simple example shows how variety may be used in systems development and
control. Suppose there is a man-machine interface that is made up of 6 operators working
on 6 different machines. This has 36 possible system elements. The machines can have
only two (2) states: operational or non-operational. The formula for Variety can be used
to calculate the system variety:
V =Z? = 236 = 68,719,476,736
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So, for 36 system elements, and two states, there are sixty eight billion, seven hundred
nineteen million, four hundred seventy six thousand, seven hundred and thirty six
possible system states.
In order to positively control a system the Law o f Requisite Variety (Ashby, 1956)
requires that:
The variety o f the controller must be at least as large as the variety o f the
system to be controlled, (p. 207)
This important law shows that the variety can quickly out-run the bounds of what is
controllable, for even mildly complex systems. The real lesson is that variety is a
function of the system inputs and outputs. For an unbounded system the variety is
infinite. In order to control the system variety the system inputs and outputs must be
controlled. Through the careful definition of the system boundary and the use o f a
regulator (input attenuators and/or amplifiers) systems designers may attempt to control
the systems’ variety. The Conant-Ashby Theorem states that (Conant & Ashby, 1970, p.
97):
Any regulator must model what it regulates.
For the systems engineer this means that a design must possess an amount of
variety that is at least equal to the variety of the problem being addressed; and if it is to
handle unexpected perturbations the design must have additional variety. This requires
individuals or groups engaged in designing solutions to messy, real-world, complex
systems problems to gain control over designs by making appropriate specifications in all
the dimensions o f the design, thus reducing the variety. The Law o f Requisite Variety
and the Conant-Ashby Theorem are important elements of the work in organizational
cybernetics. Organizational Cybernetic methodologies, such as Beer’s Viable Systems
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Model (1979,1981 & 1984) and the Organizations-as-Systems approaches (Chems,
1976, 1987) are the principal methodologies found in the literature.
The Viable Systems Model (VSM):
The Viable Systems Model (VSM) was developed by Stafford Beer [1926-2002].
The central theme for the VSM is the essential organization o f the system. The VSM is
concerned with the definition of the system and what enables it to maintain its identity
and to remain viable. It is a highly sophisticated organizational model based on
cybernetic principles that is superior to the more traditional human relations models.
Jackson states that the model’s strengths are (1991, p. 118-120):
1. The approach is highly generalizable focusing on the definition of the system
and the mechanisms that allow it to maintain itself in a viable state;
2. The approach is capable of dealing with organizations that have parts that are
both vertically and horizontally interdependent;
3. It requires the analyst to address command and control within the system;
4. It is highly suitable as a starting point for the design of information systems;
and
5. It is highly effective as a diagnostic tool to make recommendations for
improving the performance and efficiency of organizations.
“The principal shortcoming o f the VSM is that it underplays the purposeful roles of
individuals in organizations, which suggests an autocratic method, one that can be
subverted for authoritarian use.” (Jackson, 1991, p. 122) Espejo (2004) presents the
VSM as an effective problem solving methodology for use in complex social systems.
Yolles (2004) explores Beer’s VSM from a system/meta-system viewpoint. Because the
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VSM is a model, one that looks at enterprises using cybernetic principles in order to
understand their viability, it has been included for review during the inductive
development of the theoretical framework for software development.
Sociotechnical Systems (STS):
Sociotechnical systems theory sees organizations as pursuing tasks that
can best be realized i f their social, technological, and economic
dimensions are jointly optimized, and i f they are treated as open systems
and fitted into their environment. (Jackson, 1991, p. 60)
Sociotechnical systems (STS) have both a technical subsystem, made up of the facilities,
tools, equipment and knowledge necessary to execute processes in support of product
development, and a social subsystem, which is made up of the people working on the
processes. STS design is centered on the concept of positive integration between the
technical and social subsystems in support o f the larger production system. The literature
adds a third subsystem, the environmental subsystem, which accounts for the contextual
framework within which the design exists (Shani, Grant, Krishnan & Thompson, 1992).
The literature has examples o f where STS was used to implement an information system
in an organization (Adman & Warren, 2000), in a high-technology production system
(Jacobs, Keating & Fernandez, 2000) and in a software development firm (Shani & Sena,
1994).
Albert Chems (1976), the father o f modem Sociotechnical Design offered a
number o f basic principles he felt were essential in the design and/or redesign of
organizations. In the update to his initial paper Chems (1987) states that his goal has
been:
In targeting engineers as designers o f organizations, we sought to provide
them with a new perspective, better understanding, and some guidelines so
that they could better design organizations as social systems, (p. 154)
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Based on his goal Chems has authored an important systems principle.
Principle o f Minimum Critical Specification:
Chems’ 2nd principle strives to limit the design role and prevent the age old
problem of over design. It is entitled the Principle of Minimum Critical Specification
(1987):
This principle has two aspects, negative and positive. The negative simply
states that no more should be specified than is absolutely essential; the
positive requires that we identify what is essential, (p. 155)
This principle has wide utility in all of engineering where engineers are constantly faced
with decisions about what is good enough. Engineers tend to produce designs that
include significant over design in order to both reduce uncertainties and ensure success.
By applying the principle of the Minimum Critical Specification engineers are required to
design as little as possible and only specify what is essential.
There are several reasons for placing bounds on a design; because there is never
complete knowledge (principle o f system darkness) of a system or total control o f the
resources required to completely specify a design. Whatever benefits are purposefully
included in specifications become obsolete (often at a rapid pace) as the contextual
elements surrounding the design become better defined. In many cases, early over
specification may have a crippling effect on the ability of the design team to adapt to
evolving changes in context.
The principle of Minimum Critical Specification, while stringent, recognizes that
the essential must be specified. A system must be sufficiently well specified if it is
expected to be viable. A strategy that selects alternatives that keep the most adaptive
options open early in the design may prove to be more successful than one that chooses
alternatives that permit few options. Chems (1987) goes on to state:
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This premature closing o f options is a pervasive fault in design; it arises,
not only because o f the desire to reduce uncertainty, but also because it
helps the designer to get his own way. We measure our success and
effectiveness less by the quality o f the ultimate design than by the quantity
o f our ideas and preferences that have been incorporated into it. (p. 155)
In summary, Chems echoes Gibson’s call for the inclusion of alternatives in each
and every design (Gibson, 1991). The inclusion of alternatives requires analysis and
ranking o f each alternative, an exercise that often provides insight into solutions that
would never have been considered. Oftentimes, barriers to previously insurmountable
problems become feasible alternatives when viewed as part of the overall design.
In summary, organizational cybernetics provides very important elements for
understanding and controlling software development projects. The use of the Law of
Requisite Variety, the Viable Systems Model, and the concepts of socio-technical system
design are given important consideration as part of the systemic framework.
Summary of the Literature on Systems Principles
The literature search on systems principles provides a solid theoretical foundation
that may be applied when understanding software development project performance. The
richness of the language, methods, and techniques available to those who work with
complex systems, is directly applicable to large software engineering projects, which are
themselves, complex systems. The principles of holism, complementarity, satisficing,
context, suboptimization, and variety, and the formalism included in model based
methods and sociotechnical design are essential elements used in the inductive
development o f the theoretical framework for software development in the first element
of the research.
Table 4 summarizes journal articles from the systems principles thread of the
literature schema that have direct application to this research. Table 4 provides a
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preliminary view o f how each article will add to the theoretical and applied knowledge
required to inductively build the framework for software development.
Systems Principles
Holism
Complementarity
Satisficing
Context
Sub-optimization
Variety
Viability
Model-based Methods
Sociotechnical Design

Journal Article
West (2004)
Bohr (1928,1937)
Simon (1955, 1956)
Ackoff (1979a, 1979b); Keating, Kauffmann & Dryer (2001)
Hitch (1953)
Ashby (1956); Conant & Ashby (1970)
Beer (1984), Espejo (2004) and Yolles (2004)
Walton (2004); Ramsay, Boardman & Cole (1996)
Shani, Grant, Krishnan & Thompson (1992); Shani & Sena
(1994); Jacobs, Keating & Fernandez (2000)
Table 4: Summary of the Literature on Systems Principles

SYNTHESIS OF THE LITERATURE ON SYSTEMIC IMPROVEMENT
FRAMEWORKS FOR SOFTWARE DEVELOPMENT
Systemic improvement frameworks for software development is the second thread
in the literature review. As in the previous section, Figure 7 is provided to re-orient the
reader during the extensive literature review. There is a great deal o f information in the
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Figure 7: Systemic Improvement Frameworks for Software Development

literature about both software frameworks and software process improvements. In order
to better understand how the software engineering community approaches improvement
efforts, the literature in this area it has been split into four categories: (1) software
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development frameworks, (2) software development methodologies, (3) software process
improvement, and (4) software project management.
Software Development Frameworks
An excellent starting point in understanding the

.. dizzying array o f software

and process standards, recommended practices, guidelines, maturity models, and other
frameworks” is the article Evolution o f the Frameworks Quagmire by Sheard (2001).
Figure 8 shows the evolution of the major software and systems standards that
incorporate compatibility with one-another as an element of their design.
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Figure 8: Evolution of M ajor Software and Systems Standards
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In a follow-on article Sheard (2002) goes on to show that capability models and other
process standards such as ISO 90003 and EIA/IS 731 generally ask the organization to do
similar or identical things and that prior to adopting any new model an organization
should map their current processes to the new model as part of the transition process.
This approach is much easier than starting fresh, and when combined with an
organization’s existing process improvement methods and teams, can be an effective
method o f adoption. Clouse & Wells (2000) compare EIA/IS-731 and the CMMI® and
recommend a well-planned transition for organizations adopting the CMMI . The most
significant o f these models are:
1. Department of Defense/Software Engineering Institute Capability Maturity Model
(CMM®).
2. International Organization for Standardization and International Electro-technical
Commission joint standard ISO/IEC 12207, standard for Information Technology
Life-Cycle Processes.
3. International Organization for Standardization and International Electro-technical
Commission joint standard ISO/IEC 90003, quality in software-based products.
4. International Organization for Standardization and International Electro-technical
Commission joint standard ISO/IEC 15504, Software Process Assessment.
Minnich (2002) conducted a similar comparison of EIA/IS 731 and the CMMI
concluding that the CMMI contained more descriptive material.
DoD/SEI Capability Maturity Model:
Most o f the early work in software process improvements was started at the
Department o f Defense’s Federally Funded Research and Development Center, the
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Software Engineering Institute (SEI), at Carnegie Mellon University (Lieblein, 1986).
The early works of Watts Humphrey, who founded the Software Process Program at the
SEI, were directed at improving software development by treating the entire development
®

task as a process (1988, 1989). The early work on the CMM was based upon the five
stages o f quality maturity espoused by Crosby (1979). Version 1.1 of the CMM® (Paulk,
Curtis, Chrissis, & Weber, 1993) presented a set of recommended practices in a number
of key process areas that proposed to enhance software-development. “The CMM

®

framework was a path of improvements to increased software process capability.” (Paulk
®

et al, 1993, p. 24) The five levels in the CMM each addressed different key process
areas but failed to address the entire software process at any one level. Card (2000) and
Murugappan & Keeni (2003) recommend blending the CMM and the quality method of
Six-Sigma to address precise operational definitions for continuous improvement in order
to match process improvement goals with customer expectations and to predict and
measure the capability in schedule, effort, and quality.
In 2003 the SEI issued the Integrated CMM® (CMMI®) in an attempt to integrate
existing models and bodies of knowledge from four disciplines: (1) systems engineering,
(2) software engineering’s software capability maturity model (SW-CMM®), (3)
integrated product and process development (IPPD) and, (4) supplier sourcing. The
stated goal was to improve practices from the four source models based on lessonsleamed. With over 100 participants from 30 organizations in government and industry
the CMMI® is a model built upon existing models and arrived at through compromise
and agreement; not from first principles or focused research.
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The CMMI® has two representations; the familiar five-level staged model and the
newer continuous model. The continuous model allows organizations to conduct
comparisons on a process-area-by-process-area basis and provides an easy migration
from EIA Standard 731. The more familiar staged model provides a sequential
improvement path which permits comparisons across and among organizations. Table 5
is a high-level comparison of the two model representations (SEI, 2005, p. 43).

Improvement
method
Model focus is
upon
Results
presentation
Comparison

Staged
Representation

Continuous
Representation

Predefined and proven
path with case study and
ROI data
Organizational
improvement
Overall results
summarized in a maturity
level
Maturity levels are
common discriminators

Maximum flexibility for
order of process
improvement
Improvement within process
areas
Improvement of process
areas can occur at different
rates
Source selection
investigation can target risky
areas at any level

Table 5: Comparison of CMMI Model Representations

Since its release in December of 2001, the CMMI® has been adopted for use by an
increasing number of organizations. The SEI conducted a preliminary review of the
experiences in twelve (12) large organizations that were early adopters of the CMMI®
suite of products (SEI, 2003). The evaluation categorized the results into four primary
classes of benefits: cost, schedule, quality, and customer satisfaction and a fifth class that
addressed evidence about return on investment and related cost benefit matters. The
following summarizes the results from the twelve cases for each o f the five classes of
performance measures (SEI, 2003, pp. ix-x.):
•

Cost: Six cases provide nine examples o f cost-related benefits, including
reductions in the cost to fin d and fix a defect, and overall cost savings.
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•

Schedule: Eight cases provide evidence o f schedule-related benefits, including
decreased time needed to complete tasks and increased predictability in
meeting schedules.

•

Quality: Five cases provide evidence o f measurable improvements in quality,
mostly related to reduction o f defects over time or by product life cycle.

•

Customer Satisfaction: Three cases show improvements in customer
satisfaction, including demonstration o f customer satisfaction through award
fees.

•

Return on Investment: Three cases claim a positive return on investment from
their CMMI-basedprocess improvement.

The improvements for the early adopters of the CMMI® are consistent with those
reported for the software CMM® in the literature. The staged model representation of the
CMMI® will be referenced throughout the research study in order to allow comparison to
the large body o f work on the SW-CMM® which uses a similar staged representation.
ISO/IEC Standard 12207Information Technology Software Lifecycle
Processes
-

This standard describes the major component processes of a complete software
life cycle from conceptualization of ideas through retirement. The standard has primary,
supporting, and organizational process areas, which group the activities that are
performed during the software life cycle.
1. Primary Processes: Acquisition, Supply, Development, Operation, and
Maintenance.
2. Supporting Processes: Documentation, Configuration Management, Quality
Assurance, Verification, Validation, Joint Review, Audit, and Problem
Resolution.
3. Organization Processes: Management, Infrastructure, Improvement, and
Training.
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The standard includes the tasks, the specific responsibilities, and outputs to complete
each activity. The standard does not imply any specific life cycle model, and as such,
includes no linkages or relationships between activities. Organizations that adopt
ISO/IEC 12207 select an appropriate subset of the activities which can be tailored based
on the scope, size, complexity and criticality of the software product under development.
Ferguson & Sheard have conducted a comparison of ISO/IEC 12207 against the CMM
and found that “. . . organizations at CMM levels 3 through 5 may need only minor
additions to their software processes to achieve ISO/IEC 12207 compliance.” (1998, p.
28) These findings highlight the close relationship between the recommended practices
in the CMM key process areas and the life-cycle processes in ISO/IEC 12207.
ISO/IEC Standard 90003 Software Engineering - Guidelines fo r the
Application o f ISO 9001 to Computer Software
ISO/IEC 90003 (2004) is a quality management standard that provides guidance
for organizations in the application of ISO 9001 to the acquisition, supply, development,
operation and maintenance of computer software and related support services. ISO/IEC
90003 identifies the quality issues which should be addressed and, like ISO/IEC 12207, is
independent of the technology, life cycle models, development processes, sequence of
activities and organizational structure used by an organization. It is used to develop an
ISO 9001 quality management system which can be used to apply for an ISO 9001
certificate. Mark Paulk (1995), the SEI CMM® product manager, compared ISO 9001
with the CMM® and found that “. . . although the CMM® does not adequately address
some specific issues, in general it encompasses the concerns of ISO 9001. The converse
is less true. ISO 9001 describes only the minimum criteria for an adequate quality-
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management system, rather than addressing the entire continuum of process
improvement.” (1995, p. 82). In a more recent study, van der Pijl, Swinkels & Verrijdt
found that “although not perfect, [the] CMM offers more possibilities than ISO 90003.”
(1997, p. 273) Based on these findings ISO/IEC 90003 has limited utility as a framework
for the development o f software and should be limited to addressing quality management
issues related to software.
ISO/IEC Standard 15504 Information Technology - Process Assessment
ISO/IEC 15504 (2004) provides a framework for the assessment of software
processes. This framework can be used by organizations involved in planning,
managing, monitoring, controlling, and improving the development of software. Process
assessment has two principal contexts for its use; (1) process assessment and, (2) process
capability determination.
Process assessment provides a means by which the current practices within an
organization can be characterized vis-a-vis the selected processes. Analysis of the results
identifies strengths, weaknesses and risks inherent in the processes. The assessment
outcomes can help the assessed organization to determine whether the processes are
effective in achieving their development goals, and to identify which processes are causes
of poor quality, schedule slippages or cost overruns. These provide the drivers for
prioritizing improvements to the identified processes.
Process capability determination is concerned with the capability o f selected
processes against targeted baseline process capabilities in order to identify the risks
involved in undertaking a project using the selected processes.
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El Eman and Birk (2000) conducted an empirical investigation of the relationship
between the capability o f a project’s software design, code, integration and testing
processes, as defined in the emerging ISO/IEC 15504 and the performance of the project.
The findings indicate that the develop software design process is related to the project’s
ability to meet schedule commitments in small projects and that in large projects this is
related to five different project performance measures.
Other Frameworks:
Humphrey, in association with the SEI, continues to write about and train
software engineers in the integrated software development process. He has written texts
on the Personal Software Process (PSP) to provide a disciplined way for individual
software engineers to do their work (1995, 1996a, 1996b), the Team Software Process
(TSP) which emphasizes the larger software development team (2000), and the role o f the
executive in winning with software (2002). Case Studies on the use of the PSP in three
industrial software groups showed significant improvements (Ferguson, Humphrey,
Khajenoori, Macke & Matvya, 1997). An additional empirical study of the PSP reports
on the critical factors affecting the PSP (Zhong, Madhavji & Eman, 2000). A final paper
reports on the implementation and use of the PSP and TSP at Microsoft (Grojean, 2005).
Boloix and Robillard (1995) constructed a software system evaluation framework
that includes three dimensions; the system, which is subject to several projects during its
lifetime, the users, and the environment, within which it operates. This framework uses a
top-down approach that includes the software’s producers, operators and users as
essential elements.
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Ibrahim & Weszka (2004) report on the use of multiple standards at the Federal
Aviation Administration (FAA) and Lockheed-Martin. They provide guidelines for
adopting the CMMI®, ISO/IEC 9001, ISO/IEC 12207, and ISO/IEC 15504 in an
integrated enterprise improvement framework.
In summary, the literature search on software development frameworks provides
both historical background and details for the major frameworks in the literature. The
application of many of the practices and processes contained within these frameworks
may provide additional understanding about performance when applied to software
development projects. The CMM and ISO/IEC 12207 contain all of the requisite
software development processes and practices and were included as essential elements
used in the inductive development of the theoretical framework for software development
in the first element of the research. In addition, the work by Boloix & Robillard (1995)
which included critical social elements (i.e., software’s producers, operators and users) as
essential elements of their three-dimensional, project-based framework was given serious
consideration.
Software Development Methodologies
There are three empirical studies on software development methodologies in the
literature. The first describes a taxonomy of software development methods that uses
conceptual and formal models and problem-oriented versus product-oriented methods as
axes on the matrix. Blum provides the following definitions for the axes (1994, p. 8385):
S

Conceptual models: descriptive models that establish the response to the
application domain need.
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S

Formal models: prescriptive models that set out the behavior o f the software
to be realized and are based on mathematics and logic.

S

Problem-oriented methods: concentrate on producing a better understanding
of the problem and its proposed solution.

•S Product-oriented methods: center on the correct transformation from a

formal specification into a maintainable implementation.
Blum arrives at two conclusions: (1) the tension between mathematical and conceptual
approaches has an analogue: the tension between decomposition (top-down) and
composition (outside-in). The former is consistent with the laws of mathematics, and the
latter is closer to the way humans think, and (2) problem-oriented formal methods are the
category with the greatest potential for process improvement.
The second paper is an empirical analysis of the fundamental philosophical
assumptions o f five contrasting Information Systems Development (ISD) approaches
(Iivari, Hirschheim & Klein, 1998) and draws upon earlier research which sought to
understand the dominant philosophical assumptions about the nature of information
systems development (Orlikowski & Baroudi, 1991; Iivari, 1991; Hirschheim, Klein &
Lyytinen, 1996; Iivari & Hirschheim, 1996). The paper has two distinct findings: (1) that
the most appropriate unit of analysis is not an ISD methodology but classes of similar
methodologies called approaches, and (2) a paradigmatic framework to support the
information systems development approaches.
The third paper is a theoretic analysis of the intellectual structures of ISD
(Hirschheim, Klein & Lyytinen, 1996). The paper provides an interesting generic
framework for structuring and understanding ISD using five two-dimensional
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frameworks that relate Habermas’ (1984) social action types (instrumental, strategic,
communicative and discursive) against Etzioni’s (1968) domains of change (technology,
language and organization). This paper provides a framework based on social action
theories which conceptualizes ISD in terms of domains, orientations, object systems, and
development strategies.
Additional papers on the factors that impact the implementation of system design
methodologies (Roberts, Gibson, Fields & Rainer, 1998; Hardgrave, Davis &
Riemenschneider, 2002), selecting a project methodology (Cockbum, 2000), the Rational
Unified Process (Jacobsen, Booch & Rumbaugh, 1999; Manzoni & Price, 2003), and a
framework for managing software development in small companies (Rautiainen,
Lassenius & Sulonen, 2002) are of general interest but did not provide information that
had utility in this research.
Software Process Improvement (SPI)
Software process improvement efforts at Hughes Aircraft (Humphrey, Snyder &
Willis, 1991), Raytheon (Haley, 1996; Bowers, 2001), Motorola (Diaz & Sligo, 1997;
Fitzgerald & O’Kane, 1999), an undisclosed firm (Harter, Krishnan & Slaughter, 2000),
and Computer Sciences Corporation (McGarry & Decker, 2002) have been reported in
the literature. Each improvement effort used the CMM to measure the organizations
software maturity. Each organization made improvements in their software quality, as
reported in Table 6.
In addition to the improvement projects a number of specific SPI frameworks
(aside from the CMM® which serves as both an improvement framework and de facto
development methodology) are reported in the literature (Saiedian & Chennupati, 1999;
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Wilson, Hall & Baddoo, 2001; Jiang, Klein, Hwang, Huang & Hung, 2004; Niazi, Wilson
& Zowghi, 2005a; Niazi, Wilson & Zowghi, 2005b; Dyba, 2005). While of general
interest, only two of these papers provide information that has utility in this research.
The paper by Jiang et al (2004) discusses the managerial processes that can be
used to attack software development problems at each maturity level. The paper by Dyba
(2005) is an empirical investigation o f key factors in SPI and reports that six
organizational factors have significant bearing on SPI.
Initial
CMM®
Level
II (1987)

Final
CMM®
Level
III
(1990)

II

III

III

V

Motorola GED
(Diaz & Sligo, 1997)

Various

Various

Undisclosed firm
(Harter, Krishnan &
Slaughter, 2000)

Various

I, II, and
III

Computer Sciences
Corporation
(McGarry & Decker,
2002)
Motorola CIG
(Fitzgerald &
O’Kane, 1999)

1(1991)

V (1998)

1(1993)

IV
(1997)

Organization
Hughes Aircraft
Corporation
(Humphrey, Snyder
& Willis, 1991)
Raytheon
(Haley, 1996)
Raytheon (Bowers,
2001)

M ajor Measure of Software Quality
Improvement
2. Cost Performance Index (CPI) improved from
0.94 to 0.97, saving $2M annually.

1. Rework or non-conformance decreased from
41% to 20%.
1. Productivity improvement of 144% going from
level II to level IV.
2. Investment of 6% annual budget for process
improvement.
3.ROI of 6 to 1.
1. Reduced defect density by a factor of 2 with
each CMM® level increase.
1. Higher product quality.
2. Increased cycle time.
3. Increased development effort.
Note: Marginal reductions in cycle time and
effort outweigh the marginal increases from
achieving higher levels of process maturity
1. Quality improvement of 10% per year.
2. Productivity improvement of 10% per year.
3. Cycle time improvements.
4. Estimation accuracy improvements.
1.13 Critical success factors

Table 6: Software Process Improvements and CMM Level

A final theme in software process improvement emerged from the review; people.
Turner & Boehm (2003) address the fact that the most critical success factors facing
software managers involve people factors; citing staffing, culture, values,
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communications and expectations management. They conclude that people factors are
critical to successful software development and management.
Software Project Management (SPM)
There is little empirical research on Software Project Management (SPM) in the
literature. Sussman & Guinan (1999) proposed a theoretical model for SPM that
identifies a characteristic o f the technology and a characteristic of the team development
process as effective elements in minimizing the adverse effects of complexity and
ambiguity present in most software development projects. Abdel-Hamid, Sengupta &
Swett (1999) explore the impact of goals on SPM and found that managers do make
planning and resource allocation choices in order to meet the assigned goals. Ibbs &
Kwak (2000) developed an assessment framework for project management maturity
using the key elements of the Project Management Body of Knowledge (PMBOK).
Hartman and Ashrafi (2002) reported on the current project management practices in the
information systems and information technology industries. Jiang, Klein & Discenza
(2002b) propose altering the pre-project activities of information systems projects to
include the project manager and the team. They found that pre-project partnering; project
manager performance and effective project team characteristics had positive effects on
project outcomes. Chiang & Mookeijee (2004) propose a fault threshold policy to
manage software development projects. The appearance of faults during system
construction would act as the precursor to team meetings and management intervention.
Kendra & Taplin (2004) review project success factors and find that success of project
management relies on four dimensions of project success: the project manager skills and
competencies, organization structure, measurements systems, and management practices
that represent an organization’s culture. Purvis, McCray & Roberts (2004) address the
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use of heuristics in addressing complex decision situation sin information systems project
management. Nidumolu & Subramani (2004) propose a synthesis of control that uses
both the process and structure approaches for software development projects. The matrix
o f control uses four nodes; behavior control and outcome control (process control
structure choices) and standardization control and decentralization control (structural
control choices). A recent paper by Nguyen (2006) addresses project management from a
decision making framework where a four-dimension decision model links task status in
the development process to the responsible project authorities. While of general interest
they did not provide information that had utility in this research.
Summary of the Literature on Systemic Improvement Frameworks for SW Development
The literature search on systemic improvement frameworks for software
development provided both historical background and details for the major frameworks,
methodologies and improvement processes in the literature. The application of two of the
frameworks, two of the methodologies and two of the improvement processes provided
additional understanding about performance and were utilized in to inductively build the
framework.
Table 7 summarizes journal articles from the systemic improvement frameworks
Systemic
Improvement

Frameworks
Methodologies
Process Improvement

Journal Article

CMMI®, ISO/IEC 12207, Boloix & Robillard (1995)
Iivari, Hirschheim & Klein (1998); Hirschheim, Klein
& Lyytinen (1996);
Jiang, Klein, Hwang, Huang & Hung (2004); Dyba
(2005);

Table 7: Summary of the Literature on Systemic Improvement
Frameworks for Software Development

for software development thread of the literature schema that have direct application to
this research. Table 7 provides a preliminary view of how each article will add to the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

72
theoretical and applied knowledge required to inductively build the framework for
software development.

SYNTHESIS OF THE LITERATURE ON THE APPLICATION OF SYSTEMS
PRINCIPLES TO SOFTWARE DEVELOPMENT
Application o f systems principles to software development is the third thread in
the literature review. As in the previous section, Figure 9 is provided to re-orient the
reader during the extensive literature review.
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Figure 9: Application of Systems Principles to Software Development

The scholarly literature concerning the application of systems principles to
software development was almost non-existent. Seven articles, all empirically based,
were found. Table 8 categorizes the papers by the systems-based method being applied.
The papers are listed chronologically in order to present the research thought as it was
presented. All seven papers provide alternatives to traditional systems development
using a variety o f systems-based methodologies. Of particular interest are the papers by
Bai & Lindberg (1999) and Bennetts, Wood-Harper & Mills (2000). Both papers
approach information systems development holistically and provide approaches that were
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considered during the inductive development of the theoretical framework for software
development.
System Principle

System Dynamics

Socio-cybemetics

Soft Systems
Methodology

Oriental systems
theory
Analogy

Model validation

Viable System Model

Research Paper

Abdel-Hamid, T.K. & Madnick, S.E. (1989). "Lessons
Learned from Modeling the Dynamics of Software
Development," Communications o f the ACM, Vol. 32,
No. 12, pp. 1426-1438.
Bai, G. & Lindberg, L. (1999). “A Sociocybemetic
Approach to Information Systems Development,"
Kybernetes, Vol. 28, No. 6/7; pp. 792-809.
Bennetts, P.D.C., Wood-Harper, A.T. & Mills, S. (2000).
“An Holistic Approach to the Management of Information
Systems Development—A View Using a Soft Systems
Approach and Multiple Viewpoints," Systemic Practice
and Action Research, Vol. 13, No. 2; pp. 189-205.
Zhu, Z. (2000). "WSR: A Systems Approach for
Information Systems Development," Systems Research
and Behavioral Science, Vol. 17, No. 2, pp. 183-203.
Day, J. (2000) "Software Development as Organizational
Conversation: Analogy as a Systems Intervention,"
Systems Research and Behavioral Science, Vol. 17, No. 4,
pp. 349-358.
Petkova, O. & Petkov, D. (2003). "A Holistic Approach
Towards the Validation and Legitimisation of Information
Systems," Kybernetes, Vol. 32, No. 5/6; pp. 703-714.
Rios, J.P. (2004). "A self-organizing network for the
systems community," Kybernetes, Vol. 33, No. 3/4, pp.
590-606.

Table 8: Systems-Based Methods for Software Development

Software Engineering Texts and Body of Knowledge
A review o f the major software engineering texts was conducted to see if systems
principles or systems theory was mentioned. The review included the generalized texts
on software engineering and the specialized texts on software engineering management.
The generalized texts included Humphrey (2000), Pfleeger (1998), Pressman (2001), and
Somerville (2005) and the specialized texts written by Bennatan (2000), Dorftnan &
Thayer (2002), Futrell, Shafer & Shafer (2002), Gilb (1998), Phillips (1997), Reifer
(2002), Schwalbe (2002), and Thayer (1997). None of the texts make reference to either
systems principles or systems theory.
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Finally, a review of the Software Engineering Body of Knowledge (Abran &
Moore, 2004) was conducted and no mention of either systems principles or systems
theory was made. However, the SWEBOK does mention complex systems. It states that
in one sense it should be possible to manage software engineering in the same way as any
other complex system but that there are some uniquely inherent aspects to software that
truly complicate its management. The four specific aspects are (Abran & Moore, p. 8-2):
1. The perception of clients that there is a lack of appreciation for the complexity
inherent in software engineering, particularly in relation to the impact o f changing
requirements.
2. Related to the point just made, it is almost inevitable that the software engineering
process itself will generate the need for new or changed client requirements.
3. As a result, software is often built in an iterative process rather than a concrete
sequence o f closed tasks.
4. Software engineering necessarily incorporates aspects of creativity and discipline
- maintaining an appropriate balance between the two is often difficult.
While these aspects may seem unique to a software engineer, they are a matter of routine
to a systems engineer involved with the process of producing and managing complex
systems. The lack o f literature relating systems principles or systems theory to software
engineering points out a major gap in the literature and will serve as the focus for this
research.
Summary of the Literature on the Applications of Systems Principles to Software
Development
The literature search on the applications of systems principles to software
development revealed two papers that approach information systems development
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holistically and provide approaches that would be considered during the inductive
development o f the theoretical framework for software development.
Table 9 presents the two journal articles from this thread of the literature schema
that have direct application to this research.
Application of
Journal Article
Systems Principles
Information Systems
Bai & Lindberg (1999); Bennetts, Wood-Harper &
Development
Mills (2000);
Table 9: Summary of the Literature on the Application of Systems
Principles to Software Development

SYNTHESIS OF THE LITERATURE ON SOFTWARE DEVELOPMENT
PROJECT PERFORMANCE
Software development project performance is the final thread in the literature
review. As in the previous section, Figure 10 is provided to re-orient the reader during
the extensive literature review.
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Figure 10: Software Development Project Performance

There is a great deal of information in the literature about software development
project performance. In order to better understand how the software engineering
community approaches project performance, the literature in this area it has been
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organized into two categories: (1) worldwide software development and (2) development
project performance.
Worldwide Software Development
Software researchers have been surveying global development activities since the
1990s. Cusumano (1989) was the first to report on the Japanese software factory
approach to software development and the use o f procedures and tools, refined project
management techniques, and advanced technology for reuse support and automated
programming. Cusumano & Kemerer (1990) conducted an empirical study of the state of
practice in the United States and Japan and found that the Japanese spent more time in the
design and testing o f software. Duvall (1995) conducted a qualitative grounded theory
study and found that software development was a sociotechnical discipline with large
social aspects. Cusumano, MacCormack, Kemerer & Crandall (2003) found that Indian
software development organizations are doing an admirable job with conventional best
practices.
Software Development Project Performance
An excellent starting point in understanding software development project
performance is van Genuchten’s (1991) empirical study of why software is late. This
early study found that over-optimistic planning was cited as a probable cause for late
delivery in all the studies. Banker & Kemerer (1992) follow this with an empirical study
o f performance evaluation metrics and recommend a formal model that defines criteria to
predict the choice of a performance metric. Deephouse, Mukhopadhyay, Goldenson &
Kellner (1996) conducted an empirical investigation of software processes and project
performance finding that project planning and cross-functional teams were consistently
associated with favorable outcomes. Reichelt & Lyneis (1999) conduct an empirical
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analysis o f the drivers o f cost and schedule overruns and find that rework is the most
significant factor. Keil & Robey (1999) review the factors surrounding de-escalation of
troubled projects and found that the principal factor was the communication o f

.. bad

news” from those that find it to those who are in a position to do something about it,
overcoming the mum effect. Keil, Mann & Rai (2000) follow-up on this topic and use
constructs from theories to explain the escalation phenomenon and to test various
regression models for their ability to discriminate between projects that exhibit escalation
and those that do not. Aladwani (2002) proposes a theoretically driven performance
model o f information systems development projects in which the research focuses on
organizational teams, placing social context in the forefront o f information systems
project performance. Harter & Slaughter (2003) review quality improvement and
infrastructure costs and find that infrastructures costs make up 42% of firms total
information technology expenditures, suggesting that these activities should be included
in quality improvement endeavors. The study also finds that the greatest margin o f cost
savings are realized in infrastructure processes that are closely allied to the development
processes and that occur late in the software development life cycle processes. Wallace,
Keil & Rai (2004) conducted an empirical study o f project risks and how they affect
project performance. They use sociotechnical system theory to develop an exploratory
model that describes six dimensions (subsystems of risk) of software project risk. The
results suggest that social subsystem risk increases technical subsystem risk, as
determined by requirements and technical complexity. Jones (2004) conducted an
empirical study o f 250 large software development projects between 1995 and 2004 and
found that “. . . those that ran late, were over budget, or were cancelled without
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completion, six common problems were observed: poor project planning, poor cost
estimating, poor measurements, poor milestone tracking, poor change control, and poor
quality control.” (Jones, 2004, p. 5) The final paper takes a holistic view of the root
causes of complex program and project failures in the Department of Defense (DoD) and
is addressed by Charette, Dwinnell & McGarry (2004). Their analysis was conducted as
part o f the DoD Tri-Service Assessment Initiative and concluded that as a project team’s
level o f systemic understanding matured, their abili ty to address problems was
significantly improved.
Summary o f the Literature on Software Development Project Performance
The literature search on software development project performance provides a
number of empirical studies that address software performance with respect to a model,
metrics, escalation, risk and the causes of failure. Six of these journal articles provide
additional understanding about performance that would be considered during the
inductive development of the theoretical framework for software development
Table 10 summarizes the six journal articles from the software development
project performance thread o f the literature schema that have direct application to this
research.
Application of
Systems Principles

Performance Model
Performance Metrics
Escalation
Risk and Performance
Failure Causes

Journal Article

Aladwani (2002)
Banker & Kemerer (1992)
Keil & Robey (1999); Keil, Mann & Rai (2000)
Wallace, Keil & Rai (2004)
Jones (2004)

Table 10: Summary of the Literature on Software Development
Project Performance
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SYNTHESIS OF THE LITERATURE - THE RELATIONSHIP OF RESEARCH
TO THEORY AND PRACTICE
This section provides a review of the literature contained in all four threads of the
review; systems principles, systemic improvement frameworks for software development,
application of systems principles to software development, and software development
project performance. It focuses on the empirical studies in Table 11 that have contributed

West (2004)
X
Bohr (1928,1937)
X
Simon (1955,1956)
X
Ackoff (1979a, 1979b); Keating, Kauffinann
X
& Dryer (2001)
Hitch (1953)
X
Ashby (1956); Conant & Ashby (1970)
X
Beer (1984), Espejo (2004) and Yolles (2004)
X
Walton (2004); Ramsay, Boardman & Cole
X
(1996)
Shani, Grant, Krishnan & Thompson (1992);
Shani & Sena (1994); Jacobs, Keating &
X
Fernandez (2000)
CMM®, CMMI®
X
ISO/IEC 12207
X
Boloix & Robillard (1995)
X
Iivari, Hirschheim & Klein (1998)
X
Hirschheim, Klein & Lyytinen (1996)
X
Jiang, Klein, Hwang, Huang & Hung (2004)
X
Dyba (2005)
X
Bai & Lindberg (1999)
X
Bennetts, Wood-Harper & Mills (2000)
X
Banker & Kemerer (1992)
Keil & Robey (1999); Keil, Mann & Rai
(2000)
Aladwani (2002)
Wallace, Keil & Rai (2004)
Jones (2004)
Table 11: Literature Relationship to Research Purpose
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SW Development
Project
Performance

Application of
Systems Principles
to SW Development

Systemic
Improvement
Frameworks for
SW Development

Literature

Systems Principles

to the research and provided the foundation for the development of the theoretical

X
X
X
X
X
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framework for software development. All of the citations in Table 11 have some bearing
on the research and relate theory and practice to the principal research questions. Table
11 shows the gap in the literature surrounding the application of systems principles to
software development which served as the focal point for the research.
The purpose of the research was to develop and apply a systems-based framework
for the analysis of software development project performance. Because the traditional
method o f predicting software development project performance, in terms of sub-system
performance may be too restrictive, a new holistic, systemic view may reveal a better
way to look at performance. The framework provides the conceptual basis for
understanding the context surrounding software development projects, but will also
support the development o f formal methodologies that can be used by software
practitioners to improve software development project performance.
The strength of the framework has been based upon being grounded in the
theoretical constructs derived from the application o f systems theory. Development of
the framework used Discoverers ’ Induction, with the categories, attributes, relationships,
and dimensions o f the framework drawn directly from the literature in Table 11. Figure
11 has been included to illustrate how the four research threads come together to shape
the development of the framework. Five important concepts were drawn from the
synthesis of the literature. The concepts [followed by specific references] as are follows:
1. A number of systems-based principles and concepts exist in the literature that
can be applied to the research questions. [They include the principles of
complementarity (Bohr, 1928, 1937), satisficing (Simon, 1955,1956), context
(Ackoff, 1979a, 1979b, Keating, Kauffman & Dryer, 2001), sub-optimization
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(Hitch, 1953), requisite variety (Ashby, 1956 and Conant & Ashby, 1970),
and socio-technical system design (Shani, Grant, Krishnan & Thompson
(1992); Shani & Sena (1994); Jacobs, Keating & Fernandez (2000).]
Application of
Systems
Principles to SW
Development
^

Systems
Principles

/

•
•

Bai & Lindberg
(1999)
Bennetts,
W ood-Harper &
Mills (2000)

W est (2004)
Bohr (1928,1937)
Simon (1955,1956)
Ackoff (1979a, 1979b) and
Keating, Kauffmann & Dryer
(2001 )
Hitch (1953)
Ashby (1956) and Conant &
Ashby (1970)
Beer (1984), Espejo (2004)
and Yolles (2004)
Walton (2004); Ramsay,
Boardman & Cole (1996)
Shani, Grant, Krishnan &
Thompson (1992); Shani &
S e n a (1994); and Jacobs,
Keating & Fernandez (2000)

Systemic
Improvement
Frameworks for
SW Development

SIV
Development
Project
Performance

V_________________
.
.
>
>
>
>
.

CMMI® (2002)
ISO/IEC 12207 (1995)
Boloix & Robillard (1995) 1
livari, Hirschheim & Klein
(1998)
Hirschheim, Klein &
Lyytinen (1996)
Jiang, Klein, Hwang,
Huang & Hung (2004)
Dyba (2005)

Banker & Kemerer
(1992)
Keil & Robey (1999);
Keil, Mann & Rai (2000)
Aladwani (2002)
Wallace, Keil & Rai
(2004)
J o n e s (2004)

Adams
Systemic Framework
for
Software Development

Figure 11: Literature Threads

2. Systems-based methods and models exist that may be adequate to holistically
describe the software development process. [Two systems-based cybernetic
methods, the Viable Systems Model (Beer, 1984, Espejo, 2004 and Yolles,
2004) and the soft systems method of Ramsay, Boardman & Cole (1996) as
well as Banathy’s three-lens model (Walton, 2004) provide framework
elements applicable to the research questions.]
3. Few existing software development frameworks and/or methodologies address
the overall development process holistically. [Exceptions include (1) an
empirical analysis of the fundamental philosophical assumptions of five
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contrasting Information Systems Development (ISD) approaches (Iivari,
Hirschheim & Klein, 1998) and (2) the generic framework for structuring and
understanding information systems development reported by Hirschheim,
Klein & Lyytinen (1996) that uses Habermas’ (1984) social action types and
Etzioni’s (1968) domains of change.]
4. There has been limited application of systems principles to the problems
associated with software development. [Only Bai & Lindberg (1999) and
Bennetts, Wood-Harper & Mills (2000) approach information systems
development holistically.]
5. The literature on software development project performance does not address
the root causes o f poor performance. [Aladwani (2002) proposes a
theoretically driven performance model of information systems development
projects in which the research focuses on organizational teams, placing social
context in the forefront o f information systems project performance. Dyba
(2005) addresses specific factors affecting software project performance.]
The five concepts encompass all of the relevant journal articles from the literature
review. These five concepts provide a structure that has been used as an endorsement of
the research by supporting the unique nature of the purpose, objectives and research
questions.
CRITIQUE OF FINDINGS
A review of the body o f literature has been conducted with a focus on gaps in the
research and the need for additional empirical research related to the research purpose
and primary research questions. The use of the synthesized literature in the inductive
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element o f the research included a discussion of its purpose and the explicit boundaries it
sets for the researcher.
Gaps in the Existing Literature
A major gap in the literature existed in the treatment of software development
projects as an organized or complex whole; a system. The software engineering
community has been unable to coherently integrate their knowledge of the individual
software development and management processes (sub-systems) in order to better
understand the overall socio-technical system in which each o f the development and
management processes exists. Notable exceptions are the work of Abdel-Hamid (1984,
1988, 1992, 1993, 1996), Abdel-Hamid & Madnick (1989, 1990, 1991), Thayer (1979,
1997, 2002), Thayer & Christensen (2002), Thayer & Dorfman (2002), and Sengupta &
Abdel-Hamid (1996) who have approached the management of software development
projects from a holistic, systemic perspective. An early text on software engineering
includes the following statement (Jensen & Tonies, 1978):
There is much attention on individual phases and functions o f the software
development sequence, but little on the whole life cycle as an integral,
continuous process —a process that can and should be optimized, (p. 25)
They go on to state:
A systems treatment o f the whole process from conceptual stage through
product installation and operation is needed, (p. 25)
Since these statements were made limited research has been conducted on the integrated
software development life-cycle process. In fact, the widely accepted literature on
software process improvement provides conflicting advice. O f particular concern is the
widespread adoption and implementation o f the Software Engineering Institute (SEI)
Capability Maturity Model (CMM®) and the Integrated CMM® (CMMI®). The SEI
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CMM® and CMMI® have been used as frameworks for assessing an organization’s ability
to produce software as well as a de facto software development standard. CMM and
CMMI® assessments routinely evaluate software development projects and organizations
by reviewing the individual processes that are described in the CMM® or CMMI®,
without regard for the integrated process. The CMM® and CMMI® and their associated
assessment methodologies, run contrary to the Principle o f Suboptimization, where
optimization o f the individual software development and management processes (sub
systems) occur at the expense of the larger software development project (system).
Applications of the Literature to the Research
The journal articles synthesized from the scholarly literature provided the
empirical facts required to meet the first objective o f the research:
Inductively develop a literature based, systemic framework to analyze
software development project performance
The framework was developed using an inductive method that is based on a literature
intensive research effort where the synthesized literature frames the study. The
synthesized literature also established two specific boundaries for the researcher:
1. It ensured that the researcher was exposed to a range of ideas, concepts and
theories from the extant literature. “Reviewing relevant literature enhances
traditional induction by helping theorist’s link emerging theory to extant work
recognizing the influence of their own theoretical inclinations.” (Lewis &
Grimes, 1999, p. 678)
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2. It acted as a filter affecting the importance placed on the observations made
by the researcher and the decisions to include or exclude particular journal
articles as elements of the research.
By including these elements as explicit statements in the research design the researcher
ensured that the underlying assumptions and boundaries of the research are the principal
factual information/data sources for the induction. By ensuring that the inductively
developed framework was linked to the literature the researcher enhanced the internal
validity, generalizability, and theoretical level of theory building (Eisenhardt, 1989).
A new holistic, systemic view may reveal a better way to look at performance.
The application o f the synthesized literature, within a structured systemic framework for
software development, provides insight into the failure to achieve overall software
development project (system) improvement despite improvements within a number o f the
individual software development processes (sub-systems).
SUMMARY
This chapter has shown how the research related systems principles to software
development project performance. It has presented the schema and breadth of the
literature review. It has provided a synthesis of the salient facts and exposed gaps in the
literature; highlighting the need for additional empirical research related to the research
purpose and primary research questions. The chapter provides a solid literature-based
foundation for the overall research effort and the extant literature required to build the
inductive framework. The importance of the literature review cannot be overemphasized,
as it is the foundation for the development o f the framework for software development.
The inclusion of an expert review, outside of the researcher, decreased research risk and
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added validity to the literature used for the induction. The additional literature sources
recommended by the expert reviewer provided additional empirical facts used in the
induction.
The next chapter will provide an outline of the high-level research and
dissertation concept as well as a detailed description of the research paradigm, research
methodology and how the research complied with the Canons of Science.
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CHAPTER III - RESEARCH METHODOLOGY
This chapter reviews the high-level research and dissertation concept and provides
a detailed description o f the research paradigm in terms of the researcher’s view and the
problem under study. It provides the rationale for the selection of a mixed-method design
and reviews the challenges presented by both the inductive and case study elements of the
research. It concludes by stating how the research complied with the Canons of Science.
EMPIRICAL SCIENCE AND METHODOLOGY
The principal role o f the researcher is “. . . the creation of theory and the
providing of empirical support for theory.” (Camilleri, p. 170) The methodology used for
this research study embraced all aspects of the scientific quest and provided a solid base
for conducting empirical science. Herbert Blumer [1900-1987] (1970) identified six
elements that are indispensable to inquiry in empirical science (pp. 22-23):
1. The Possession and Use o f a Prior Picture or Scheme o f the Empirical World
under Study. A review of the literature related to and context surrounding the
phenomena as it exists in the empirical world.
2. The Asking o f Questions o f the Empirical World and the Conversion o f
Questions into Problems. This is beginning o f the inquiry where the structure
of the problem determines the broad methodological approach to be used.
3. Determination o f the Data to be Sought and the Means to be Employed in
Getting the Data. The data requirements help solidify the specific
methodology and technique used to collect empirical data for the inquiry.
4. Determination o f Relations between the Data. The data connections form the
basis for the findings. Specific techniques and procedures for understanding
the connections are selected and invoked based on the form and character of
the data connections.
5. Interpretation o f Findings. The findings of the study are related to the outside
body o f knowledge that transcends the study.
6. The Use o f Concepts. Significant elements that the researcher invokes that act
as anchor points in the interpretation of findings.
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The methodology described in this chapter and the research design and detailed
procedure in the next chapter specifically addressed each of the six fundamental elements
o f empirical investigation. In so doing, the researcher was able to invoke principles of
science that ensure that the temperamental and obdurate empirical world could be studied
within an acceptable framework of scientific investigation.
RESEARCH AND DISSERTATION CONCEPT
The research methodology for this study was mixed-method. The research
methodology used both qualitative and quantitative analysis methods to achieve the study
purpose by answering the two principal research questions. The value of a mixed method
design was that the strengths o f each method were applied to the applicable question.
The nature of the first question
How does systems theory apply to the analysis o f software development
project performance?
required the use o f a qualitative element where a subjective approach was used to
understand the question within its rich contextual environment. “Interpreting information
technology in terms of social action and meanings is becoming more popular as evidence
grows that information systems development and use is a social as well as a technical
process that includes problems related to social, organization, and conceptual aspects of
the system.” (Kaplan & Duchon, 1988, p. 574) The second question
What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development
project?
required the use o f a quantitative element where an objective approach was used to
validate the utility of the framework on real-world software development projects.
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Qualitative Element
The qualitative element o f the research methodology used an inductive theory
building method to develop the theoretical framework for analyzing software
development project performance. The development of the framework was founded upon
the inductive method o f William Whewell [1794-1866] called Discoverers’ Induction
(Whewell, 1858). The method used the literature-intensive research effort in Chapter 2 to
provide the empirical facts used in the process of colligation where colligation is defined
as (Snyder, 1997a):
Colligation is the mental operation o f bringing together a number o f
empirical facts by superinducing upon them some idea or conception that
unites the facts and renders them capable o f being expressed by a general
law. (p. 585)
The process of colligation is the purposeful action in which the researcher supplies
something to the facts (in this case it is the holistic treatment of software development
using systems theory), which causes them to be seen from a new point o f view. The
initial idea or conception regarding the use of the holistic principles of systems theory,
for software development projects were superinduced upon the empirical facts generated
in the literature review in Chapter 2. The qualitative inductive element was used to
answer the 1st research question How does systems theory apply to the analysis o f
software development project performance? “The rationale for conducting an
exploratory study is to develop pertinent hypotheses and propositions for further inquiry.”
(Yin, 2003, p. 6)
Quantitative Element
*

The quantitative element of the research methodology used an objective case
study design to validate the inductively developed framework by using two real-world
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software development projects as validation cases. A positivist case study design was
selected in order to study software development projects within their real-world context.
Case studies are applicable to inquiries that will (Yin, 2003, p. 13-14):
•S Investigate a contemporary phenomenon within its real-life context especially
when the boundaries between the phenomenon and context are not clearly
evident.
S

Cope with the technically distinctive situation in which there will be many
more variables o f interest than data points, and as one result relies on multiple
sources of evidence, with data needing to converge in a triangulating fashion,
and as another result.

■S Benefit from the prior development o f theoretical propositions to guide data
collection and analysis.
The systems based framework developed in the qualitatively-based exploratory
element was validated in the quantitatively-based explanatory element by answering the
2nd research question What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development project? The
explanatory element included a quantitative analysis where the framework was evaluated
through the use of two case studies. Figure 12 is a high-level view of the research concept
and is reviewed in the following sections.
Inputs to the Research Design
The research design was affected by five inputs.
1.

Contextual Compatibility. For researchers using qualitative inquiry, context

plays a major role in each o f the various analytical approaches. Researchers must
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understand the importance of context and its essential nature in being able to understand
and interpret contemporary phenomenon that includes a societal element.
Contextual Compatibility

Socio-technical environment for
software development projects

Design
Qualitative Element
•Inductive theory
building for systems
engineering framework

Systems principles
a s a ‘lens"

Software
Engineering
Body of
Knowledge

S ystem s
Body of
Knowledge

Structured, Systemic
Framework for
Software Development
Projects

Goal: To Im prove,
Software Projects

Software
System s
Developm ent
Framework
1. Evaluation method
2. Used to understand
softw are development
project periym ance

Generalizabie
and
Transportable
Framework

D issertation

Analysis and
Validation o f
Framework

Quantitative Elem ent
, Framework is validated
Using two C ase Studies

Contributes
to Body of
Knowledge

Developments
Framework
acting as a
systems “lens"

Application of
Fram ework to
Software
Development
Projects

Provides
areas for
future
research

Canons o f Science

Generalizabie to theoretical propositions
Elimination of investigatory bias

Figure 12: Research and Dissertation Concept

As such, context becomes an important part of the research methodology. Mishler (1979)
notes that meaning is always within context and contexts incorporate meaning. Miles &
Huberman (1994) believe that “. . . understanding contexts is critical. Even that adjective
is too mild.” (p. 102) Accounting for the rich contextual environment present in the
socio-technical system used for software development projects was an essential part of
the analytic strategy in the research design. The viewpoint of the researcher and the
ontological, epistemological, axiological and methodological views all directly affected
the context of the research study.
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2. The Researcher’s View. The theoretical and philosophical perspectives of the
researcher, represented in the ontological, epistemological, axiological and
methodological views directly influenced the conduct of the research.
3. The Software Engineering Body o f Knowledge (SWEBOK). The SWEBOK
(Abran & Moore, 2004) contains the foundation material that were related to the body of
knowledge on systems in order to provide a holistic, structured, systemic framework for
software development projects.
4. Research Literature. The body of literature on research methods and
techniques provided the researcher with proven methods for the conduct of high-quality
research.
5. The Canons o f Science. The Canons of Science provided a universal accepted
scientific standard for the research.
All five of these inputs serve to influence the research design which governs the
conduct of the research study. The next section discusses the high-level research design.
The Research Design
The research design contained the logic that linked the empirical data being
studied to the initial questions of the study. The research design had both qualitative and
quantitative elements. The qualitative element of the research methodology used an
inductive theory building method called Discoverers ’Induction to develop a theoretical
framework for analyzing software development project performance and answer the 1st
research question How does systems theory apply to the analysis o f software development
project performance? The data for this element of the research came from the intensive
literature review in Chapter 2. The quantitative element o f the research methodology
used a positivist case study methodology to validate the inductively developed
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framework using two real-world software development projects to answer the 2nd
research question What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development project? The data for
this element of the research came from two real-world case studies. “The case study
methodology has five components that are especially important: (1) the study’s questions;
(2) the propositions; (3) the units of analysis; (4) the logic linking the data to the
propositions; and (5) the criteria for interpreting the findings.” (Yin, 2003, p. 21) Each of
the case study elements will be included in the detailed research procedure in Chapter 4.
The research design was divided into five phases. The research questions and
propositions are formalized and the framework was inductively developed from the
literature in Phases 0 and 1. The validating Case Studies were conducted in Phases 2 and
3. The research report was compiled for presentation in Phase 4. The research design,
phases, and detailed procedural steps are presented in Chapter 4.
Outputs o f the Research Design
The outputs o f the research design included the holistically developed, structured,
systemic framework for software development projects and the two case studies used to
validate the framework. This dissertation is the principal product. A secondary product,
in the form o f an article in a scholarly journal, will be produced in order to extend the
research findings to a wider audience.
THE RESEARCH PERSPECTIVE
Creswell (2003) has conceptualized his ideas about research design into a model
that shows the series o f interrelated decisions that form the process of designing research.
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Figure 13 is based on Creswell’s model and depicts how the elements of the traditional
research paradigm were translated into the design processes for purposeful research.

R e se a rc h M e th o d s

R e se a rc h P a ra d ig m

D e sig n P ro c e sse s o f
R e sea rch

O ntology
T axonom v O ne
N on-experim ental
E xperim ental
Q uasi-experim ental

E pistem ology

-►
T axonom y T w o

M ethodology

Axiology

Formulated
by the researcher

Qualitative
Q uantitative
M ixed M ethods

Translated
into design
elements

Q uestions
Theoretical lens
D ata Collection
D ata analysis
W riteup
Validation

Figure 13: Elements of the Research Design

The research perspective is an alternative view of Creswell’s model that relates
two views; that of the researcher and of the problem under study. Both views are
essential in all types and methods of research and provide for a solid understanding of the
role that each play in the conduct of formal research. Figure 14 displays the elements of
the research perspective used for this research. The theoretical and philosophical
foundations that support the research methodology, within the research perspective in
Figure 14, are explained in terms of the Researcher’s View and the Problem under Study.
THE RESEARCHER’S VIEW
The research paradigm that underlies any research perspective describes the
following set of basic assumptions for conducting research (Iivari, Hirschheim, and
Klein, 1998):

•

Ontology - the structure and properties of what is assumed to exist

•

Epistemology - the nature of knowledge and the proper methods of inquiry
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•

Axiology (i.e., ethics) - the responsibility of a researcher for the
consequences of his/her research approach and its results

•

Research Methodology - the procedures used to acquire knowledge

Research
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View
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Under
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view

View
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Review
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R esearch er’s
P rofile

Researcher’s Roie
(C reswell, 2003)
1. Past experience with topic
2. Connection with
participants
3. Protection if human
subjects (IRB process)
4. Access to the research
setting

Data
Collection
Requirements

R e sea rc h
M e th o d s

Personal Experience
(Creswell, 2003)
1. Training
2. Experience
3. Psychological makeup
4. Writing skills

Qualitative Methods
Mixed
(Leedy & Ormrod, 2001)
Methods
1. Case study
2. Ethnography
3. Phenonomenological study
4. Grounded theory study
5. Content analysis
6. Action research
7. Causal comparative
8. Historical
9. Developmental

Q uantitative Methods
(Leedy & Ormrod, 2001)
1. Correlational
2. Descriptive or normative
3. Experimental
4. Observation
5. Descriptive quantitative
6. Quasi-experimental

Figure 14: The Researcher’s Perspective

The researcher’s viewpoint was a function of his value system, normative behaviors, and
perceived role. The role as a qualitative researcher was a new one and as such was
affected by a number of important relationship values (Schein, 1992). However, the
initial theoretical and philosophical perspectives that influenced the researcher were the
ontological and epistemoiogical views that he brought to the research.
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Ontological View
Ontology is concerned with the theoretical perspective that lies behind the
knowledge claims. While an explanation of the major classical ontological views
provides interesting background material it is perhaps misleading to think that one must
select from among just one of these views. A more realistic representation is that of a
continuum between Idealism (the subjective school) and Realism (the objective school).
Figure 15 is the ontological continuum (Morgan and Smircich, 1980).
Subjectivist
Approaches
(Idealism)
^ '

.
' ' I .............

Reality as a
projection of
human
imagination

|

|

|

|

Reality as a
social
construction

Reality as a
realm of
symbolic
discourse

Reality as a
contextual
field of
information

Reality as a
concrete
process

■
'11

Objectivist
Approaches
(Realism)
k.
... w

Reality as a
concrete
structure

Figure 15: The Ontological Continuum

The ontological continuum in Figure 15 is a schema for thinking about the assumptions
that underlie the research method. The assumption for this research was best described as
reality as a contextual field o f information.
Epistemoiogical View
“In general, epistemoiogical assumptions are concerned with the nature of
knowledge and the proper methods of inquiry. By inquiry we mean the procedures or
means by which we can obtain knowledge.” (Iivari, Hirschheim and Klein, 1998, p. 174)
Creswell (2003) cites the four major schools of thought and the central elements of each
position in Figure 16.
The choice of an epistemology was not made in a vacuum, but was an essential
and interrelated part of the researcher’s view. A key element was the academic discipline
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or area within which the research was being conducted or presented. For example,
economists working in the field of econometrics would be shocked and most likely reject
the use o f the advocacy/participatory school of thought in a research study,
Positivism

Constructivism

D eterm ination
R eductionism
E m pirical observation and m easurem ent
T h eo ry v erification

U nderstanding
M ultip le p articipant m eaning
Social and h istorical construction
T heory generation

Pragm atism

Advocacy/Participatory
P olitical
E m pow erm ent issue-oriented
C ollaborative
C hange-oriented

C onsequences o f actions
P roblem -centered
Pluralistic
R eal-w orld practice o riented

Figure 16: Epistemoiogical Schools of Thought

Adapted from Creswell, J.W. (2003). Research Design: Qualitative, Quantitative,
and Mixed Methods Approaches. (2nd ed.). Thousand Oaks: Sage Publications, p. 6.

while a group o f sociologists would tend to accept this as a valid knowledge claim. An
understanding of the epistemoiogical assumption, its applicability to the proposed
research and associated data, and the degree o f acceptance that the method will receive
were elements o f the selection process.
Finally, the epistemoiogical emphasis can also be mapped on the ontological
continuum between the subjective and objective. Figure 17 is a mapping of the basic
epistemoiogical stance along the ontological continuum (Morgan and Smircich, 1980).
Subjectivist
Approaches
(Idealism)
Core
Ontological
Assumptions
Core
Epistemoiogical
Stance

Reality as a
projection o f
human
im agination

To obtain
penomenological
insight,
revelation

Objectivist
Approaches
(Realism)
Reality as a
social
construction

Reality as a
realm of
sym bolic
discourse

T o understand
how social
reality is
created

To understand '
patterm s o f
sym bolic
discourse

.

Reality as a
contextual
field o f
information

T o m ap
contexts

Reality as a
concrete
process

Reality as a
concrete
structure

T o study
system s,
process,
change

T o conduct
a positivist
science

Figure 17: Continuum of Ontological Assumptions and Epistemoiogical Stances
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“Qualitative research stands for an approach rather than a particular set of techniques, and
its appropriateness - like that of quantitative research - is contingent on the nature o f the
phenomena to be studied.” (Morgan & Smircich, 1980, p. 499) Because qualitative and
mixed-method research took place in the natural setting, the researcher interacted with
the participants of the research. “The qualitative researcher often goes to the site (home,
office) of the participant to conduct the research. This enables the researcher to develop a
level of detail about the individual or place and to be highly involved in actual
experiences of the participants.” (Creswell, 2003, p. 181) The epistemoiogical stance for
this research fell between mapping contexts and studying systems, process and change.
Axiological View
Axiology refers to what is valued or considered as being right. This element is
commonly referred to as ethics. Norman Augustine separates ethics into two categories:
macro ethics, which involve ethical issues that affect large segments of the society; and
micro ethics, that affect a smaller, more immediate group, such as one’s boss or one’s
client (Augustine, 2002). Research can include both micro- and macro-ethical
considerations and should be considered during the design of purposeful research. Singer
& Vinson (2002) introduce ethical issues in empirical studies in software engineering and
the use o f ethical codes o f conduct. “Most ethical issues in research fall into one of four
categories.” (Leedy and Ormrod, 2001, p. 107)
Protection from Harm
Physical and psychological harm to research participants were primary
considerations in the research design. The design of the research included safeguards and
participants were fully informed ahead of time as to what to expect as part of the study.
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A debriefing o f participants after the study was also included as part of the research
design.
Informed Consent
Participation in the research study was strictly voluntary. Participants were told
the nature of the study and what specific activities their participation would involve.
Right to Privacy
“Any research study should respect participants’ rights to privacy. Under no
circumstances should a research report, either oral or written, be presented in such a way
that others become aware o f how a particular participant has responded or behaved.”
(Leedy and Ormrod, 2001, p. 108)
All three of these categories are related to research that involves human subjects.
As such, the research required review and formal approval according to the guidelines
established by the 1974 National Research Act. The Belmont Report (HEW, 1979) serves
as the primary ethical framework for protecting human research subjects in the United
States. The report sets guidelines that underlie the conduct of biomedical and behavioral
research that involve human subjects and that are enumerated in public law. At Old
Dominion University the Human Subjects Institutional Review Board (IRB) ensures that
all research involving human subjects conforms to Federal, State, and any Local policies
providing for the protection o f human subjects. The IRB waiver and approval for this
research are included in Appendix A.
Honesty with Professional Colleagues
The final category has two important elements. The first requires the researcher
to report findings in a complete and honest fashion, avoiding misrepresentation of facts or
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the intentional removal o f information from the study. It also involves a central Canon of
Science: neutrality. The research design purposefully includes assurance that personal
prejudice and bias do not enter into the study. Separation of the researcher, who served
as the instrument in the study, from the study findings, was an essential element o f the
design. The second element involved personal ethics and the requirement to properly cite
ideas and concepts that belong to or have originated with others. This element has been
meticulously applied throughout the research study.
Methodological View
The methodological view involves both the researcher’s personal experience with
qualitative, quantitative and mixed-methods research and the problem under study. In
this case the researcher had prior academic experience producing a master’s thesis based
on an experimental study (Adams, 1986), but little experience with qualitative and
mixed-method research. However, the problem under study necessitated the inclusion of
the rich contextual environment in the analysis and as such required the use of qualitative
methods. The researcher endeavored to ensure that the research design provided
adequate rigor and complied with the Canons of Science. In addition, the researcher
consciously steered clear of the qualitative case study method proposed by Robert Stake
(1995) whose experience and interest was with more naturalistic, holistic, ethnographic,
phenomenological and biographic research methods and “. . . does not pay much attention
to quantitative case studies.” (Stake, 1995, p. xi) The utilization of Yin’s positivist case
study method was a conscious effort to include a more empirical method that
incorporated the design quality concepts for quantitative research with which the
researcher was familiar.
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Each methodology has a number of supporting methods and, as their central
focus, the means to be used for data collection and analysis. A principal factor in the
choice of methodology revolved around whether the intent was to specify the type of
information to be collected in advance o f the study or to allow it to emerge from
participants during the research study. At this point the problem under study became the
principal factor in the methodological selection.
THE PROBLEM UNDER STUDY
The problem under study, as the raison d ’etre, was focused on the research
purpose. It was bounded by the technique of the research method and the Canons of
Science. The details of the problem were contained in the scholarly literature, the
research questions, applicable propositions, the data collection requirements, and the
intended audience for the research study. Careful review of these details permitted the
researcher, from within his previously described ontological, epistemoiogical and
axiological view, to make a rational decision as to which methodology to employ.
Scholarly Literature Review
The scholarly literature provided the empirical facts for Whewell’s inductive
method (Discoverers ’ Induction) where, through the process of colligation, the researcher
supplied something to the facts, which caused the facts to be seen from a new point o f
view. In this case, the researcher’s initial idea or conception regarding the use of the
holistic principles of systems theory for software development projects was superinduced
upon the empirical facts generated in the literature-intensive research. The initial
literature review reported in Chapter 2 revealed five important threads that served as the
baseline for the literature-intensive research in the first element of the design: (1) A
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number of systems-based principles and concepts exist in the literature that can be
applied to the research questions; (2) systems-based methods and models exist that may
be adequate to holistically describe the software development process; (3) few existing
software development frameworks and/or methodologies address the overall development
process holistically; (4) there has been limited application of systems principles to the
problems associated with software development; and (5) the literature on software
development project performance does not address the root causes of poor performance.
Research Questions and Propositions
Leedy and Ormrod (2001) have provided a set o f conditional questions that
include elements from both the researcher’s view and the problem under study, as a guide
to the researcher. Table 12 is the set of conditional questions.
Question

What is the purpose
o f the research?
What is the nature
o f the research
process?

What are the
methods o f data
collection?
What is the form o f
reasoning used in
analysis?
How are the
findings
communicated?

Qualitative

•
•
•
•
•
•
•
•
•
•
•

Quantitative

To describe and explain
To explore and interpret
To build theory
Holistic
Unknown variables
Flexible guidelines
Emergent design
Context-bound
Personal view
Informative, small sample
Observations, interviews,
questionnaires
• Inductive analysis

• Deductive analysis

• Words
• Narratives, individual quotes
• Personal voice, literary style

• Numbers
• Statistics, aggregated data
• Formal voice, scientific style

•
•
•
•
•
•
•
•
•
•
•

To explain and predict
To confirm and validate
To test theory
Focused
Known variables
Established guidelines
Static design
Context-free
Detached view
Representative, large sample
Standardized instruments

Table 12: Distinguishing Characteristics of Qualitative and Quantitative Approaches

Adapted from Leedy, P.D. & Ormrod, J.E. (2001). Practical Research:
Planning and Design (7th ed.). Upper Saddle River: Prentice-Hall, p. 102

Whewell would argue that all research is conception laden and that there is a
single veil o f theory over the whole o f nature. He would not support the notions
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underlying a separate quantitative research methodology in the sense that it is purely and
absolutely objective (L.J. Snyder, personal communication, May 7, 2006). This research
used the modem qualitative and quantitative labels to clearly identify the established
methods to the audience for the dissertation.
By answering these questions for the proposed research the researcher was able to
determine that that this research required both qualitative and quantitative elements. To
effectively address the research questions no single method would be adequate. Thus, a
mixed-method approach was determined to best meet the goals of the research. A review
of the research purpose helped to narrow the selection o f specific qualitative and
quantitative methods. In this case the proposed research was to develop and apply a
systems-basedfram eworkfor the analysis o f software development project performance.
The purpose was directed by the high-level research questions presented in Table 12.
The first question was:
How does systems theory apply to the analysis o f software development
project performance?
and the second question was:
What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development
project?
Because the research questions contained both how and what questions, the study
required both explanatory and exploratory elements.
The how question required an exploratory (subjective) approach where the
rationale for conducting the study was to develop pertinent hypotheses and propositions
for further inquiry (Yin, 2003). In this case the researcher used inductive theory building
to derive and build a systems-based framework for the analysis of software development
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project performance. Discoverers’Induction was the inductive method used to develop
the framework. The method required a literature-intensive research effort to provide the
empirical facts used in the process of colligation which was the purposeful action in
which the researcher supplied the systems concepts of holism, complementarity,
satisficing and suboptimization to the facts which caused them to be seen from a new
point o f view. The initial idea or conception regarding a holistic, structured, systemic
framework for software development projects was superinduced upon the empirical facts
generated in the literature review and served as the catalyst for the framework
development.
The what question required the use of an explanatory (objective) approach where
the researcher used an empirical method to validate the utility of the framework on realworld software development projects. Because the validation o f the framework explored
real-world processes, activities, and events in their natural setting the case study emerged
as the method for validating the framework.
Data Collection Requirements
The data collection requirements for this research were purely qualitative, that is
to say that the data must come from a real-world setting due to the social nature of the
software development process. A formal framework that specified who and what was
and was not studied was constructed using the guidelines developed by Miles and
Huberman (1994). The conceptual data collection framework also included several
specific qualitative methods for data collection and analysis related to software
engineering (Seaman, 1999). Throughout, particular attention paid to the data design to
ensure that the measures o f design quality was met throughout the study.
Intended Audience

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

105
Software engineering research, like the field of software engineering, is
continuing to emerge. The number of formally defined software engineering research
methods is limited. The dearth of formal methods may be a direct function of the market
forces that have propelled software engineering along at a pace unsurpassed by any other
emerging profession in modem times. These seemingly irresistible forces have forced
the industry to accept craft-based industrial practices, unacceptable in other engineering
fields, as the norm (Potts, 1993). “Members of a young scientific field such as MIS, in
search o f legitimacy within the general scientific community, will generally see
themselves in a position o f followers, not leaders, as far as methodology is concerned.
One can expect them to be more conservative and to play it safe.’’'’ (Landry & Banville,
1992, p. 87) Software engineering has only begun to base its practices on solid academic
and applied research, and as such a review of the research methods in use was warranted.
Mingers (2001) conducted an empirical review o f six of the main IS journals to
evaluate the extent o f multi-method research. All articles between 1993 and 1998 were
reviewed. Findings showed that roughly two-thirds of the papers contained some form of
empirical research, and the predominant forms of research were: (1) surveys, (2)
interviews, (3) experiments, and (4) case studies. These papers accounted for greater
than 80% of the recorded examples. Participant observation, grounded theory, and soft
systems methodology were almost entirely absent. Around 13% of the papers used a
multi-method research design.
Finally, four large methodological examinations on the different types of research
methods reported in the major information systems journals have been conducted. Table
13 is a summary o f the data from each of the studies and shows that mixed method and
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case study research are commonly used methodologies in information systems and
software engineering. This supports the assertion by Kaplan and Duchon (1988) that:
Interpreting information technology in terms o f social action and
meanings is becoming more popular as evidence grows that information
systems development and use is a social as well as technical process that
includes problems related to social, organization, and conceptual aspects
o f the system, (p. 574)

Research Method

Orlikowski
& Baroudi
(1991)

Alavi &
Carlson
(1992)

Farhoomand
& Drury
(1999)

1983-1988
1968-1988
1985-1996
Period Covered
Four
Eight
Eight
Journals
155
908
2,098
Number of Articles
3.5%
32%
49.1%
Survey
27.1%
7.3%
Laboratory
10%
Experiment
13.5%
4.4%
17%
Case Study
3.2%
Mixed Method
2.6%
2.0%
2%
Field Experiment
2.6%
Instrument
Development
1.3%
Protocol Analysis
0.6%
Action Research
Description
10.8%
Ex-post Description
2.0%
1.3%
Development of tool
0.7%
Secondary Data
51.9%
39%
Non Empirical
Table 13: Information Systems Research Methods

Chen &
Hirschheim
(2004)

1991-2001
Eight
1,893
41%
18%
36%
2%

3%

RATIONALE FOR SELECTION OF THE MIXED METHOD DESIGN
The mixed method research design was selected in direct response to the research
questions. Because no single method could adequately address each o f the questions a
mixed method approach was determined to best meet the goals of the research. The
mixed method approach provided the researcher with the strengths present at both ends of
the continuum o f ontological assumptions and epistemological stances in Figure 17. The
qualitative and quantitative research methodologies were able to directly associate the
philosophical underpinnings that explain the subjective (idealism) and objective (realism)
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perspectives, respectively. Each methodology brought distinct qualities and biases to the
research and it was incumbent upon the researcher to ensure that both the principles of
good research and the specific method were invoked. The rationale for each method was
as follows.
Qualitative Method: Inductive Theory Building
The goal of the first element of the research was the production of a systemsbased framework for the analysis of software development project performance. Glaser
and Strauss (1967) cite four general approaches to the analysis of qualitative data that are
depicted in Figure 18.
Because the research was generating and provisionally validating theory, an
inductive approach was selected to develop the theoretical framework for software
development. This was principal output of Phase 1 and was developed based on a
literature-intensive research effort where the existing literature on the object o f the study
helped frame the study and was important for establishing validity in the research and
confidence in the findings (Patton and Appelbaum, 2003). The initial idea or conception
regarding a holistic, structured, systemic framework for software development projects
was the object of the inductive method and was superinduced upon the facts from the
literature. This phase was highly qualitative and relied on inductive theory building to
construct the software systems engineering framework. Tying the emergent theory to the
literature enhanced the internal validity, generalizability, and theoretical level of theory
building (Eisenhardt, 1989).
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Provisional Testing of Theory

Yes

No

Analytic Induction

Yes

t. Codes all relevant data.
2. Assembles, assesses and
analyzes data.
3. Generates hypotheses.
4. Tests a limited number of
hypotheses with all available data
consisting o f clearly defined and
carefully selected cases.

1. The analyst constantly
inspects the data for new
properties o f the theoretical
categories and writes memos on
these properties.

Generating
Theory
Constant Comparative
Method
No

1. Coding all relevant data that can
be brought to bear on a point.
2. Systematically assembles,
assesses and analyzes the data to
constitute proof for a given
proposition.

1. Joint coding and analysis by
using explicit coding and analytic
procedures.
2. Generates theory more
systematically, does not test theory.

Figure 18: Approaches to Qualitative Analysis
Adapted from a Table in Glaser, B.G. & Strauss, A.L. (1967). The Discovery o f Grounded
Theory, Strategies for Qualitative Research. Chicago: Aldine Publishers, p. 105

Quantitative Method: Case Study
The goal of the second element of the research was the validation of the
framework developed in the first element. Because the validation used real-world
software development projects, a case study method was selected. The case studies
conformed to Lijphart’s (1971) typology of six ideal case study categories and are
designated as theory confirming/infirming cases. “Case studies make an important
contribution to the establishment of general propositions and thus to theory-building.”
(Lijphart, 1971, p. 691). The case study technique was equally important. Robert Yin’s
treatment o f case study research is in sharp contrast to that of Robert Stake who draws
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from naturalistic, holistic, ethnographic, phenomenological and biographic research
methods and

.. does not pay much attention to quantitative case studies.” (Stake, 1995,

p. xi) Yin treats the case study as an empirical method and incorporates the design
quality concepts for quantitative research. Yin (2003) states:
Four tests, however, have been commonly used to establish the quality o f
any empirical social research. Because case studies are one form ofsuch
research, the four tests are also relevant to case studies, (pp. 33-34)
Yin’s assertion is supported by Lee (1989b) who makes a case for the use of case studies
as natural experiments supported by the objectivist framework’s natural science model.
Four key measures of design quality were observed and are presented in Table 14 (Yin,
2003, p. 34).
Measure of Design
Quality
Construct Validity

Definition

Establishing correct operational measures for the study to ensure
that subjective measures do not enter into the data collection.
Establishing a causal relationship whereby certain conditions are
Internal Validity
shown to lead to other conditions.
External Validity
Establishing a domain to which a study’s findings may be
generalized.
Reliability
The auditability and confirmability of the research is demonstrated
by ensuring that the research study and data collection procedures
can be repeated, with the same results.
Table 14: Measures of Case Study Design Quality

Yin (2003), in his book Case Study Research: Design and Methods, has purposely
included the subtitle Design and Methods because it includes design procedures and
methods to ensure that the case study researcher is able to systematically design and
analyze case studies. The case study research design contains the logic that links the data
to be collected to the initial questions of the study. The data for this research came from
multiple case studies. The case study design incorporated five components that are
especially important: “(1) the study’s questions; (2) the propositions; (3) the units of
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analysis; (4) the logic linking the data to the propositions; and (5) the criteria for
interpreting the findings.” (Yin, 2003, p. 21)
Both the qualitative and quantitative methods support the overall goal of the
research which was the development of a framework to help those managing software
development projects to gain a greater understanding of the concept o f holism when
applied to improving the software development process. Another important aspect o f this
research was for the developed framework to be applicable and understandable by
software development practitioners. To ensure this, the researcher became intimately
familiar with how holism in software process improvement is perceived and how the
concept could be applied to the larger, real-world, systems-based software development
process improvement effort. The need for focus on the real-world aspects of software
development made this research project an appropriate instance for the application o f a
mixed method design of qualitative inductive and quantitative case study methods.
CHALLENGES TO THE INDUCTIVE METHOD

There are four challenges to the overall inductive method that focus on the
method o f discovery, reliability, verification, and epistemology related to the research.
Induction and Rational Discovery
A common challenge to the inductive method has been registered by those who
adhere to hypothetico-deductive positions. The hypothetico element o f this position
holds that a theory may be developed non-inductively as follows (Kaplan, 1964):
The scientist, by a combination o f careful observation, shrewd guesses,
and scientific intuition arrives at a set o f postulates governing the
phenomenon in which he is interested; from these he deduces observable
consequences; he then tests these consequences by experiment, and so
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confirms or disconfirms the postulates, replacing them where necessary,
by others, and so continuing, (pp. 9-11)
Robinson (1951) reports on a similar position by Znaniecki (1934) called Analytic
Induction, which is more in line with the hypothetico-inductive school of thought than
those that include inductive elements. Both Francis Bacon [1521-1626] and Whewell
unequivocally reject such notions. “Bacon cites that in the method of induction the
inference from data to hypothesis is performed by a process of graduated and successive
induction.” (Snyder, 1999, p. 541) Whewell (1857) states:
The first impulses o f the human mind, even when it makes experience its
starting point, are fallacious and delusive, (p. 158)
Claiming that
Bacon alone saw that knowledge . .. must be gained by a slow and
gradual course . . . by a connected and gradual process, (p. 158)
In contrast, Karl Popper [1902-1994] supports the hypothetical tradition writing that:
The initial stage, the act o f conceiving or inventing a theory, seems to me
neither to call fo r logical analysis nor to be susceptible o f it. The question
how it happens that a new idea occurs to a man - whether it is a musical
theme, a dramatic conflict, or a scientific theory —may be o f great interest
to empirical psychology; but it is irrelevant to the logical analysis o f
scientific knowledge. (Popper, 1959, p. 7)
Hans Reichenbach [1891-1953] counters Popper’s analysis with the following
observation.
The hypothetico-deductive method or ‘explanatory induction, ’ has been
much discussed by philosophers and scientists but its logical nature has
often been misunderstood. Since the inference from the theory to the
observational facts is usually performed by mathematical methods, some
philosophers believe that the establishment o f theories can be accounted
fo r in terms o f deductive logic. This conception is untenable, because it is
not the inference from the theory to the facts, but conversely, the inference
from the facts to the theory on which the acceptance o f theory is based;
and this inference is not deductive, but inductive. What is given are the
observational data, and they constitute the established knowledge in terms
o f which the theory is to be validated. (Reichenbach, 1951, p. 230)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

112
What emerges is a dichotomy of positions; with Bacon and Whewell in favor of a rational
discovery method and Popper and the hypothetico school (positivism) in favor of an
irrational discovery method. It is important to note that Bacon and Reichenbach support
the

.. ontological precept o f the tabula rasa, with the direct corollary that all

knowledge has its origins in experience.” (Sutherland, 1973, p. 58) Whewell, in his
antithetical epistemology, stated that all knowledge has two sources: ideas and things,
thoughts and sensations.
The successful rebuttal to the hypothetico-deductive challenge has major
implications for the use of inductive methods in qualitative studies. Inclusion of the rich
contextual environment that surrounds complex engineering problems is a missing
element in the mechanical models of the quantitative method. The ability to develop
theories of the middle range using Discoverers’Induction is an important step in the
acceptance o f qualitative methods in engineering research.
Induction and Reliability
The issue of reliability in the inductive method is concerned with the ability of the
researcher to consistently apply a common coding scheme as part o f the induction. In the
inductive element of the research the researcher developed information groupings that
proposed possible relationships between the empirical data and the idea or conception
about the proposed relationship. The chunks o f information contained in the information
groupings were organized into themes or subcategories that the researcher felt had
significance for the construction of the theoretical framework. The open coding and axial
coding techniques in the research procedure are, by nature, highly iterative. The
researcher moved back and forth among the open coded nodes and the axial coding
information groupings, continually refining the information structure or typology. “In

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

most cases with the close involvement of the researcher, the codes are often based on an
intimate knowledge o f the field, and almost inevitably carry subjective interpretations.”
(Kelle & Laurie, 1995, p. 25) “This is a problem of reliability, since a coding frame
would only be regarded as reliable if in any subsequent re-coding exercise the same codes
could be applied to the same incidents, which means that the coding could be repeated by
a different coder within an acceptable margin of error.” (Kelle & Laurie, 1995, p. 24) To
mitigate this concern the researcher ensured that: (1) coding of the empirical data was
inclusive and exhaustive; (2) during coding, subcategories and categories were
constructed that are mutually exclusive and unambiguous; (3) codes were applied to
chunks o f information in a systematic and consistent manner; and (4) employed an
automated code-based theory-building software program to assist in the tasks of
retrieving and coding data. All four actions have increased the internal reliability by
enforcing repeatable behaviors (Seidel & Kelle, 1995).
Induction and Verification
The deductive element o f the positivist position challenges the role o f probability
in inductive methods. The deductive element of the hypothetico-deductive position is
founded upon the principle that hypothesis testing leads to one of two conclusions: either
the proposition is false, or it was tested and not yet falsified or corroborated.
Reichenbach, who along with Rudolf Carnap [1891-1970] and Carl G. Hempel [19051997] were the leading logical empiricists, wrote to the Vienna Circle of Logical
Positivists that “. . . the demand for absolute verifiability must be dropped for all
synthetic propositions, because else we ought to drop the propositions of science
altogether. Instead of that a continuous scale o f probability is to be introduced.”
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(Reichenbach, 1936, p. 124) In a later work Reichenbach provides an eloquent argument
for why probability should be used for all inductive relations.
I f the inductive relation from the observed consequences to the theory is
once admitted, it cannot be denied that there is likewise an inductive
relation which supports the theory ‘before ’ the consequences are tested.
The situation o f the theory in respect to facts ‘before the experimental
test. ’ In both cases there are facts which do not ‘verify ’ the theory, but
which may confer a determinate probability on it; this probability may be
small before the test, and great after it. But even before the test there must
be facts on which the theory is based; and there must be, also before the
test, a net o f inductive relations leading from the facts to the theory - else
the theory could not seriously be maintained. (Reichenbach, 1938, p. 27)
Reichenbach’s argument supports the Inductive Treatise that inductively
predicated allegories express probabilistic behavior, such that an allegory may
predict a phenomenon’s behavior under the assumption that it will behave
according to certain empirically-generated generalizations with some significant
probability (Sutherland, 1973).
Whewell’s Antithetical Enistemology
The final challenge to the method may arise from the modem use o f Whewell’s
epistemology. Whewell has been termed antithetical by Butts (1965) and Fisch (1985a,
1985b, 1991) for adopting an epistemology that combines seemingly opposed empirical
and a priori elements. In a work too large to fully describe in this dissertation Snyder
(1994) successfully argues that both Fisch and Butts misunderstood Whewell’s
philosophy. The key points of her arguments are as follows.
Whewell, in his discussion of philosophy, stated that knowledge is antithetical
and consists o f inseparable ideal and empirical elements. He went on to state that there is
no permanent line to be drawn between theory (the ideal element) and fact (the empirical
element) and stated that a true theory is itself a fact, and can be used to form theories of
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even greater generality. His example is that for Kepler it was a theory that the planet
Mars revolves in an elliptical orbit about the sun; while for Newton this was a fact that he
used in inferring the law of force.
Whewell also applied the antithetical pair concept to experiential and necessary
truths. He stated that experiential truths are laws of nature that are knowable only
empirically and that necessary truths are axiomatic propositions knowable a priori.
These statements are at the heart of the ultimate problem raised by Whewell’s antithetical
philosophy of science:
How is it possible that through any process, especially one that is partly
empirical, a proposition previously knowable only empirically can become
knowable a priori?
Whewell claims that science consists in a process called the idealization o f facts, where
experiential truths are transferred to the side o f necessary truths. Snyder posits that the
connection between the empirical (experiential truths) and axiomatic (necessary truths) is
analytic. Snyder’s analytic label refers to Whewell’s insistence that human ideas are at
the center of the process. It is the fundamental ideas of man that connect the facts of our
experience, in a linguistic relationship with real-world objects and events. Whewell
further stated that each fundamental idea is made up of conceptions which are special
modifications of the idea applied to the particular circumstances. It is the Idea or
Conception that is central to the formulation of an empirical law. Through the process of
colligation empirical facts are brought together under a relation provided by the Idea.
In summary, the idealization of facts in which experiential truths are shown to
satisfy the criteria for necessary truths is the central element of Whewell’s epistemology.
Whewell’s epistemology is the foundation for his method of induction; Discoverers ’
Induction.
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CHALLENGES TO THE CASE STUDY METHOD
The case study has long been (and continues to be) stereotyped as a weak
sibling among social science methods. Investigators who do case studies
are regarded as having downgraded their academic disciplines. Case
studies have similarly been denigrated as having insufficient precision
(i.e., quantification), objectivity, or rigor. (Yin, 2003, p. xiii)
That is the opening sentence in the Preface to Robert Yin’s seminal work; Case Study
Research: Design and Methods. These words to researchers who contemplate using the
Case Study for dissertations serve as sufficient warning about the methodological risk.
However, his words are followed by a powerful treatise on how the Case Study is an
empirical method that conforms to the Canons of Science. Yin’s candid and open
approach to the case study provided the researcher with sufficient material to positively
approach and mitigate the limitations included in the scholarly criticisms. The principal
limitations and the strategies to mitigate the threat to scholarly research were as follows:
Lack o f Rigor
The lack of rigor criticism is linked to the problem of bias, which can be
introduced by the subjectivity of the researcher (the instrument of the study) and that of
the participants on whom the researcher relies to get an understanding of the case. This
criticism is not unique to case study research. “Quantitative research can also be affected
by the bias of the researcher and of participants: samples can be manipulated, data can be
tampered with or purposely excluded, surveys can be poorly constructed and respondents
can answer dishonestly.” (Patton and Appelbaum, 2003, p. 62). However, case study
researchers are not relieved of the responsibility for conducting thorough, careful
research. Yin’s treatise on the subject is noteworthy in that it has purposely included the
subtitle Design and Methods because it includes design procedures and methods to ensure
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that the case study researcher is able to systematically approach the case study.
Additional formal methods and procedures have been developed, particularly the work of
Miles and Huberman (1994), which address the collection and analysis of qualitative data
and were essential elements of the case study design in this research. The United States
General Accounting Office (1990) has a checklist for reviewing case study reports that is
a useful tool in ensuring that the case study report contains sufficient rigor. The use of
systematic methods and formal procedures were strategies adopted by the researcher to
mitigate this criticism. However, “.. . systematic and careful work is always relevant, no
matter the type of research.” (Stenbacka, 2001, p. 553)
Little Basis for Scientific Generalization
The criticism about scientific generalization is focused upon the method’s reliance
upon a case study as the means for generalization. “Case studies are generalizable to
theoretical propositions and not to populations or universes.” (Yin, 2003, p. 10) The
scientific basis for case study generalization is differentiated from experiment
generalization in Table 15.
Experiment
Case Study
A population of data
A theoretical proposition
Conceptual Frame
Method of Generalization Statistical Generalization
Analytic Generalization
Table 15: Scientific Basis for Generalization

“In analytic generalization, the investigator is striving to generalize a particular
set of results to some broader theory.” (Yin, 2003, p. 37) Analytic generalization
involves generalizing to a theory or in this case a framework—not to a population— and
is based on validating theory-driven or framework-driven predictions with evidence
collected in a variety o f settings in the case studies. Analytic generalization can reveal
contextual conditions under which the framework-based predictions are considered to
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apply and serve to increase confidence in the theory or framework. Firestone (1993)
stated

.. analytic generalization attempts to show that a theory holds broadly across a

wide variety o f circumstances, but sometimes it identifies the scope of a theory — that is,
the conditions under which it applies.” (p. 17) In this research the inductively developed
systems-based framework was used as a template for comparing the empirical results (i.e.
data) o f both case studies. The research further extended this generalization by
combining the inductive concepts generated in the literature review with insights from
existing formal theory. The formal theory came from the literature which was a strategy
recommended by Glaser and Strauss (1967).
Lee & Baskerville (2003) have constructed a generalizability framework to offer a
clarification as to the type of generalizability appropriate to a specific research effort.
Figure 19 is the framework.
Generalizing
To
Empirical
Statements

EE
Generalizing
From
Empirical
Statements

Generalizing from
Data to Description

TE
Generalizing
From
Theoretical
Statements

Generalizing from
Theory to Description

Generalizing
To
Theoretical
Statements

ET

Generalizing from
Description to Theory

TT

Generalizing from
Concepts to Theory

Figure 19: Lee & Baskerville’s Generalizability Framework
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The type of generalization used in this research is generalizing from description
(the empirical results o f the case studies) to theory (the inductively developed systemsbased framework) and as such was characterized as Type ET. This type of
generalizability has appeared in the li terature with regularity and is reported by Yin
(2003), Klein & Myers (1999), Strauss & Corbin (1998), Walsham, (1995), Dutton &
Dukerich (1991), Leonard-Barton (1990), Eisenhardt (1989), and Glaser & Strauss
(1967).
Yin provides three synonyms for generalizing from empirical to theoretical
statements: “(1) Analytical generalization, (2) Level-2 inference, and, (3) Generalizing to
theory.” (Lee & Baskerville, 2003, p. 236) Figure 20 illustrates three examples of
generalizing from empirical to theoretical statements (Yin, 2003):

theory

population
characteristics

rival theory

case study
findings

experimental
findings

Figure 20: Making Inferences: Two Levels

Adapted from Yin, R.K. (2003). Case Study Research: Design and
Methods. (3rd ed.). Thousand Oaks: Sage Publications, p. 32

1. Generalizing from population characteristics to theory,
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2. Generalizing from case study findings to theory, and
3. Generalizing from experimental findings to theory.
The research developed a Level-2 inference in which the developed theory in the
inductively developed systems-based framework was used as a template with which to
compare the empirical results of the two case studies. Two case studies were selected
because (1) if they support the theory, then replication may be claimed, and (2) more
importantly, “. . . the empirical results may be considered yet more potent if two or more
cases support the same theory and do not support an equally plausible, rival theory.”
(Yin, 2003, p. 33) This is the Level-2 inference in Figure 20.
Analytic generalization is an important concept for the case study researcher.
Type ET generalizability is considered to be well developed. “Hence, criticisms that case
studies and qualitative studies are not generalizable would be incorrectly ruling out the
generalizability o f empirical descriptions to theory. Furthermore, such criticism could be
incorrectly presuming that statistical generalizability is the only form of generalizability
and will be included as an essential element o f the case study design.” (Lee &
Baskerville, 2003, p. 237)
Making Controlled Observations
Most natural science experiments routinely observe the influence of one factor on
another factor. In so doing they have designed the experiment so that other factors that
may potentially interfere with the experiment are strictly controlled or removed from the
experiment altogether. The real-world setting for case studies does not permit such
controls.
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In order to mitigate this criticism the case study researcher has made controlled
observations by utilizing natural conditions to validate predictions. Lee (1989a) remarks
that:
The case researcher must actively apply his or her ingenuity in order to
derive predictions that take advantage o f natural controls and treatments
either already in place or likely to occur, (p. 39)
The researcher scanned all o f his objecti vely collected data for the presence of
natural controls included in the observations.
Take Too Long and Result in Massive, Unreadable Documents
Yin reports that this complaint may be appropriate, given the way case studies
have been done in the past, but this is not necessarily the way case studies must be done
in the future (Yin, 2003). Yin’s book includes a chapter that discusses an alternative
method to the traditional, lengthy narrative, and how it can be avoided.
Table 16 lists each o f the issues and the mitigation strategies that were included as
purposeful elements in the case study design for this research.
Scholarly Criticisms of
Case Studies

Lack of Rigor

Little Basis for Scientific
Generalization

Making Controlled
Observations
Take too long and result in
massive unreadable
documents

Mitigation Strategies

1. Use of formal methodology
2. Use of formal data analysis methods
3. Use a guide to achieving quality in
qualitative research
4. Case study review checklist
1. Analytic generalization to theoretic
propositions
2. Generalizability framework
3. Level-2 inference
1. Take advantage of natural
conditions to validate predictions.
2. Use formal methods
1. Adopt alternative methods to the
traditional, lengthy narrative

Research Design References

1. Yin, (2003)
2. Miles & Huberman (1994)
3. Cepeda & Martin (2005)
4. U.S. GAO (1990)
1. Yin (2003)
2. Lee & Baskerville (2003)

1. Lee (1989a, 1989b)
2. Strauss & Corbin (1967)
3. Corbin & Strauss (1990)
1. Yin (2003)
2. Darke, Shanks & Broadbent
(1998)

Table 16: Case Study Criticisms and Mitigation Strategies
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COMPLIANCE WITH THE CANONS OF SCIENCE
This section will conclude the discourse on the research methodology by showing
how the ontological, epistemological, methodological, and axiological elements of the
researcher’s view combined to produce a belief system or paradigm that satisfied the
generally accepted criteria for high-quality research.
The Canons of Science
“The major justification for the research enterprise is that we have the time and
skills to develop approximations of the truth that have a firmer warrant then common
sense.” (Firestone, 1990, p. 123) The approximation o f truth spans the paradigmatic
continuum from subjectivist idealism to objectivist realism and includes “. . .
fundamental properties which are regarded as essential for any empirical science
whatsoever.” (Kaufmann, 1942, pp. 458-459) Four generally accepted criteria for highquality research compose the Canons o f Science and answer the following questions
(Guba & Lincoln, 1985, p. 290):
1. Truth Value: How can one establish confidence in the truth of the findings of a
particular inquiry for the subjects (respondents) with which and the context in which the
inquiry was carried out?
2. Applicability: How can one determine the extent to which the findings of a
particular inquiry have applicability in other contexts or with other subjects
(respondents)?
3. Consistency: How can one determine whether the findings of an inquiry would
be repeated if the inquiry were replicated with the same (or similar) subjects
(respondents) in the same (or similar) context?
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4. Neutrality: How can one establish the degree to which the findings of an
inquiry are determined by the subjects (respondents) and conditions of the inquiry and
not by the biases, motivations, interests, or perspectives of the inquirer?
Researchers grounded in both quantitative and qualitati ve methods can rely on
these higher-level Canons of Science to ultimately arrive at well-reasoned conclusions.
Felix Kaufmann [1985-1949], in his paper The Logical Rules o f Scientific Procedure,
addresses the requirement for a researcher to

.. formulate the rules which the scientist

wants to comply with to make the implicitly implied canons of inquiry specific.” (1942,
p. 458) Strauss and Corbin (1998) address qualitative research and suggest that:
. .. the usual canons o f good science should be retained, but require
redefinition in order to fit the realities o f qualitative research, and the
complexities o f social phenomenon that we seek to understand, (p. 250)
A large number o f scholars have contributed specific criteria to satisfy the Canons of
Science from a number o f paradigm positions (see Denzin & Lincoln, 2000, p22; Lincoln
& Guba, 2000, p. 166; Whittemore, Chase & Mandle, 2001, p. 529 for complete listings).
Table 17 shows the Canons o f Science and the generally accepted design quality concepts
that are invoked for both the positivist and naturalist paradigms and the associated
quantitative and qualitative research methods.
Canon of Science

Quantitative Research
Methods and Positivist
Paradigm

Qualitative Research
Methods and Naturalist
Paradigm

1. Truth Value

Internal Validity

2. Applicability

External Validity or
Generalizability
Reliability

Trustworthiness or
Credibility
Transferability

3. Consistency
4. Neutrality

Objectivity or External
Reliability

Dependability or
Auditability
Confirmability of Data

Table 17: Canons of Science and Design Quality Concepts
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The Canons o f Science and the Research Study
The design quality concepts that were invoked within the Canons of Science for
the this research were as follows:
Internal Validity (Truth Value)
Ducasse (1951a, 1951b) reports that an important element of Whewell’s concept
of the Inductive process included the decomposition of facts where Whewell (1858)
states:
When we inquire, what facts are to be made the materials o f Science,
perhaps the answer which we should most commonly receive would be,
that they must be True Facts, as distinguishedfrom any mere inferences or
opinions o f our own. (p. 51)
The internal validity o f the framework was reinforced through the use of an outside
expert where all of the objectively collected data was evaluated to ensure that personal
bias had not entered the collection process.
“The concern over internal validity, for the case study element of the research,
may be extended to the broader problem of making inferences. Basically, a case study
involves an inference every time an event cannot be directly observed.” (Yin, 2003, p.
36) The researcher endeavored to show the plausibility of the research findings against
the relationships contained in the research questions. Triangulation, the combination of
research techniques, was included as a purposeful element of the research design. “The
effectiveness of triangulation rests on the premise that the weaknesses in each single
method will be compensated by the counter-balancing strengths of another.” (Jick, 1979,
p. 604) Data Triangulation was achieved by collecting data from different sources over
different time-scales by doing multiple case studies. Theoretical Triangulation was
invoked by applying systems principles to the discipline of software engineering.
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Method Triangulation was included through the use of both qualitative and quantitative
methods. The use o f multiple methods of triangulation ensured that the research was
more robust and valid (White, 2000).
External Validity or Generalizability (Applicability)
External validity refers to the extent to which the research results may apply to
situations beyond the immediate research. For generalizations related to inductive
reasoning Hans Selye [1907-1982] wrote:
Those who object to inductive reasoning do not realize that what they
actually deplore is the unwarranted confidence in a general law. To
inspire confidence, a generalization must be based on as many
observations as possible. However, once formulated on the basis o f a
given number o f data, it is neither more nor less likely to be correct as a
general law than as a guide permitting correct deductions in new
particular instances. (1964, p. 283)
In order to ensure the external validity of the inductively developed framework a panel of
experts was used to evaluate the both content and face validity of the framework
elements.
For case studies a mode of generalization called analytic generalization (which is
contrasted against the well know statistical generalization) was used. “In analytical
generalization, the investigator is striving to generalize a particular set of results to some
broader theory.” (Yin, 2003, p. 37) For this research it was the inductively developed
systems-based framework for the analysis of software development project performance
which was used as a template for comparing the empirical results of the case study data;
following the Type ET Generalizability reported by Lee and Baskerville (2003). External
validity was supported through the use o f replication logic in the form of a multiple-case
design (n > 1). “The use of multiple cases is desirable because it allows for cross-case
analysis and the extension of theory.” (Benbasat, Goldstein & Mead, 1987, p. 373)
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Reliability (Consistency)
The goal of reliability is

.. whether the study is consistent, reasonable stable

overtime and across researchers and methods.” (Miles & Huberman, 1994, p. 278) The
objective quality evidence for reliability is the ability of a future researcher to follow the
same procedures described by the initial researcher, on the same case study, and arrive at
the same findings and conclusions. To ensure replication and controls, both elements of
the research, like any other empirical experiment must:
Make as many steps as operational as possible and to conduct research as
i f someone were always looking over your shoulder. (Yin, 2003, p. 38)
Reliability ensures the congruence between the research problem and the data, methods
and analysis techniques used by the researcher. The detailed procedure in Chapter 4 was
provided to ensure methodological reliability.
Objectivity (Neutrality)
Objectivity addresses “. . . the issue of whether independent researchers
would discover the same phenomena or generate the same constructs in the same
or similar settings.” (LeCompte & Goetz, 1982, p. 32) The external reliability of
the inductive element of the study was enhanced by addressing four areas
recommended by LeCompte & Goetz (1982). (1) The researcher’s role in the
study was mitigated through the use of an outside expert and panel of experts. (2)
“Every concept brought into the study or discovered in the research process was
at first considered provisional. Each concept earns its way into the theory by
repeatedly being present in interviews, documents, and observations in one form
or another - or by being significantly absent.” (Corbin & Strauss, 1990, p. 7). In
addition, the data chosen for the induction was reviewed by an outside expert
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prior to its inclusion. (3) The analytic constructs of the framework were
developed as part of a detailed procedure in Chapter 4. The organization of the
empirical data and resulting stream of subcategories, categories, and constructs
were linked to the theoretical foundation for the induction. (4) The methods of
data collection and analysis were supported by precise identification and thorough
description o f the collection and analysis processes.
The case study element of the research also addressed objectivity in three
ways. (1) By utilizing multiple sources of evidence during data collection, which
provided for both converging lines o f inquiry (that permit data triangulation and
ensure internal validity) and multiple measures of the same phenomenon; (2) by
establishing a chain of evidence during data collection; and (3) having key
stakeholders review the draft case study report.
In summary, the four relevant quality concepts were invoked throughout the
study. They started in design and were present in data collection, data analysis and the
publication phases of the research study. The four quality indicators were measures of
the research and its conformance to the Canons of Science.
SUMMARY
This chapter has described the high-level research and dissertation concept and
provided a detailed description of the research paradigm in terms of both the researcher’s
view and the problem under study. The linkage between the researcher’s view, the
problem under study, and the Canons of Science (see Figure 14) is of significance
because it frames the research study and all of the elements that influence the study. The
chapter addresses each element to explicitly state the researcher’s perspective. It has
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provided rationale for the selection of the mixed-method design and reviewed the
challenges presented by both the inductive and case study elements of the research and
how the research complied with the Canons of Science.
The chapter has explicitly addressed the challenges to the inductive and case
study elements o f the research methodology and shown how each method satisfactorily
complies with the Canons o f Science. The four generally accepted criteria for highquality research (Guba & Lincoln, 1985) were used to judge the adequacy o f the research
study. Each of the four criteria were examined without reference to either the
qualitative/quantitative method or the positivist/naturalist paradigm. The design quality
concepts invoked for the research satisfactorily complied with the Canons of Science.
The generalized methodology and paradigms described in this chapter provide the
methodological support for the following chapter. The next chapter will provide an
outline o f the research design and the specific details of the methods, procedures, and
techniques used in the two primary elements of the research.
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CHAPTER IV: RESEARCH DESIGN, METHODS, AND
PROCEDURE
This chapter discusses the assumptions and rationale that support the selection of
the research method, lays out the research design and concludes with a discussion o f the
procedures and techniques of the two primary elements of the research.
THE RESEARCH DESIGN
Beginning with the formulation o f the research purpose, as articulated in the
research questions and propositions, the research plan moved through framework
development, data requirements and structure, data collection and analysis, and
publication. Other key aspects of the research plan included the role and influence of
scholarly and professional literature and the Canons of Science and Research Paradigm.
Figure 21 is the high-level research design, methodological elements, and study phases.
Qualitative Element of the Research Design
Phase 0 - Research questions and propositions
Definition o f the principal research questions was the goal of this phase. The
research addressed both the substance (what is the study about?) and form {who, what,
where, why, or how questions?) during the development of the questions. Propositions
directed the research focus to what was examined within the scope of the study. Stating
specific propositions ensured that the research moved in the right direction and acted as a
starting point for relevant evidence. The propositions served as a blueprint for the study
and provided strong guidance in determining what data to collect and the strategies for
analyzing the data.
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Figure 21: High-Level Research Design and Study Phases

Phase 1 Framework Development
-

In this phase initial theory was developed from the literature. The initial idea or
conception regarding a holistic, structured, systemic framework for software
development projects was the object of the study. This phase was highly qualitative and
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relied on inductive theory building to construct the software systems engineering
framework. “For case studies, theory development as part o f the design phase is
essential, whether the ensuing case study’s purpose is to develop or test theory.” (Yin,
2003, p. 28) The framework was validated using the quantitative case study method of
Yin (2003), described in the next phase of the research design.
Quantitative Element of the Research Design
Phase 2 - Data Requirements and Structure
The researcher selected two software development projects for use as validating
case studies. The criteria utilized for the selection of each of the case studies was an
important element of the research as the criteria have a direct impact on the ability to
make generalizations based on the findings of the study. Once selected, the intrinsic
characteristics of each software development projects were defined. The high-level
characteristics of each project were captured and serve as a classification guide and
measure o f comparison for future research.
In order to avoid being overwhelmed with mountains of data, an analytic strategy
that specified who and what was and was not studied was constructed using the
guidelines developed by Miles and Huberman (1994). The analytic strategy included
several specific methods for data collection and analysis related to software engineering
(Seaman, 1999). Throughout, particular attention was paid to the data design to ensure
that the measures o f design quality in Table 14 were met throughout the study.
Phase 3 - Data Collection and Analysis
This phase of the research design was centered on analysis of the empirical data
from the two case studies. Case studies use a mode of generalization called analytic
generalization, which is contrasted against the well know statistical generalization (Yin,
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2003). In analytic generalization the framework developed in Phase 1 was used as a
template for comparing the empirical results of the case study data specified in Phase 2.
Yin recommends an information systems research paper by Markus (1983) as an
excellent example o f a case study that was used to validate theory.
Two cases were used to permit cross-case analysis and the extension of theory
(Benbasat, Goldstein & Mead, 1987). Triangulation, the combination of research
techniques, was included as a purposeful element of the research design. The use o f
multiple methods o f triangulation ensured that the research was more robust and valid
(White, 2000). Methods included: (1) Data Triangulation, which was achieved by
collecting data from different sources over different time-scales using multiple case
studies; (2) Theoretical Triangulation, which was invoked by applying systems principles
to the discipline of software engineering; and (3) Method Triangulation which was
included through the use multiple techniques for gathering sources of evidence for the
case studies (Zelditch, 1962).
A comprehensive set o f rules, presented in the research procedure were applied
throughout data collection and analysis. This tact provided an additional level of rigor to
the technique and further mitigated many of the criticisms focused on case study
research.
Reporting Element o f the Research Design
Phase 4 - Publication
The final phase of the research design coherently published the research findings.
This dissertation was the principal publication. A secondary publication, in the form of
an article in a scholarly journal, will be produced in order to extend the research findings
to a wider audience.
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Summary o f the Research Design
Although the representation of the research design in Figure 21 shows a linear
progression of research study phases, it is also beneficial to look at the research from the
perspective of the research purpose and research questions. In doing so, the research
consisted of two primary elements: qualitative framework development using inductive
theory building and quantitative framework validation using two case studies. A clear
distinction between the two methodological elements was made because the activities,
techniques, procedures, and methods used, and the outputs are different for each. Table
18 describes the major elements of the research.

Research
Element
Theoretical
Framework
Development

Framework
Validation

Data
Collection
Methods

Data Collection
Reference

Literature
Snyder (1997a)
review using Ducasse (1951a,
Discoverers ’ 1951b)
Induction.
Miles &
Huberman,
(1994)

Case study
method

Yin (2003)
Miles &
Huberman
(1994)

Data
Analysis
Methods

Inductive
Theory
Building
using
Discoverers’
Induction

Case Study

Data Analysis
Reference

Carlile and
Christensen
(2005)
Corbin &
Strauss (1990)
Glaser &
Strauss (1967)
Strauss &
Corbin (1998)
Yin (2003)

Expected
Outputs

Relationship
to Research
Questions

Holistic,
structured
framework
for software
development
projects

Supports
Research
Question #1

Framework
Validation

Supports
Research
Question #2

Table 18: Elements of the Research Design

In summary, the research design presented in this section is a compilation o f the
established body o f knowledge on the subject. The design invoked the Canons of
Science as measures o f design quality, conformed with the rules for qualitative analysis
(Munck, 1998), followed the procedures for qualitative data analysis (Miles and
Huberman, 1994), and invoked the rigor of the empirical method for case study research
(Yin, 2003). The use o f these systematic methods and formal procedures were strategies
to mitigate criticisms leveled at methods, procedures, and techniques, but it was up to the
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researcher to do systematic and careful work. The two major sections that follow will
discuss the methods and procedures used in each research element.
METHOD FOR THE THEORETICAL FRAMEWORK DEVELOPMENT
The holistic, structured, systemic framework for software development projects
developed in this research element not only provided the conceptual basis for
understanding the context surrounding software development projects, but supported the
development o f formal methodologies that can be used by software practitioners to
improve software development project performance. The strength o f the framework was
based upon being grounded in the theoretical constructs derived from the application o f
systems theory to software development projects.
Development of the framework used an inductive method called Discoverers ’
Induction, with the categories, attributes, relationships, properties, and dimensions of the
framework drawn directly from the inductive theory building method. In order to better
understand this research element a review of the theoretical basis for and procedure used
in building the framework are warranted.
Models. Frameworks, and Theory
A framework, in the context of this research is a type of model; a conceptual
model that can be applied to carry out some specific purpose, function or task. Modeling
theorist Peter Achinstein (1965) states that
Models may refer to anything from a physical construction in a display
case to an abstract set o f ideas . . . a consideration o f them will illuminate
the structure, interpretation, and development o f scientific thinking, (p.
102)
A scientific model is defined to be (Bailer-Jones, 2003):
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An interpretive description o f a phenomenon (object or process) that
facilitates perceptual as well as intellectual access to that phenomenon.
‘Description ’ is intended as a term wide enough to admit various forms o f
external representations, propositional or non-propositional. A model is
not, however, a description in the trivial sense o f a mere
phenomenological description o f a phenomenon. It gives a description
that is an interpretation in that the description goes beyond what ‘meets
the eye ’, e.g. by exploiting a theoretical background that is relevant to
interpreting the phenomenon, (p. 61)
This is an important definition because

.. scientific models are often contrasted with

scientific theories.” (Nagel, 1961, pp. 96-97) However, “. . . theories are not about the
empirical world in the same concrete sense as models . . . models, by their very
constitution, are applied to concrete empirical phenomena, whereas theories are not.”
(Bailer-Jones, 2003, pp. 61-62) The conceptual model, or framework, developed in this
research was generated using systems principles, systems theory, systems thinking, and
systems practice to explain the relationship to software development project performance.
“The use of a framework allows us to express a greater number and a larger variety of
observational facts and - this is crucial - to explain these facts. ” (Maxwell, 1962, p. 136)
Frameworks can include representations that range from localized observations to highly
abstracted global generalizations. Figure 22 is the framework representation continuum
that shows the relationship o f frameworks to data, models, theories and paradigms.

Global
Generalizations

Localized
Observations
|
Data

Models

1
1

Theories

1
1

>

*

Paradigms

Figure 22: Framework Representation Continuum

Adapted from a Figure in Pemberton, M.A. (1993). “Modeling Theory and Composing
Process Models,” College Composition and Communication, Vol. 44, No. 1, p. 43.
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The term representation points to characteristics of scientific models that cannot be
captured in an account that exclusively relies on only propositions (Bailer-Jones, 2003).
Giere (2004) states that

.. scientific representation is to be understood as a two-place

relationship between statements and the world. A focus on the activity of representing
fits comfortably with a model-based understanding o f scientific theories.” (pp. 743-744)
Figure 23 relates the roles o f models with principles and generalized hypotheses and

Principles plus Specific
Conditions
Scientists generate Models
using Principles and
SpeciGc Conditions

Models

Hypotheses and Generalizations
Attempts to apply Models
to the Worldgenerates

The World

Figure 23: Model-based Understanding of Theories

Adapted from a Figure in Giere, R.N. (2004). “How Models are Used to
Represent Reality,” Philosophy o f Science, Vol. 71, No. 5, p. 744.

shows: (1) how scientists generate models using principles and specific conditions; (2)
how the application of models to the world generates hypotheses about the fit of the
model to particular things in the world; and (3) how hypotheses may be generalized
across previously designated classes o f objects. The next section will discuss the role of
the framework in the development of theory.
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Theory Development and Theorizing
Runkel and Runkel (1984) remind us that

.. theory belongs to the family of

words that include guess, speculation, supposition, conjecture, proposition, hypothesis,
conception, explanation, and model.” (pp. 129-130) Karl Weick (1995) states that a
theory is a “. . . continuum rather than a dichotomy,” (p. 386) and differentiates between
theory and theorizing as:
Theory work can take a variety offorms, because theory itself is a
continuum, and because most verbally expressed theory leaves tacit some
key portions o f the originating insight. These considerations suggest that
it is tough to judge whether something is a theory or not when only the
product itself is examined. What one needs to know, instead, is more
about the context in which the product lives. This is the process o f
theorizing, (p. 387)
Weick’s cautionary note to researchers includes his belief that most theories approximate
rather than realize the conditions for strong theory. He goes on to state that most
products that are labeled theory actually approximate theory and suggest that these
approximations take one o f four forms described by Robert K. Merton [1910-2003] in
Table 19 (Merton, 1968, p. 140; Weick, 1995, pp. 385-386).
Product
General Orientations

Characteristics
Broad frameworks that specify the types
of variables people should take into
account, without any specification of
relationships among these variables.
Analysis of Concepts
Concepts are specified, clarified, and
defined but not interrelated.
Postfactum Interpretation Ad hoc hypotheses are derived from a
single observation, with no effort to
explore alternative explanations or new
observations.
Empirical Generalization
An isolated proposition summarizes the
relationship between two variables, but
further interrelations are not attempted.
Table 19: Forms of Theory and Characteristics

Weick (1989) provides a broad statement about theories when he states that they:
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. . . involve so many assumptions and such a mixture o f accuracy and
inaccuracy that virtually all conjectures and all selection criteria remain
plausible and nothing gets rejected or highlighted, (p. 521)
He counsels those building theories to move toward theories o f the middle range or
toward theories that are nearly theories. Merton (1968) defines theories o f the middle
range as:
Theories that lie between the minor but necessary working hypotheses that
evolve in abundance during day-to-day research and the all-inclusive
systematic efforts to develop a unified theory that will explain all the
observed uniformities o f social behavior, social organization and social
change, (p. 39)
Merton states that middle-range theory is principally used to guide empirical inquiry.
The abstractions contained in middle-range theories are close enough to the observed data
that they may be incorporated in propositions that can be validated empirically. Weick
(1989) believes that the rationale for moving toward middle-range theories is as follows:
Middle range theories are solutions to problems that contain a limited
number o f assumptions and considerable accuracy and detail in the
problem specification. The scope o f the problem is also o f manageable
size. To lookfo r theories o f the middle range is to prefigure problems in
such a way that a number o f opportunities to discover solutions is
increased without becoming infinite, (p. 521)
Both Weick (1974) and Bourgeois (1979) address middle-range theorizing. Weick’s
efforts are directed at moving systems theory from the category o f grand theory to the
category o f theories o f the middle range while Bourgeois addresses methodological
issues as how to organize the theory-building effort. Bourgeois (1979) suggests that
middle-range theoretical work includes the activities in Table 20.
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Step

Description

Partitioning of the Field
Method of Theory
Construction

Review of Literature
Construction of Theory
Extension of Theory
Metaphysical Elaboration

Conclusion

Clarification of the purpose, objectives, questions
and propositions to be answered.
• Inductive Inference. Starts with observations of
a set of phenomena, after which one arrives at
general conclusions.
• Deductive Inference: Starts with general
knowledge and predicts a specific observation.
Selective reading of the writings relevant to one’s
work, which should include the classics.
Generation of a theory through comparative
analysis of empirical laws and substantive theories.
Generalization.
A receptacle for the occasional intuitions that
surface into consciousness as one pursues the
theory-building task.
Statements describing the theory.

Table 20: Bourgeois’ Theory-Building Format

Freese (1980) proposes two independent strategies for theory construction in
Table 21 that can be used to explain and predict the phenomena o f real, complex, and
usually contemporary social systems.
Features
Objective
Structure
Presentation

Generalizing Theoretical Strategy

Pure Theoretical Strategy

To explain and to generalize about
lawful phenomena in open systems
Systematic and contains ordinary
language
Nomothetic universal or statistical
generalizations of non-limited
spatio-temporal scope, having high
information content, and describing
some regularity that observations of
the world should confirm.

To predict the behavior of lawful
phenomena in closed systems.
Formal and contains no ordinary language.

Method
Result

Inductive abstraction.
Consolidation of theories or data.

Theory
Structure

Summarizing information, in an
abstract and general form, that can
be used to explain or predict
particular empirical cases that fall
within the scope of the theory.
Blau (1970)
Kelley & Thibault (1978)

References

Nomothetic statements expressed in
universal or statistical form and having
high information content, but they are not
meant to be generalizations about the
world of everyday experience, and
describing some regularities that exist in a
theoretically possible world but not in the
actual world.
Idealization.
Cumulation of theory some of which could
have engineering applications.
Describing some idealized state of affairs
in a closed system, with laws describing
the invariances of the system, and then
they are used for calculating changes in the
system when other things are equal.
White (1970)
MacKenzie (1976)

Table 21: Strategies for Theory Construction and Features
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Based on the review of the literature on framework models and theory
development, the qualitative element used in this research was bounded by the following:
1. The holistic, structured, systemic framework for software development
projects addresses open systems and was developed using a generalizing
theoretical strategy and an inductive method.
2. The framework is an approximation of theory, residing on the theory
continuum as a theory of the middle range, and as such is not expected to be
an ultimate outcome of theory.
The next section will describe the theoretical basis for the inductive method, using both
the classics of science and modem interpretations.
Theoretical Basis for Inductive Theory Building
W. Stanley Jevons [1835-1882] writes, in his most important published
work, The Principles o f Science (1877/1913):
Induction is the inference ofgeneral from particular facts . . . induction is,
in fact, the inverse operation o f deduction, and cannot be conceived to
exist without the corresponding operation, so that the question o f relative
importance cannot arise, (p. 121)
And goes on to state the important characteristics of induction:
The truths to be ascertained are more general than the data from which
they are drawn. The process by which they are reached is ‘analytical, ’
and consists in separating the complex combinations in which natural
phenomena are presented to us, and determining the relations o f separate
qualities. Given events obeying certain unknown laws, we have to
discover the laws obeyed. Instead o f the comparatively easy task o f
finding what effects will follow from a given law, the effects are now given
and the law is required. We have to interpret the will by which the
conditions o f creation were laid down. (p. 212)
John Dewey [1859-1952] gave a concise high-level overview of the inductive method:
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With respect to the formulation o f the inductive procedures o f ancient and
modern science respectively there exists a ‘verbal ’ similarity. Both start
from scattered data (or particulars) and move toward institution o f
generalizations. But the similarity does not extend beyond the vague
formula o f ‘g oing from particulars to generals. ’ For (1) particulars are
conceived in radically different ways and (2) the process o f ‘going, ’ or the
way in which generals are arrived at from particulars, is very different.
(1938, p. 422)
Many o f the early philosophers subscribed to the inductive method and include
Francis Bacon [1561-1626], John Locke [1632-1704], David Hume [1711-1776],
and John Stuart Mill [1806-1873]. John Venn [1834-1923] describes the general
steps in induction:
Hence we may lay it down generally that a complete process o f inductive
discovery, — i f we suppose such a process to commence at the point at
which an original investigator must be assumed to have started, and not to
terminate until a sound and cautious investigator may be supposed to
regard the conclusion as proved, —must contain the three following steps:
(1) There is first a stroke o f insight or creative genius demanded in order
to detect the property to be generalized, and possibly also to distinguish
the class over which this property is to be generalized. . . .
(2) Then follows a more formal process, namely that ofgeneralization . . .
it is at this stage that we must claim a place fo r the so-called Methods o f
Inductive Enquiry, such as the Methods o f Agreement, o f Difference, and
so fo rth ... .
(3) Thirdly, there is a final verificatory stage. . . . Now one kind o f
verification, and, fo r scientific or logical purposes, the most important
kind, consists o f a deductive process. We confirm the inferred
generalization, or we may even succeed in absolutely demonstrating it, by
showing that itfollows from a combination o f various known laws. . . .
(1907/1973, pp. 352-354)
The inductive method adopted for this research, Discoverers ’ Induction, adheres
to Venn’s generalized process.
Discoverers ’ Induction is an inductive method attributed to William Whewell
[1794-1866], a polymath who “. . . ranks among the major figures in 19th-century
philosophy of science.” (Laudan, 1981, p. 163) “Indeed, Whewell was the first author
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who formulated the structure of science in the way in which it is conceived today.”
(Frank, 1957, p. 303) Venn states that “Whewell’s works are comparatively not much in
vogue at the present day, but the aspect of Induction which he thus emphasized is one
which we certainly ought to keep in view.” (1907/1973, p. 356) Ducasse comments on
Whewell’s importance by stating that “Whewell is the first to formulate a comprehensive
and systematic theory of induction throughout in terms of the so-called Newtonian
method of Hypothesis - Deduction - Verification.” (1951b, p. 234)
Overview of the Inductive Theory Building Method
Whewell’s method of induction was concerned with the process by which science
comes into being and has three distinct processes. The first two processes are distinctly
inductive and third process involves verification o f the inductively obtained hypotheses.
Whewell’s Process o f Colligation
“Colligation is the mental operation of bringing together a number o f empirical
facts by superinducing upon them some idea or conception that unites the facts and
renders them capable o f being expressed by a general law.” (Snyder, 1997a, p. 585) The
process of colligation is the purposeful action in which the researcher supplies something
to the facts (in this case it is the holistic, structured, systemic view of software
development projects), which causes them to be seen from a new point o f view. Kaplan
(1964) writes that “. . . a conception belongs to a particular person.” (p. 48) “One of
Whewell’s important contributions is his recognition that finding the proper conception
with which to colligate the known facts is the crucial - and often extremely difficult step in scientific discovery.” (Snyder, 1997a, p. 586, her emphasis) Whewell (1849)
remarks that “. . . there is a special process in the mind, in addition to the mere
observation of facts, which is necessary.” (p. 40) This special process in Discoverers ’
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Induction is inductive inference, specifically, the inference from observations and
background information to the hypothesis (Snyder, 1997a). Whewell has designated it a
process because finding a property shared by known members of a class typically
involves a number o f inferences. This series of inferences from observations and
contextual information is a process which Whewell called a train o f researches. (1857)
The train o f researches may include enumerative, eliminative, causal, and analogical
inferences.
This element of Whewell’s method of induction clearly distinguishes him from
i i

the other 19 -century philosophers of induction. “Whewell believed with Kant
[Immanuel Kant, 1724-1804] in the great importance o f the linguistic material produced
by our minds for the advance of science and contributed in this way a great deal to a
better understanding of what the structure of science is.” (Frank, 1957, p. 307) Induction
by new concepts has had a significant impact in the advance of science and modem
discovery (Frank, 1957). John Kemeny [1926-1992] commented that induction is clearly
a much more useful thing than deduction and stated:
Induction tells us things we did not know before, whereas deduction only
tells us things we knew already but did not realize we knew. (Kemeny,
1959, p. 113)
Whewell’'s Process o f Generalization
The second process addresses generalization. When Whewell talked about
generalization he was being fairly specific. In this case generalization requires the
researcher to find a property in a group of facts (i.e. a property that is shared by the
known members of the class) that can be projected onto the unknown members of the
class as well. The use of enumerative, eliminative, causal, and analogical reasoning may
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be used in reaching the conclusion that observed members of a class share a property and
form the basis for generalization to all members of the class. Whewell’s inclusion of the
process o f generalization clearly separates him from the later work o f Mill and is the
source of much debate (Strong, 1955; Walsh, 1962). “Whewell’s inductivism, in contrast
to Mill’s, involves an inference or series of inferences from observations to a property or
cause shared by observed members of the class, which is then generalized to all members,
including the unobserved ones. This extra, inferential, element allows for the
generalization o f a property or cause instances of which may not have been observed, and
which may even be unobservable.” (Snyder, 1997b, pp. 194-195). John Dewey (1938)
stated that inductive inference involves extension beyond the scope of already observed
objects and the outstanding fact o f scientific inductive inference is, namely, controlled
reconstitution o f the singulars which are the ground of generalizations. “This
reconstitution is so effected as to determine what goes on in the way of interaction in a
singular case. Inference from one to all is completely and exclusively determined by
prior experimental operations through which the one has been determined to be an
exemplary specimen o f an order of interactions or o f functional correlations of variations.
This order, when it is ascertained, is the generalization.” (Dewey, 1938, pp. 439-440)
The inclusion of the concept of generalization to the unobservable, widely accepted in
modem scientific research, was an essential factor in the selection o f Whewell’s method
for this research.
Whewell’s Process o f Verification
The third and final process is where the inductively obtained hypothesis is
validated by empirical consequences. Whewell’s verification criteria included:
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prediction, consilience, and coherence (Snyder, 1994). When he included prediction he
was referring to

.. the hypothesis’ ability to foretell phenomena which have yet to be

observed; at least all phenomena of the same kind as those which the hypothesis was
invented to explain.” (Whewell, 1858, p. 86) Whewell also stated that “. . . the prediction
of results, even o f the same kind as those which have been observed, in new cases, is the
proof of real success in our inductive processes.” (Whewell, 1858, p. 87) When Whewell
spoke o f consilience he was referring to the hypothesis’ ability to explain and predict
cases of a different kind from those which were contemplated in the initial formation of
the hypothesis. When this occurs Whewell termed this a “Consilience o f Inductions', that
is, two laws obtained by independent inductions and concerning apparently
heterogeneous classes o f phenomena turn out to be, both of them, deducible from one and
the same hypothesis.” (Ducasse, 1951b, pp. 229-230) The final criterion, coherence,
deals with the adequacy of the hypothesis. The hypothesis should be sufficient to explain
“. .. some view of the subject which is consistent with all the observed facts.” (Whewell,
1858, p. 85)
METHOD FOR THE FRAMEWORK VALIDATION
The goal o f the second element o f the research, and the final process in
Whewell’s Discoverers ’ Induction, was to validate the inductively developed holistic,
structured, systemic framework for software development projects using actual realworld software development projects. Framework validation was a deductive act in
which the researcher explored whether or not the same relationships existed between the
framework attributes and outcomes by using a different set of evidence (i.e. the case
studies) from which the framework was induced. This was the principal output o f phases
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2 and 3 in the research design and used a case study methodology to validate the
framework. The criteria utilized for the selection of each of the case studies was an
important element o f the research as the criteria have a direct impact on the
generalizations that may be drawn from the findings. Once selected each case was
characterized using a formal project model which served as a guide for future
researcher’s who may study software development projects using the framework.
Theoretical Basis for the Use o f Case Studies
Creswell (2003) reports that Case Study research is well suited for issues and
questions:
. . . in which the researcher explores in depth a program, an event, an
activity, a process, or one or more individuals. The case(s) are bounded
by time and activity, and researchers collect detailed information using a
variety o f data collection procedures over a sustained period o f time. (p.
15)
Leedy and Ormrod (2001) state:
A case study may be especially suitable fo r learning more about a little
know or poorly understood situation. It may also be useful fo r
investigating how an individual or program changes over time, perhaps as
the result o f certain circumstances or interventions. In either event, it is
useful fo r generating or providing preliminary support fo r hypotheses, (p.
149)
Yin states that a case study is an empirical inquiry that (2003, p. 13-14):
■A Investigates a contemporary phenomenon within its real-life context especially
when the boundaries between the phenomenon and context are not clearly
evident.
•S Copes with the technically distinctive situation in which there will be many more
variables o f interest than data points, and as one result relies on multiple sources
o f evidence, with data needing to converge in a triangulating fashion, and as
another result.
•S Benefits from the prior development o f theoretical propositions to guide data
collection and analysis.
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Case studies combine data collection methods such as archives, interviews,
questionnaires, and observations. The data may be either qualitative (e.g., words) or
quantitative (e.g., numbers), or as was the case, both. Case studies are used to provide
description, validate theory or generate theory (Eisenhardt, 1989). However, the decision
to use a case study approach was not clear cut. Table 22 reviews the terminology used in
case study research against the traditional research phase as reported by Yin (2003) and
Bonoma (1985).
Research Phase

Yin’s Framework
(2003)
Description
Exploration

Bonoma’s Framework
(1985)
Drift
Design

Exploration
Hypothesis generation
Hypothesis validation
Confirmation
Explanation
Prediction
Disconfirmation
Explanation
Disconfirmation
Table 22: Terminologies used for Research Phases in Case Study Methods
Adapted from Benbasat, I., Goldstein, D.K. & Mead, M. (1987) ‘The Case Research
Strategy in Studies of Information Systems,” MIS Quarterly, Vol. 11, No. 3, p. 372.

A critical assumption in deciding to use a case study method for validation of the
framework was that the boundaries of the case were not clearly evident at the outset of
the research and that no experimental control or manipulation was going to be used.
Specifically, the researcher had less a priori knowledge o f what the variables of interest
would be and how they were to be measured (Benbasat, Goldstein & Mead, 1987). The
distinguishing characteristics of case studies were useful in helping to understand the
strengths of the method. Table 23 presents the strengths of case studies against the most
common characteristics.
Overview o f the Case Study Method
The case study method permitted the researcher to gather extensive evidence from
the object of the study. “Evidence may come from six sources: documents, archival
records, interviews, direct observation, participant-observation, and physical artifacts.”
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(Yin, 2003, p. 83) Because the researcher was looking into the past both direct
observation and participant-observation were eliminated as potential data collection
methods. The evidence from the cases were collected, analyzed, and interpreted. The
generalization method for case studies was analytic generalization.
Strength of Case Study Approach
The ability to investigate a contemporary
phenomenon within its real-life context permits
the researcher to include the rich human
element that surrounds the problem.
Case studies are able to use multiple data
sources. While no individual source is deemed
“best” the use of various sources is a highly
complementary practice enabling the researcher
to use triangulation as a method for ensuring
the quality of the design (i.e., internal validity).
Permits the researcher to include multiple
views in the analysis.
The complex nature of the unit of analysis (i.e.,
a software project) is studied from a variety of
perspectives invoking the Principle o f
Complementarity.
The case is viewed in the natural setting and
does not require control over behavioral events.
The researcher does not have to design
experiments using control and independent
variables.
The method is flexible enough to allow for
redesign.

Associated Case Study Characteristic
Phenomenon is examined in a natural setting.

Data are collected by multiple means that
include: (1) documentation, (2) archival
records, (3) interviews, (4) direct observations,
(5) participant-observation, and (6) physical
artifacts. (Yin, 2003, p. 85)
One or few entities (person, group, or
organization) may be included in the study.
The complexity of the unit of analysis is
studied intensively.

No experimental controls or manipulation are
involved.
The investigator may not specify the set of
independent and dependent variable in advance.
Changes in site selection and data collection
methods could take place as the investigator
develops new hypotheses.
Useful for the study of how and why questions.

How and why questions are more explanatory
and deal with operational links that need to be
traced over time. This is in sharp contrast to
the more traditional frequency or incidence of
objectivist approaches.
Table 23: Strengths of Case Study Approach

Analytic generalization involved generalizing to a theory or in this case a framework—
not to a population. The case study evidence was used as the basis for the validation of
the framework developed in the previous inductive method. The real-world behaviors
discovered in the case studies rendered judgment with respect to the framework’s ability
to predict performance behaviors based on the frameworks constructs and measurement
objects.
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Organization o f Details about the Case
Formal analysis required an analytic strategy, in this case, one that was broad
enough to address the conduct of analysis at the level of the whole case. The case-based
analytic strategy relied on the theoretical propositions and research questions that framed
the overall research study, forcing them to guide and shape the data collection plan. The
analytic strategy had three sections: (1) formulation, (2) quantitative and qualitative
analysis, and (3) interpretation. The analytic strategy was the guide for the remaining
processes in the case study method.
Collecting the Evidence
The researcher collected evidence from each o f the software development projects
or cases. This used the 1st section o f the analytic strategy, formulation, where the
quantitative and qualitative approach used in the analysis was developed. For this
research the evidence included documents, archival records, interviews, and physical
artifacts. The collection techniques for most o f the evidence were very straightforward.
However, the use of interviews, in the form of a questionnaire was more problematic, and
was fully addressed in Sub-Step 13-2.
Analyzing and Interpreting the Evidence
The researcher organized, analyzed, and interpreted the collected evidence. This
process used the 2nd section of the analytic strategy, where quantitative and qualitative
analysis served as a guide for the researcher during analysis of the evidence. Seaman
recommended the use of coding as a valid method for software engineering studies
because coding is able to extract values for quantitative analysis from primary qualitative
data (often collected from documentation, records, interviews, and questionnaires) in
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order to perform some type of quantitative or statistical analysis (Seaman, 1999). The
techniques for open and axial coding axial, from the grounded theory method, were also
utilized in this process. The decision to use a software tool to assist with the coding of
the data was a function o f the large volume of data associated with each of the case
studies. The overall goal of this process was to derive meaning from the case study
evidence in order to reflect any relationships that may emerge.
Reporting the Case Studies
The researcher was required to bring the results and findings to closure in a
report. For this research the dissertation was the principal publication. A secondary
publication, in the form of an article in a scholarly journal, will be produced in order to
extend the research findings to a wider audience.

THE DETAILED RESEARCH PROCEDURE

The detailed research procedure implemented the research design and supporting
methods. As Philosopher Ernest Nagel [1901-1985] stated:
Every branch o f inquiry aiming at general laws concerning empirical
subject matter must employ a procedure that, i f it is not strictly controlled
experimentation, has the essential logical functions o f experiment in
inquiry. This procedure (we shall call it ‘controlled investigation j does
not require, as does experimentation, either the reproduction at will o f the
phenomena under study or the overt manipulation o f variables, but it
closely resembles experimentation in other respects. (1961, p. 452)
The structure for the research design included three high level research elements and five
phases. The detailed procedure included two new terms; step and milestone. A step is a
specific and unique technique or procedure, taken in conducting the research. A step is
the 3rd and lowest level o f the research design and supports a phase. A milestone marks a
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point in time when either a specific product was delivered or an important decision was
made.
Introduction to the Qualitative Procedure
The first nine steps in the procedure developed the framework using Whewell’s
Discoverers ’Induction. The method for Discoverers ’Induction followed Venn’s general
process of induction and was accomplished in a series of three well-defined processes.
Table 24 is the overall structure for the qualitative research element; Whewell’s
Discoverers ’Induction. It is interesting to note that (1) Christensen’s and Raynor’s
(2003) recent explanation of where theory comes from, (2) Bourgeois’ (1979) theory
building format in Table 20, and (3) the metatriangulation procedure o f Lewis and
Grimes (1999) all conform very well to Whewell’s three processes.
The researcher augmented Whewell’s inductive method with modem qualitative
data collection and analysis techniques which facilitated the use of his method as the
basis for the research procedure. This followed the pragmatic practice of combining
techniques to obtain desired results recommended by Creswell (2003).
The following sections will discuss the detailed steps taken and milestone
delivery points during the qualitative element of the research. Phase 0 was not included
because the associated step and milestone were fully discussed in Chapter 1.
Procedure for Phase 1: Literature Database for the Induction
The goal of the 1st phase was the assembly, synthesis and verification of empirical
facts for the induction. This started when the researcher observed the phenomena under
study and carefully described what had been observed. Whewell called this the
Clarification o f the Elements o f Knowledge by Analysis, which focused the research
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Structure
Qualitative Element
Phase 0
Step 0

Milestone 0
Phase 1
Step 1
Step 2

Step 3

Milestone 1
Phase 2
Step 4
Step 5
Step 6

Milestone 2
Phase 3

Step 7

Step 8
Step 9

Milestone 3

Definition of the Element

Inductive development and verification of a structured, systemic framework for
software development.
Research Questions and Propositions. Definition of the principal research
questions is the goal of this phase
Research Questions: Definition of the principal research questions is the goal of
this phase
Product 0: Theformal structure for the inquiry which includes the research
purpose, objectives and research questions.
Literature Database for the Induction: The assembly, synthesis and verification
of empirical facts for the induction.
Selection of the Idea: The proposal of a scientific problem in the form that
includes the research purpose, objective and questions.
Observation and Collection of Facts: This includes the development of a formal
data collection framework, data reduction, and data display. Data collection rules
are enforced.
Verification of Real-World Facts: A one-time expert review to verify that the
literature review in Chapter 2 has provided an appropriate range of ideas, concepts,
and theories.
Product 1: A database o f synthesized literature sources fo r the induction.
Inductive Development of the Framework: The holistic, structured, systemic
framework for software development projects developed in this research element.
Decomposition of Facts: The empirical facts contained in the synthesized
literature review are broken into their basic elements.
Classification of Facts: The classification of the collected data in an attempt to
simplify and organize the data into information groupings.
Construction of the Conception: The development of a theoretical framework
regarding the conception and real-world software development project outcomes.
Product 2: A structured, systemic framework for software development.
Verification of the Framework: The structured, systemic framework is verified to
ensure that it contains the requisite procedures and features, and looks like it
measures what it was intended to measure.
Internal Procedural Verification: A formal feedback loop which permit the
theoretical proposition or framework to be verified and/or reintroduced to the
process.
Internal Feature Verification: The framework is checked for essential features.
External Verification: A formal content and face validation of the completed
framework is accomplished using a panel of experts.
Product A formal verification that the structured, systemic framework accurately
represents the real-world phenomena.
Table 24: Structure for the Qualitative Element

effort by establishing boundaries that both constrained and enabled the inductive method.
The principal process was colligation -

. whereby known facts are connected into a

law by the superinduction upon them of a conception.” (Snyder, 1999, p. 542) This was
a mental operation that focused on an idea or conception supplied by the researcher. This
was accomplished in three distinct steps.
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Step 1: Selection o f the Idea
Whewell (1858) defined a conception as:
The special modification o f these ideas which are exemplified in particular
facts, we have termed Conceptions; as a circle, a square number, an
accelerating force, a neutral combination o f elements, a genus, (p. 31)
By explication of concepts he meant:
Their clear development from Fundamental Ideas in the discoverer’s
mind, as well as their precise expression in the form ofDefinitions or
Axioms when that can be done. (Whewell 1858, p. 49)
This was the process where the researcher, acting as the discoverer, brought an idea to
bear upon the formation o f knowledge. For Whewell, who was also an Anglican Priest,
the source of conceptions was from the fundamental ideas that God had implanted in our
minds. For this research the source of the idea or conception was a function o f the
academic training and real-world experience of the researcher.
Whewell acknowledged that this step was not assisted by a formal method but
that the discoverer must ensure that the idea is clear, appropriate and consistent. The idea
may be stated as a proposal o f a scientific problem in the form of a statement concerning
some set of known facts. This step consisted of a “. . . suggestion of a conception not
before apparent which is superinduced upon the facts.” (Whewell, 1858, p. 110) This
complied with Freese’s (1980) notion that theory construction “. . . typically begins with
empirically grounded, systematic discourse expressed in an ordinary language.” (p. 191)
Step 2: Observation and Collection o f Facts
This step encompassed the literature review and the reduction of information
presented in the scholarly journals. “Reviewing relevant literature enhances traditional
induction by helping theorist’s link emerging theory to extant work recognizing the
influence of their own theoretical inclinations.” (Lewis & Grimes, 1999, p. 678) The
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content and structure of this initial stage o f the research created a formal boundary for the
research which was clearly stated. The schema for the literature review, the scholarly
journals included in the review, and the resulting synthesis were one side of the
boundary; the side that ensured that the researcher was exposed to a range of ideas,
concepts and theories. The researcher’s conceptual lens or worldview formed the other
side of the boundary; the side that acted as a filter affecting the importance placed on the
observations made by the researcher and the decisions to include or exclude particular
elements of the observations. This resulted in “. . . facts that are both theory-laden and
value-laden.” (Guba & Lincoln, 1994, p. 105) The researcher was tasked with ensuring
that the underlying assumptions and boundaries of the research were made explicit as the
outputs o f this step were the principal factual information/data sources for the first
element of the research.
During this step the empirical data were documented and measured in both words
and numbers using formal methods and techniques that were developed which address
the collection and analysis o f qualitative data. O f particular importance was the
conceptual framework for the collection o f data (Miles & Huberman, 1994). This
construct specified who and what was and was not studied and developed the formal
relationships that bounded the collection o f data. Two concurrent flows o f activity
occurred in this step: data reduction and data display. Seaman (1999) described several
qualitative methods for data collection and analysis and how they might be incorporated
into empirical studies of software engineering. Gerardo Munck’s (1998) Canons o f
Research Design in Qualitative Analysis contained a summary of the issues that pertained
to qualitative and small-N research. Munck offered an extended discussion of the work
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by King, Keohane and Verba (1994), a work that has been cited as

.. one of the best

and most important works in social science methodologies.” (Munck, 1998, p. 18;
Gerring, 2001, p. 11) The principal element of Munck’s work that was applied to this
research was the concept of a research cycle and the methodological rules for qualitative
analysis. Munck included specific questions to ensure that the data collected in this step
were replicable, reliable and valid. This mitigated many of the criticisms involving data
collection in a qualitative research setting, thereby ensuring the validity of the data,
which distinguished between the internal validity (truth value) and external validity
(generalization) described in the methodology.
Step 3: Verification o f Real-World. Facts
This step was a one-time feedback loop to verify that the literature review
captured all o f the relevant information. The information synthesized in the literature
review was the source o f empirical data for the colligation; and provided an appropriate
range o f ideas, concepts, and theories. The observation and collection o f empirical facts
“. . . has a direct affect on the validity of the inductively predicated allegory which
depends primarily on the quality of the data base from which the inductive inferences
were derived.” (Sutherland, 1973, p. 168) The use of an expert, outside of the researcher,
was intended to decrease research risk by ensuring that the information selected by the
researcher was adequate enough to provide a firm foundation for the induction. An
expert is defined as “. . . a person who has background in the subject area and is
recognized by his or her peers or those conducting the study as qualified to answer
questions. Questions are usually posed to the experts because they cannot be answered
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by other means.” (Meyer & Booker, 2001, p. 3) The means for gathering expert
judgment usually involve three factors (Meyer & Booker, 2001, p. 7):
1. selecting experts according to particular criteria,
2. designing elicitation methods, and
3. specifying the mode in which the expert is to respond
The procedure for the verification of real-world facts formally addressed each o f these
factors.
The selection of the expert was governed by both the professional qualifications
and availability o f the expert. The professional qualifications for the expert reviewer are
listed in Table 25.
Qualification
Education
Experience

Reputation
Publications

Qualification Criteria
Earned Ph.D. in engineering management, systems
engineering, software engineering, or related discipline.
Greater than 20 years experience with both commercial and
government systems and software development
methodologies.
A recognized expert in software or systems engineering.
A widely published researcher, author, and speaker.
Table 25: Qualifications for Expert Reviewer

By satisfying the qualifications in this profile the expert added additional validity to the
research study.
“Elicitation is the process of gathering the expert judgment through specially
designed methods of verbal or written communication.” (Meyer & Booker, 2001, p. 9) In
this case the elicitation method was a modified Delphi situation in which the expert,
isolated from the researcher, provided judgments about the adequacy of the literature for
the induction. The mode in which the expert was to respond was specified in the
verification guidelines for the review contained in Appendix B. The researcher
anticipated that the expert would recommend additional literature sources that would add
depth and breadth to the study. Appendix B included a section where the outside expert
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recommended additional literature sources. The additional literature sources submitted
by the expert became research data with recommended sources being added to the
database o f empirical facts used for the induction. The additional understanding gathered
from these sources proved useful in the development o f the framework.
The product at the end of the 1st phase was a database o f synthesized literature
sources used for the induction.
Procedure for Phase 2: Inductive Development of the Framework
The goal of the 2nd phase was the inductive development of the structured,
systemic framework for software development. Whewell called this the Colligation o f
Facts by Means o f ft Conception. “WhewelPs doctrine o f the Colligation o f Facts
constitutes the most important and most original part of his contribution to the theory of
induction.” (Ducasse, 1951b, pp. 217-218) Whewell (1858) defines the term colligation
o f facts as:
To every case in which, by an act o f the intellect, we establish a precise
connection among the phenomena which are presented to our senses, (p.
60)
Whewell (1858) uses this definition to define Induction as follows:
Induction is a term applied to describe the ‘p rocess ’ o f a true Colligation
ofFacts by means o f an exact and appropriate conception. An ‘Induction ’
is also employed to denote the ‘p roposition ’ which results from this
process, (p. 70)
The importance of this definition cannot be overemphasized. Whewell’s central theme
emphasized that in every Induction, there is a conception supplied by the human mind
that is superinduced upon the facts. Ducasse (1951b) stated that an inductive formula
might be something like the following:
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These particulars, and all known particulars o f the same kind, are exactly
expressed by adopting the Conceptions and Statement o f the following
Proposition, (p. 220)
Ducasse stated that

.. the all-important requisite for performance of successful

inductions is the possession of a fertile, sagacious, ingenious, and honest mind, certain
rules and methods of procedure useful in various degrees may be formulated in
connection with the colligation o f facts mentioned .” (1951b, pp. 221-222). Whewell’s
colligation of facts by means o f a conception was accomplished in three steps.
Step 4: Decomposition o f Facts
Whewell (1858) stated that:
Whatfacts are to be made the materials o f Science, perhaps the answer
which we should most commonly receive would be, that they must be True
Facts, as distinguishedfrom any mere inferences or opinions o f our own.
(p. 51)
Whewell was following the empiricist tradition in which “. . . a distinction is made
between hard and soft data, according to whether they are purely observational or contain
an inferential element.” (Kaplan, 1964, p. 131) In a literature too vast to summarize here,
theorists have argued that observation is already cognition and that we cannot describe a
fact without implying more than the fact. As a result, Clyde H. Coombs [1912-1988]
proposed that the term data be used for observations already interpreted in some way.
The diagram in Figure 24 depicts the scope of Coombs’ theory of data (1964). Figure 24
shows how the researcher’s interpretation of observables and classification of data lead to
logical inferences but has additional import when considered with the following
statement (Coombs, 1964):
The scientist enters each o f these three phases in a creative way in the
sense that alternatives are open to him and his decisions will determine in
a significant way the results that will be obtained from the analysis. Each
successive phase puts more limiting boundaries on what the results might
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be. At the beginning, before phase 1, there are perhaps, no limits on the
potential conclusions; but each phase then constrains the universe o f
possible inferences that can be ultimately drawn from the analysis, (p. 5)

.Observer.

The mapping
o f recorded
observations
into data
Universe
of all
Possible
Observations

Inferential
Classifications

Recorded
Observations

P h ase2

P h ase 1
-► K The subjective p h ase
in which the observer
selects som e things
to record.

P h ase3
-* K -

The interpretive
phase in which the
observer classifies
the observations in
term s of a relation of
som e kind.

The detection of relations,
order, and structure which
follow a s a logical
consequence of the data
and the model used for
analysis.

Figure 24: Flow Diagram of Observable to Inference

It is important to note that the researcher depicted in Figure 24 addresses each of the three
phases in the following ways.
1. Phase 1 - the decision as to what to observe
2. Phase 2 - the mapping o f recorded observations into data
3. Phase 3 - the choice o f a model for making inferences from the data
In summary, Coombs’ central thesis was that data are recorded observations that have
already been subjected to analysis.
During this step Whewell stated that the discoverer must strive to decompose the
complex facts found in the real-world into their elementary facts. This is where the
empirical facts contained in the synthesized literature review were broken into their basic
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elements; where information was transformed to data, and data into categories, and
categories into properties and dimensions.
To support this step a new word was introduced to the research lexicon; coding.
“Coding is analysis . . . .This part of analysis involves how you differentiate and combine
the data you have retrieved and the reflections you make about this information. Codes
are tags or labels for assigning units of meaning to the descriptive or inferential
information compiled during a study. Codes usually are attached to chunks of varying
size - words, phrases, sentences, or whole paragraphs, connected or unconnected to a
specific setting.” (Miles & Huberman, 1994, p. 56) The formal decomposition technique
labeled as open coding (specified in the grounded theory method) was useful in this step
and is presented in Table 26.
Decomposition Technique
Goal

Description

Variations

Open Coding
To discover, name, and categorize phenomena
according to their properties and dimensions.
(Strauss & Corbin, 1998, p. 206)
The data are scrutinized for commonalities that
reflect categories, or themes, within the data.
After the data are categorized, they are further
examined for properties - specific attributes or
subcategories - that characterize each category.
In general, open coding is a process of reducing
the data to a small set of themes that appear to
describe the phenomenon under investigation.
(Leedy & Ormrod, 2001, pp. 154-155)
• Line-by-line analysis
• Analysis of a whole sentence or paragraph
• Peruse the entire document
(Strauss & Corbin, 1998, pp. 119-120)

Table 26: Characteristics of Open Coding

Figure 25 is the schema for the decomposition o f facts that shows how the body
of knowledge was reduced first by the study purpose and second by the literature review.
The synthesis conducted in the literature review resulted in a number of information
threads that populated the document database with an appropriate range of factual ideas,
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concepts, and theories which acted as the empirical data for the colligation. Figure 25
depicts the hierarchical nature of the facts and how they were decomposed into
elementary properties and dimensions. This step was enhanced through the use of a
code-based theory building tool discussed in the final section of this chapter.
Real-W orld L iterature
related to th e P h en o m en a
u n d er study

Study P urpose

Literature related
to both the study
purpose and the
phenomena

L iterature
, Review
hreadsi
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D ata
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D ata
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D ata
3

D ata
4

D ata
n

M M M /Tx/tx

P roperties and P roperties an d P roperties and Properties an d
D im ensions o f D im ensions o f D im en sio n s o f D im ensions
D ata 1
D ata 2
D ata 3
o f D ata 4

P roperties an d
D im ensions o f
D ata n

Figure 25: Schema for the Decomposition of Facts
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Step 5: Classification o f Facts
The empirical data of the observed phenomena, which Whewell called facts of
quantity or facts o f resemblance, were classified into relevant categories. Jevons
(1877/1913) commented that

.. classification is not really distinct from the process of

perfect induction, whereby we endeavor to ascertain the connexions [sic] existing
between properties o f the objects under treatment.” (1877/1913, p. 675) He went on to
state that it was impossible to lay down specific rules or procedures but offered the
following logical rule:
Having given certain objects, group them in every way in which they can
be grouped, and then observe in which method o f grouping the correlation
o f properties is most conspicuously manifested. (Jevons, 1877/1913, p.
690)
The initial classification schema was defined by the natural attributes of the phenomena.
This classification schema was used in an attempt to simplify and organize the data
properties and dimensions into information groupings that proposed possible
relationships between the observed phenomena and the idea or conception that served as
the basis for the framework under development. In most cases the information groupings
were descriptive typologies. Mintzberg (1979) places his trust in typologies over
taxonomies and states:
To generate those configurations, I have more faith in typologies than
taxonomies, i f I understand correctly how these terms are used. In other
words, while I believe we need empirical data to generate our categories —
systematic data reinforced by a good deal o f anecdote - I do not expect
them to come from mechanical data reduction techniques. It is pattern
recognition that we are after, in the form o f those creative leaps, (p. 588)
Mintzberg’s assertion conforms to Glaser’s and Strauss’ (1967) notion that “. . . in
generating theory it is not the fact upon which we stand, but the conceptual category that
was generated from it.” (Glaser & Strauss, 1967, p. 23) Another way of looking at
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categories was to see them as

.. clusters of interrelated rules and that rules are in turn

the product of goal-directed inductive mechanisms.” (Holland, Holyoak, Nisbett &
Thagard, 1986, p. 179) “The rules refer to categories, concepts, and schemas.” (Holland
et al, 1986, p. 93). Eisenhardt (1989) recommends using a systematic series of analyses
to help manage the researcher’s limited information-processing capability in breaking
down, interpreting and conceptualizing large amounts of data. The formal classification
technique for axial coding (specified in the grounded theory method) were useful in this
step, and are presented in Table 27.
Axial Coding
To systematically develop and relate categories.
(Strauss & Corbin, 1998, p. 142)
Interconnections are made among categories and
subcategories. Hence the focus is on determining
more about each category in terms of:
• The condition that gave rise to it.
• The context in which it is embedded.
• The strategies that people use to manage it or
carry it out.
• The consequences of those strategies.
The researcher moves back and forth among data
collection, open coding, and axial coding,
continually refining the categories and their
interconnections.
(Leedy & Ormrod, 2001, p. 155)
• Use of mini-frameworks and conceptual
diagrams to show the relationships between
concepts.
(Strauss & Corbin, 1997, p. 141)
Termed axial because coding occurs around the
axis of a category, linking categories at the level
of properties and dimensions.
(Strauss & Corbin, 1997, p. 123)
Table 27: Characteristics of Axial Coding

Classification Technique
Goal
Description

Variations

Errata

The classification of facts were based on a systematic set of relationships. The
systematic relationship, in words, is as follows (Strauss & Corbin, 1998):
•

Properties: Characteristics of a category, the delineation of which defines and
gives it meaning.
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•

Dimensions: The range along which general properties of a category vary, giving
specification to a category and variation to the theory.

•

Subcategories: Concepts that pertain to a category, giving it further clarification
and specification.

•

Categories: Concepts that stand for phenomena.

•

Concepts: The building blocks of theory.

•

Phenomena: Central ideas in the data presented as concepts.

These relationships, presented diagrammatically, are shown in Figure 26.
For this research properties and dimensions referred principally to those of
processes and not to those of a person, group or organization; as the properties and
dimensions o f a process were more relevant to studies aiming at theoretical
conceptualization (Glaser, 1978). Because the researcher was moving back and forth
between open coding in step 4, and axial coding in step 5, much o f this work occurred in
parallel, which allowed the researcher to complete work on a single or small group of
documents prior to starting another. Lewis and Grimes (1999) state that regardless of
how parallel the researcher attempts to keep the inductive efforts, insights from previous
analyses will exert some influence on later analyses. They go on to recommend an
itinerary or a planned order of analyses as a method to heighten the awareness of the
influences of previous analyses and better enable them to balance contrasting images.
Once again, this step was enhanced through the use of a code-based theory building tool
discussed in the final section of this chapter.
In summary, the properties and categories discovered in the empirical data were
the bricks and mortar of the emerging concepts. For, as they became interrelated, they
formed the structure that became the theoretical framework. Once again, Munck’s
method was used to ensure that the data collected in this step were “. . . replicable,
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reliable, valid, without bias, and within the measurement tolerance and certainty.”
(Munck, 1998, p 22) This helped mitigate criticism surrounding data
analysis/classification in the qualitative element of the research.
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| Property
Dimension

SubCategory
C ategory
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Figure 26: General Classification Schema
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Step 6: Construction o f the Conception
Whewell proposed two distinct methods for construction of the conception which
are a function of whether or not the elementary facts are facts o f quantity or facts o f
resemblance. “Whewell’s 19th-century methods for the construction of conception, later
adopted by Mill,” (Venn, 1907/1973, pp. 403-435) are shown in Table 28.
Facts of Quantity

The Method of Curves
The Method of Means
The Method of Least Squares
The Method of Residues

Facts of Resemblance

The Law of Continuity
The Method of Gradation
The Method of Natural Classification

Table 28: Whewell’s Methods for the Construction of Conception

Whewell gave no additional guidance as to method. However, the researcher
must carefully relate the salient facts, ultimately exploring the relationship between the
information groupings previously developed and the outcomes observed. A formal
technique called selective coding (specified in the grounded theory method), presented in
Table 29, was useful in this effort.
Classification
Technique
Goal
Description

Facilitating
Techniques

Selective Coding
(Strauss & Corbin, 1997, p. 148-161)
The process of integrating and refining categories.
Categories are reviewed to identify the central category that
represents the main theme of the research. A new conceptual idea,
in the form of a new category may be created which subsumes the
other categories. The criteria include:
• All other categories can be related to it.
• It must appear frequently in the data.
• The relation is logical and does not force data.
• The concept can explain variation in the data.
The central category has analytic power because it can pull the other
categories together to form an explanatory whole. Can be
represented in an explanatory statement such as: “under these
conditions,” “then,” and “when this set of events occurs.”
•
Writing a storyline. Descriptive sentences that explain what is
going on.
• Diagrams. The logic helps present the integrative story.
•
Validating the Schema. The concept is able to demonstrate (1) a
range o f variability that accounts for all data and (2 ) is
theoretically saturated because no new dimensions or properties
emerge from the data.
Table 29: Characteristics of Selective Coding
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There were an infinite number o f conceptualizations that could describe the
classified facts. This required the researcher to recognize and make explicit what
differences in attributes and their magnitudes correlated most strongly with the patterns in
the outcomes o f interest (Carlile and Christensen, 2005). In an effort to reduce the
number of possible conceptions Mullins (1974) constructed a system for cumulating and
evaluating these facts. Mullins’ analysis reveals, in Table 30, that four basic properties
summarize all types o f relations that have been proposed for relating concepts within a
theory.
Definition
Two concepts are joined, and this juxtaposition is asserted in a
proposition.
Asymmetry
An assertion of the relation in one sentence is not equivalent to
asserting that relation in the opposite order.
Quantification
Quantification has two elements:
• Sign: For concepts which are divided into dichotomies the
sign (+ or -) indicates which category of one concept varies
with which concept of another.
• Effect: This is the size of the effect of one concept on
another, in either verbal or numerical form.
Interdependence
The dependence of one relation, for some of its properties or
for the value of those properties, on other relations.
Table 30: Properties for Relating Concepts within a Theory
Properties
Association

The literature-intensive inductive inference revealed a number o f concepts, each
with varying degrees o f validity and reliability. The researcher determined which had the
greatest worth. Mullins includes a procedure by which the researcher may reduce the
number o f relational statements among the concepts in order to produce a theory which
can be logically and empirically evaluated. The three essential steps are (Mullins, 1974):
1. The combination o f properties from different statements to give a more
comprehensive statement, or build separate models to be verified against data
if specific properties contradict each other.
2. Develop an estimate of the effect of each concept on each other.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

168
3. Creation of a matrix which uses the concepts in the set of relations as the rows
and columns in the table.
The interpretation of the empirical data in tabular form provided the researcher with an
aid in producing a series of verifiable propositions or concepts. Reducing the concepts
included in the framework required the researcher to address the dual criteria of
comprehensiveness and parsimony (Whetten, 1989). Comprehensiveness was concerned
with including all the relevant factors in the framework while parsimony addressed
deleting factors that added little additional value. In the early stage of development a
large number of factors were included in the analysis. “Sensitivity to the competing
virtues of parsimony and comprehensiveness is the hallmark of a good theorist.”
(Whetten, 1989, p. 490). Eisenhardt (1989) states that the principal activity of this
iterative step is to compare systematically the emergent frame with the evidence in order
to assess how well or poorly it fits with the data. She recommends a two step process
that includes the procedural elements in Table 31.
Procedural Step
Sharpening the
constructs

Verifying the
emergent
relationships

Elements of the Procedure
1. Refining the definition of the construct.
2. Building evidence which measures the construct.
Both of these happen through the constant comparison
between data and constructs where the evidence from
diverse sources accumulates and converges on a single welldefined construct.
1. The proposed relationship is compared to the
evidentiary data. The relationship may be confirmed,
revised, discontinued, or thrown out for insufficient
supporting evidence.
2. When confirmed the construct and the supporting data
often provide the foundation for understanding the why
of what is happening.
These steps are crucial in establishing internal validity.
Table 31: Construct Shaping Procedure

Although this step used the code-based theory building tool discussed in the final
section of this chapter, it is important to note that this step in the inductive process was
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creative, intellectual work, what Mintzberg (1979) calls

.. detective work, the tracking

down of patterns, consistencies.” (p. 584). Mintzberg goes on to note that “. . . there is no
one-to-one correspondence between data and theory. The data do not generate the theory
- only researchers do that.” (1979, p. 584). This was where the researcher took the
creative leap, and developed the proposition or framework. Mintzberg’s creative leap
has been called many things. Hans Selye [1907-1982] called it “. . . an intuitive flash, the
hunch, which though inspired by the previous steps cannot be deduced from them by the
application of formal logic.” (Selye, 1964, p. 267) The product at the end of the 2nd
phase was a structured, systemic framework for software development.
Procedure for Phase 3: Verification of the Framework
The goal of the 3rd phase was verification that the structured, systemic framework
contained the requisite procedures and features, and measured what it was intended to
measure. Whewell concluded his Discoverers ’ Induction process by verifying the
hypothesis. This phase included three procedural steps which culminated in the release
of the framework for formal validation using case studies in the quantitative element of
the research.
Step 7: Internal Procedural Verification
This step permitted the theoretical framework to be verified, as part of the
inductive process. As stated earlier, Whewell’s verification criteria were: “. . . prediction,
consilience, and coherence.” (Snyder, 1994, p. 797) The specific characteristics of the
verification criteria were as follows.
1.

Prediction.

“Quite simply, the use o f the model [framework] is to generate predictions or to
make truth statements about the model [framework] in operation.” (Dubin, 1978, p. 163)
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An operational framework is characterized by its components, units, laws of interaction,
boundaries, and systems states and these establish the range over which the framework
may explain past or predict future behaviors. Hempel and Oppenheim (1948) opine

..

that an explanation is not fully adequate unless its explanans [the explanatory premises]
if taken account of in time, could have served as a basis for predicting the phenomenon
under consideration.” (Hempel & Oppenheim, 1948, p. 138) They go on to note that
Reichenbach (1944) has established the logical similarity of explanation and prediction,
and the fact that one is directed toward past occurrences, the other toward future ones.
So, logically, there is no difference between explanation and prediction.
Operationally, the best measure for the framework may be relevance. A relevant
framework is one that is useful. A useful framework will predict relationships, without
causal assumptions. “Prediction seeks to establish an X-Y relationship . . . saying simply
that where X appears, Y will also appear.” (Gerring, 2001, p. 125) The measure of
goodness for prediction is a function of two criteria: co-variation and priority. Co
variation is the correlation between X and Y. The higher the co-variation between X and
Y the better the prediction. Priority refers to the temporal distance separating X and Y.
The closer the time interval between X and Y the higher the priority.
2.

Consilience.

Consilience, or the unity of knowledge, is a term coined by Whewell (1840) and
recently revived by Wilson (1998) as an attempt to bridge the culture gap between the
sciences and the humanities. Whewell stated that “. . . the evidence in favour [szc] of our
induction is of a much higher and more forcible character when it enables us to explain
and determine [i.e., predict] cases of a kind different from those which were
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contemplated in the formation of our hypothesis. The instances in which this has
occurred, indeed, impress us with a conviction that the truth of our hypothesis is certain.”
(Whewell, 1858, pp. 87-88) He noted that “. . . consilience is the means by which we
effect the successive generalization that constitutes the advancement of science.”
(Whewell, 1847, II, p. 74) This is the foundation for the concept of generalization used
in all o f modem science. In this case the consilience o f the framework was based on
analytic generalization. Type ET generalizability, described in Figure 19, was considered
to be well developed and addressed the generalizability of empirical descriptions to
theory. The framework was judged on its ability to logically apply the empirical
descriptions in the systems-based literature to a framework that addressed software
development project performance.
3.

Coherence.

Whewell’s third test of a theory's truth was coherence. Whewell claimed “. . . the
system becomes more coherent as it is further extended. The elements which we require
for explaining a new class o f facts are already contained in our system . . . In false
theories, the contrary is the case.” (Whewell, 1858, p. 91) In this case, coherence occurs
when the framework is able to be applied to a new class of phenomena without
modification of the framework. Whewell saw coherence as a special type of consilience
that happens over time; remarking that “. . . consilience and coherence are, in fact, hardly
different.” (Whewell, 1858, p. 95) Because this researcher did not have the luxury of
evaluating the framework over any meaningful period of time simplicity was utilized as a
measure for coherence.
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Kaplan (1964) writes that

.. coherence is a conservative principle, which

ruthlessly suppresses as rebellion any movement of thought which might make for a
scientific revolution. The unyielding insistence that every new theory must fit those
theories already established is characteristic of closed systems of thought, not of science.
. . . Nevertheless, the point remains that theories can not be validated as though they were
wholly self-contained.” (Kaplan, 1964, p. 314) The most widely applied modem norms
of coherence are internal to the theory [framework] itself; simplicity and esthetics.
While a great deal of discourse has occurred on the distinction between
descriptive and inductive simplicity, this was avoided in favor of a more general
explanation. “A framework’s simplicity may be evaluated as a function o f the
manageability of both the equations and the text. A simple framework can be recognized
as such, even if the evaluator can not say precisely why. Esthetic considerations closely
follow simplicity. While the notion that a framework can be beautiful in the same sense
as art can be argued, there is no doubt that simplicity and symmetry of design have
significant roles in the evaluation o f a framework.” (Kaplan, 1964, pp. 314-319)
In summary, the completed framework was verified against the criteria contained
in Table 32.
Criteria
Prediction

Consilience

Coherence

Measure
Co-variation

Characteristics
The higher the co-variation between the framework (X) and
the prediction (Y) the better the prediction.
The closer the time interval between the framework (X) and
Priority
the prediction (Y) the higher the priority.
Analytic
The use of Type ET generalization to describe empirical
Generalization finding s (data in the literature) to theory (the inductively
developed systems-based framework)
Simplicity
Manageability of the equations and/or text in the framework.
Symmetry of design.
Esthetics
Table 32: Framework Verification Criteria
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If the framework had unresolved issues in these areas it could be re-introduced to
the construction of the conception in Step 6 via the verification feedback loop in Figure
27. This ensured that the relationships between the information groupings
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Real-Wodd
Facts

The Real
World

Are facts
sufficient?

Yes

Step 1:

Step 2:

Step 4:
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(Whewell, 1858, p. 110).’

Step 9:

Yes
F ace
Validation
of
Fram ework

A panel of
'experts’ ensures
that the theory is
logical and works
with the real world
phenomena.

Does '
Framework
Work?

No

Step 8:
Framework
Features
Verification Yes

Axial
Coding
T echnique

O pen
Coding
Technique

A classification schema is
used in an attempt to simplify
and organize the data into
information groupings that
propose possible
relationships between the
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True facts as
distinguished from any
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opinions of our own
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Figure 27: Steps in the Augmented Discoverers’ Induction Procedure
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(i.e. properties and categories) and the conception could be re-evaluated. Because “. . .
inducing theory from qualitative data is adaptive and highly iterative;” (Carroll &
Swatman, 2000, p. 236) this step had tremendous significance in the inductive process.
Eisenhardt (1989) writes that “. . . while an investigator may focus on one part of the
process at a time, the process itself involves constant iteration backward and forward
between steps.” (1989, p. 546). The iterative and verification feedback loops in Figure 27
provided learning to the processes which permitted the framework to emerge through the
introduction and verification o f various categories related to the conception.
Step 8: Internal Features Verification
Once the framework successfully passed the internal procedural verification it
was checked for essential features. Because the framework was a conceptual or
theoretical model designed to be used in the real-world it included the key features of
modem theories and elemental constructs derived from systems science. The features
feedback loop in Figure 27 was included to re-cycle the framework if it was missing
these essential features. Six key features were included in the framework features
verification:
1.

Units of the Framework

Units refer to the things from which the theoretical framework was developed.
Kaplan (1964) is very clear on the meaning o f things.
By and large, then, the important terms o f any science are significant
because o f their semantics, not their syntax; they are not notational, but
reach out to the world which gives the science its subject-matter. The
meaning o f such terms results from a process o f conceptualization o f the
subject-matter. In this process the things studied are ‘classified’ and
‘analyzed: ’ several things are grouped together and particular things are
assigned to the several groups to which they belong. . . . The concept o f
‘paranoid, ’fo r example, puts into a single class a certain set o f persons,
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and is itself analyzed into such patterns as delusions ofpersecution,
auditory hallucinations, impairment o f ego-functions, or the like. Each o f
these patterns in turn is a classification, grouping together a set o f
actions, verbal or otherwise as the case may be, and without regard to the
actors performing them. (p. 50)
It is the properties of Kaplan’s things, or chunks o f information grouped from the
empirical data, that were important. The selected characteristics of the chunks o f
information are what the theoretical framework was about. The chunks o f information
are the operational units of the theory. Because the units of theory may be either
attributes (properties or dimensions) or variables an important distinction between the
two must be made. The two may be differentiated as follows (Dubin, 1978, p. 42).
•

Attribute: distinguished by the quality o f being present.

•

Variable: the property o f a thing that may be present in degree.

The hierarchies of concepts, categories, and subcategories had, as their primal elements,
the chunks o f information. Therefore, by extension, the subcategory, category, or concept
are units of theory. This was important because theory is concerned with modeling the
processes and outcomes o f particular units interacting in systems.
2.

Rules for Interactions among the Units of the Framework

The linkages between units of a model are labeled as laws o f interactions. “A
lawful statement expresses a linkage or connection between two or more units.” (Dubin,
1978, p. 90) The structure of a scientific law is such that it is composed of two
analytically distinct parts - units that are connected or linked by a law of interaction. It is
the connecting phrase in a sentence that is the law o f interaction which is linking the
subject (a unit) with the object (a unit). Once the basic definition was established it
became important to understand where causality fit. Dubin (1975) warns that a law, as a
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statement of relationship, does not necessarily also act as a statement of causality. He
goes on to state that the basis for this contention is

.. that modem systems theory,

when applied to the analysis o f social systems does very well without the blessing or aid
o f causal notions.” (Dubin, 1975, p. 107) This is supported by a statement from von
Bertalanffy (1968)
We may state as characteristic o f modern science that this scheme o f
isolable units acting in one-way causality has proved to be insufficient.
Hence the appearance, in all fields o f science, o f notions like wholeness,
holistic, organismic, gestalt, etc., which all signify that, in the last resort,
we must think in terms o f systems o f elements in mutual interaction, (p. 45)
Gibbs (1972) also warns that “. . . causal language in theory construction introduces
seemingly insoluble problems and irresolvable issues.” (Gibbs, 1972, p. 815) In
summary, the interaction was only a statement of relationship, not causality. That stated,
there were three general and one special category within which interactions were
expressed. Table 33 is a list of the interaction categories (Dubin, 1978).
Interaction Category
Categoric
Sequential
Determinant

Negative

Definition
Values of a unit are associated with values of
another unit.
Always employs a time dimension.
Associates determinate values of one unit with
determinant values of another unit. An example
is Boyle’s law which states that under constant
temperature the volume of a gas is inversely
proportional to the pressure bearing upon the
gas.
Specifies generalized non-relationship among
units. For instance, there is systematic
relationship between the values of unit A and
those of unit B. This negative law of interaction
is often called the null hypothesis.
Table 33: Interaction Categories

There was one final dimension used to describe the law of interaction. This is the
efficiency of a law, which described the range of variability in the values of one unit
when they are related by a law to the values of another unit. The four general levels of
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efficiency of a law of interaction, in increasing order, are listed in Table 34. The laws of
interactions added order to the framework by explicitly delineating patterns. “The more
complex the set o f relationships under consideration, the more useful it is to graphically
depict them.” (Whetten, 1989, p. 491)
Definition
This is the lowest level of efficiency and is one
that states that given a positive or negative value
of unit A, there will a corresponding positive or
negative value of unit B.
Directionality
This proclaims the directionality of a relation
between the values of unit A and the values of
unitB.
Co-variation
This expresses co-variation between two or
more units.
Rate-of-change
This expresses the rate of change in the value of
unit A and the associated rate of change in the
values of unit B.
Table 34: Levels of Efficiency of a Law of Interaction
Efficiency of Interaction
Presence-absence

3.

Boundaries of the Framework

The boundaries o f the framework explicitly stated where the framework was
expected to be effective. This is called the domain and is defined as “. . . the territory
over which we can make truth statements about the framework, and therefore, about the
values of the units composing the framework.” (Dubin, 1978, pp. 134-135) “There is an
inverse relationship between the number of boundary-determining criteria employed in a
model and the size of the domain owned by the model.” (Dubin, 1978, p. 134) This must
be related to the section on Theory Development and Theorizing and the stated intention
to work with theories o f the middle range (Merton, 1968). “The sense or meaning that
can be given to the term theories o f the middle range is that they are models having not
too few and not too many boundary-determining criteria.” (Dubin, 1978, p. 135) At the
start of the research the boundary conditions for the framework were stated in broad
terms and addressed the following:
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•

a theoretical strategy upon which the framework is based

•

a formal method for constructing the framework

•

a position on the theoretical continuum

•

the real-world domain within which it will be applied
4. Utility o f the Framework

This feature was concerned with the utility of the framework. Utility addressed
the question what makes this framework useful? This is what Maxwell (1962) calls the
conditions of adequacy o f the framework. In the most basic sense the framework’s role is
to report, explain and predict the facts concerning the phenomena under consideration.
Maxwell provides an elegant statement when he states: “A framework allows us to
express a greater number and a larger variety of observational facts —and this is crucial to explain these facts. ” (Maxwell, 1962, p. 136) Bacharach (1989) tabulates the
characteristics o f utility in Table 35.
Characteristics
Variables
Constructs

Relationships

Utility
Variable scope: Variables must sufficiently although
parsimoniously tap the domain of the constructs in question.
Construct scope: Constructs must sufficiently although
parsimoniously tap the domain of the phenomenon in question.
Explanatory potential: Establishes the substantive meaning of
constructs, variables, and their linkages.
Predictive adequacy : Validates substantive meaning by
comparing it to empirical evidence.
Table 35: Characteristics used in Evaluating Utility

5. Pragmatic Factors and the Framework
The final feature was included to ensure that the framework was useful.
Usefulness answers the question why is this framework more useful than another? The
question addressed the concerns that arise when more than one framework exists.
Bacharach (1989), Maxwell (1962), and Whetten (1989) answer the question by citing a
number of pragmatic factors that affect frameworks in Table 36.
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Elements
The framework must convince others that
the propositions make sense.
• Useful guide for research.
• Provides a framework for interpreting
patterns, or discrepancies in empirical
observations.
• Explains how, when, and why certain
relationships exist in the empirical data.
Ease of comprehension, communication,
Simplicity
computations and other inferential
manipulations
Idiosyncratic tastes and a language
Aesthetic Considerations
relevant for users of the framework
Table 36: Pragmatic Factors Affecting Frameworks

Pragmatic Factors
Logic underlying the Framework

Step 9: External Verification
This was designed as a formal check of the completed framework prior to
validation through the use of case studies. Ahire & Devaraj (2001) conducted an
empirical comparison o f construct validation approaches and recommend two validity
checks at the completion o f the development phase for measurement instruments
(frameworks). Table 37 provides the details for post-development validity checks for
measurement instruments. The external verification was an important step and was
accomplished using a panel o f experts who conducted the post-development verification
using both content and face validation criteria to judge the framework. By occurring
prior to the formal validation of the framework it allowed the researcher to incorporate
the comments o f outsiders prior to the case study validation. The use o f outside experts
increased the validity o f the inductive process, the stability of the framework, and the
external validity and transferability of the research.
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Validity Check
Content Validity

Face Validity

Definition
• ‘The degree to which an empirical measurement reflects a
specific domain of content (Carmines & Zeller, 1979, p. 20)”
• “The representativeness or sampling adequacy of the content —
the substance, the matter, the topic - of a measuring instrument
(Kerlinger & Lee, 2000, p. 667)” “Content validation, then, is
basically judgmental. The items of a test must be studied, each
item being weighed for its presumed representativeness of the
universe. This means that each item must be judged for its
presumed relevance to the property being measured, which is no
easy task. Usually other competent judges should judge the
content of the items. The universe of the content must, if
possible, be clearly defined; that is, the judges must be
furnished with specific directions for making judgments, as well
as with the specification of what they are judging (Kerlinger &
Lee, 2000, p. 6 6 8 ).”
• “Concerns the extent to which an instrument looks like it
measures what it is intended to measure (Nunnally, 1967, p.
9 9 ) ” “face validity concerns judgments about an instrument
after it is constructed.. . . Face validity can be considered one
aspect of content validity, which concerns an inspection of the
final product to make sure nothing went wrong in transforming
plans into a completed instrument (Nunnally, 1967, p. 99).”
• “Face validity is not validity in the technical sense. It refers to
what the test appears to measure. Trained or untrained
individuals would look at the test and decide whether or not the
test measures what it was supposed to measure. There is no
quantification of the judgment or any index of agreement that is
computed between judges (Kerlinger & Lee, 2000, p. 6 6 8 ).

Table 37: Post-Development Validity Checks for Measurement Instruments

As was the case with the expert reviewer in Step 3 an expert is defined as “a
person who has background in the subject area and is recognized by his or her peers or
those conducting the study as qualified to answer questions. The three factors that must
be addressed when gathering expert judgment are (Meyer & Booker, 2001, p. 7).
1. Selecting experts according to particular criteria,
2. Designing elicitation methods, and
3. Specifying the mode in which the expert is to respond
The selection of the panel o f experts was governed by their professional qualifications.
The criteria for the expert panelists are listed in Table 38.
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Qualification Criteria

Qualification
Education

Ph.D. candidate or earned Ph.D. in engineering management,
systems engineering, software engineering, or related
discipline.
Greater than 10 years experience with both commercial and
government systems and software development
methodologies.

Experience

Table 38: Qualifications for Expert Panelists

By meeting the qualifications in this profile the panelist’s added additional validity to the
research study.
The elicitation method for the panel of experts was a modified Delphi situation in
which each panel expert, isolated from one another and the researcher provided
judgments based on the verification criteria for the framework. The judgments were
made against the completed framework from Step 8. The guidelines for the panel and the
mode of response were specified in Appendix C. The completed verification forms from
the panel of experts became research data with recommendations serving as sources of
change for the framework. The researcher anticipated that the panelist’s would
recommend modifications to the framework that added clarity to the study. The
additional understanding gathered from the recommendations of the panelists ensured the
plausibility o f the framework. Because the panel of experts was of limited size, formal
statistical measures (Cohen, 1960; Lawshe, 1975) required to correlate the judgments of
the panel were not required.
The product at the end of the 3rd phase was formal verification that the structured,
systemic framework accurately represented the real-world phenomena.
Summary of the Qualitative Procedure
At this point the reader may think that the researcher has high-jacked the
grounded theory method and disguised it as Whewell’s Method o f Discoverers ’
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Induction. While it is true that the open, axial, and selective coding techniques of the
grounded theory method were useful for the decomposition and classification o f facts and
to aid in the construction o f the conception, there are two significant differences between
Grounded Theory and Discoverers ’Induction.
1. The most important difference was centered upon the idea. In Discoverers ’
Induction the researcher brought the idea to bear upon the facts. It is important to note
that the source of the conception from the mind of the researcher was based upon
academic training and real-world experience. Both of these sources served to create ideas
in the mind that correspond closely enough with reality that true theories about the realworld were developed using these ideas as their conceptions. In grounded theory “. . . a
researcher does not begin a project with a preconceived theory in mind. Rather, the
researcher begins with an area of study and allows the theory to emerge from the data.”
(Strauss & Corbin, 1998, p. 12) “A grounded theory study is least likely to begin from a
particular theoretical framework.” (Leedy & Ormrod, 2001, p. 154)
2. Another important difference is that in Discoverers ’Induction the extant
literature was the source of the facts for decomposition and classification and served as
the source for the colligation o f facts. In grounded theory the data from the extant
literature is considered after the emergence of substantive theory.
Figure 28 is an alternative view of the generalized inductive process described in
the last section and serves as an excellent summary of the first nine steps in the
procedure. The theory building triangle is an adaptation of emerging work by Carlile and
Christensen (2005) that accurately describes the steps used in Whewell’s Discoverers ’
Induction using what Carlile and Christensen call descriptive theory.
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/ Step Three: \
/ Relationships \

Models
/

Explore
\
relationships between
attributes and outcomes

Or

Step One: Observation

Constructs

Observe, document & measure
the phenomena under study

Figure 28: The Theory Building Triangle

Adapted from Carlile, P.R. & Christensen, C.M. (2005). “The Cycles of Theory
Building in Management Research,” Unpublished Manuscript, p. 5.

The process in Figure 28 may be repeated as a series of inferences from observations and
contextual information conforming to Whewell’s train o f researches. It is interesting to
note that the arrows stepping upward in the depiction of the inductive process in Figure
28 conforms to Bacon’s expression ascending for the process of inductions and to the
more common metaphor of

.. rising to first principles. ” (Venn, 1907/1973, p. 364)

The theory building triangle will be called upon again to describe the transition from
theory building to framework validation in what Carlile and Christensen describe as the
transition from descriptive to normative theory.
In summary, the use of formal techniques from the Grounded Theory Method to
support the Discoverers ’ Induction Method was well within the purview of the researcher
and followed the pragmatic practice of combining techniques to obtain desired results
recommended by Creswell (1998). It is important to note the temporal relationships
depicted in Figure 27 and listed in Table 24, included three important feedback loops that
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ensured that the process learned during development of the framework. These important
controls ensured that the emerging theory complied with the logic and features of good
theory.
Introduction to the Quantitative and Reporting Procedures
The final seven steps validated the framework and reported the findings o f the
research study. The validation was conducted by using two real-world case studies and
the framework. This element of the research was centered on analysis of the empirical
data from the case studies and comparison with the inductively derived framework
developed in the first element. Table 39 is the overall structure for the quantitative and
reporting elements o f the research.
Structure
Quantitative Element
Phase 4
Step 10
Step 11

Milestone 4
Phase 5
Step 12
Step 13
Step 14
Step 15

Milestone 5
Reporting Element
Phase 6
Step 16

Milestone 6

Definition of the Element

Validation of the inductively developed holistic, structured, systemic framework
for software development projects using case studies.
Validation Case Studies: Selection and characterization of the case studies
used to validate the framework.
Selection of the Case Studies: The researcher must compile, review, and select
two case studies from of number of candidate software development projects.
Characterization of the Case Studies: A multi-dimensional project typology is
used to characterize the software development projects, which will contribute
significantly to the generalizability of the research and provide clear avenues for
future validation of the framework
Product: The selected and characterized case studies.
Data Collection and Analysis: Analysis of the empirical data from the case
study
Developing the Analytic Strategy. Development of an analytic strategy that is
broad enough to address the conduct of analysis at the level of the whole case
Collecting the Evidence: The researcher must collect evidence from each of the
software development projects or cases.
Analyzing the Evidence: In this step the researcher must analyze the evidence
collected in the previous step.
Interpreting the Evidence: In this step the researcher must interpret the
evidence collected in the previous step.
Product: Interpretation o f the case studies and implications for the framework.
In this element the findings are reported in the dissertation and the data is
preserved for use in an article in a scholarly journal.
Publication: Publication of the research findings.
Reporting the Case Study: The researcher must bring the results and findings
to closure in a report.
Product: Completed case studies and dissertation results.

Table 39: Structure for the Quantitative and Reporting Elements
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The following sections will discuss the phases and detailed steps taken during the
quantitative and reporting elements of the research.

Procedure for Phase 4: Validation Case Studies
The goal o f the 4th phase of the research was the selection and structure of the
data required to validate the framework developed in Step 9. This phase was supported
by two independent steps that selected and characterized the case studies.
Step 10: Selection o f the Study Cases
In the 10th step the researcher compiled and reviewed of number o f candidate
software development projects for inclusion in the case study. While “. . . multiple-case
designs allow for cross-case analysis and the extension of theory,” (Benbasat, Goldstein
& Mead, 1987, p. 373) the time span for completion of the dissertation was an important
consideration, therefore only two cases were selected. In addition to this constraint, the
criteria utilized for the selection of each of the case studies was an important element of
the research as the individual criteria had a direct impact on the ability to make
generalizations based on the findings of the study. In order to fully describe the large
field of diverse software development projects the “. . . selection criteria included
categories that were mutually-exclusive, exhaustive, and comparable.” (Gerring, 2001, p.
120) Table 40 lists the general criteria and the guidelines for each.
Guideline
Are the categories mutually-exclusive, or
do they overlap? Can relevant phenomena
be sorted into one or another category
without difficulty?
Do the categories account for all the
Exhaustiveness
phenomena of a given type?
Are the dimensions of the classification
Comparability
comparable? Are they logicallycompatible parts of a larger whole?
Table 40: General Selection Criteria for Case Studies
General Criteria
Mutualexclusivity
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The use of the criteria in Table 40 permitted the researcher to make logical selections of
two cases with a reasonable degree of certainty that they would not overlap or describe
the same domain. This directly supported the method of generalization used in case
studies; analytic generalization. Analytic generalization involved generalizing to a theory
or in this case a framework—not to a population—and was based on validating
framework-driven behaviors with evidence collected in a variety of settings in the case
studies. In order to ensure the variety of the case studies two project criteria were
selected: project type and project duration.
•

Project Type: The software development project is delivering software to
either a commercial firm, local, state or federal government or a consortium of
commercial and government entities.

•

Project Duration: The software development project took less than one year
or greater than one year and less than 2 years, and so forth; from start to
finish, to complete delivery of the software.

Table 41 shows how each of the selected project criteria satisfied the general selection
criteria guidelines, thereby ensuring that the case study selections did not represent
similar domains.
How it Satisfies the Guideline
Are the categories mutually-exclusive, or do they
overlap? Can relevant phenomena be sorted into
one or another category without difficulty?
Yes: (a) A software development project may only
be a commercial or government project or a
consortium but not both and (b) a software
development project may only have one duration.
Do the categories account for all the phenomena of
Exhaustiveness
a given type?
Yes, both criteria are totally inclusive.
Are the dimensions of the classification
Comparability
comparable? Are they logically-compatible parts
of a larger whole?
Yes. Each criterion belongs to the superset of: (a)
all software development projects and (b) all
software development projects that have been
completed.
Table 41: Software Development Project Selection Criteria

General Criteria
Mutual-exclusivity
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Plotting the software development projects on the grid in Figure 29 clearly portrayed the
limitations o f the study and served as a means for future researchers to use the framework
and extend its applicability beyond the research conducted in this study.
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Figure 29: Software Development Project Grid

Step 11: Characterization o f the Study Cases
After selection, a multi-dimensional project typology was used to characterize the
software development projects. The NCTPO Pentagon Model was selected to serve as a
guide for the software development projects included as Case Studies. The rationale for
selection of this model was as follows.
The first action in the selection process was to conduct a review of the software
project management literature in search of a standard typology. A survey of the major
software project management texts (Bennatan, 2000; Futrell, Shafer & Shafer 2000; Gilb,
1988; Royce, 1998; Schwalbe, 2002; Thayer, 1997) and the latest version of the
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SWEBOK (Abran & Moore, 2004) made no mention of project type, typology or
taxonomy. However, a large number of software project characteristics were considered
when developing estimates for the creation of software. Perhaps the most comprehensive
empirical analysis o f the characteristics that affect software development effort was
conducted by Barry Boehm. Boehm developed 22 characteristics to be used as factors
when developing detailed estimates of effort for software development projects (Boehm,
1981; Boehm, Abts, Brown, Chulani, Clark, Horowitz, Madachy, Reifer & Steece, 2000).
All of the factors and effort multipliers were directly related to the characteristics o f the
project and/or the product to be developed.
The second action in the selection process was to search the general project
management literature in search of a standard project typology. The search uncovered
early work by Shenhar and Dvir (1996) and a project typology called the UCP Model,
which used uncertainty, complexity, and pace as project measures. These measures
proved to be a dominant construct for understanding technical projects. Shenhar and
Dvir built upon their earlier research and proposed a more refined four-dimensional
model called the NCTP Diamond Model (Shenhar, Dvir, Milosevic, Mulenburg,
Patanakul, Reilly, Ryan, Sage, Sauser, Srivannaboon, Stefanovic & Thamhain, 2005).
Analysis o f this model found that the NCTP Diamond Model addressed 17 of the 22
software project characteristics identified by Boehm in the 4 Dimensions of the NCTP
Diamond Model. The 5 characteristics that are not accounted for are shown in Table 42.
The third action in the selection process was to account for the characteristics
missing from the NCTP Diamond Model in Table 42. The missing characteristics have to
do with staff skills (ACAP, PCAP) or organizational competencies (PCON, TEAM and
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PMAT). In order to account for these a fifth dimension for Organizational Maturity was
tVi

added to the four-dimensional NCTP Diamond Model. The 5 dimension was
conglomerated by using the PMAT, which is a representation of the team’s Capability
Maturity Model® (CMM) rating.

Boehm’s Project Estimating
Factors
Analyst Capability (ACAP)

Factor Definition

Rates the analysis and design ability, efficiency and
thoroughness, and the ability to communicate and
cooperate of the analyst team.
Evaluates the capability of the programmers as a
Programmer Capability
team.
(PCAP)
Personnel Continuity (PCON) Rates the Project’s annual personnel turnover
Accounts for the sources of a project’s turbulence
Team Cohesion (TEAM)
The project’s CMM level at the start of the project.
Process Maturity (PMAT)
Table 42: Characteristics Missing from NCTP Diamond Model

The final action was the description o f the new multi-dimensional project
typology; the NCTPO Pentagon Model - that included measures for Novelty,
Complexity, Technology, Pace, and Organizational Maturity. The five project measures
are plotted on the axes of a relational graph known as a Kiviat graph. (Kolence, 1973;
Kolence & Kiviat, 1973) Each of the characteristics has five measures which determined
the placement on the axes of the NCTPO Pentagon Model. Table 43 lists the
characteristics for Novelty, Complexity, Technology, Pace, and Organizational Maturity
and their measures. The transparency of the selection criteria for the software
development projects used as case studies was ensured by using the NCTPO Pentagon
Model which contributed significantly to the generalizability of the research and provided
clear avenues for future validation of the framework.
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Software
Development
Project
Characteristics
Novelty where

software is
described as:

Complexity where

the software is
being developed as:

Technology being

used is:

Pace of software
delivery is:

Organizational
Maturity or CMM®
or CMMI® rating at
start of project
was/is:

Characteristic Measure

1.
2.
3.
4.
5.
1.
2.
3.
4.
5.
1.
2.
3.
4.
5.
1.
2.
3.
4.
5.
1.
2.
3.
4.
5.

Maintenance: Work on existing software
Improvement: Revision to existing software.
Upgrade: A new generation of an existing software product.
Replacement: A replacement for existing software.
Breakthrough: New-to-the-world software.
Program: Program performing a single function.
Subsystem: Module performing multiple functions in a single functional area.
System: Collection of subsystems with multiple functions.
Array: Widely dispersed collection of subsystems with a common mission.
Super-System: A collection of independent systems.
Low-Tech: No new technology is used.
Medium-Tech: Some new technology.
High-Tech: All or mostly new, but existing technologies.
Emerging Tech: Technology is in development but not yet released.
Super High-Tech: Necessary technologies do not exist at project initiation..
None: Not critical.
Routine: Based on well-developed release schedule that must be met.
Fast-competitive: Time to market is important for the business.
Time-critical: Completion time is crucial for success-window of opportunity.
Blitz: Crisis project - immediate solution is necessary.
Ad hoc
Repeatable
Defined
Managed
Optimizing

Table 43: NCTPO Pentagon Model Characteristics and Measures

A sample representation of the NCTPO Pentagon Model is shown in Figure 30. The
products at the end o f the 4th phase were the selected and characterized cases.
Procedure for Phase 5: Case Study Validation
In this phase the case study data were collected and analyzed and a judgment with
respect to the applicability of the framework was made.
Step 12: Developing the Analytic Strategy
Formal analysis required an analytic strategy, in this case, one that was broad enough to
address the conduct of analysis at the level of the whole case. The case-based analytic
strategy relied on the 2nd question in the research study, forcing it to guide and shape the
data collection plan. The analytic strategy had three sections: (1) formulation,
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Figure 30: NCTPO Pentagon Model

(2) quantitative and qualitative analysis, and (3) interpretation. The uniqueness of each
analytic strategy is heavily influenced by the following factors:
■ Problem definition: the contextual domain of each case was the starting point and
was the central focus of the research questions and propositions.
■ Case Study boundaries: defining the bounds of the specific case to be studied
allowed the researcher to frame the case for analysis from a number of
viewpoints. Multiple views allowed the researcher to gain significant insight into
the case.
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■ Stakeholders: The stakeholders included entities or people that had a perceived
interest in the case under study. The inclusion of stakeholders, when possible,
ensured that the analysis included the views of all involved with the case.
■ Data Collection: The availability o f data and the data reduction strategy were
significant factors influencing the analytic strategy.
■ Analysis Forms and Techniques: Access to data analysis software, techniques,
and expertise all affected the analytic strategy.
■ Researcher: The background and qualifications of the researcher were of
significant import. The researcher developed a number of new skills, techniques,
and functional knowledge.
■ Resource Constraints: During the formulation of the analytic strategy the
researcher set the requirements for resources to include the manpower, material,
money, methods, time, and information required for the research.
The analytic strategy developed in this step served as the frame for the next three steps of
the case study method and acted as the protocol for the study. “The protocol is a major
way of increasing the reliability of case study research and is intended to guide the
investigator in carrying out the data collection.” (Yin, 2003, p. 67)
Step 13: Collecting the Evidence
In the 13th step the researcher collected evidence from each o f the software
development projects or cases. This was addressed by the 1st section o f the analytic
strategy, formulation, where the quantitative and qualitative approach used in the analysis
was developed. Formulation involved two actions: (1) setting boundaries to define the
aspects of the cases that were studied within the limits of time and means, and (2) the
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creation o f a frame to help uncover, confirm, and qualify the basic processes and
constructs that served as the foundation for the study. This step was subjective because
determinations about what data to collect and the data reduction schema evolved during
the data collection process. However, by using one of Miles & Huberman's theoreticallydriven sampling strategies (1994, pp. 27-30), claims for generalizability were able to
approximate the quantitative ideal. “Evidence from the case studies may come from six
sources: documents, archival records, interviews, direct observation, participantobservation, and physical artifacts.” (Yin, 2003, p. 83) Table 44 was used to guide the
data collection and reduction schema.
Types of
Evidence

Documents

Example Sources of Evidence

Data Collection Methods and
References

Miles & Huberman (1994)
Leedy & Ormrod (2001)
Creswell (2003)

•
•
•
•
•

Archival
Records

Miles & Huberman (1994)
Leedy & Ormrod (2001)
Creswell (2003)

•

•

•
•
•
•
Interviews

Merton, Fiske, & Kendall (1990)
Patton (1987)
Rubin & Rubin (1995)
Berdie, Anderson & Niebuhr
(1986)

•
•
•
•

Letters, memoranda, and other
communiques
Agendas, announcements and minutes of
meetings, and other written reports of events
Administrative documents: proposals,
progress reports, and other internal records
Formal studies or evaluations of the same
“site” under study
Newspaper clippings and other articles
appearing in the mass media or in
community newsletters
Service records, such as those showing the
number of clients served over a given period
of time
Organizational records, such as
organizational charts and budgets over a
period of time
Map and charts of the geographical
characteristics or layouts of a place
Lists of names and other relevant items
Survey data, such as census records or data
previously collected about a site
Personal records, such as diaries, calendars,
and telephone listings
Open-ended interview
Focused interview
Semi-structured interview
Questionnaires

Table 44: Evidence and Data Collection Methods for Case Studies
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Because completed software development projects were selected as case studies, neither
direct observation, participant-observation, nor physical artifacts were included as
potential data collection methods.
Using Multiple Sources o f Evidence
Using multiple sources of evidence, as described in Table 44, permitted the
researcher to address a broader range of issues than those found in any one data
collection method. However, the most important advantage was that multiple sources of
evidence formed converging lines o f inquiry in a process called triangulation. “The
triangulation metaphor is from navigation and military strategy that use multiple
reference points to locate an object’s exact position.” (Smith, 1975, p. 273) Denzin
(1971) states that “. . . triangulation forces the observer to combine multiple data sources,
research methods, and theoretical schemes in the inspection and analysis of behavioral
specimens.” (Denzin, 1971, p. 177) White (2000) and Denzin (1971) propose three
methods of triangulation:
1. Data Triangulation. Achieved by collecting data from different sources over
different time-scales. In this case multiple case studies which occurred over
different periods of time were used.
2. Method Triangulation. This was applied through the use of multiple methods
in what Zelditch (1962) calls between-method triangulation. In this case
evidence for the case studies was collected with more than one collection
technique (questionnaires and documentation).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

195
3. Theoretical Triangulation. This was invoked by applying the theory of one
academic discipline to the research situation within another discipline. In this
case systems principles were applied to the discipline o f software engineering.
The first triangulation method encouraged the researcher to collect information from
multiple sources in order to corroborate a particular fact or phenomenon. When real
triangulation took place the fact or phenomenon was supported by more than one source
of evidence. Using data triangulation as part of the procedure for Step 13 helped
establish one of the key measures of case study design quality from Table 14; construct
validity.
Sub-Step 13-1: Collecting Documents, Records and Artifacts
The collection o f documents, archival records, and physical artifacts from the
software development projects selected for case studies was a straightforward process.
All documents, records, and artifacts were stored in the case study database created in
sub-step 13-3. However, the 4th type o f evidence collected in case study research,
questionnaires, was unique and warranted further examination.
Sub-Step 13-2: Collecting Evidence using Questionnaires
Case Study Questions
“Within the behavioral and social sciences, psychometrics has evolved as the
subspecialty concerned with measuring psychological and social phenomena. Typically,
the measurement procedure used is the questionnaire, and the variables of interest are part
of a broader theoretical framework.” (DeVellis, 2003, p. 3) This was the situation in this
research. The questionnaire and its particulars were elements of the larger theoretical
framework. The use of the questionnaire as part of the case study was required in order
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to collect evidence for the framework validation, from project participants, that was not
present in the literature, records, or physical artifacts.
“More than with the other research strategies . . . case studies require an inquiring
mind during data collection, not just before or after the activity. The ability to pose and
ask good questions is therefore a prerequisite for case study investigators.” (Yin, 2003, p.
59) “Questions in a case study protocol can have five levels.” (Yin, 2003, p. 74)
Level
Level 1
Level 2

Level 3
Level 4

Level 5

Characteristics
Questions asked of specific interviewees.
Questions asked of the individual case (these are questions in the case study
protocol to be answered by the investigator during a single case, even when
the single case is part of a larger, multiple-case study.
Questions asked of the pattern of findings across multiple cases.
Questions asked of an entire study - for example, calling on information
beyond the case study evidence and including other literature or published
data that may have been reviewed.
Normative questions about policy recommendations and conclusions, going
beyond the narrow scope of the study.
Table 45: Levels of Questions in a Case Study Protocol

Yin recommends “. . . you should only articulate Level 1 and Level 2 questions for data
collection purposes.” (Yin, 2003, p. 74) It is important to note the principal difference
between the Level 1 and Level 2 questions. Level 1 questions are those asked in the field
while Level 2 questions originate with and are answered by the researcher.
Questions could have been asked in either a face-to-face interview or in a focused
questionnaire. The questionnaire, when used in this manner, is an extension o f the
standardized interview and focuses on supplementing, reinforcing, and filling-in gaps that
may not have been fully answered or are missing from the collection of documents,
archival records, and physical artifacts collected in Sub-Step 13-1. This was important
because “. . . specific information that may be become relevant to a case study is not
easily predictable . . . judgments may lead to the immediate need to search for additional
evidence.” (Yin, 2003, p. 59)
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Patton (1987) addresses three approaches for asking questions in order to collect
qualitative data through in-depth, open-ended interviews:
1. The informal conversational interview. This technique relies entirely on the
spontaneous generation o f questions in the natural flow of an interview.
2. The standardized open-ended interview. This technique consists of a set of
questions carefully worded and arranged for the purpose of taking each
respondent through the same sequence and asking each respondent the same
questions with essentially the same words.
3. The general interview guide approach. This technique uses a list o f questions
or issues that are to be explored in the course of the interview. An interview
guide is prepared to make sure that essentially the same information is
obtained from a number of people by covering the same material. The
interview guide provides topics or subject areas about which the interviewer is
free to explore, probe, and ask questions that will elucidate and illuminate that
particular subject.
The 2nd approach, the standardized open-ended interview, was implemented through the
use of a questionnaire. The questionnaire had the following advantages. (1) It saved the
researcher travel expenses, and for a very low cost, expanded the questions asked to a
wider group of potential interview subjects, and (2) Distance became an advantage
because “. . . people can respond with assurance that their responses will be anonymous,
and so they may be more truthful than they would be in a personal interview.” (Leedy &
Ormrod, 2001, p. 197) The questionnaire had disadvantages as well. The questionnaire
may overly constrain the dialog and may introduce some of the researcher’s own personal
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bias into the questions. “Questionnaire construction is a tricky business,” (Leedy &
Ormrod, 2001, p. 202) and is the subject of the following section.
Questionnaire Design Concepts
“The use of questionnaires in research is based on one basic, underlying
assumption: Each individual question will work. This means that the respondent will be
both willing and able to give truthful answers.” (Berdie, Anderson & Niebuhr, 1986, p. 1)
The researcher acknowledged this underlying assumption and formally addressed
reliability, validity, and representativeness in the purposeful design of the questionnaire.
1. Respondents. The questionnaire considered the context that surrounded the
respondent and the ability to answer the question. Will the respondent have to
search for historical data to answer the question? Will the respondent take the
time to do this? Will the respondent have to rely on memory alone? In order
to mitigate these issues “. . . the use of questionnaires should be limited to
asking for information that is not directly available from other sources.”
(Berdie, Anderson & Niebuhr, 1986, p. 2)
2. Reliability. Questionnaire reliability required the researcher to ensure that “..
. the questionnaire item consistently conveys the same meaning to all people
in the population being surveyed.” (Berdie, Anderson & Niebuhr, 1986, p. 3)
Therefore, questionnaire items used simple, clear, unambiguous language to
ask questions that required no unwarranted assumptions, and did not give
clues about preferred or desirable responses.
3. Validity. Questionnaire validity required the researcher to construct a valid
question that “. . . stimulates accurate, relevant data.” (Berdie, Anderson &
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Niebuhr, 1986, p. 3) The questionnaire considered the context that
surrounded the respondent and the ability to answer the question. Will the
respondent have to search for historical data to answer the question? Will the
respondent take the time to do this? Will the respondent have to rely on
memory alone?
4. Representativeness. Questionnaire representativeness addressed the
generalizability o f the results. The value of the results was a function of how
well the actual responses matched the representative group the questionnaire
was sampling.
Each o f the questionnaire design concepts was addressed in the construction of the
questionnaire.
Questionnaire Construction
The construction o f the actual questionnaire addressed both the formal design
concepts of the previous section and a number of practical matters concerning the
respondent. Respondent related factors included the following items (Berdie, Anderson
& Niebuhr, 1986):
1. Begin with a few interesting, non-threatening, interesting questions because
questions that are threatening or dull may reduce the subject’s likelihood of
completing the questionnaire.
2. Group items into logically coherent sections. Questions that deal with a
specific topic or those with the same response options should go together.
3. Make smooth transitions between sections, avoiding the appearance of a series
of unrelated questions.
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4. Do not put important questions at the end of the questionnaire.
5. Number questionnaire items so the respondent will not become confused.
6. Put the study title in bold type on the first page of the questionnaire.
7. Include brief but clear instructions for completing the form. Construct the
questions so they do not require extensive instructions or examples. Print all
instructions in boldface or italics.
8. Arrange the questionnaire so that the place where respondents mark their
answers is close to the questionnaire, which encourages fewer mistakes.
The final element o f construction dealt with the creation, structure, and responses for
questions and was addressed as four questions.
What type o f question do I ask? The questionnaire included four types: (1)
dichotomous questions (those with only two answers), (2) open-ended questions
(respondents are asked to express answers in their own words), (3) multiple
choice questions (where the respondents chose from more than two options), and
(4) ranking questions (those that ask the respondent to rank given response
options according to some specified criteria).
What questions should I ask? The obvious answer was those that achieved
the goals of the research. The less obvious issue was the effect the question
would have on the respondent. Offensive, socially and politically sensitive
questions were avoided.
How do I ask a question? Questions communicated something specific
required for the research. The questionnaire used language that was familiar and
appropriate for the targeted respondents (Moser & Kalton, 1971). The
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questionnaire avoided loaded questions that suggested a response (Phillips, 1941).
Each question clearly indicated whether it required a factual answer or an
opinionative answer. Questions asked for only one piece of information per
question as a double question may have confused the respondent and made the
question impossible to answer.
What response options may I use? The response options in the
questionnaire affected the respondent’s answers. The questionnaire was
thoroughly tested to ensure that: (1) one response category was listed for every
conceivable answer, (2) responses options were mutually exclusive, and (3)
balanced scales were used in response options by including a equal number on
each side o f a middle position.
Table 46 is a convenient checklist used in constructing the questionnaire (Leedy &
Ormrod, 2001).
Questionnaire Procedure
A small number of questionnaires were used to gather focused information from
individuals that worked on each of the software development projects selected as case
studies. The questionnaires were used to supplement and support the documents, archival
records, and physical artifacts from the software development projects collected in sub
step 13-1. To ensure anonymity of participants, questionnaire respondents were referred
to by number only. The questionnaires were strictly voluntary and each respondent was
provided with background material that explained the purpose o f the research and intent
of the research study. The procedure used an asynchronous computer-based method to
distribute questionnaires to the respondents. The questionnaire was placed on a web-

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

202

Guideline
1. Keep it short.

Description
The questionnaire should solicit only that information essential
to the research. Use two tests: (1) What will I do with the
information I am requesting? (2) Is it absolutely essential to
have this information to solve part of the research?

2. Simple, clear language.

Use simple, clear, unambiguous language. Construct questions
that communicate exactly what you want to know. Avoid
terms that the respondents may not understand.

3. Check assumptions.

Review the question to ensure that underlying assumptions are
not ambiguous.

4. Give no clues.

Word questions in ways that do not give clues about preferred
or more desirable responses.

5. Check for consistency.

When a question addresses something that make elicit a
“politically or socially correct” answer a countercheck
question may be incorporated. Insert a questions at some
distance from the first question which verifies the consistency
with which the respondent has answered the first question.

6

. Response processing.

7. Keep the task simple
8

. Provide clear direction.

9. Give rationale for questions.

Determine, in advance, how you will process the responses.
Make the questionnaire as simple to read and respond to as
possible. Place high-value on the respondent’s time.
Communicate exactly how you want people to respond. Do
not assume they are familiar with your scales.
Give people a reason o want to respond. At a minimum each
question should have a purpose, and in one way or another,
you should make that purpose clear.

10. Make the questionnaire
attractive.
11. Conduct a pilot test.

The questionnaire should be of professional caliber; have clean
lines, crystal-clear typing, and, perhaps two or more colors.
Conduct a trial run of the questionnaire to address problem
prior to the use in the research.

12. Scrutinize the final product.

Scrutinize the questionnaire, item-by-item, in a quality test for
precision of expression, objectivity, relevance, and probability
of favorable reception.

Table 46: Guidelines for Questionnaire Development

server and accessed by the respondents as time permitted. Each respondent had an
opportunity to review the materials prior to publication. The dissertation research, both
oral and written, used aggregated questionnaire data and was presented in such a way that
others would not be aware of how a particular participant responded in the questionnaire.
The researcher was committed to the use o f non-attributable reporting methods as an
integral part of the research procedure. The questionnaire results were stored in the case
study database created in sub-step 13-3.
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Sub-Step 13-3: Creation o f a Case Study Database
Yin (2003) states that it is absolutely essential to separate the case study materials
into two distinctly independent collections.
1. Collected Evidence. All documents, archival records, physical artifacts,
questionnaires, and researcher’s notes. This should be in the form of a formal,
presentable database that can be viewed by other investigators.
2. Investigator’s Conclusions. The formal conclusions from the case studies.
These include the analysis and interpretation of the case study evidence
contained in the formal database as well as the final report of the findings.
The researcher created a formal case study database in the NVivo qualitative analysis
software to ensure that the raw data from the case study database was available for
independent inspection. The creation of a reviewable and objective database helped to
establish one o f the key measures o f case study design quality from Table 14; reliability.
Sub-Step 13-4: Maintenance o f the Chain o f Evidence
The final action associated with the collection of case study evidence addressed the
ability o f an external observer to follow the derivation o f evidence, ranging from initial
questions to the ultimate conclusions of the case study. “Such a principle is based on a
notion similar to that used in forensic investigations.” (Yin, 2003, p. 105) It is important
to note that the entire research sequence was reversible and could be traced in either
direction. For example, an external observer would be able to trace the logic from
conclusions back to the initial research question or from the question to conclusions, as in
Figure 31. The ability to clearly and unequivocally demonstrate the chain of evidence,
with clear cross-referencing between collected evidence, methodological procedures, and
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conclusions helped establish one of the key measures of case study design quality from
Table 14; construct validity.

Reports Conclusions

R esearch Purpose
Deploy the generalizable and
transportable analysis
framework, applying it to
completed software
development projects

Case Study
Report

Contains Evidence
Case
Study
Database

Research
Objective
Develop and apply a systemsbased framework fo r the
analysis o f software
development project
_______ performance _______

Citations to
Evidentiary
Sources
Evidentiary
Sources

C ase Study
Question

Links Question to
Protocol Topics
Case Study
Protocol

What results from the
application o f a systems-based
analysis framework for
analyzing performance on a
software development project?

Figure 31: The Case Study Chain of Evidence

Step 14: Analysis o f Case Study Evidence
In the 144h step the researcher analyzed the evidence collected in the previous step.
This is addressed by the 2"d section of the analytic strategy: quantitative and qualitative
analysis. Yin (2003) provides the following warning to case study researchers:
The analysis o f case study evidence is one o f the least developed and most
difficult aspects o f doing case studies. . . . Unlike statistical analysis, there
are few fixed formulas or cookbook recipes to guide the novice (one o f the
few texts providing useful advice is Miles and Huberman, 1994). (pp. 109110)
The 2nd section of the analytic strategy was used to guide the researcher in analyzing the
evidence. In this step both quantitative and qualitative analysis methods were applied to
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the decision alternatives presented within the problem domain. Seaman recommends the
use of coding as a valid method for software engineering studies because coding can

..

extract values for quantitative variables from qualitative data (often collected from
observations or interviews) in order to perform some type of quantitative or statistical
analysis” (Seaman, 1999, p. 563)
The documents, archival records, and questionnaire data were transcribed and
input to the case study database in the NVivo qualitative analysis software. The evidence
in the case study database was subjected to the open-coding technique (see Table 26)
described in Step 4. As each applicable item was coded it was coded against a specific
node in the hierarchical tree nodes in NVivo. The NVivo hierarchical tree node was
constructed from the verified software development project framework completed in Step
9. The completed framework’s hierarchical structure of measurement objects and
constructs was the structure for the hierarchical tree-node against which all case study
data was coded. As the tree nodes were populated with coded data from the documents,
archival records, and questionnaires, the key meaning of the case study data became
clearer, and served as measures for the validity of the framework.
Step 15: Interpretation o f Case Study Evidence
In the 15th step the researcher interpreted the evidence collected in the previous
step. Because the cases were, according to Lijphart’s (1971) typology, theory
confirming/infirming cases

.. the case study is a test of the proposition, which may

turn out to be confirmed or infirmed by it.” (Lijphart, 1971, p. 692). For this research the
cases were confirming or infirming the framework’s ability to predict software
development project performance.
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This was addressed by the 3rd section of the analytic strategy: interpretation. The
researcher formally interpreted the analysis results and their implication for the
framework. This step was subjective but was constrained by the structure for the inquiry,
the framework and the general deductive method. The interpretive section of the general
analytic strategy was selected from among three interpretive strategies recommended by
Yin (2003). The interpretive strategy presented in Table 47 was used for this research.
Interpretive Strategy
Theoretical propositions

Description of Strategy
The research study purpose
Research element objective
Research question two will be used to guide the
interpretation.
Table 47: Interpretive Strategy for the Case Study

The interpretive strategy in Table 47 underlies the specific analytic technique used to
interpret the study. “The analytic technique may be selected from among six
techniques.” (Yin, 2003, p. 116-137) The technique used to interpret the case studies in
this research used a special type of pattern-matching logic called explanation building. In
the general pattern-matching technique the researcher compared an empirically based
pattern with a predicted one where the links were related to either the dependent or the
independent variables of the study, or both. In the explanation building derivative the
researcher explained the phenomenon by stipulating a presumed set o f causal links about
it. “In most studies, the links may be complex and difficult to measure in any precise
manner.” (Yin, 2003, p. 120) Yin warns that because explanation building case studies
are reported in narrative form they lack precision. Therefore, “. . . the better case studies
are the ones in which the explanations have reflected some theoretically significant
propositions.” (2003, p. 120) The procedure for explanation building was iterative and
included six sub-steps (Yin, 2003):
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Sub-Step 15-1: Making an Initial Statement
The researcher made an initial statement about the framework’s ability to predict
software development project performance. This was a subjective analysis based on the
FSE Framework’s systems-based theoretical construction.
si

Sub-Step 15-2: Compare Findings o f 1 Case
The researcher compared the findings of the 1st case against the research purpose,
objectives, and questions as instantiated in the framework. This involved matching the
empirical data from the 1st case against the measurement objects in the FSE Framework.
The case study evidence arrayed against the FSE Framework provided the basis for a
sound objective analysis.
Sub-Step 15-3: Revise the Initial Statement
The researcher revised the initial subjective statement about the framework’s
ability to predict software development project performance. The revised statement was
based upon an objective analysis of the predictive ability of the FSE Framework based
upon empirical case study evidence from the 1st case that was presented against the FSE
Framework.
Sub-Step 15-4: Making an Follow-On Statement
The researcher made a follow-on statement about the framework’s continued
ability to predict software development project performance. This was a slightly less
subjective analysis based upon a single use of the systems-based FSE Framework.
Sub-Step 15-5: Compare Findings o f 2nd Case
The researcher compared the empirical evidence from the 2nd case against the
measurement objects in the FSE Framework. The case study evidence arrayed against

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

208
the FSE Framework provided the basis for a 2nd objective analysis of the framework’s
ability to predict software development project performance.
Sub-Step 15-6: Revise the (‘Follow-On” Statement
The researcher revised the subjective follow-on statement about the framework’s
ability to predict software development project performance. The revised statement was
now based upon two objective analyses of the predictive ability o f the FSE Framework
based upon empirical case study evidence from the 1st and 2nd cases.
The result o f the six step iterative explanation building process was cross-case
analysis, not simply the analysis of each individual case. Yin warns that the researcher
must be extremely careful as the iterative process progresses for the “. . . investigator may
slowly begin to drift away from the original topic of interest. Constant reference to the
original purpose of the inquiry and the possible alternative explanations may help to
reduce this potential problem.” (Yin, 2003, p. 122) The use of an analytic strategy (step
12), a case study database (sub-step 13-3), and strict adherence to the chain-of-evidence
(sub-step 13-4) were additional safeguards provided for the researcher.
The final products for the 5th phase were the interpretation of the case studies and
implications for the framework.
Procedure for Phase 6: Reporting the Findings
The goal of the 6th phase was to report the findings in the dissertation and the
preservation of the evidentiary data for use in a follow-on article in a scholarly journal.
Step 16: Reporting the Case Study
In the 16th step the researcher brought the results and findings to closure in the
dissertation. The report for each case was prepared as a separate Appendix within the
dissertation. Because the interpretation step used explanation building as the primary
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technique, the report was in narrative style. Patton (1987) provides an overview of the
case study report as follows.
The case study is a readable, descriptive picture o f a person or program
that makes accessible to the reader all the information necessary to
understand that person or program. The case study is presented either
chronologically or thematically (sometimes both). The case study presents
a holistic portrayal o f a person or program, (p. 149)
Yin (2003) addresses four specific concerns related to the composition and reporting
requirements for case studies.
1.

Targeting Case Study Reports

The researcher considered the likely or preferred audience as the starting point
when composing the case study. This research has as its principal audience, the
dissertation committee and academic colleagues. The wider secondary audience will be
the software engineering community with a focus on software development project
managers. Table 48 lists the needs of the primary and secondary audiences for this
research.
Audience
Dissertation Committee

Needs of the Audience
Mastery of the methodology
Inclusion of theoretical issues
Careful, thorough, and rigorous research
Connection between the case study and
Academic colleagues
previous theoretical research
Software Engineers
Ability to use the findings to improve
software development project performance
Table 48: Needs of the Case Study Audience

2.

Case Study Reports as Part of Larger Multi-Method Studies

This research has included the inductively developed holistic, structured, systemic
framework for software development projects as a principal element. The framework
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served as a systems-based lens through which the two software development projects
were viewed. The case studies were used to analyze and validate the framework.
3.

Illustrative Structures for Case Study Compositions

The organization o f the report, beyond the format dictated by the dissertation and
journal article, were o f import when preparing a case study. Yin (2003) suggests six
illustrative structures that can be used with a variety o f formats. This research used a
theory-building structure in which the content followed a theory-building logic that
produced a compelling statement about the utility of the holistic, structured, systemic
framework for software development.
4.

Procedures in Doing a Case Study Report

Aside from the method steps and techniques used in selecting, collecting and
analyzing the case study evidence, there were three important procedures that pertained
specifically to case studies that the researcher considered. (1) The first procedure
encouraged the case study researcher to start writing as soon as possible. The chapters on
the literature review, methodology, research design and procedure, and references were
written early in the process and permitted the researcher to spend more time in analysis.
(2) The second procedure concerned the identities of the case and the participants. Were
they to be identified or remain anonymous? The researcher made this decision early-on
and received approval from the Institutional Review Board which was presented in
Appendix A. (3) The third procedure concerned what constitutes an exemplary case
study. Yin (2003) provides five general characteristics of exemplary case studies which
are listed in Table 49. In addition to the characteristics in Table 49 a general guide for
dissertation evaluation was utilized as part of the overall review (Lovitts, 2005).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

211

Characteristic
Must Be Significant

Explanation
The individual case or cases are unusual and of general interest
The underlying issues are nationally important, either in theoretical
terms or in policy or practical terms
• Both of the preceding conditions have been met
• The distinction between the phenomenon being studied and its
context are given explicit attention
• The study demonstrates that the investigator expended exhaustive
effort in collecting relevant evidence
• The case study did not have artificial time or resource constraints
which led to premature reporting
The investigator must seek those alternatives that most seriously
challenge the design of the case study
• The researcher judiciously and effectively presents the most relevant
evidence so that the reader can reach an independent judgment
regarding the merits of the analysis
• Evidence is presented neutrally, with both supporting and
challenging data
• Present enough evidence to gain the reader’s confidence
• Indication that the researcher attended to the validity of the evidence
A clear writing style that constantly entices the reader to continue reading
•
•

Must Be Complete

Must Consider
Alternative Perspectives
Must Display Sufficient
Evidence

Must Be Composed in
an Engaging Manner

Table 49: Characteristics of an Exemplary Case Study

The final products for the 6th phase were the completed case studies and their
implications for the framework.
Summary of the Quantitative and Reporting Procedures
The theory building triangle from the previous section (see Figure 28) depicted
the inductive process used to develop the theoretical framework in the qualitative element
o f the research. Carlile and Christensen (2005) also used the triangle to describe the
validation of theory in what they call a transition from descriptive theory to normative
theory. The normative theory triangle in Figure 32 shows how the researcher cycled
deductively from the top to the bottom to confirm the framework developed in the
inductive processes. Once again, it is interesting to note that this conforms to Bacon’s
expression of descending which he gave to the process of deduction and the more
common expression of “.. . coming down to particulars. ” (Venn, 1907/1973, p. 364)
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The overall transition from induction to deduction (in what Carlile and
Christensen call descriptive theory to normative theory) can be shown by depicting the
theory building triangle and the normative theory triangle together.

Step One:

M odels

Theoretical
Framework

Step Two: Categorization
Categorize the circumstances
that have been found

Typologies

Step Three: Observation
Observe, document & measure
the phenomena under study

C onstructs

Figure 32: Normative Theory Triangle

Adapted from Carlile, P.R. & Christensen, C.M. (2005). “The Cycles of Theory
Building in Management Research,” Unpublished Manuscript, p. 6.

Figure 33 shows the process through which the inductively developed framework was
validated by conducting careful, field-based case study research, making the transition
from descriptive to normative theory. This conforms to Jevons’ (1877/1913) statement
on deduction and induction.
As generally stated, deduction consists in passing from more general to
less general truths; induction is the contrary process from less to more
general truths. We may however describe the difference in another
manner. In deduction we are engaged in developing the consequences o f
a law. We learn the meaning, contents, results or inferences, which attach
to any given proposition. Induction is the exactly inverse process, (p. 11)
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Step One:

Models

Theoretical
Framework

Step Two: Categorization
Categorize the circumstances
that have been found

Typologies

Step Three: Observation
Observe, document & m easure
the phenom ena under study

Constructs

/ Step T hree:\^-«
/ Relationships \

Models
/

Explore
\
relationships between '
attributes and outcomes

/

Typologies

Constructs

'

Step Two: Classification

\

Classify the phenom ena
\
into information groupings using
attributes that propose possible
relationships between the observed
phenom ena and the idea or conception

Step One: Observation
Observe, document & m easure
the phenom ena under study

Figure 33: The Transition from Descriptive Theory to Normative Theory

Adapted from Carlile, P.R. & Christensen, C.M. (2005). “The Cycles of Theory Building
in Management Research,” Unpublished Manuscript, p. 6.

DATA ANALYSIS SOFTWARE
The analysis of data that occurred during the Generalization Phase of the
Discoverers ’ Induction Method was assisted by a computer program for qualitative data
analysis. A wide variety o f computer programs specifically designed to assist
researcher’s doing qualitative analysis were available to assist qualitative researchers.
Weitzman & Miles (1995) developed a software sourcebook that includes thorough
reviews of 24 o f computer programs in five families of software applications. The
section on the family of Code-Based Theory-Builders analyzes five programs that can
accomplish the tasks of (1) coding and retrieving data, and (2) building and validating
theory.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

214
•

Code and Retrieve Data: “Apply keywords to meaningful segments or
chunks, such as lines, sentences or paragraphs of text. They help you set up
the kinds of chunks you want to use, to develop a list of codes, to attach the
right codes to the right chunks - and then to search for and retrieve all the
chunks to which one or several codes have been applied.” (Weitzman &
Miles, 1995, p. 148)

•

Build and Validate Theory: “They help you apply categories and outlines,
extending your coding scheme; to annotate your data, write memos, and link
these to your codes; to formulate and test propositions or hypotheses; and
sometimes see graphical representations among your concepts.” (Weitzman &
Miles, 1995, p. 204)

O f the five (5) programs reviewed in this category, Weitzman and Miles found that the
Non-numerical Unstructured Data Indexing, Searching and Theorizing (NUD*IST) tool
was “. . . one of the best thought-out programs around.” (1995, p. 238) The newest
version of NUD*IST is called NVivo7 and was the analysis tool selected for use in this
research. The marketing material from QSR states that:
NVivo7 combines cutting edge innovation with the best features o f QSR’s
pragmatic, robust workhorse N6 (formerly NUD*IST) and flexible, fluid
analysis tool NVivo 2. The result is a powerful yet user-friendly program
that accommodates the widest range o f research methods. NVivo7 allows
you to combine subtle analysis with linking, shaping, searching and
modeling. Regardless o f the type o f data or the language it is in, NVivo7
is also ideal fo r team projects and research involving multiple methods. I f
your challenge involves handling very rich text-based information, where
deep levels o f analysis on both small and large volumes o f data are
required, then NVivo 7 is your answer.
NVivo7, from QSR International was used to document and track the data
decomposition, organization, and analysis processes. NVivo7 helped the researcher
manage the data, while creating and developing ideas and theories as the researcher
gained understanding of the phenomena. The NVivo7 software was an invaluable tool
that the researcher used when implementing the qualitative procedure for coding data.
The importance of the research method over the software was stressed in the authoritative
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guide to the use o f the software (Richards, 1999) and proved to be extremely helpful in
understanding how the software supported the inductive process. Another excellent
guide (Gibbs, 2002) has a particularly well-written section the role o f grounded theory
principles in the analysis o f qualitative data.
SUMMARY
This chapter has provided an outline of the research design and the specific details
for the methods, procedures, and techniques used in the two primary elements of the
research. The specific procedures and techniques in this chapter provided the formal
steps used to obtain the research results described in the following chapter.
The detailed steps used in the development of the framework were of particular
import. Discoverers ’ Induction is a Victorian Era (Snyder, 2003) method that was
supplemented with modem techniques for decomposing and classifying empirical facts
during the construction o f the conception. The detailed steps used in the inductive
element of the research (see Table 24 and Figure 27) were established to increase
reliability by ensuring replication and controls were in place for future researchers. The
internal validity, reliability and objectivity of the research were supported by the use of a
software database (NVivo 7). The NVivo 7 software database served as a repository for
the induction and each case study and provided a proper chain of evidence for the
research.
The next chapter will explicitly state the data sources and data collection methods
used in the research as well as any unique procedures and techniques used in the
development and validation of the structured systemic framework for software
development project performance.
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CHAPTER V: RESEARCH RESULTS
This chapter presents the results of the research and is subdivided into two major
sections. The first section is the Inductive Development o f the Framework. This section
explains the results of the framework construction. The second section is the Case Study
Validation o f the Framework. This section addresses the results of the application of the
framework to two real-world software development projects.
INDUCTIVE DEVELOPMENT OF THE FRAMEWORK
The framework was constructed inductively. The construction followed the steps
in the Augmented Discoverers ’ Induction Procedure presented in Chapter 3 and depicted
in Figure 27. This section will include a high-level review of the key points in the
inductive procedure and present the construction results; the detailed framework.
Collection and Verification of Facts
The formal induction began with the completion of the literature review in
Chapter 2. The journal articles synthesized from the scholarly literature provided the
empirical facts required for the inductive development of the literature based, structured,
systemic framework. In addition, the synthesized literature ensured that the researcher
was exposed to a range o f ideas, concepts and theories from the extant literature. This
enhanced the induction by formally linking the emerging framework to the extant work.
Because the information synthesized in the literature review was the primary source of
empirical data for the colligation; it had a direct affect on the validity of the induction.
The researcher employed an outside expert to verify that the literature review had
captured all o f the relevant information in order to directly address content validity. The
expert followed the verification guidelines in Appendix B and provided additional
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literature sources that added depth and breadth to the empirical facts included in the
induction. The recommendations of the expert are contained in Appendix D.
The researcher revised the original literature review to include the additional
scholarly articles recommended by the outside expert. The 34 scholarly articles in Figure
11 served as the database for the induction. Each article was input to the NVivo toolset
to ensure direct linkage and traceability between the emerging framework concepts,
categories, and subcategories and the empirical facts in the 34 articles.
Decomposition of Facts
The facts in the 34 articles were subjected to the open coding technique. A lineby-line analysis o f each o f the 34 documents was conducted. Documents were
scrutinized for commonalities that reflected categories, or themes, within the data. Codes
were attached to chunks o f information which consisted of phrases, sentences, or whole
paragraphs. This step was greatly enhanced through the use of the NVivo code-based
theory building tool. The 34 articles were decomposed into 481 chunks o f information
called open-coded nodes; each of which was directly linked to the source document.
Classification o f Information Groupings
Relationships between the 481 open-coded nodes were developed using the axial
coding technique. The goal was to simplify and organize the 481 open-coded nodes into
information groupings that proposed possible relationships between the data and the idea
or conception about the relationship between systems theory and software development
project performance. The chunks o f information contained in the information groupings
were organized into themes or subcategories that had significance for the construction of
the framework. The open coding technique reduced the large data set to a smaller set of
themes intended to describe the software development framework. The 481 open-coded
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nodes were placed in information groupings that looked very much like a descriptive
typology. This element of the research was iterative and found the researcher moving
back and forth among the open coded nodes and the axial coding information groupings,
continually refining the information structure or typology. “Cycles of
decontextualization/recontextualization and exploration of relationships between
categories in the hierarchical network o f codes led both to splitting of categories and the
pruning and consolidation o f others.” (Araujo, 1995, p. 103) As before, NVivo provided
invaluable assistance in the management and interpretation of the 481 open-coded nodes.
NVivo provided the ability to take the open-coded nodes and attach them to a hierarchical
structure of tree-nodes. It is important to note that the final interrelated data structure o f
NVivo tree-nodes contained all of the information used to build the theory underlying the
framework. In this case each o f the 481 nodes was assigned to a subcategory. 33
subcategories were created to relate the 481 information chunks and are depicted in
Figure 34.
Information Reduction and Relationships
This was the most intellectually challenging step in the development of the
framework. The reduction of the 33 subcategories into categories and concepts for
inclusion in the underlying theory for the framework required the researcher to address
both comprehensiveness and parsimony o f information. Knowing that there were many
relevant factors in the subcategories but that many others added little additional value
were key points in selecting the essential data to be carried forward and included in the
categories, concepts, and theory. Essential data were those that (1) could be related to
other categories, (2) appeared frequently, (3) had relations that were logical and not
forced to fit with other data, and (4) could succinctly explain and support the relevant
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elements o f the category or concept. The criteria invoked to control subcategory and
category creation required the demonstration of a range o f variability that accounted for
all data but that showed theoretical saturation because no new dimensions or properties
emerged from the information contained within the definition established for the
subcategory or category.

Empirical
Data

S ubcategories
Developm ent Processes (10)
Improvement Processes (12)
Infrastructure Processes (5)
Lifecycle Support Processes (9)
M anagem ent Processes (21)
Training Processes (4)

Decision Making (9)
Escalation (25)
Metrics & M easurem ent (17)
Process Improvement (8)
Productivity & Perform ance (26)
Project M anagem ent (20 )
Requirem ents (4)

NVivo
Database

(481)

Autopoiesis (5)
Complementarity (10)
Context (14)
Hierarchy (4)
Holism (6)
Reductionism (3)
Satisficing (3)
Suboptimization (8)
Variety (7)
Viability (13)

Cybernetic Perspective (32)
Hard System Perspective (1)
Socio-Technical Perspective (65)
Soft System Perspective (5)
Systemic Perspective (21)

Architecture (19)
ISD Methodology (22)
System s-Based Models (33)
Social Methodology (21)
Systems Methodology (19)

Figure 34: Subcategories
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Although the NVivo code-based theory building tool was helpful, it is important
to note that this step in the inductive process was creative, intellectual work. The
researcher found that the automated tool was a poor substitute for the human mind and
the effort and intelligence required to track down and recognize patterns and
consistencies in the data. The researcher settled on a systematic set of hierarchical
relationships with five elements: open coded nodes (the empirical information chunks),
subcategories (the information groupings), categories, concepts, and the theory for the
framework. Five categories emerged from the 33 subcategories.
1. Software Development Project Processes: The category that contained all
subcategory information related to the six ISO/IEC software development
functions and the supporting software development processes.
2. Software Development Project Characteristics: The category that contained all
subcategory information related to the characteristics and empirically reported
data from software development projects.
3. Systems Principles: The category that contained all subcategory information
related to systems principles.
4. Systems Persnectives: The category that related all subcategory information
related to systems perspectives.
5. Framework Form: The category that related all subcategory information
related to the systems-based models and methodologies.
Three concepts emerged from the five data categories:
•

Foundation: The concept that provided a basis for the theoretical framework
that was founded upon recognized systems principles.

•

Structure: The concept that provided a solution structure for the theoretical
framework based upon the proven perspectives of a synthesis of systemic
methodologies and systems-based models.

•

Elements: The concept that provided the essential functions and processes for
the theoretical framework that are characteristic of software development
projects.
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The hierarchical relationship between subcategories, categories, and concepts is
presented in Figure 35.

Empirical
Data

Categories

Subcategories
Development P rocesses (10)
Improvement P ro cesses (12)
Infrastructure P ro cesses (5)
Lifecycle Support P rocesses (9)
M anagem ent P ro cesses (21)
Training P rocesses (4)

NVIVO

73

Cybernetic Perspective (32)
Hard System Perspective (1)
Socio-Technical Perspective (65)
Soft System Perspective (5)
Systemic Perspective (21)

Architecture (19)
ISD Methodology (22)
System s-Based Models (33) Social Methodology (21)
System s Methodology (19)

Theory for
Franework

SW Development
Project
Processes

Framework
Elem ents

Decision Making (9)
Escalation (25)
Metrics & M easurem ent (17)
P rocess Improvement (8 )
Productivity & Perform ance (26)
Project M anagem ent (20)
Requirements (4)
Autopoiesis (5)
Complementarity (10)
Context (14)
Hierarchy (4)
^ Holism (6 )
Reductionism (3)
Satisficing (3)
Suboptimization (8 )
Variety (7)
Viability (13)

Concepts

Development
Project
Characteristics

SVv

(
V

Systems
Principles

Fram ew ork

Foundation

Framework
Theory

Systems

Framework
Structure
Framework

Figure 35: Tree Node Hierarchy

Synthesis of Concepts
The development of the underlying theory for the framework required the
researcher to select essential data from the concepts. Figure 36 shows how the five
categories and three concepts were logically assembled to influence the underlying theory
for the framework. The essential empirical data contained within the three concepts were
used to produce the framework. The hierarchical structure contained in the tree-nodes of
NVivo provided assurance that the 481 chunks o f information in the 33 information
groupings were linked to the original empirical data in the 34 scholarly articles from the
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Framework
Form

Systems
Perspectives

specifies the critical
functions for
the framework

delivers an
integrated synthesis o f
systemic methodologies

Structure
delivers
foundation
principles

provides systemic perspective
and relational arrangement
of p ro cesses and activities

Foundation

z

identifies
applicable
systems principles

Pnnciples

S y ste m s-b a se d
framework for the
analysis o f softw are
d evelopm en t p ro ject
perform ance

validates software
development project
characteristics

SW
Development
Project
Characteristics

FRAMEWORK
THEORY

delivers software
development activities
and characteristics

provides
software development
activities

SW
Development
Project
Processes

Figure 36: How Categories and Concepts Influenced the Framework

synthesized literature review. The principal concepts that are the theoretical basis for the
actual framework, their hierarchical category and concept, and the source of the empirical
data, are presented in Table 50.
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Theoretical Concept

Hierarchical
Category

Hierarchical
Concept

Empirical Data Source

Major software development
functions
1. Functions
2. Processes
Software development project
characteristics for
1. Decision Making
2. Escalation - Separation of
responsibility for evaluation
(External Audit Process)
3. Metrics & Measurement
Systems Principles
1. Complementarity
2. Context
3. Suboptimization
4. Variety
5. Viability

SW Dev
Project
Processes

Framework
Elements

1. ISO/IEC Standard
12207 (1995)
2. CMMIsm (2002)

SW Dev
Project
Characteristics

Framework
Elements

1.Keil& Robey (1999)
2.
ISO/IEC Standard
12207 (1995)
3. Jones (2004)

Systems
Principles

Framework
Foundation

Systems Perspectives
1. Cybernetic Perspective
2. Socio-Technical Perspective

Systems
Perspectives

Framework
Structure

1. Bohr (1928,1937)
2. Ackoff (1979a, 1979b)
and Keating, Kauffmann
& Dryer (2001)
3. Hitch (1953)
4. Ashby (1956) and
Conant & Ashby (1970)
5. Beer (1984), Espejo
(2004) and Yolles (2004)
1. Beer (1984), Espejo
(2004), Yolles (2004)
2. Shani, Grant, Krishnan
& Thompson (1992);
Jacobs, Keating &
Fernandez (2000); and
Shani & Sena (1994),
Wallace, Keil & Rai
(2004)
1. Beer (1999), Espejo
(2004), Yolles (2004)
2. Boloix & Robillard
(1995)
3. Walton (2004)

Framework
Framework
Systems-Based Models and
Form
Structure
Methods
1. Systems-Based Models
(VSM and Three Lens)
2. Social Methodology
3. Systems Methodology
Table 50: Sources for the Theoretical Concepts

Figure 37 shows how the essential concepts from Table 50 came together to form the
theoretical basis for the framework.
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1.
2.
3.
4.
5.
6.

d e v elo p m en t function a n d 4 p ro c e s s a r e a s
im p ro v em en t function a n d 4 p ro c e s s a r e a s
in frastru ctu re function a n d 2 fa c to rs
life cy cle su p p o rt function a n d 8 p ro c e s s a r e a s
m a n a g e m e n t function a n d 7 p ro c e s s a r e a s
training a n d 1 p ro c e s s a re a

1. decisio n m aking
2. e sc a la tio n
3. m etrics & m e a su re m e n t

M ajor software
Software developm ent
developm ent functions
project characteristics

1. C y b ern etics
2. S o cio -T ech n ical S y s te m s

Framework Elements

Systems Perspectives

Concepts that
form the
theoretical
basis for the
framework

System s-Based
M odels an d Methods

Fram ework Characteristics
1. G e n eraliza b le a n d tra n sp o rta b le
2. B a s e d on s y s te m s principles
3. Sim ple a n d e a s y to im plem ent

Framework Foundation

V iable S y s te m s M odel
T h ree L e n s M odel
S o cial M ethodology
S y s te m s M ethodology

. _

1.
2.
3.
4.
5.

.

...

C om plem entarity
C o n tex t
_
Suboptim ization
V ariety
Viability

Systems Principles
/

Figure 37: Theoretical Concepts Underlying the Framework

High-Level Structure o f the Framework
Construction of the framework from the theoretical concepts was constrained by
the framework features established in Chapter 4 (see Step 8). The governing features
were a compilation of the boundary conditions, utilitarian characteristics (Table 35), and
pragmatic factors (Table 36) established for the framework:
1. Generalizable and transportable. The framework must be able to be used
on the full-range o f worldwide software development projects and remain
unconstrained by the rapid evolution o f development mechanics
(languages, analysis and design methods, applications, etc.).
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2. Analysis is based upon systems principles. The framework analysis must
be based upon perspectives and solutions founded on systems principles.
3. Boundary conditions. The framework is an approximation of theory on
the theory continuum as a theory of the middle range.
4. Explanatory potential. The framework must establish the substantive
meaning o f the constructs, measurement objects and their relationships.
5. Predictive adequacy. The framework validates its substantive meaning by
comparison with empirical evidence.
6 . Simple and easy to implement. The framework must be easily understood

by software professionals and be presented in a form and language that
requires little or no formal training.
The shape and elements of the framework were a direct result o f the application of the
underlying theoretical concepts within the six governance factors. Figure 38 is a highlevel view of the constructs and measurement objects.
It is important to note that all o f the underlying theoretical concepts have been
transformed to the theory (framework) and construct elements. A construct is a concept;
but has the added meaning o f having been deliberately and consciously invented by the
researcher from his own imagination, to represent something that does not exist as an
isolated, observable dimension o f behavior (Nunnally, 1967; Kerlinger & Lee, 2000).
The 14 constructs in Figure 38 bridge the gap between the theory (framework) and
measurable empirical phenomena (Costner, 1969). In turn, each construct was supported
by objects that have attributes which have criteria subject to measurement (i.e. yielding a
measure). A measure is defined as “. . . an observed score gathered through self-report,
interview, observation, or some other means.” (Edwards & Bagozzi, 2000, p. 156) The
measures were important because they were the linkage between observable, real-world,
empirical facts and the unobservable constructs in the theoretical framework.
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Figure 38: High-Level Framework and Construct Elements

The individual measures supporting the constructs were designed by the
researcher as reflexive measures; that is, they represent reflections or manifestations of
the unobservable construct and react to variation in the construct. The direct reflective
model specifies the relationship between the construct and its measures, factor loading,
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and measurement error (Edwards & Bagozzi, 2000). The causal nature of the
relationship between constructs and measures has been the focus of continuing debate,
although the literature suggests an emerging consensus based on four conditions for
causality (Edwards & Bagozzi, 2000):
1. Distinct entities. The construct and measure must be distinct. This
requirement is satisfied definitionally.
2. Association. The construct and measure must co-vary. This is a thorny issue
because the researcher has direct access to the measure but not to the construct
(Nunnally, 1967). Therefore, the researcher must rely on the use of covariances among the multiple measures of the construct to infer the true
relationship. This condition will be the subject of continuous improvement
efforts as the framework becomes more extensible.
3. Temporal Precedence. This addresses whether change in the construct
precedes, accompanies, or follows the change in the measure. Because the
researcher has direct access to the measure but not to the construct (Nunnally,
1967) temporal precedence cannot be determined directly.
4. Elimination o f Rival Causal Explanations. “Ruling out rival causal
explanations is a daunting task that cannot be reduced to universal
prescriptions.” (Edwards & Bagozzi, 2000, p. 160) This condition for
causality will continue to be difficult to completely satisfy because of the
complex of software development activities that may induce a relationship
between the cause and effect. However, the principle causes have been
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addressed in this research and will continue to be the subject of continuous
improvement efforts as the framework becomes more extensible.
The relationship between the reflexive measures and the constructs in the
framework satisfied three of the four conditions for causal directivity. At this point a
technique capable of measuring the constructs and measurement objects was required.
“Measurement instruments that are collections o f items combined into a
composite score, and intended to reveal levels o f theoretical variables not
readily observable by direct means, are often referred to as scales. We
develop scales when we want to measure phenomena that we believe exist
because o f our theoretical understanding o f the world, but that we cannot
assess directly. (DeVellis, 2003, p. 9)
The development of the framework structure proceeded to the next step, scale selection.
Scale Selection for Use in the Framework

✓

A scale is defined as “. . . a theoretical variable in a model, and scaling or
measurement is the attachment to empirical events of values of the variable in a model.”
(Cliff, 1993, p. 89) Because measurement “. . . concerns the assignment of numbers to
objects to represent amounts or degrees of a property possessed by all of the objects,”
(Torgerson, 1958, p. 19) the type of scale was an important element. “The type of scale
achieved depends upon the character of the basic empirical operations performed. These
operations are limited ordinarily by the nature of the thing being scaled and by our choice
of procedures.” (Stevens, 1946, p. 677) Uni-dimensional scale selection falls into one or
another of the four scale types (Torgerson, 1958) shown in Figure 39. The axiomatic
basis for each scale type has been stated by Coombs, Raiffa, & Thrall (1954). Because
the measurement objects in this study had no natural origin or empirically defined
distance, the ordinal scale was selected for all scales used in the framework.
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Figure 39: The Four Types of Scales

The measurement concept underlying ordinal scales is based on order and does
not assume that the scores and other measures have the status of equal-interval scales.
The use of ordinal scales enabled the researcher to apply a rationally conservative
approach to the measurement attributes, ensuring that they did not act as though they had
properties that they did not have. The decision to use ordinal scales was made based on
the fact that most measurements in social and behavioral science are ordinal (Cliff &
Keats, 2003). Ordinal scales are those “. . . in which (1) a set o f objects is ordered from
most to least with respect to an attribute, (2 ) there is no indication of how much in an
absolute sense any o f the objects possess the attribute, and (3) there is no indication of
how far apart the objects are with respect to the attribute.” (Nunnally, 1967, p. 12) The
numbers attached to the ordinal scale only provide a shorthand notation for designating
the relative positions of the objects in the scale. For instance, the scale in Table 51
provides a rank-order that makes the following statement:
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Measure
Si
S2
S3
S4
S5

Descriptor
Attribute Description
Very Low
Measure criteria 1.
Low
Measure criteria 2.
Nominal
Measure criteria 3.
High
Measure criteria 4.
Very High
Measure criteria 5
Table 51: Sample Ordinal Scale

Si < s2< s3< s4< s5
This statement is the same as the accompanying descriptive words.
Very Low < Low < Nominal < High < Very High
The transitivity postulate holds and we are also able to state that Si < S5 and so on. When
this type o f scale is used as the basis for a questionnaire it is referred to as “. . . multiple
choice and polytomous scoring.” (Cliff & Keats, 2003, p. 44) The assignment of
arbitrary integers for the scores is based on the work by Likert (1932), and later by
Torgerson (1958). Likert showed that the results of using arbitrary integers “. . . gave a
result that was highly correlated with that obtained by normalizing the distribution on
each item.” (Cliff & Keats, 2003, p. 53) Torgerson (1958) referred to this method of
arbitrary integral scoring as measurement by fiat. This method was adopted for
simplicity and ease o f implementation.
Two final points must be made about ordinal scales. The first point is the
distinction between a proposed scale and a scale. “A proposed scale is one that some
investigators) put forward as having the requisite properties, and if it is indeed shown to
have them, then it is recognized as a scale.” (Cliff, 1993, p. 65). The use o f the word
scale in the dissertation is referring to proposed scales. The second point addresses the
use of statistics. The use of ordinal scales limits the researcher to but a few statistics such
as “. . . rank order coefficient of correlation, r, Kendall’s W, and rank order analysis of
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variance, medians, and percentiles.” (Kerlinger & Lee, 2000, p. 636) The statistical
limitation imposed by the use of ordinal scales was judged to be acceptable for this
research.
Development of Scales for Use in the Framework
The procedure used to develop the scale is based on the theoretical hierarchy in
Figure 38 that supports the framework:
1. Framework: Contains constructs
2. Construct: Contains measurement objects
3. Measurement Object: Contains attributes
4. Attributes: Contains criteria that can be measured
By using reflexive measures the researcher ensured that each element in the cascading
criteria represented reflections of the unobservable constructs. Each measurement object
had a one-to-one relation with the concept. The measurement object was supported by a
number of process, factor, type, and function attributes that contained criteria that could
be measured. Attribute scale construction addressed two details from the literature
(Hinkin, 1995). The first detail addressed the number of items in a measure. These
relations were concerned with preserving content and construct validity and were simply
addressed. Each attribute contained one criterion to be measured. The second detail, the
scaling o f the item, addressed the reliability of the data under conditions when two or
more comparable scores per attribute were present. The reliability can be measured using
the Cronbach (1951) Coefficient alpha. Because Likert-type ordinal scales have been
shown to have increased reliability (as measured by Coefficient alpha) up to the use of 5
points and “. . . a definite leveling off in the increase in reliability after 5 scale points,”
(Lissitz & Green, 1975, p. 13) the 60 framework scales in this research were purposefully
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designed for increased reliability. The completed framework contained 3 three-point and
57 five-point scales.
Once the high-level design o f the framework, constructs, measures, and scales
was completed the detailed constructs, measurement objects and supporting attributes
were developed.
Measurement Objects. Attributes, and Criteria
The framework included three construct elements; (1) functions, (2) structure, and
(3) environment. Each construct of the framework was based on the theoretical concepts
presented in Figure 37 and Table 50. The construction and rationale for the supporting
measurement objects, attributes, and criteria in each construct was based on the
following:
Functions Construct
The functions construct of the framework was constructed from the theoretical
concepts underlying the framework depicted in Figure 37. This included the six essential
functions of a software development project arranged in five areas (development,
improvement & training, infrastructure, life cycle support, and management) from
ISO/IEC Standard 12007 (1995) and the 22 process areas from the CMMISM. The six
major software development functions were aligned with the 22 CMMISMprocess areas, 2
new process areas, and 2 measurable lifecycle support factors in a hierarchical form.
Figure 40 depicts the 24 detailed processes and 2 factors that make up the functions
element of the framework.
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Figure 40: Functions Construct of the Framework

1. Process Areas.
22 of the measurable processes have been adopted from the CMMISM, 2 are from
the COCOMOII, and 2 are new process areas suggested by ISO/IEC 12207. Table 52
lists the process/factor and the adoption source for the criteria. It is important to note that
the framework utility was increased by using established criteria that are highly
recognizable by all software professionals.
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Source of the Criteria

SW Development
Project Essential
Function

Measurable Process or
Factor

Development
Improvement &
Training
Infrastructure
Life Cycle Support

REQM, RD, TS, PI
OPF, OPD, OPP, OID, OT

CMMIsm
CMMTm

TOOL, SITE
1. PPQA, CM, MA, VER,
VAL, CAR
2. JR, EA

Management

PP, PMC, SAM, RSKM,
IPM, DAR, QPM

COCOMOII
1. c m m L m
2. Initial formal criteria for
Joint Reviews (JR) and
External Auditing (EA) are
recommended.
CMMIsm

Table 52: Functions Elements Criteria and Source

The significant change from the CMMISMis in how the criteria are measured.
Process measurement is approached from a systems viewpoint and uses elements from
Banathy’s Three Lens Model (Walton, 2004; Banathy, 1991) to analyze the process
against four distinct criteria.
1. Transformation. How does the process engage in operations that attend to
its purposes and transform the inputs into outputs?
2. Input Processing. How does the process receive, screen/assess, and
process inputs?
3. Output Processing. How does the process assess and process the output?
4. Feedback. How does the process make adjustments and changes, and if
needed, how does it transform itself based on information feedback
coming to and from the system?
The four systems-based criteria are used to analyze and measure each process. Processes
receive a progressive score based on a binary decision as to whether or not it has satisfied
the measurement criteria and has objective quality evidence (OQE) to support the
finding. The 24 processes use the measurement criteria in Table 53.
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Measure

Descriptor

Measurement Criteria

0 .0

None

0.5

Transformation

1 .0

Inputs

1.5

Outputs

2 .0

Feedback

The software development project does not perform the measured
process as specified in the CMMIsm.
The software development project satisfactorily performs the process
as specified in the CMMIsm.
The software development project satisfactorily (1) performs the
process as specified in the CMMIsm, and (2) formally designates
receives, screens, and processes inputs required for the
transformation process.
The software development project satisfactorily (1) performs the
process as specified in the CMMIsm, (2) formally designates
receives, screens, and processes inputs required for the
transformation process, and (3) formally assesses and processes
outputs from the transformation process.
The software development project satisfactorily (1) performs the
process as specified in the CMMIsm, (2) formally designates
receives, screens, and processes inputs required for the
transformation process, (3) formally assesses and processes outputs
from the transformation process, and (4) includes a formal method
for feedback that permits the process to make adjustments and
changes, and if needed, transform itself based on information
feedback coming to and from the transformation process.

Table 53: Process Measurement Criteria

The two new process factors in the functions element were required in the life
cycle support functional area. The factors concern the Joint Review (JR) and External
Audit (EA) processes. Neither process was formally addressed by the CMMISM, but
included as formal processes in ISO/IEC 12207 (1995). The joint review process was
addressed in sub-clause 6.6 o f ISO/IEC 12207 (1995) and defined as “. . . a process for
evaluating the status and products of an activity of a project as appropriate (ISO/IEC
12207, p. 39).” The audit process was addressed in sub-clause 6.7 and defined as “. . . a
process for determining compliance with the requirements, plans, and contract as
appropriate (ISO/IEC 12207, p. 40).” Furthermore, Keil & Robey (1999) discuss the use
o f independent external audits as a means for deescalating commitment in troubled
projects. They go on to cite a study by Barton, Duchon & Dunegan (1989) that reports
that an independent audit is more likely to produce objective evidence and to lead to the
de-escalation of commitment to runaway projects. The research suggests that Joint
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Review (JR) and External Audit (EA) processes would add value if included as process
elements in the life cycle support functional area. The criteria for these processes are
based on definitions in the respective sub-clauses of ISO/IEC 12207 (1995). The Joint
Review (JR) process evaluation is based on the measurement criteria in Table 54.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor

None
Limited
Nominal
Wide
Extensive

Measurement Criteria

No joint reviews are conducted.
Only joint reviews required by contract are conducted.
Joint reviews are used in a few process areas.
Joint reviews are used in most process areas.
Joint reviews are present in all process areas.
Table 54: JR Measurement Criteria

The External Audit (EA) process evaluation is based on the measurement criteria in
Table 55.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor

None
Limited
Nominal
Wide
Extensive

Measurement Criteria

No external audits are conducted.
Only external audits required by contract are conducted.
External audits are used in a few process areas.
External audits are used in most process areas.
External audits are present in all process areas.
Table 55: EA Measurement Criteria

2. Life Cycle Support Factors.
The two lifecycle support factors in the functions element address project
infrastructure. Infrastructure is a core function in ISO/IEC 12207 that was not formally
assessed by a process area in the CMMISM. The researcher adopted two established
factors for infrastructure measurement from the Constructive Cost Model (COCOMO).
COCOMO is a cost model for planning and executing software projects. It was
developed by Barry Boehm (1981) and has been the most widely used and quoted
predictive cost model for software development projects. It has been recently updated
(Boehm et al, 2000) as COCOMO II. The first factor (TOOL) measures software tool
capability and integration of the tool suite used in developing the software on the project.
Tool capability and integration are not binary measures but have a range of values that
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are functions of the level of adoption and integration o f development tools on the project.
The life cycle factor for TOOL is based on the measurement criteria in Table 56.

0 .2

Descriptor
Very Low

0.4

Low

0 .6

Nominal

0 .8

High

1 .0

Very High

Measure

Measurement Criteria
The software development project tools are edit, code, debug with no
integration.
The software development project tools are simple, front end,
backend CASE, with little integration.
The software development project tools are basic life-cycle tools,
with moderate integration.
The software development project tools are strong, mature life-cycle
tools with moderate integration.
The software development project tools are strong, mature, proactive
life-cycle tools that are well integrated with processes, methods and
reuse.
Table 56: TOOL Measurement Criteria

The second factor (SITE) measures development team co-location and
communications support for the software development team. This factor was also
adopted from COCOMO II and uses a range of values. The life cycle factor for SITE
were based on the measurement criteria in Table 57.

0 .2

Descriptor
Low

0.4

Nominal

0 .6

High

0 .8

Very High

1 .0

Extra High

Measure

Measurement Criteria
The software development site is multi-city and multi-company and
uses individual phone and facsimile for communications.
The software development site is multi-city and multi-company and
uses narrow band e-mail for communications.
The software development site is in the same city or metro area and
uses wideband electronic communications.
The software development site is in the same building or complex
and uses wideband electronic communications and occasional video
conferencing.
The software development site is fully collocated and uses interactive
multi-media communications methods.
Table 57: SITE Measurement Criteria

In summary, the framework’s functions construct models a software development
project’s ability to perform the six major software development functions. The
measurement criteria from Figure 40 assign up to 2 points for each o f the 24 process
areas (48 points) and 1 point for each o f the 2 lifecycle support factors (2 points). The
functions construct contributes a maximum of 50 points to the overall framework score.
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Structure Construct
The structure construct of the framework was constructed from the theoretical
concepts underlying the framework depicted in Figure 37. This concept included a
solution structure based upon the proven perspectives of a synthesis of systemic
methodologies and systems-based models which included the following:
1. Cybernetic Perspective. The three homeostatic methods of controlling
variety and the basic cybernetic principles that address control and
communications.
2. Socio-Technical Systems Perspective. All human activity systems have
both a technical element (techniques and knowledge) and a social element
(people, beliefs, relationships, skills).
3. Systems-Based Models and Methods. Addresses the essential elements
from the Viable Systems Model required to maintain system viability.
The essential points from the Cybernetic and Socio-Technical Systems Perspectives and
Systems-Based Models and Methods were assembled in a form where they could be
analyzed and measured. Figure 41 is the structure element of the framework.
1. Social System.
The social system perspective addressed human activity systems which have a
social element made up of people (Shani & Sena, 1994). This perspective was supported
by 6 measurable personnel factors. The personnel factors addressed the capability and
experience of the software development project’s team and not that of the individual.
The 6 personnel factors directly addressed team risk. “Team risk refers to issues
associated with the project team members that can increase the uncertainty of the
project’s outcome, such as team member turnover, insufficient knowledge among team
members, cooperation, motivation, and team communication issues.” (Wallace, Keil &
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Figure 41: Structure Construct of the Framework

Rai, 2004, p. 293) Like TOOL and SITE, the 6 personnel factors have been adopted from
the COCOMO II.
Analyst team and programmer team capabilities are the first two personnel
measures. The major attributes considered in these factors were the team efficiency and
thoroughness of the analyst team (ACAP) and programmer team (PCAP) and their ability
to communicate and cooperate. Neither measure considered the experience of the analyst
nor the programmer teams which were covered later (see APEX and LTEX). Both
ACAP and PCAP measured the team’s performance on a percentile scale, and is based on
using the measurement criteria in Table 58.
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Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Very Low
Low
Nominal
High
Very High

Measurement Criteria

15th-35th percentile.
35th-55th percentile.
55th-75th percentile.
75th-90th percentile
>90th percentile.

Table 58: ACAP/PCAP Measurement Criteria

Personnel continuity (PCON) was the third personnel measure. This factor
addressed the project’s annual personnel turnover and was based on using the criteria in
Table 59.
Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Very Low
Low
Nominal
High
Very High

Measurement Criteria

>48% per year
24-47% per year
13-23% per year
3-12% per year
<3% per year

Table 59: PCON Measurement Criteria

The final three personnel factors addressed the team’s experience. Applications
experience (APEX) measured the project team’s equivalent level of experience using the
specific type of application utilized in developing the software system. Platform
experience (PLEX) measured the project team’s experience using the specific type of
platform (graphic user interface, database, networking, and distributed middleware) in
developing the software system. Language and tool experience (LTEX) measured the
project team’s broad level of programming language and software tool experience in
developing the software system. The APEX, PLEX, and LTEX factors were based on the
criteria in Table 60.
Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Very Low
Low
Nominal
High
Very High

Measurement Criteria

<2 months.
2-6 months.
6-12 months.
1-6 years
>6 years

Table 60: APEX/PLEX/LTEX Measurement Criteria
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2. Cybernetic Functions.
The cybernetic functions perspective addressed the cybernetic principles that
regulate: (1) internal systems controls, (2) intelligence from outside o f the system, (3) the
coordination of policy, (4) communications channels, and (5) variety. The principles
were supported by 5 measurable cybernetic factors.
The 1st cybernetic factor used cybernetic principles to address the systems
elements for controlling internal system functions. System control was concerned with
project actions that occurred inside and now (Espejo, 2004). The control structural filter
screened near-term information from the internal environment o f the project for use in
policy making. In this case the operational managers were looking at the most commonly
reported near-term control measures for cost, schedule, productivity, and quality of the
software product (Jones, 2004). The criterion by which the control filter was evaluated
escalates from simple cost and schedule controls to product quality. The cybernetic
factor for control (CTRL) was based on the measurement criteria in Table 61.
Measure

0.0
0.5

1.0
1.5

2.0

Descriptor
None
Cost/Schedule

Measurement Criteria
No performance controls.
Cost or schedule data are used to control the performance
of the software development project.
Cost and Schedule data are used to control the
Cost & Schedule
performance of the software development project.
Productivity
Data on cost, schedule, and productivity data are used to
control the performance of the software development
project.
Quality
Data on cost, schedule, productivity and quality are used
to control the performance of the software development
project.
Table 61: CTRL Measurement Criteria

The 2nd cybernetic factor used cybernetic principles to address the systems
elements for controlling external system intelligence. System intelligence was concerned
with project actions that occur outside and then (Espejo, 2004). This filter screened farterm information from the external environment o f the project for use in policy making.
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In this case senior managers were looking at far-term performance measures for the
marketplace (consumers), competition, emerging technologies, and pricing associated
with the software product. The criterion through which the intelligence filter was
evaluated escalates from simple pricing to the evaluation of emerging technologies. The
cybernetic factor for intelligence (INT) was based on the measurement criteria in Table
62.
Measure

0.0
0.5

1.0
1.5

2.0

Descriptor
None
Pricing

Measurement Criteria
No intelligence measures were used.
Pricing data from consumer surveys and the competition is
provided to intelligence functions of the project planning
process (PP).
Marketplace
Pricing data from consumer surveys and the competition
and consumer data from the marketplace are provided to
intelligence functions of the project planning process (PP).
Competition
Pricing data from consumer surveys and the competition,
consumer data from the marketplace, and marketplace data
on the competition is provided to intelligence functions of
the project planning process (PP).
Pricing data from consumer surveys and the competition,
Technologies
consumer data from the marketplace, marketplace data on
the competition, and information about emerging
technologies are provided to intelligence functions of the
project planning process (PP).
Table 62: INT Measurement Criteria

The 3rd cybernetic factor used cybernetic principles to address the systems
elements for coordinating policy. This filter coordinated actions between the control and
intelligence filters and created policy as an outcome (Espejo, 2004). In order to maintain
viability a system must balance the need to take action on real-time systems requirements
with far-term environmental requirements. The policy coordinating filter contains
linkages between the control and intelligence elements designed to balance the needs of
near-term control with those of far-term intelligence. The information provided from the
policy element are used to define, adjust, and implement policies that positively affect the
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software development project. The cybernetic factor for policy (POL) was based on the
measurement criteria in Table 63.
Measure

Descriptor

0.0

No coordination

1.0

Control linkages

2.0

Intelligence
linkages

Measurement Criteria

No coordination between the intelligence or policy
functions exists.
There is a formal linkage between the operational
controls in the project measurement and control
process (PMC) and the policy functions in the
integrated project management (IPM) process.
There is a formal linkage between the intelligence
measures in the project planning process (PP) and
the policy functions in the integrated project
management (IPM) process.

Table 63: POL Measurement Criteria

The 4th cybernetic factor used cybernetic principles to address the systems
elements for project communications. Communications were concerned with the
channels through which information was shared within the project. The cybernetic factor
for communications channels (CC) was based on the measurement criteria in Table 64.
Measure

Descriptor

0.0
1.0

Informal
Meetings

2.0

Integrated

Measurement Criteria

Informal communications channels
Communications channels rely on meetings and
reports
Communications channels are formalized and
included within the processes
Table 64: CC Measurement Criteria

The 5th cybernetic factor used cybernetic principles to control variety by
addressing the systems elements for environmental attenuation and amplification.
Environmental attenuation addressed the methods by which unwanted or unnecessary
information and/or materials from the external environment are reduced. Environmental
amplification addressed the methods by which necessary information and/or materials
from the environment and/or the project are amplified. The cybernetic factor for
environmental attenuation and amplification (ATT) was based on the measurement
criteria in Table 65.
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Measure

0.0
0.5

1.0
1.5

2.0

Descriptor
None
Informal from
Environment
Informal to/from
Environment

Measurement Criteria
No attenuation or amplifications methods are in place.
Informal methods for attenuating or amplifying
information from the environment are in place.
Informal methods for attenuating or amplifying
unwanted information to and from the environment
are in place.
Formal from
Formal methods for attenuating or amplifying
environment
unwanted information from the environment are in
place
Formal to/from
Formal methods for attenuating or amplifying
Environment
unwanted information to and from the environment
are in place.
Table 65: ATT Measurement Criteria

3. Technical System.
The technical system perspective addressed human activity systems which have a
technical element that include techniques and knowledge; commonly referred to as
technical design (Shani & Sena, 1994). This perspective was supported by 9 measurable
technical design factors. The technical design factors addressed the system that the
software development team was tasked with developing. This included technical issues
that affected system hardware, software, and documentation. 7 of the 9 factors were
adopted from the COCOMO II.
The 1st technical design factor addressed software reliability (RELY). This was a
measure of the extent to which the software must perform its intended function over a
period of time. The technical design of the system ensured that in the event of complete
system failure specific outcomes would occur. The criterion through which software
reliability was evaluated escalates from a slight inconvenience to a major catastrophe.
The technical design factor for software reliability (RELY) was based on the
measurement criteria in Table 66.
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Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Very High
High
Nominal
Low
Very Low

Measurement Criteria

Catastrophic, total financial loss and risk to human life
Disastrous, high financial loss
Moderate inconvenience, easily recoverable failures
Low inconvenience, easily recoverable losses
Slight inconvenience
Table 66: RELY Measurement Criteria

The 2nd technical design factor addressed database size (DATA). This was a
measure o f the extent to which large test data requirements affect product development.
The factor was a measure of the ratio of bytes in the test database (D) to the number of
source lines o f code (SLOC) in the application program (P). The criteria through which
database size was evaluated ranged from a very high ratio of D/P to a low ratio, which is
a function o f the system technical design. The technical design factor for database size
(DATA) was based on the measurement criteria in Table 67.
Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

None
Very High
High
Nominal
Low

Measurement Criteria

Not measured
D/P > 1000
100 < D/P < 1000
10 < D/P < 100
D/P < 10

Table 67: DATA Measurement Criteria

The 3rd technical design factor addressed the additional effort required to
construct software components intended for reuse on this or future software development
projects. The decision to reuse software components was characterized by how large the
reuse effort was. The technical design factor for software component reuse (RUSE) was
based on the measurement criteria in Table 68.
Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Extra High
Very High
High
Low
Nominal

Measurement Criteria

Across multiple product lines.
Across this software product line.
Across more than one software projects.
On this software project.
Reuse is not an element of the design

Table 68: RUSE Measurement Criteria
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The 4th technical design factor addressed technical documentation. This was a
measure o f the affect o f the technical design on life-cycle documentation requirements
and was characterized by how the actual design affects the need for life-cycle
documentation. The technical design factor for documentation (DOCU) was based on the
measurement criteria in Table 69.
Measure

0.2
0.4

0.6
0.8
1.0

Measurement Criteria

Descriptor

Design has created highly excessive life cycle needs.
Design has created excessive life-cycle needs.
Design has created many life-cycle needs.
Design has created some life-cycle needs.
Design is right-sized to life-cycle needs

Extra High
Very High
High
Nominal
Low

Table 69: DOCU Measurement Criteria

The 5th technical design factor addressed system execution time. Execution time
referred to how much of the customer specified system response time was purposefully
designed to be used by the software system in executing the assigned tasks. This was a
measure of the affect of the technical design on response time and was characterized by
the percentage o f the customer specified response time used in executing responses by
the system. The technical design factor for execution time (TIME) was based on the
measurement criteria in Table 70.
Measure

0.2
0.4

0.6
0.8
1.0

Descriptor

Unmet
Extra High
Very High
High
Nominal

Measurement Criteria

>100%
90-95%
70-90%
50-70%
< 50%

Table 70: TIME Measurement Criteria

The 6th technical design factor addressed the main storage constraint for the
software system. Storage referred to how much of the customer specified main storage
requirement was purposefully designed to be used by the software system. This was a
measure of the affect o f the technical design on storage capacity and was characterized by
the percentage of the customer specified storage used in the software system design. The
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technical design factor for storage (STOR) was based on the measurement criteria in
Table 71.
Descriptor
Measurement Criteria
Unmet
>1 0 0 %
>95%
0.4
Extra High
70-95%
Very High
0 .6
50-70%
High
0 .8
Nominal
< 50%
1 .0
Table 71: STOR Measurement Criteria

Measure
0 .2

The 7th technical design factor addressed the volatility of the platform for the
system. Platform volatility referred to the design of the complex of hardware and
software that made up the system and how often major changes could be expected to be
required in the hardware and/or software. Platform volatility was characterized by how
often major system changes must occur and was a function of the technical design. The
technical design factor for platform volatility (PVOL) was based on the measurement
criteria in Table 72.
Measure
0 .2

0.4
0 .6

0 .8

1 .0

Descriptor
None
Very High

Measurement Criteria
No change/update plan
Major changes every 2 weeks, minor
changes every 2 days.
High
Major change every 2 months, minor
changes every 1 week.
Major changes every 6 months, minor
Low
changes every 2 weeks.
Nominal
Major changes every 12 months, minor
changes every 1 month.
Table 72: PVOL Measurement Criteria

The two final technical design factors came from the systems and project
management literature and addressed the complexity and technological certainty
associated with the software development project.
The 8th technical design factor addressed the complexity of the product; the
software system under development. “Characteristic of almost all good designs, in
whatever sphere o f activity they are produced, is a basic simplicity. A good design meets
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its objectives and has no additional embellishments that detract from its main purpose.”
(Budgen, 2003, p. 75) The converse of simplicity is complexity. The traditional
measures for software complexity analyze architectural design (McCabe & Butler, 1994),
program paths (McCabe, 1976), and object design (Chidamber & Kemerer, 1994) to
predict testability, maintainability, and reliability. The measures are highly analytic,
using sophisticated mathematical techniques to review design structure, code nesting and
paths in an attempt to understand the effect of the relationships in the hierarchical
structure. The software is purposefully designed and constructed in a hierarchical
structure that has discrete but interacting levels. We can distinguish between the
interactions among the systems elements and within the systems elements. Simon (1962)
would designate a software system as nearly decomposable. A nearly decomposable
system conforms to the following propositions (Simon, 1962, p. 474):
(a) In a nearly decomposable system, the short-run behavior o f each o f the
component subsystems is approximately independent on the o f the shortrun behavior o f the other components;
(b) In the long run, the behavior o f any o f the components depends in only
an aggregate way on the behavior o f the other components.
“The intra-component linkages are generally stronger than inter-component linkages.”
(Simon, 1962, p. 477) “Hierarchy and emergence contribute to complexity because new
and interesting properties that cannot be found in the parts emerge and add a whole new
dimension to understanding.” (Flood & Carson, 1993, p. 31)
The project management literature provides a less analytic but meaningful method
to predict complexity basic on the principle of hierarchy. “The notion of different
hierarchies inside a product or system, with different design and managerial implications
is a dimension for distinction among projects.” (Shenhar & Dvir, 1996, p. 611) The
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overall measure o f a software system’s complexity (CQMP), which captured size, the
number o f system elements, variety, and interconnectedness was based on the criteria
presented in Table 73.
Measure

Descriptor

0.4

Super-System
Array

0 .6

System

0 .8

Subsystem

1 .0

Program

0 .2

Measurement Criteria

A collection of independent systems.
Widely dispersed collection of subsystems
with a common mission.
Collection of subsystems with multiple
functions.
Module performing multiple functions in a
single functional area.
Program performing a single function.

Table 73: COMP Measurement Criteria

The 9th technical design factor addressed the technological certainty of the
product; the software system under development. While there is no established measure
in the software industry the project management literature provides the theoretical basis
for the use of technological uncertainty as a valid measure. (Shenhar & Dvir, 1996)
Charette (1989) addresses the application of technology on software development
projects and rates the technology, in order of increasing risk, as “. . . obsolescent,
standard practice, best practicable, best available, latest.” (Charette, 1989, p. 76) Shenhar
et al (2005) evaluate the extent to which new technology is used on a project as “. . . lowtech, medium-tech, high-tech, and super high-tech.” (Shenhar et al, 2005, p. 9) The
technical design factor which evaluates a software project’s adoption of new technology
(TECH), was based on the criteria presented in Table 74
Descriptor

Measurement Criteria

0 .2

Super High-Tech

0.4

Emerging Tech

0 .6

High-Tech

0 .8

Medium-Tech
Low-Tech

Necessary technologies do not exist at
project initiation.
Technology is in development but not
yet released.
All or mostly new, but existing
technologies.
Some new technology.
No new technology is used.

Measure

1 .0

Table 74: TECH Measurement Criteria
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The measurement criteria from Figure 41 assigned up to 2 points for all 5 of the
cybernetic functions (10 points) and 1 point for each of the 15 remaining social system
and technical system factors (15 points). 'Hie structure construct contributed a maximum
o f 25 points to the overall framework score.
Environment Construct
The environment construct o f the framework was constructed from the theoretical
concepts underlying the framework depicted in Figure 37. This construct included the
definition o f the systems contextual environment which “. . . takes into account the
particular entities, trends, patterns, stakeholders, and constraints external to the problem
system.” (Keating, Kauffmann, & Dyer, 2001, p. 776) The contextual environment for a
software development project included the following:
1. External Controls. Software development projects are subject to external
controls which include laws, regulations and standards.
2. Resources. Software development project resources are provided from the
external environment and include manpower, material, money, schedule,
methods, and information.
3. Stakeholders. Software development projects are controlled and
influenced by interested stakeholders which include owners/shareholders,
external management, customers, suppliers, and users.
The essential points from these areas were assembled in a form where they could be
analyzed and measured. Figure 42 is the environment construct of the framework.
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Figure 42: Environment Construct of the Framework

1. External Controls.
The external controls that affected software development projects appeared in two
forms; government laws and regulations and industry standards. The 1st factor addressed
government laws and regulations and measured the extent to which government laws and
regulations were addressed by the project and/or parent organization. The involvement
of the project and/or its parent organization can mitigate any negative effects of laws and
regulations or help provide helpful guidance to lawmakers. The factor for laws and
regulations (LAW) was based on the measurement criteria in Table 75.
Measure
0 .2

Descriptor
None

0.4

Aware

0 .6

Limited

0 .8

Close

1 .0

Leading

Measurement Criteria
The project and/or the parent organization are not involved
in influencing laws and regulations.
The project and/or the parent organization belong to a
group that is involved in influencing laws and regulations.
The project and/or the parent organization have limited
involvement in influencing laws and regulations.
The project and/or the parent organization are closely
involved in influencing laws and regulations.
The project and/or the parent organization are leaders in
influencing laws and regulations.
Table 75: LAW Measurement Criteria
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The 2nd factor addressed industry standards and measured the extent to which
industry standards were addressed by the project and/or parent organization. The
involvement of the project and/or its parent organization can mitigate any negative effects
o f industry standards or provide helpful guidance to standards committees and
professional organizations that help enact standards. The factor for industry standards
(STD) was based on the measurement criteria in Table 76.
Measure
0 .2

Descriptor
None

0.4

Aware

0 .6

Limited

0 .8

Close

1 .0

Leading

Measurement Criteria
The project and/or the parent organization are not involved in
influencing industry standards.
The project and/or the parent organization belong to a group
that is involved in influencing industry standards.
The project and/or the parent organization have limited
involvement in influencing industry standards.
The project and/or the parent organization are closely
involved in influencing industry standards.
The project and/or the parent organization are leaders in
influencing industry standards.
Table 76: STD Measurement Criteria

2. Resources.
Software development project resources were provided from the external
environment and included manpower, material, money, schedule, methods, and
information. The 1st factor addressed labor availability. This was a measure of the labor
availability for the skills required by the project. The availability of specific labor skills
was a factor that has far reaching affects on projects that range from the cost for labor to
the skill levels of project personnel. The factor for labor availability (MAN) was based
on the measurement criteria in Table 77.
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Measure
0 .0

0.5

1 .0

1.5

2 .0

Measurement Criteria
None of the required labor skills are present in the local
workforce requiring the project to import all labor skills or
adopt remote development.
There are significant gaps in the required labor skills present
Poor
in the local workforce requiring the project to import
significant labor skills and use local and remote
development.
Nominal
Some of the required labor skills are present in the local
workforce. Key labor skills are required to be imported. The
project is a hybrid of local and remote development.
Most of the required labor skills are present in the local
Above Average
workforce. Only a few key labor skills are required to be
imported. The project may be developed locally and use
some limited remote development.
Abundant
All required labor skills are present in the local workforce
permitting the project to do all development locally.
Table 77: MAN Measurement Criteria
Descriptor
Non-existent

The 2nd factor addressed the availability of critical material. This was a measure
o f the availability of critical materials (typically hardware and software components)
required by the project. The timely availability of critical materials is a factor that can
affect project cost and schedule. The factor for critical material availability (MAT) was
based on the measurement criteria in Table 78.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor
Emerging

Measurement Criteria
Critical materials are dependent upon an emerging
technology and do not exist at project initiation.
Developmental
Critical materials are in development but have not been
released at project initiation.
Long-Lead
Critical materials are available but have a long lead time
for delivery.
Nominal
Critical materials are available but have a well-defined
delivery period.
Available
Critical materials are readily available.
Table 78: MAT Measurement Criteria

The 3rd factor addressed the availability of capital. This was a measure of the
availability of capital required to fund indirect activities (i.e. process improvement, skill
development, training, etc.) on the project. The availability of capital is a factor that can
affect project readiness and the ability to adopt and implement improvement initiatives.
The factor for capital (CAP) was based on the measurement criteria in Table 79.
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Measure

Descriptor

0.5

None
Budgeted

1 .0

Reserve

1.5

Accrued

2 .0

Available

0 .0

Measurement Criteria

There are no capital funds available for the project.
Capital funds for the project are included in the project
budget.
Capital funds for the project must come from the project
management reserve.
Capital funds for the project come from project generated
profits as they are accrued.
Capital funds are readily available.
Table 79: CAP Measurement Criteria

The 4th factor addressed the project’s schedule pace. This was a measure of the
importance of achieving the schedule for the project. The pace of the project can affect a
wide variety o f decisions from project readiness to the ability to adopt and implement
improvement recommendations. The factor for schedule pace (PACE) was based on the
measurement criteria in Table 80.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor

Crisis
Critical

Measurement Criteria

Immediate delivery of the software system is necessary.
Completion time is crucial for success-window of
opportunity.
Time to market is important for the business.
Based on well-developed release schedule.
Not critical.

Competitive
Routine
None

Table 80: PACE Measurement Criteria

The 5th factor addressed the methods used on the project. This was a measure of
the adoption and implementation of formal methods on the project. The adoption and use
o f formal methods is indicative of the project’s willingness and ability to adopt repeatable
processes and activities. The factor for project methods (METH) was based on the
measurement criteria in Table 81.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor

None
Limited
Nominal
Wide
Extensive

Measurement Criteria

No formal standards are used.
Formal standards are those required by contract.
Formal standards are used in a few process areas.
Formal standards are used in most process areas.
Formal standards are present in all process areas.
Table 81: METH Measurement Criteria
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The 6th factor addressed information controls used on the project. This was a
measure of how information between the project and the external environment was
controlled. The adoption and use o f formal information controls is indicative of the
project’s understanding with the respect to timely dissemination and flow of information.
The factor for project information controls (COMM) was based on the measurement
criteria in Table 82.
Measure
0 .0

0.5
1 .0

1.5
2 .0

Descriptor
Ad hoc
Informal
Limited
Close

Measurement Criteria
No information controls exist.
Informal information controls exist
Information controls are limited to formal correspondence.
Information is closely monitored and dissemination controls
are strictly enforced.
Integrated
Information controls are formalized and included within the
processes.
Table 82: COMM Measurement Criteria

3. Stakeholders.
Software development projects are controlled and influenced by interested
stakeholders. Stakeholders include owners/shareholder boards, external management,
customers, suppliers, and users. Research on the affects of stakeholders has shown that
they are an important element in project management and should be addressed by formal
processes (Karlsen, 2002). The ability to understand and address the interests of the
stakeholder groups decreases both organizational risk and user risk (Wallace, Keil & Rai,
2004). Five unique factors addressed the project’s relationship with each stakeholder
group.
The 1st factor addressed the owners and shareholder boards. This was a measure
o f the involvement of owners or shareholder boards on the project. The factor for
owner/shareholder involvement (OWN) was based on the measurement criteria in Table
83.
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Measure

Descriptor

0 .0

Managing

0.5

Decisional

1 .0

Informational

1.5

Limited

2 .0

None

Measurement Criteria

Owners or shareholder boards make day-to-day decisions on
the project.
Owners or shareholder boards are involved in making
decisions about project-level activities.
Owners or shareholder boards are informed about overall
project performance (i.e. cost, schedule and customer
satisfaction).
Owners or shareholder boards have limited knowledge about
the project (i.e. revenue contribution and profit/loss).
Owners or shareholders boards have no involvement with the
project.

Table 83: OWN Measurement Criteria

The 2nd factor addressed external management. This was a measure of the
involvement o f management external to the project. Increasing involvement of external
management receives lower scores because

.. the literature identifies top management

support as a factor contributing to the escalation of commitment to projects that are
failing.” (Keil & Robey, 1999, p. 67) “An IT executive’s job is to keep an eye on the
market and competitors. It is no longer essential to know how, but rather to know why.”
(Karlsen, Gottshalk, & Andersen, 2002, p. 11) The factor for external management
involvement (MGT) was based on the measurement criteria in Table 84.
Measure

Descriptor

0 .0

Managing

0.5

Decisional

1 .0

Informational

1.5

Limited

2 .0

None

Measurement Criteria

External management make day-to-day decisions on the
project.
External management is involved in making decisions about
project-level activities.
External management is informed about overall project
performance (i.e. cost, schedule and customer satisfaction).
External management has limited knowledge about the project
(i.e. revenue contribution and profit/loss).
External management has no involvement with the project.
Table 84: MGT Measurement Criteria

The 3rd factor addressed the customer. This was a measure of the level of
involvement of the customer on the project. The customer was defined as “. . . the
company, organization, or person who is paying for the software system to be
developed,” (Pfleeger, 1998, p. 14) and as such was differentiated from users. Increased
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involvement of customers received a higher score because the literature showed that

..

where regular project reviews and evaluations were conducted, de-escalation of
commitment to failing projects was likely to be encouraged.” (Keil & Robey, 1999, p. 11)
The factor for customer involvement (CUST) was based on the measurement criteria in
Table 85.
Measure
0 .0

0.5

Descriptor
None
Limited

1.5

Nominal
Managed

2 .0

Integrated

1 .0

Measurement Criteria
No customer reviews or evaluations are conducted.
Customer reviews and evaluations occur only when the cost
exceeds budget or the schedule slips.
Periodic cost and schedule reports are sent to the customer.
The customer requires periodic face-to-face reviews of project
progress and costs.
Periodic reviews and evaluations with the customer are
formalized and included within the project’s processes.
Table 85: CUST Measurement Criteria

The 4th factor addressed the project’s suppliers. This was a measure o f the
involvement o f suppliers with the project. Suppliers are those that provided products
and/or services for the project. This included subcontractors that performed any o f the 24
software functional processes. The wide use of subcontractors to provide process support
in highly specialized areas or when organic project resources are limited or unavailable
may affect project success. Therefore, the involvement of suppliers in cost and schedule
received an increasing score. The factor for supplier involvement (SUP) was based on
the measurement criteria in Table 86.
Measure
0 .0

Descriptor
None

0.5

Limited

1 .0

Involved

Measurement Criteria
The supplier has no knowledge as to his involvement with the
project (i.e. fee and delivery date).
The supplier’s involvement is constrained to his product or
service area on the project (i.e. limited project cost and
schedule visibility).
The supplier’s involvement is not constrained in any way (i.e.
has complete cost and schedule visibility).
Table 8 6 : SUP Measurement Criteria
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The 5 factor addressed the software system’s future users. “It is almost an axiom
(my italics) o f the MIS literature that user involvement is a necessary condition for
successful development of computer based information systems.” (Ives & Olsen, 1984, p.
586) The early wisdom stated the need to involve users in the various stages of the
software development process (De Brabander & Edstrom, 1977; Markus & Robey, 1983)
and was based on a few non-empirical studies that demonstrated a positive correlation
between user involvement and various measures of system success (Gallagher, 1974;
King & Rodriguez, 1981; Robey & Farrow, 1982). Further examination requires three
definitions:
1. “User involvement refers to the participation in the system development
process by representatives of the target user group” (Ives & Olsen, 1984, p.
587)
2. A user is defined as “. . . the person or people who will actually use the
system: the ones who sit at the terminal or submit the data or read the output.”
(Pfleeger, 1998, p. 14)
3. “The degree of involvement refers to the amount of influence the user has
over the final product.” (Ives & Olson, 1984, p. 590)
The relationship between the degree of involvement of users in the development process
and system success was the focus of three empirical studies (Baroudi, Olson & Ives,
1986; Tait & Vessey, 1988; McKeen & Guimaraes, 1997). The three studies validated
the wisdom-based correlation between user involvement and systems success providing
support for the use of a factor to measure the degree of involvement of users with the
product being developed by the project.
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Increasing levels of user involvement received higher scores because

. . the lack

of user involvement during system development is one of the most often cited risk factors
in the literature.” (Keil & Robey, 1999, p. 67) The measurement criteria was based on
the categories for user involvement cited by Ives and Olson (1984) and were measured by
the criteria in Table 87.
Measure

1 .0

Descriptor
None
Validating
Nominal

1.5

Involved

2 .0

Integrated

0 .0

0.5

Measurement Criteria
Users are unwilling or not invited to participate.
Users were involved in formal user acceptance testing.
Users were involved in the development of requirements and
user acceptance testing.
Users were involved in the development of requirements,
validation of design, and user acceptance testing.
Users’ roles were formalized and included within the all
development processes.
Table 87: USER Measurement Criteria

The measurement criteria from Figure 42 assigned up to 1 point for the 2 external control
functions (2 points), 2 points for each of the 6 resource functions (12 points), 2 points for
5 o f the stakeholder functions and 1 point for the supplier function (11 points). The
environment construct contributed a maximum of 25 points to the overall framework
score.
Verification of the Framework
A formal review of the completed framework was conducted prior to the formal
validation using the two real-world case studies. The review examined the extent to
which the framework looked like it measured what it was intended to measure (Nunnally,
1967). This was accomplished using a panel of three systems engineering experts who
verified the framework using the guidelines contained in Appendix C. The formal
comments on the framework criteria provided by the panel members were provided in
Appendix E. The comments were generally positive and verified that the FSE
Framework had the proper boundaries, was utilitarian, and pragmatic. By occurring prior
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to the formal validation of the framework it allowed the researcher to incorporate the
comments of experts prior to the case study validation.
One of the comments from the panel recommended the inclusion of a factor to
address political events and the role of politics in software development projects.
Additional research on this topic sustained the comment of the panelist and resulted in the
inclusion of a new factor to address project politics. Politics (POLT) was added to the
stakeholder measurement object in the environmental construct of the framework as a 6th
factor. The particulars surrounding the construct of the POLT factor were as follows.
The project management (Pinto, 2000), management (Mayes & Allen, 1977;
Tushman, 1977; Farrell & Petersen, 1982), and software development (Robey & Markus,
1984; Franz & Robey, 1984; Robey, Smith & Vijayasarathy, 1993; Sillince & Mouakket,
1997) literature discussed the patterns and effects of political behavior in organizations.
While each study focused on a different aspect of political behavior they all addressed the
negative effect of politics on performance. The key points were:
•

Software Development. The nature of the software development process
creates a high potential for conflict. Much of the inherent risk for conflict is
caused by a development process that requires a diversity of skills in the
presence of resource pressure and time constraints (Robey, Farrow & Franz,
1989).

•

Project Level Management. Project managers do not have a stable base of
organizational power (i.e. projects operate outside of the organizational matrix
and draw resources from within the matrix) and are not routinely given the
authority to issue performance evaluations on subordinates. Because of these
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structural constraints project managers tend to use politics as a method to
secure resources, control subordinates, and influence external decision makers
(Pinto, 2000).
•

Organizational Leadership. Productive, effective organizations require the
presence of a leader willing to exercise power or to delegate sufficient
authority to subordinates. In the absence of exercised power negative political
behavior appears within the organization. Failure to exercise power and the
presence o f rising political activity causes the project to suffer both a loss of
learning and the ability to reach agreement on essential issues (Levine &
Rossmoore, 1995).

•

Top Level Management. Executives tend to develop stable political coalitions
with one or possibly two other executives. Politics restricts information flow,
is time-consuming, distractive, and dissipates the energy o f executives. Firms
with politically active top level management teams perform less well
(Eisenhardt & Bourgeois, 1988).

The literature contained a number of definitions for workplace politics (Gandz & Murray,
1980) but the one that stood out as best capturing the meaning of politics common in
organizations was offered by Eisenhardt & Bourgeois (1988).
Politics are the observable, but often covert, actions by which executives
enhance their power to influence a decision. These actions include
behind-the-scenes coalition formation, offline lobbying and cooptation
attempts, withholding information, and controlling agendas, (pp. 737-738)
The definition was reinforced by the contrast made when compared to an apolitical
environment in which the characteristics are (Eisenhardt & Bourgeois, 1988).
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Straightforward influence tactics o f open and forthright discussion, with
fu ll sharing o f information, in settings open to all decision makers, (p.
738)
The apolitical actions can be viewed as legitimate while the political actions can be
viewed as illegitimate. Farrell & Petersen (1982) have classified political behavior in
organizations using three dimensions:
1. Internal-External: The political behavior focuses on resources within the
organization or external to the organization.
2. Vertical-Lateral: The political behavior is directed up the organizational
hierarchy or across the organizational hierarchy.
3. Legitimate-Illegitimate: defined by the political and apolitical definitions from
Eisenhardt & Bourgeois (1988).
Figure 43 depicts some typical organizational behaviors using these dimensions.

Legitim ate

Internal to
the
Organization

Behavior is
Focused on
Resources

1. Complain to supervisor
2. Bypassing the chain of
command
3. Obstructionism

1. Coalition forming
2. Exchanging favors

Illegitim ate

Illegitim ate

1. Sabotage
2. Symbolic protests
3. Mutinies
4. Riots

1. Threats
2. Reprisals

Legitim ate

L egitim ate
Legitim ate

1. Lawsuit
Illegitim ate

External to
the
Organization

1. Whistle blowing
2. Leaking information to the
media or competition
3. Appeals to higher levels of
management outside o f the
organization

Vertically

1. Talk with counterpart in
another area o f the project
2. Outside professional activity
Illegitim ate

1. Organizational duplicity
2. Defections

Laterally

B ehavior is Focused in H ierarch y

Figure 43: Grid of Organizational Behavior
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The factor for political involvement (POLT) was based upon the behaviors in Figure 43.
Decreased levels of political activity receive higher scores because the literature shows
that

.. firms with politically active top management teams perform less well.”

(Eisenhardt & Bourgeois, 1988, p. 761) The factor for political involvement (POLT) was
measured by the criteria in Table 88.
Measure
0 .0

0.5

Measurement Criteria
Political behaviors involve external management and parties’
external to the project and/or parent organization.
Political behaviors involve external management.
Political behaviors occur up the project’s management
hierarchy.
Political behaviors occur across the project’s management
hierarchy
No political behaviors exist on the project.
Table 8 8 : POLT Measurement Criteria

Descriptor
Highly political

1 .0

Political
Nominal

1.5

Limited

2 .0

None

Deployment of the Framework
The completed Function-Structure-Environment or FSE Framework was now
ready for deployment using the two validating case studies.
VALIDATION OF THE FRAMEWORK
The framework was validated using two real-world software development
projects as case studies. The validation followed the steps in the Augmented
Discoverers’ Induction Procedure presented in Chapter 3 and presented in Table 39. This
section will include a description of the logic used in evaluating each case using the FSE
Framework. This is followed by a summary of the results from each case study and the
validation data derived from the framework driven analysis.
Framework Evaluation
The narrative of the case study and the sources of the empirical data, for the
Denver International Airport (DIA) Baggage Handling System (BHS) and the Federal
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Bureau of Investigation (FBI) Virtual Case File (VCF) system are presented in
Appendices F and G. The empirical evidence contained in the literature and interview
questionnaires were deployed against the FSE Framework. The researcher reviewed the
particulars contained in both the literature-based data and survey data for each of the 60
measurement objects in the framework. In order to arrive at a score the researcher had to
determine how the case study data satisfied the measurement criteria established for each
o f the measurement objects. The logic used in the analysis is presented in Figure 44.
Use the literature
and survey
responses

■Yes-

' e

Does the
literature agree
with the survey
data?

Is the literaturebased data
overwhelming?

Do the empirical
facts include
literature-based
data?

Use the
literature-based
data

■Ye:

■Ye:

Use the survey
responses

Use the majority
of the survey
responses

Do the survey
responses
agree?

Do the majority
of survey
responses
agree?

Insufficient data
certainty for
score

Do the empirical
facts include
survey data?

■No

No empirical
data for score

Figure 44: Decision Tree used Evaluate Empirical Data using the FSE Framework
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Denver International Airport Baggage Handling System
Appendix F contains the detailed empirical evidence used for the evaluation and the
tabulations against each of the FSE Framework’s 60 measurement objects. The case
study scores using the FSE Framework were as follows.
The functions element used 166 empirical data points to derive the scores against
the FSE Framework. The project scored 9 of 50 total points in the functions element.
The functions element and associated area scores are shown in Table 89.
Area

Measurement
Object

Development

reqm

Improvement & Training

Infrastructure
Life Cycle Support

RD
TS
PI
OPF
OPD
OPP
Oil)
OT
TOOL
SITE
PPQA
CM
MA
VI. It

VAL
CAR
JR
EA
PP
PMC
SAM
RSKM
IPM
DAR
OPM

Management

FUNCTION SCORE

17

Measure
Score
0.5
0.5

10

1 .0

Data
Points
10

10

1 .0

3
4
4
4
3
3
3
3
3
4
5
5
4
5
7
16

0 .0

Area Score

3.0/8.0

0 .0
0 .0

. /

0 0 1 0 .0

0 .0
0 .0
0 .6

0.4

. /

1 0 2 .0

0 .0
0 .0
0 .0

0.5
0.5

3.0/16.0

0 .0
1 .0
1 .0

0.5

11

1 .0

6

0 .0

8

0 .0

8

0.5

7
3

0 .0

166

9.0

2.0/14.0

0 .0

9.0/50.0

T a b le 89: D IA B H S F u n c tio n E le m e n t S co res

Four of the five areas contributed to the low score. The development area contributed 3
points but achieved only 37.5% of the maximum score. The improvement & training area
contributed 0 points, which is a significant deficiency. The life cycle support area
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contributed 3 points, 18.75% of the maximum score. Finally, the management area
contributed 2 points, 14% of the maximum score.
The structure element used 126 empirical data points to derive the scores against
the FSE Framework. The project scored 10.8 of 25 total points in the structure element.
Two of the three areas contributed to the low score. The cybernetic functions area
contributed 2 points but achieved only 20.0% of the maximum score. The technical
system area contributed 4.8 points, which is 53% of the maximum score. The FSE
Framework scores, by area and measurement object, are shown in Table 90.
Area
Social System

Cybernetic Controls

Technical System

Measurement
Object
ACAP
PCAP
PCON
APEX
PLEX
LTEX
CTRL
POL
INT
CC
ATT
RELY
DATA
RUSE
DOCU
TIME
STOR
PYOL
COMP
TECH

Data
Points
7

Measure
Score

8

0.4

3
14
5
3
3
3
4
7

Area Score

0 .6

0 .6
0 .8

4.0/6.0

0 .8
0 .8
1 .0
0 .0
0 .0

. /

2 0 1 0 .0

0 .0

10

1 .0

3
3

0.4

2

0 .2

2

0.4

2

0 .6

2

0 .6

2

0 .8

1 .0

32

0 .6

11

0 .2

4.8/9.0

126
10.8
STRUCTURE SCORE
Table 90: DIA BHS Structure Element Scores

10.8/25

The environment element used 93 empirical data points to derive the scores
against the FSE Framework. The project scored 10.4 of 25 total points in the
environment element. All three o f the areas contributed less than 50% of the maximum
scores. The external controls area contributed 0.4 points but achieved only 20.0% of the
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maximum score. The resource area contributed 4.5 points, which is 37.5% of the
maximum score. Finally, the stakeholder area contributed 5.5 points, 50% of the
maximum score. The FSE Framework scores, by area and measurement object, are
shown in Table 91.
Area
External Controls
Resources

Stakeholders

Measurement
Object
LAW
STD
MAN
MAT
CAP
PACE
METH
COMM
OWN
MGT
CUST
SUP
USER
POLT

Data
Points
3
3

Measure
Score
0 .2
0 .2

6

1 .0

3
3
13
3
5
14
5
3
3

0.5
0.5
0.5

6

Area Score
0.4/2.0

4.5/12.0

1 .0
1 .0
1 .0
1 .0

1.5
0.5
1.5

0 .0
23
10.4
ENVIRONMENT SCORE
93
Table 91: DIA BHS Environment Element Scores

5.5/11.0

10.4/25

A complete analysis of this case has been provided in Chapter 6, Discussion of Results.
Federal Bureau of Investigation Virtual Case File System
Appendix G contains the detailed empirical evidence used for the evaluation and
the tabulations against each of the FSE Framework’s 60 measurement objects. The case
study scores using the FSE Framework were as follows.
The functions element used 157 empirical data points to derive the scores against the FSE
Framework. The project scored 7.5 of 50 total points in the functions element. The
functions element and associated area scores are shown in Table 92. Four o f the five
areas contributed to the low score. The development area contributed 2 points but
achieved only 25% of the maximum score. The improvement & training area contributed
0 points, which is a significant deficiency. The life cycle support area contributed 3.5
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points, 21.87% o f the maximum score. Finally, the management area contributed 1 point,
7% of the maximum score.
Area
Development

Improvement & Training

Infrastructure
Life Cycle Support

Management

Measurement
Object
REQM
RD
TS
PI
OPF
OPD
OPP
OID
OT
TOOL
SITE
PPQA
CM
MA
VER
VAL
CAR
JR
EA
PP
PMC
SAM
RSKM
IPM
DAR
QPM

6

Measure
Score
0.5
0.5
0.5
0.5

0

0 .0

Data
Points
2

27
9

0

0 .0

0

0 .0

0

0 .0

0

0 .0

0

0 .6

1

0.4

1

0 .0

2

0.5

4

0 .0

1
0

0.5
0.5

1

0 .0

6

1 .0

8

1 .0

15
14
30
3
25

0.5
0.5

1

0 .0

1

0 .0

Area Score

. /

2 0 8 .0

. /

0 0 1 0 .0

. /

1 0 2 .0

3.5/16.0

0 .0
0 .0

1.0/14.0

0 .0

157
7.5
FUNCTION SCORE
Table 92: FBI VCF Function Element Scores

7.5/50.0

The structure element used 44 empirical data points to derive the scores against
the FSE Framework. The project scored 10.2 of 25 total points in the structure element.
Two o f the three areas contributed to the low score. The cybernetic functions area
contributed 1 point but achieved only 10% of the maximum score. The social system area
contributed 2.8 points, which is 47% of the maximum score. The FSE Framework
scores, by area and measurement object, are shown in Table 93.
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Area
Social System

Cybernetic Controls

Technical System

Measurement
Object
ACAP
PCAP
PCON
APEX
PLEX
LTEX
CTRL
POL

Data
Points

Measure
Score

1

0 .2

0

0 .6

6

0 .2

0

0 .6

0

0 .6

0

0 .6

0

1 .0

Area Score

. /

2 8 6 .0

14

0 .0

INI

0

0 .0

CC
ATT
RELY
DATA
RUSE
DOCU
TIME
STOR
PVOL
COMP
TECH

1

0 .0

0

0 .0

6

0.4

0

0 .8

1

1 .0

2

0 .8

1

0.4

0

1 .0

0

0 .6

8

0 .6

. /

1 0 1 0 .0

6.4/9.0

4
0 .8
44
STRUCTURE SCORE
10.2
Table 93: FBI VCF Structure Element Scores

10.2/25

The environment element used 38 empirical data points to derive the scores
against the FSE Framework. The project scored 12.4 of 25 total points in the
environment element. All three of the areas contributed less than 70% of the maximum
scores. The external controls area contributed 1.4 points and achieved 70.0% of the
maximum score. The resource area contributed 6.0 points, which is 50% of the maximum
score. Finally, the stakeholder area contributed 5.0 points, 45% of the maximum score.
The FSE Framework scores, by area and measurement object, are shown in Table 94.
A complete analysis o f this case has been provided in Chapter 6, Discussion of Results.
SUMMARY
This chapter has shown the results of the research. It has two major elements;
framework construction and framework validation.
The framework was constructed using Discoverers ’Induction. The induction
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Area
External Controls
Resources

Stakeholders

Measurement
Object
LAW
STD
MAN
MAT
CAP
PACE
METH
COMM
OWN
MGT
CUST
SUP
USER
POLT

Data
Points

Measure
Score

0

0 .6

0

0 .8

Area Score
1

1

1.5

0

2 .0

0

1 .0

8

0 .0

2

0.5

.4/2.0

. /

6 0 1 2 .0

0

1 .0

1

1 .0

13
3

1.5

0

0 .0

1 .0

8

1.5

2

0 .0

ENVIRONMENT SCORE
38
12.4
Table 94: FBI VCF Environment Element Scores

5.0/11.0

10.4/25

decomposed 34 scholarly articles into 481 empirical facts which served as the true facts
for the induction. The 481 true facts were classified into 33 subcategories. The 33
subcategories were arranged into five categories and three concepts. The three
theoretical concepts were used to construct the framework for software development (see
Figure 37). The resulting framework included 14 constructs and 60 measurement objects
that satisfied all of the theoretical elements from the induction. The 60 measurement
objects used ordinal scales to evaluate the measurement criteria. The completed
framework is named the Function, Structure, and Environment (FSE) Framework.
The FSE Framework was validated using two case studies. Each case study was a
completed software development project that was considered to be a failure in some
aspect. The data from each case study (see Appendices F and G) was evaluated using the
60 measurement objects in the FSE Framework. Scores for each case study were
tabulated from the criteria in the 60 measurement objects. The next Chapter will discuss
the results.
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CHAPTER VI: DISCUSSION OF RESULTS
Chapter 5 presented the results of the inductive development of the framework for
software development and the case study validation o f the framework. This chapter
provides a discussion o f the conclusions drawn from the research and is subdivided into
four major research outcomes. The 1st section discusses the results of the research as
measured by the objectives of the study and the research questions. The 2nd section
discusses the use on an inductive method in engineering research. The 3rd section
presents the notion of a new paradigm called software systems engineering. The 4th and
most important section discusses the FSE Framework areas and measures and their ability
to predict the performance as measured by its application on the DIA BHS and the FBI
VCF systems. Finally, a cross-case analysis is conducted, further reinforcing the validity
o f the framework.
RESEARCH OBJECTIVES AND QUESTIONS
This section discusses the major conclusions drawn from the research. The
purpose of the research was to develop and apply a systems-based framework for the
analysis o f software development project performance. The research purpose was
supported by research objectives and research questions. The presentation of the research
conclusions will begin by reviewing the research purpose and questions identified in
Chapter 1.
The research had two objectives. The first objective was to inductively develop a
literature based, systemic framework to analyze software development project
performance. The second objective was to deploy the generalizable and transportable
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analysis framework, applying it to completed software development projects. Based on
these objectives the research was focused on answering two research questions:
1. How does systems theory apply to the analysis o f software
development project performance?
2. What results from the application o f a systems-based analysis
framework fo r analyzing performance on a software development
project?
The central issue to be considered in the conclusion is whether the purpose of the
research was met, and whether the research questions were answered. The basic answer
is that the research did fulfill these requirements and is supported by the achievement o f
the following significant research outcomes:
S

Employment of a qualitative, inductive method to develop a theoretical
framework as an engineering research methodology for complex sociotechnical systems.

v'' Application of systems theory as a lens for viewing software projects that may
serve as the genesis o f a new paradigm in software engineering; software
systems engineering.
S

Emergence o f a structured, systemic, three-dimensional framework to be used
for predicting software development project performance.

S

Delineation o f the areas and measures required to holistically predict software
development project performance.

When considered against the outcomes, it can be stated that the purpose of the research,
as stated in the objectives and research questions, was met. Each of the research
outcomes are worthy of additional discussion.
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INDUCTIVE METHOD IN ENGINEERING RESEARCH
The use of a qualitative, inductive method to develop a theoretical framework as
an engineering research methodology for complex socio-technical systems is a
groundbreaking technique. This is a significant outcome of the research and will be fully
discussed in Chapter 7 in the section on Future Research: Methodological Issues.
SOFTWARE SYSTEM ENGINEERING
The research has developed an alternative to the widely accepted uni-dimensional
model for software development project performance. The three-dimensional FSE
Framework is a new, systemic view that uses the dimensions for function, structure and
environment in the analysis of software development project performance. The new
holistic view may become the genesis fo r a new paradigm for predicting software
development project performance; a paradigm that requires a shift from the previously
accepted model or pattern that viewed software development project performance as a
uni-dimensional model of functional processes. The genesis fo r the new paradigm
contributes a model that is, in Thomas Kuhn’s words, “. . . an object for further
articulation and specification under new or more stringent conditions.” (Kuhn, 1996, p.
23) The research has generated a framework that provides a new view of software
development project performance; a view based upon systems principles. The
application of systems principles provided a theoretical lens through which software
development project performance was viewed. The systems lens showed that three levels
o f analysis existed; function, structure, and environment. The genesis fo r the new
paradigm fulfills the call for software based systems engineering as an element of a
paradigm shift for software engineering (Wemick & Hall, 2004) and provides the
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software engineering community with a generalizable and transportable framework for
evaluating software development projects.
FRAMEWORK EMERGENCE
Systems theory, based on the hierarchy of laws, principles, theorems, hypotheses,
and axioms that are systems knowledge served as the source o f the idea for a systemsbased framework with which to evaluate software development project performance. The
body o f systems knowledge provided the foundation elements that shaped the new
viewpoint. The idea that a holistic, systems-based lens could be used to evaluate
software development projects was superinduced upon the empirical facts. The
framework that resulted from this induction is now an element of theory residing on the
theoretical continuum as a theory of the middle range. As such, the framework exists in
the range between hypotheses and grand theory.
Because software development projects are part o f the real-world, a threedimensional world of rich contextual content, a framework that included the elements of
context was needed. The three-dimensional FSE Framework incorporated the traditional
functional analysis o f software processes with two new systems-based holistic elements;
structure and environment. Structure analyzed the socio-technical system and cybernetic
controls. Environment analyzed the resources, stakeholders, and external controls. The
inclusion o f context exposes software development projects to a more rigorous analysis
than the uni-dimensional assessment frameworks could provide. The FSE Framework
was validated for the domain in Figure 45 and will require additional validation. The
FSE Framework, developed using a systems lens, is emerging and represents a valid
alternative to the uni-dimensional frameworks currently in use.
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FRAMEWORK AREAS AND MEASURES
In Chapter 5 the completed FSE Framework was presented as a hierarchical
model with 3 elements, 11 areas, and 60 measurement objects. The FSE Framework
model is a skeletal frame, used to predict software development project performance.
When the skeletal frame o f the framework is populated with the empirical evidence from
a software development project it can predict performance based on an analysis of the
evidence arrayed against the 60 measurement objects. A discussion of the FSE
Framework’s 3 elements, 11 areas, and 50 measurement objects, using the validating case
studies is discussed.
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Figure 45: Domain of Software Development Projects in Research

DIA BHS Case Study
The empirical facts associated with the DIA BHS software development project
were evaluated using the FSE Framework and the details of the case study are contained
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in Appendix F. The essential characteristics of the DIA BHS project were characterized
using the dimensions in the NCTPO Pentagon Model. The project was characterized as
follows: Novelty, breakthrough new-to-the-world software; Complexity, collection of
subsystems with multiple functions; Technology, super high-tech using technologies that
did not exist at project initiation; Pace, time critical where the completion time is crucial
for success window of opportunity; Organizational Maturity: ad hoc. Figure 46 shows
how these dimensions plot on the NCTPO Pentagon Model.

Figure 46: DIA BHS Project Characteristics on NCTPO Pentagon Model

A high-level summary of the application o f the FSE Framework to the case study
is contained in Table 95.
Framework
Element
Function
Structure
Environment
Total
Table 95:

Areas

Measurement
Objects
26

Overall
Detailed
Score
Data
5
9.0/50
Table 89
3
20
10.8/25
Table 90
14
3
10.4/25
Table 91
11
60
30.2/100
High-Level FSE Framework Result for DIA BHS
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Because the FSE Framework used three dimensions to evaluate development project
performance the results in Table 95 could be plotted on a 3D surface. The DIA BHS
project can be represented as the point (9.0, 10.8,10.4), on the 3D image in Figure 47.
The vector from the origin (0, 0, 0) to (9.0, 10.8, 10.4) depicted the project’s position on
the FSE Framework Grid. The ideal or perfect project would reside at (50, 25, 25). The
3D surface representation would be a particularly useful analysis tool when a number of
completed projects could be plotted and a surface density calculated based on macro
level project performance.

(50,25,25)

Figure 47: DIA BHS on the FSE Framework Grid

Additional analysis was conducted on the DIA BHS by reviewing each o f the FSE
Framework’s 11 areas. This was accomplished by plotting the scores for each of the
element areas on a multi-characteristic Kiviat diagram.
Development Area: Figure 48 shows the four measurement objects for the
development area and the associated scores on a four-sided Kiviat diagram. The diagram
predicts marginal performance in the development area. The higher scores (0.6 out of a
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Figure 48: Diagram for DIA BHS Development Area

possible 2.0) in the Product Integration and Technical Solution areas predict difficulty
with software analysis, design, and construction (TS) and with integration and testing
(PI). The much lower scores (0.3 out o f 2.0) in the Requirements Management (REQM)
and Requirements Development (RD) areas predict poor performance in the development
and management of customer requirements. The framework measurement objects and
the associated Kiviat diagram were able to predict poor performance based on empirical
data. These predictions were validated by the data from the case study in Appendix G.
Improvement & Training Area: A similar analysis was conducted in the
Improvement and Training area. The Kiviat diagram in Figure 51 (all zeros) predicted
severe problems in recognizing the need for improvements and in the planning, design,
and implementation of an improved process or technique, if required. The diagram also
predicted problems with training and the use o f just-in-time or on-the-job training as
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Figure 49: Diagram for DIA BHS Improvement & Training Area

indicators of the deficient situation. Not all of these predictions were able to be validated
by data from the case study in Appendix F, although one of the surveys noted that the
project used a great deal of on-the-job training.
Life Cycle Support Area: Figure 50 shows the eight measurement objects for
the life cycle support area on an eight-sided Kiviat diagram. The analysis of the eight
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Figure 50: Diagram for DIA BHS Life Cycle Support Area
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processes in the life cycle support area predicted major deficiencies in the
project’s ability to track software components (CM), evaluate quality (PPQA), conduct
measurement and analysis (MA) and determine causal analysis and resolution (CAR).
The diagram predicted that processes to verify that software products met customer
requirements (VER), and validated that the software was capable of performing its
intended function when included as part of the system (VAL) would be marginal and the
source of problems. It also shows that the project used limited customer reviews (JR) and
external audits (EA) to monitor compliance. These predictions were validated by the data
from the case study in Appendix F.
Management Area: The framework analysis of the seven measurement objects
in the management area predicted similar problems. Figure 51 shows that the project
failed to implement any processes for the management of risk (RSKM), management of
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Figure 51: Diagram for DIA BHS Management Area

supplier agreements (SAM), the use of quantitative measures for project management
(QPM) or any methods for formal decision analysis and resolution (DAR). The diagram
predicted that the project would be able to measure and control ordinary characteristics
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such as cost and schedule (PMC). The diagram predicted problems with project planning
(PP) and integrated project management (IPM). In summary, the absence of a formal risk
management program and only rudimentary methods for project planning and
management were particularly ominous warning for a project that included high
complexity (COMP) and emerging technology (TECH). Figure 51 shows that the overall
management area was inadequate for the software development project and is validated
by the data from the case study in Appendix F.
Social System Area: The framework analysis of the six measurement objects in
the management area predicted fewer problems. Figure 52 shows that the project had
significant experience with the specific application (APEX), the language and tools they

PCAP

LTEX
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Figure 52: Diagram for DIA BHS Social System Area

were using for development (LTEX), and the platform on which the application was
being implemented (PLEX). The project had a nominal score for personnel continuity
(PCON) which predicted no problems associated with personnel turnover. The lower
scores for programmer (PCAP) and analyst capability (ACAP) predict problems with the
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delivery o f the applications for which they were responsible. These predictions were
validated by the data from the case study in Appendix F.
Cybernetic Functions Area: Figure 53 depicts the five measurement objects for
the cybernetic functions area and their scores on a five-sided Kiviat diagram. This shows

POL

ATT

CO

Figure 53: Diagram for DIA BHS Cybernetic Controls Area

that the project used only two of the five cybernetic functions, controls (CTRL) and
environmental attenuation (ATT), to the level where a score was able to be recorded.
This predicts that the project would have trouble with internal communications (CC),
intelligence about the external environment and the affect on the project (INT), and the
coordination between the controls for the BHS project and the larger DIA project. The
framework predicted that the cybernetic controls were totally insufficient for the
development project and is clearly validated by the data from the case study in Appendix
F.
Technical System Area: The framework analysis o f the nine measurement
objects in the technical system area predicted more problems. Figure 54 shows that the
project had reasonable scores for five of the nine technical system measurement criteria.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

283

RELY

OA
.DATA

TECH

U,
M.

M.
0 .4 .

RU SE

PVOL

DOCU

Figure 54: Diagram for DIA BHS Technical System Area

The database size (DATA) was fully addressed and measures for complexity (COMP),
platform volatility (PVOL), main storage (STOR), and system response time (TIME)
were adequately addressed. Low scores were received for life cycle documentation
(DOCU) and systems reliability (RELY) which predicted problems in these areas. A
very low score was received for the process used to address the reuse of software
components (RUSE), a factor that predicted increased complexity in the design of the
software. The final measurement object addressed the use of emerging technology
(TECH) on the project, which predicted massive problems in the implementation and
testing for the project. The overall technical system in place for the project was severely
insufficient and is validated by the data from the case study in Appendix F.
Resource Area: Figure 55 depicts the six measurement objects for the resource
area and their scores on a six-sided Kiviat diagram. The figure predicted resource
problems for the projects. The project nominally addressed the availability of personnel
(MAN), external communications (COMM), and the use of formal methods (METH). A
low score in the availability of critical materials (MAT) predicted problems with the
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Figure 55: Diagram for DIA BHS Resources Area

implementation schedule for the system. Funding capital investment for improvement
initiatives and training as part o f the project budget (CAP) is a risky practice when the
project has a compressed schedule and is using emerging technology, and the low score
predicted problems in this area. The schedule pace for the project (PACE) received a low
score due to the critical nature of the baggage handling system. This measure predicted
problems associated with the schedule, a fact that is omnipresent in the data presented in
the case study in Appendix F.
Stakeholder Area: The framework analysis of the six measurement objects in
the stakeholder area predicted severe problems. Figure 56 shows that the project
addressed two of the six stakeholder measurement criteria sufficiently. The project
addressed the involvement o f the system’s users (USER) and the customer (CUST).
However, the project did not fully involve its suppliers (SUP) in the project. The
involvement of the company’s board of directors (OWN) and management external to the
project (MGT) were nominal. Finally, the project existed within a highly political
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Figure 56: Diagram for DIA BHS Stakeholders Area

environment (POLT) which predicted a variety of problems that affected the project. The
political environment shows that the project had a serious deficiency in their ability to
address the stakeholders associated with the project. The framework predicted that the
political environment (in Figure 56), coupled with the absence of cybernetic controls (in
Figure 53), would cause severe problems for the project. This prediction is clearly
validated by the data from the case study in Appendix F.
Infrastructure and External Control Areas: Infrastructure and external
controls are two separate areas from two separate elements of the framework. However,
it is convenient to plot them on the same diagram because of the magnitude of their
measurement objects are equal. The framework measures for external controls show that
neither the project nor the parent company (BAE Systems) were involved with the
development of laws (LAW) or standards (STD) that affected the software system they
were designing. The framework predicted that this situation may have long-term
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Figure 57: Diagram for DIA BHS External Controls and Infrastructure Areas

consequences for the project. The framework measures for infrastructure showed that the
software tools (TOOL) in-use on the project were of average utility, but that the location
of the development team (SITE) may be of concern. Neither of these predictions were
able to be validated by data from the case study in Appendix F.
In summary, the FSE Framework performed well by predicting poor performance
for the DIA BHS. The prediction was based on the project’s cumulative score and
supported by cascading level of detail in the elements, areas, and measurement objects.
The framework was able to show how the function, structure, and environment elements
contributed to the overall score. Further analysis showed how each of the eleven major
areas contributed to the score. Finally, the most detailed analysis was provided by the
framework’s 60 measurement objects, each of which contributed the basic measures used
in the overall prediction for performance. The use of multi-characteristic Kiviat diagrams
provided an easily comprehendible graphic used to predict strengths, weaknesses, and
predicted performance for each of the 11 major areas.
FBI VCF System Case Study
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The empirical facts associated with the FBI VCF system software development
project were evaluated using the FSE Framework and the details of the case study are
contained in Appendix G. The essential characteristics of the FBI VCF project were
characterized using the dimensions in the NCTPO Pentagon Model. The project was
characterized as follows: Novelty, replacement software; Complexity, collection of
subsystems with multiple functions; Technology, medium-tech with some new
technology; Pace, Blitz where an immediate solution was necessary; Organizational
Maturity: ad hoc. Figure 46 shows how these dimensions plot on the NCTPO Pentagon
Model.

Technology

Figure 58: FBI VCF Project Characteristics on NCTPO Pentagon Model

A high-level summary of the application of the FSE Framework to the case study
is contained in Table 95.
Because the FSE Framework used three dimensions to evaluate development
project performance the results in Table 96 could be plotted on a 3D surface. The FBI
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Framework
Element
Function
Structure
Environment
Total
Table 96:

Detailed
Measurement Overall
Score
Data
Objects
7.5/50
Table 92
5
26
Table 93
3
20
10.2/25
14
12.4/25
Table 94
3
11
60
30.1/100
High-Level FSE Framework Result for FBI VCF
Areas

VCF project can be represented as the point (7.5, 10.2, 12.4), on the 3D image in Figure
59. The vector from the origin (0, 0, 0) to (7.5,10.2,12.4) depicted the project’s position

Figure 59: FBI VCF on the FSE Framework Grid

on the FSE Framework Grid. The ideal or perfect project would reside at (50, 25, 25).
The 3D surface representation would be a particularly useful analysis tool when a number
of completed projects could be plotted and a surface density calculated based on macro
level project performance.
Additional analysis was conducted on the FBI VCF by reviewing each o f the FSE
Framework’s 11 areas. This was accomplished by plotting the scores for each o f the
element areas on a multi-characteristic Kiviat diagram.
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Development Area: Figure 60 shows the four measurement objects for the
development area and the associated scores on a four-sided Kiviat diagram.
REQ#

T8

Figure 60: Diagram for FBI VCF Development Area

The diagram predicts marginal performance in the development area. All o f the scores
show that the project has a basic capability in each area but does not perform the process
at a sustainable level. The low scores in the Product Integration and Technical Solution
areas predict difficulty with software analysis, design, and construction (TS) and with
integration and testing (PI). The equally low scores in the Requirements Management
(REQM) and Requirements Development (RD) areas predict poor performance in the
development and management of customer requirements. The framework measurement
objects and the associated Kiviat diagram were able to predict poor performance based on
empirical data. These predictions were validated by the data from the case study in
Appendix G.
Improvement & Training Area: A similar analysis was conducted in the
Improvement & Training area. The Kiviat diagram in Figure 61 (all zeros) predicted
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Figure 61: Diagram for FBI VCF Improvement & Training Area

severe problems in recognizing the need for improvements and in the planning, design,
and implementation of an improved process or technique, if required. The diagram also
predicted problems with training and the use o f just-in-time or on-the-job training as
indicators of the deficient situation. Not all of these predictions were able to be validated
by data from the case study in Appendix G.
Life Cycle Support Area: Figure 62 shows the eight measurement objects for
the life cycle support area on an eight-sided Kiviat diagram. The analysis of the eight
processes in the life cycle support area predicted major deficiencies in the project’s
ability evaluate quality (PPQA), conduct measurement and analysis (MA) and determine
causal analysis and resolution (CAR). The diagram predicted that processes used to track
software components (CM), verify that software products met customer requirements
(VER), and validated that the software was capable of performing its intended function
when included as part of the system (VAL) would be marginal and the source of
problems. It also shows that the project used limited customer reviews (JR) and external
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Figure 62: Diagram for FBI VCF Life Cycle Support Area

audits (EA)to monitor compliance. The project’s failure to adopt the recommendations in.
the external audits confirms the finding associated with the absence of a causal analysis
and resolution (CAR) process.
M anagement Area: The framework analysis of the seven measurement objects
in the management area predicted similar problems. Figure 51 shows that the project

2.8

PMC

Figure 63: Diagram for FBI VCF Management Area
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failed to implement any processes for the management of risk (RSKM), management of
supplier agreements (SAM), integrated project management (IPM), the use of
quantitative measures for project management (QPM) or any methods for formal decision
analysis and resolution (DAR). The diagram predicted that the project would be able to
measure and control ordinary characteristics such as cost and schedule (PMC) and
conduct basic project planning (PP) activities. These predictions are validated by the
major audit findings by the FBI and Department of Justice Inspector General’s reports
and the GAO audits. Figure 63 shows that the overall management area was inadequate
for the software development project and is validated by additional facts in the case study
in Appendix G.
Social System Area: The framework analysis o f the six measurement objects in
the management area predicted fewer problems. Figure 64 shows that the project had
nominal experience with the specific application (APEX), the language and tools they

1.0

0.4

PkEK

Figure 64: Diagram for FBI VCF Social System Area
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were using for development (LTEX), the platform on which the application was being
implemented (PLEX) and for programmer capability (PCAP). However, the project had
a very low score for personnel continuity (PCON) which predicted problems associated
with the turnover of key personnel on the project. The very low score for analyst
capability (ACAP) predicted problems with the development of the system requirements
for which they were responsible. These predictions were validated by the data from the
case study in Appendix G.
Cybernetic Functions Area: Figure 65 depicts the five measurement objects for
the cybernetic functions area and their scores on a five-sided Kiviat diagram. This shows

CTRL

ATT

Figure 65: Diagram for FBI VCF Cybernetic Controls Area

that the project used only one of the five cybernetic functions, controls (CTRL) to the
level where a score was able to be recorded. This predicts that the project would have
trouble with internal communications (CC), intelligence about the external environment
and the affect on the project (INT), the coordination between the controls for the VCF
project and the larger Trilogy project, and environmental attenuation (ATT). The
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framework predicted that the level of cybernetic controls were totally insufficient for the
development project and are clearly validated by the data from the case study in
Appendix G.
Technical System Area: The framework analysis of the nine measurement
objects in the technical system area predicted more problems. Figure 66 shows that the
project had reasonable scores for five of the nine technical system measurement criteria.

TECH

PVOL

Figure 66: Diagram for FBI VCF Technical System Area

The database size (DATA) was fully addressed and measures for complexity (COMP),
platform volatility (PVOL), main storage (STOR), and system response time (TIME)
were adequately addressed. Low scores were received for life cycle documentation
(DOCU) and systems reliability (RELY) which predicted problems in these areas. A
very low score was received for the process used to address the reuse of software
components (RUSE), a factor that predicted increased complexity in the design of the
software. The final measurement object addressed the use of emerging technology
(TECH) on the project, which predicted massive problems in the implementation and
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testing for the project. The overall technical system in place for the project was severely
insufficient and is validated by the data from the case study in Appendix G.
In the Environment element the FBI VCF scored points in the external control
(1.4 points), resource (6.0 points), and stakeholder (5.0 points) areas.
Resource Area: Figure 67 depicts the six measurement objects for the resource
area and their scores on a six-sided Kiviat diagram. The figure predicted resource
problems for the projects. The project nominally addressed external communications
(COMM) and capital investment for improvement initiatives and training (CAP). Neither
the availability o f critical materials (MAT) nor personnel (MAN) were predicted to cause
problems. The failure to implement formal methods (METH) in more than a few process
areas predicted problems with system integration activities related to common practices.

COMM

M£TH

Figure 67: Diagram for FBI VCF Resources Area

However, the most problematic area was the prediction of problems related to the
schedule pace. Projects that have a blitz pace must be highly integrated and use activities
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that ensure coordination between functions. This predicted problems associated with the
schedule, a fact that is omnipresent in the data presented in the case study in Appendix G.
Stakeholder Area: The framework analysis of the six measurement objects in
the stakeholder area predicted severe problems. Figure 68 shows that the project
addressed two of the six stakeholder measurement criteria sufficiently. The project
addressed the involvement o f the system’s users (USER) and the customer (CUST).
OWN

PO LT
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Figure 68: Diagram for FBI VCF Stakeholders Area

However, the project did not fully involve its suppliers (SUP) in the project. The
involvement of the company’s owners (OWN) predicted no problems in that area. The
framework predicted a nominal amount of problems associated with management
external to the project (MGT). Finally, the project existed within a highly political
environment (POLT) which predicted a variety of problems that affected the project. The
political environment shows that the project had a serious deficiency in their ability to
address the stakeholders associated with the project. The framework predicted that the
political environment (in Figure 68), coupled with the absence of cybernetic controls (in
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Figure 65), would cause severe problems for the project. This prediction is clearly
validated by the data from the case study in Appendix G.
Infrastructure and External Control Areas: Infrastructure and external
controls are two separate areas from two separate elements of the framework. However,
it is convenient to plot them on the same diagram because of the magnitude of their
measurement objects are equal. Figure 69 shows that the project or parent company
(SAIC) were involved with the development o f laws (LAW) or standards (STD) that
affected the software system they were designing. The framework predicted no negative
consequences associated with these external controls.

TOOL

Figure 69: Diagram for FBI VCF External Controls and Infrastructure Areas

The framework measures for infrastructure showed that the software tools (TOOL) in-use
on the project were o f average utility, but that the location of the development team
(SITE) may be of concern. Neither of these predictions were able to be validated by data
from the case study in Appendix G.
In summary, the FSE Framework performed well by predicting poor performance
for the FBI VCF project. The prediction was based on the project’s cumulative score and
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supported by cascading level of detail in the elements, areas, and measurement objects.
The framework was able to show how the function, structure, and environment elements
contributed to the overall score. Further analysis showed how each of the eleven major
areas contributed to the score. Finally, the most detailed analysis was provided by the
framework’s 60 measurement objects, each of which contributed the basic measures used
in the overall prediction for performance. The use of multi-characteristic Kiviat diagrams
provided an easily comprehendible graphic used to predict strengths, weaknesses, and
predicted performance for each o f the 11 major areas.
CROSS-CASE ANALYSIS
The framework was able to predict, based on the empirical data from both cases
that each project would perform poorly. Furthermore, the framework was able to isolate
areas where specific processes could be predicted to adversely affect performance.
Cross-case analysis was conducted by plotting the NCTPO project characteristics and
specific area scores for both cases using Kiviat diagrams.
Project Characteristics: Figure 70 shows that novelty and pace will be
significant high-level factors requiring controls during the execution o f each project.
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Figure 70: Cross-Case Diagram for Project Characteristics

Improvement & Training Area: Figure 61 (all zeros) predicted severe
problems in recognizing the need for improvements and in the planning, design, and
implementation of an improved process or technique, if required. The diagram also
predicted problems with training. Not all of these predictions were able to be validated
by data from either of the case studies in Appendices F and G.
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Figure 71: Cross-Case Diagram for Improvement & Training Area
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Life Cycle Support Area: Figure 62 predicted major deficiencies in each
project’s ability evaluate quality (PPQA), conduct measurement and analysis (MA) and
determine causal analysis and resolution (CAR). The diagram predicted that processes
used to track software components (CM), verify that software products met customer
requirements (VER), and validated that the software was capable of performing its
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Figure 72: Cross-Case Diagram for Life Cycle Support Area

intended function when included as part of the system (VAL) would be marginal and the
source of problems. Finally, each project used limited customer reviews (JR) and
external audits (EA) assist in monitoring compliance.
Management Area: Figure 63 shows that each project failed to implement any
processes for risk management (RSKM), supplier agreements (SAM), quantitative
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Figure 73: Cross-Case Diagram for Management Area

project management (QPM), and formal decision analysis and resolution (DAR). The
diagram predicted that each project would be able to measure and control ordinary
characteristics such as cost and schedule (PMC) and conduct basic project planning (PP)
activities. These predictions are validated by the facts in Appendices F and G and are
believed to be major factors contributing to poor project performance.
Cybernetic Functions Area: Figure 65 predicted problems for each project
based on the lack of formal cybernetic control functions. Neither project addresses
project communications (CC), intelligence functions aimed at understanding the external
environment (INT), and policies (POL) that ensure internal controls (CTRL) are balanced
with the environment external to the project. The framework predicted that the level of
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Figure 74: Cross-Case Diagram for Cybernetic Functions Area

cybernetic controls in-use on each project were totally insufficient.
Resource Area: Figure 75 predicted problems associated with the pace o f the
project. It also predicts problems associated with the use of standards (METH) in only
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Figure 75: Cross Case Diagram for Resources Area

a few process areas, a contributing cause for problems during system integration
activities.
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Stakeholder Area: Figure 68 predicts problems due to politics on each project.
The diagram also shows that each project has done a good job addressing the concerns of
the systems user’s (USER) and customer (CUST). Finally, the diagram predicted a
nominal amount of problems associated with management external to each project
(MGT).
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Figure 76: Cross-Case Diagram for Stakeholders Area

In summary, the cross-case analysis shows that the FSE Framework performed
well by predicting poor performance for both projects. The prediction was based on the
projects’ cumulative scores and was supported by cascading level of detail in the areas
and measurement objects. Further analysis showed how six of the eleven areas predicted
poor performance for each project. Additional analysis focused on the linkage between
process area predictions (i.e. the intensive political environment (in Figure 68) coupled
with the absence of cybernetic functions (in Figure 65) is an area for future research.
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SUMMARY
The chapter has presented the results of the research and how it fulfilled the
objectives of the study and answered the principal research questions. It also discussed
the future use o f the inductive method in engineering research and presented the notion of
a new paradigm called software systems engineering. Most importantly, the chapter
discussed the FSE Framework areas and measures and demonstrated their ability to
predict performance as measured by their application on the DIA BHS and the FBI VCF
systems. Finally, a cross-case analysis was conducted. The cross-case analysis showed
that the FSE Framework was able to isolate areas where specific processes indicated poor
performance. The cross-case analysis provided additional validity for the framework.
The next chapter will discuss the conclusions of the research.
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CHAPTER VII: CONCLUSION
Chapter 6 presented a discussion o f the results of the application of the framework
for software development to the case studies. This chapter presents the limitations of the
study, the implications of the results, and makes recommendations for areas in which
further research may be directed.
LIMITATIONS OF THE STUDY
Before discussing the implications for the research, it is appropriate to mention its
limitations. Three limitations are discussed.
Limitation 1: Information Sources
The case study research included a questionnaire that relied upon the memories of
professionals that reported on projects that had been completed or cancelled some time
earlier. This factor raised the prospect that there may be some error in the data,
especially when the questionnaire answer was not supported by empirical evidence from
the literature. Two factors were used to mitigate the possibility of error. The first factor
ensured that more than one respondent was used in the case study. The second factor
required the researcher to use formal logic in determining how the data was used to rate
the project against the measurement criteria. Figure 44 contains the logic used in
comparing the questionnaire answers to the empirical data collected from the literature.
Limitation 2: Scale Development and Measurement
The scales developed for the framework were ordinal scales. No effort to
calibrate the scales against empirical evidence was conducted. This effort is a logical
extension of this research and should be considered if the framework is adopted for wider
use.
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Limitation 3: Software Development Project Domains
The research did not include completed software development projects from all
applicable domains. In order to fully describe the large field of diverse software
development projects the selection criteria included categories that were mutuallyexclusive, exhaustive, and comparable (Gening, 2001). The selection criteria were: (1)
project type in which the software development project was characterized by the
customer to whom it was delivering the software, and (2) project duration in which case
the software development project was characterized by the duration, from start to finish,
for complete d elivery of the software. The research included projects in the domain in
Figure 45.
IMPLICATIONS OF THE RESULTS
The implications o f the results of this research, for both research and practice are
addressed in the section.
Implications for Research
The results of the research study contribute to existing and future research in
several important ways. First, the study provides evidence that a systems-based
framework for software development project performance can reliably predict
development project performance. This is an important point because a framework, as an
extension of theory is tasked with representing a large variety of observational facts
(Maxwell, 1962). The development of a framework requires the same rigor as the
development of a theory and must be based on scientific inquiry. Failure to base the
development of a framework on rigorous research may limit the utility of the framework
by failing to include relevant or exclude irrelevant data. The use of a formal method for
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the development of a framework, based on systemic principles, ensures that the
framework addresses all of the relevant data and follows William Whewell’s directions
(1858):
When we inquire, what facts are to be made the materials o f Science,
perhaps the answer which we should most commonly receive would be,
that they must be True Facts, as distinguished from any mere inferences or
opinions o f our own. (p. 51)
The inclusion of only true facts is an essential element in the construction of a valid and
applicable framework. The use of a formal inductive method, as presented in Chapter 4,
ensures that the researcher is following an established and rigorous path of scientific
research; one that follows the generally accepted Canons of Science.
Second, the study provides a framework which may be used to conduct additional
research on software development projects. The ability to expand the research to projects
with different characteristics is an immediate objective. Research may be directed
toward areas in the software development domain (see Figure 45) that were not a part of
this study. Additional research in specific software industry’s and software types may be
of interest. Both areas will serve to extend the applicability and utility of the framework.
Third, the research makes a significant contribution to the body of knowledge on
qualitative research in engineering. The use o f a formal inductive method, Discoverers ’
Induction, in an engineering study is an important step in the acceptance of qualitative
methods. This is particularly important because the mechanical models in the
quantitative research methods have proven to be of very limited value in situations where
the contextual environment of the research study has had any real significance. The
increased use qualitative methods, prevalent in the sociological and psychological
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domains, in engineering studies may contribute to the understanding of a variety of realworld phenomena.
Implications for Practice
The results of the research study contribute to the practice of software engineering
and the software engineering management knowledge area (Abran & Moore, 2004). The
framework provides a systems-based instrument that may be used to evaluate and predict
software development project performance. The framework may be applied to
development project’s that are in planning, in-progress, or completed. The framework
provides a more robust framework with which the software practitioner may evaluate
software projects. The framework’s three dimensions include provisions that go beyond
the traditional measures for development processes. The framework includes measures
that address the surrounding environment, the socio-technical system, and the cybernetic
functions required to ensure system viability. The software practitioner will be able to
use the framework in a variety of modes. O f particular interest are:
The FSE Framework may be used as a pre-project design and diagnostics tool.
The prospective development project may use the FSE Framework as part of a
preparation or readiness-to-start review to understand where a project will need
assistance. The analysis may be extended to make bid/no-bid decisions based on
potential development projects.
The FSE Framework may be employed as a customer-based audit tool. A
customer can conduct a multi-level review (i.e. 3 elements, 11 areas, 60 objects) to
understand where developer may have areas for concern.
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The FSE Framework may be utilized as a project management maintenance tool.
An on-going project may use the FSE Framework to conduct an in-progress review of the
total project or an element, area, or object to better understand and indicate performance.
The FSE Framework may be used as a post-project analysis tool. The ability to
conduct a rapid post project analysis is an important but under-performed function on
software development projects. The ability to have a clear framework for capturing
performance related issues immediately after completion can contribute significantly to
the understanding of and development o f lessons-leamed.
The FSE Framework may be employed as a project or organizational-level
improvement analysis tool. Many software development organizations struggle to
understand where they should apply their limited resources in order to gain improvements
in development performance. The FSE Framework can indicate where improvement is
needed, and focus improvement efforts on the 3 element, 11 areas, or 60 objects. Once
the FSE Framework has been employed for a number of projects indicators can be
developed that show which objects, areas, and elements have the greatest effect on
project level performance. The ability to use the FSE Framework as an organizational
level strategic improvement tool has clear potential for software developers.
FUTURE RESEARCH RECOMMENDATIONS
One of the roles o f rigorous scholarly research is to provide paths for further
research. This section considers the current state of the systems and software bodies of
knowledge and the relationship to the research findings. Taken in total, these clearly
indicate fertile areas for additional research using the FSE framework. The development
and articulation of the concept of a systems-based software development project
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framework provided some substance to the notions surrounding holistic analysis.
However, there are many areas yet to be addressed by additional rigorous research. The
following areas for future research are recommended.
Future Research: Philosophical Issues
The research presented a systems philosophy that was a product of the worldview
of the researcher and the focus of the research. The research addressed the need for a
holistic approach to the complex social system called a software development project. A
system-based framework was developed to address the complex of processes required to
develop a software system. The processes were social in nature and included a rich
contextual environment that significantly affected the development performance. The
scope of the research included materials from sociology, psychology, computer science,
management, and engineering. The central philosophical question becomes:
•

Can a single systems-based framework (model) be conceived that is both
sufficiently inclusive and implementable, in order to address all aspects of the
complex social system for software development?

Future Research: Theoretical Issues
Much of the discussion in the literature and in the data presented in the research
study was focused upon trying to develop a framework to predict software development
project performance in order to transform the complex social system of software
development. A very narrow definition of software development project performance
was adopted for the dissertation (i.e. the degree to which a software development project
accomplishes its cost, schedule and business goals during the development of the
software.) However, this narrow definition did not include the performance of the
software after delivery. Future research should include moving the definition o f software
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development project performance from this narrow conceptual definition to a theoretical
level, where the definition moves to a more complete level that clearly articulates what
performance means. Specifically, the research must move forward to develop a
theoretical construct for software development project performance that establishes:
•

How is software development project performance defined? What elements of
the complex social system influence performance? How can these elements be
characterized to capture the contribution (positive or negative) to overall system
performance?

Future Research: Methodological Issues
A unique qualitative method of induction was used in this research. Discoverers ’
Induction was coupled with modem techniques (open, axial, and selective coding) to
decompose and classify empirical facts and aid in the construction of the conception.
This method relied upon the idea, where the researcher brought the idea to bear upon the
facts. It is important to note that the source of the conception from the mind of the
researcher was based upon academic training and real-world experience. Both o f these
sources served to create ideas in the mind that correspond closely enough with reality that
true theories about the real-world could be developed using these ideas as their
conceptions. This area o f qualitative research should be considered by researchers that
will be generating middle-range theory, especially if the researcher is considering using
grounded theory. As discussed in Chapter 4, being able to use an idea as the basis for the
generation o f theory is not an option in grounded theory research. Grounded theory does
not include preconceived theory at the start o f the technique, requiring the researcher to
be pure in mind, a condition that is particularly complicated to achieve when generating
theory. Specific research should be focused upon:
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•

Can Discoverers ’Induction (as updated in this research) continue to be used as a
modem method for inductively developing middle range theory when the
researcher has an ideal Further validation o f this technique would be a
substantial contribution to the field of engineering management.

Future Research: FSE Framework Issues
The FSE framework requires additional research. The validation and calibration
o f the measurement objects, and its application to additional domains are areas for further
investigation. Research questions include:
•

Can the FSE Framework be used to predict performance across all types of
software development projects?

•

Are the measurement objects included in the FSE Framework inclusive enough
and parsimoniously distributed?

•

Are the measurement object scales in the FSE framework properly calibrated?
Can a better measure be developed?

•

Can the framework be used to predict the emergence of industry specific patterns
for software development?

•

Can regression analysis be used to find correlations between framework elements
in order to further clarify the size of the framework?

SUMMARY
This chapter presented the limitations of the study, the implications of the results,
and recommendations for future research. Future research directions were proposed with
the emphasis in four areas. (1) Philosophical concepts that address the ability to use a
single framework to predict the behavior of the complex social system of software
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development. (2) The theoretical definition for software development project
performance. (3) The methodological issues surrounding the use of Discoverers ’
Induction for future qualitative research where a specific idea is used to develop theories
of the middle range. (4). Extension of work on the FSE Framework with attention on the
validation and calibration of the measurement objects, and its application to additional
software development project domains.
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APPENDIX B: GUIDELINES FOR THE OUTSIDE EXPERT
ROLE OF THE EXPERT REVIEWER
The Purpose of the Review
The review conducted by the expert is a one-time feedback loop to verify that the
literature review has captured all of the relevant information. The observed and collected
facts will serve as the source of empirical data for the inductive development of the
framework; providing an appropriate range o f ideas, concepts, and theories. The
observation and collection of empirical facts has a direct affect on the validity of the
inductively developed framework, which “. . . depends primarily on the quality of the
data base from which the inductive inferences were derived.” (Sutherland, 1973, p. 168)
The use of an expert, outside of the researcher, is intended to decrease research
risk by ensuring that the information selected by the researcher is adequate enough to
provide a firm foundation for the induction. The verification guidelines for the review
conducted by the outside expert are based on his training, education, experience, and
personal expertise in systems and software development. Electronic copies of all articles
cited were provided to the expert on an accompanying CD-ROM.
EMPIRICAL FACTS FOR THE RESEARCH
Schema for the Literature Review
The multi-disciplinary nature of software development project management
requires the inclusion of a variety of scholarly literature from the management,
information systems, software, and systems fields of study. The literature search
included appropriate scholarly journals in the fields associated with the research purpose
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and primary research questions. As stated, the sources included in the schema were from
a wide variety o f disciplines and include the scholarly journals listed in Exhibit 1.
Discipline
Dissertations
Management
Management
Management
Management
Management
Management

Management
Management
Management
Management
Software
Software
Software
Software
Software
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Information
Science
Systems
Systems
Systems
Systems
Systems
Systems

Journal Title
Doctoral Dissertations
International Journal o f Project
Management
Journal o f Operations
Management
Engineering Management Journal
Project Management Journal
European Journal o f Operational
Research
European Management Journal
International Journal o f
Operations & Production
Management
Journal o f General Management
Harvard Business Review
Management Science
Communications o f the ACM
Journal o f the ACM
IEEE Computer
IEEE Transactions on Software
Engineering
IEEE Software

ISSN
N/A

Article Retrieval Source
Digital Dissertations

0263-7863

Science Direct

0272-6963

Science Direct

1042-9247
8756-9728

ABI/INFORM Global (Proquest)
ABI/INFORM Global (Proquest)

0377-2217

Science Direct

0263-2373

Science Direct

0144-3577

ABI/INFORM Global (Proquest)

0306-3070
0017-8012
0025-1909
0001-0782
0004-5411
0018-9162

Business Source Premier (EBSCO)
Business Source Premier (EBSCO)
Business Source Premier (EBSCO)
ACM Digital Library
ACM Digital Library
IEEE Digital Library

0098-5589

IEEE Digital Library

0740-7459

IEEE Digital Library

Decision Sciences

0011-7315
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Exhibit 1: Scholarly Journals in Literature Review
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A clear distinction has been made between published literature that is founded on
empirical research and that which has been published with no empirical basis, with the
latter excluded from the review.
The scholarly journals selected for the literature review were included to describe
the theoretical perspectives and previous research findings related to the research
purpose. Exhibit 1 includes the primary scholarly journals in management, software,
information systems, and systems. Journal articles related to the research purpose were
classified within four areas:
1. Systems principles,
2. Systemic improvement frameworks for software development,
3. Application o f systems principles to software development, and
4. Software development project performance.
A scholarly review and a concise report of the findings and themes present in the
literature were conducted. Exhibit 2 depicts the schema for the literature review and how
the wide body of knowledge was narrowed to support the development of a generalizable
assessment framework for software systems development. Exhibit 2 also shows how the
245 screened abstracts were distributed among the four focus areas. It also shows how
the literature was synthesized to a document database of 34 applicable scholarly articles.
Synthesis of the Literature
A review of literature on systems principles, systemic improvement frameworks
for software development, application of systems principles to software development, and
software development project performance was conducted. It focused on empirical
studies that could contribute to the research and provide a solid foundation for the
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Information

Systems
Theory

Management
Theory

Systems
Theory

SWEBOK

PMBOK

245 Screened Articles
Purpose

36 Articles

swDevelopment/ jqo Articles

Systems
Principles

103 Article:

Project
/
Performance /
Application of Systems
Principles to SW
6
Development
Systemic Improvement
Frameworks for
SW Development

Articles

Literature Review
L Breadth
2. Synthesis
3. Critique

’f

Literature
Threads

iilii
34 Articles

Document
Database of
Articles

Exhibit 2: Schema for Literature Review

development of the theoretical framework for software development. Exhibit 3 presents
the 34 citations, each have some bearing on the research and are intended to relate theory
and practice to the principal research questions.
Exhibit 3 also shows the gap in the literature surrounding the application of
systems principles to software development which serves as the focal point for the
research. The purpose o f the research is to develop and apply a systems-based
framework for the analysis of software development project performance. The
framework will provide the conceptual basis for understanding the context surrounding
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West (2004)
X
Bohr (1928,1937)
X
Simon (1955,1956)
X
Ackoff (1979a, 1979b); Keating, Kauffmann
X
& Dryer (2001)
Hitch (1953)
X
Ashby (1956); Conant & Ashby (1970)
X
Beer (1984), Espejo (2004) and Yolles (2004)
X
Walton (2004); Ramsay, Boardman & Cole
X
(1996)
Shani, Grant, Krishnan & Thompson (1992);
Shani & Sena (1994); Jacobs, Keating &
X
Fernandez (2000)
CMM®, CMMI®
X
ISO/IEC 12207
X
Boloix & Robillard (1995)
X
Iivari, Hirschheim & Klein (1998)
X
Hirschheim, Klein & Lyytinen (1996)
X
Jiang, Klein, Hwang, Huang & Hung (2004)
X
Dyba (2005)
X
Bai & Lindberg (1999)
X
Bennetts, Wood-Harper & Mills (2000)
X
Banker & Kemerer (1992)
Keil & Robey (1999); Keil, Mann & Rai
(2 0 0 0 )
Aladwani (2002)
Wallace, Keil & Rai (2004)
Jones (2004)
Exhibit 3: Literature Relationship to Research Purpose

X
X
X
X
X

software development projects, but will also support the development of formal
methodologies that can be used by software practitioners to improve software
development project performance.
The strength of the framework will be derived from being grounded in the
theoretical constructs derived from the application of systems theory. Development of
the framework will use Discoverers ’ Induction, with the categories, attributes,
relationships, and dimensions of the framework drawn directly from the 34 scholarly
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articles in Exhibit 3. Five important threads have been drawn from the synthesis of the
literature.
1. A number o f systems-based principles and concepts exist in the literature that
can be applied to the research questions.
2. Systems-based methods and models exist that may be adequate to holistically
describe the software development process.
3. Few existing software development frameworks and/or methodologies address
the overall development process holistically.
4. There has been limited appli cation of systems principles to the problems
associated with software development.
5. The literature on software development project performance does not address
the root causes o f poor performance.
Critique of the Findings
The review o f the body o f literature shows that a gap exists in the application of
systems principles to software development and the need for additional empirical
research. The gap shows a failure to treat software development projects as an organized
or complex whole; a system. The software engineering community has been unable to
coherently integrate their knowledge of the individual software development and
management processes (sub-systems) in order to better understand the overall socio
technical system in which each of the development and management processes exists.
Notable exceptions are the work o f Abdel-Hamid (1984, 1988, 1992, 1993,1996), AbdelHamid & Madnick (1989, 1990, 1991), Thayer (1979, 1997, 2002), Thayer &
Christensen (2002), Thayer & Dorfrnan (2002), and Sengupta & Abdel-Hamid (1996)
who have approached the management o f software development projects from a holistic,
systemic perspective. An early text on software engineering includes the following
statement (Jensen & Tonies, 1978):
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There is much attention on individual phases and functions o f the software
development sequence, but little on the whole life cycle as an integral,
continuous process - a process that can and should be optimized, (p. 25)
They go on to state:
A systems treatment o f the whole process from conceptual stage through
product installation and operation is needed, (p. 25)
Since these statements were made limited research has been conducted on the integrated
software development life-cycle process. In fact, the widely accepted literature on
software process improvement provides conflicting advice. O f particular concern is the
widespread adoption and implementation of the Software Engineering Institute (SEI)
Capability Maturity Model (CMM®) and the Integrated CMM® (CMMI®). The SEI
CMM® and CMMI® have been used as frameworks for assessing an organization’s
ability to produce software as well as a de facto software development standard. CMM®
and CMMI® assessments routinely evaluate software development projects and
organizations by reviewing the individual processes that are described in the CMM® or
CMMI®, without regard for the integrated process. The CMM® and CMMI® and their
associated assessment methodologies, run contrary to the Systems Principle o f
Suboptimization, where optimization o f the individual software development and
management processes occur at the expense o f the larger software development project
(system).
A new holistic, systemic view may reveal a better way to look at performance.
The application of basic systems principles, within a structured systemic framework for
software development, may provide insight into the failure to achieve overall software
development project (system) improvement despite improvements within a number of the
individual software development processes (sub-systems).
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Observation and Collection of Facts for the Induction
The detailed literature review conducted in Chapter 2 synthesized the real-world
facts relevant to software development project performance to the list presented in
Exhibit 4.
Five Predominant Threads

1. A number of systems-based principles and
concepts exist in the literature that can be
applied to the research questions.
V Principle of complementarity,
S Principle of satisficing,
S Principle of sub-optimization,
v' Principle of minimum critical
specification
V Concept of context
2. Systems-based methods and models exist
that may be adequate to holistically describe
the software development process.
S The Viable Systems Model

V
V

Banathy’s three-lens model
Sociotechnical Systems

v" Other methods
3. Few existing software development
frameworks and/or methodologies that address
the overall development process holistically.
■S Frameworks

V

Methodologies

4. There has been limited application of
systems principles to the problems associated
with software development.
5. The literature on software development
project performance does not address the root
causes of poor performance.

References in Extant Literature

•

West (2004)

•
•
•
•

Bohr (1928)
Simon (1955,1956)
Hitch (1953)
Chems (1976, 1987)

•
•

Ackoff (1979a, 1979b)
Keating, Kauffmann & Dryer (2001)

•
•
•
•
•

•

Beer (1984)
Espejo (2004)
Yolles (2004)
Walton (2004)
Shani, Grant, Krishnan & Thompson (1992);
Shani & Sena (1994); Jacobs, Keating &
Fernandez (2000)
Ramsay, Boardman & Cole (1996)

•
•
•
•
•
•
•
•
•
•
•

Sheard (2001,2002)
CMM®, CMMI®
ISO/IEC 12207
Humphrey (1995, 1996a, 1996b, 2000)
Boloix & Robillard (1995)
Iivari, Hirschheim & Klein (1998)
Hirschheim, Klein & Lyytinen (1996)
Jiang, Klein, Hwang, Huang & Hung (2004)
Dyba (2005)
Bai & Lindberg (1999)
Bennetts, Wood-Haiper & Mills (2000)

•
•
•
•
•
•

Banker & Kemerer (1992)
Keil & Robey (1999)
Keil, Mann & Rai (2000)
Aladwani (2002)
Wallace, Keil & Rai (2004)
Jones(2004)

Exhibit 4: Decomposed Facts for the Inductive Process
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Outcome of the Review
The researcher anticipates that the expert will, upon completion o f his review, (1)
provide comments on selected articles, and (2) recommend additional scholarly articles
from the literature that will add depth and provide increased understanding useful in the
development of the framework.
The remaining pages of this Appendix have space for the expert reviewer to
comment on selected articles and to recommend supplementary readings. The completed
Appendix will become research data and the recommendations will be included as
additional extant literature for the induction.
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Thread Area
1. A number of systems-based principles
and concepts exist in the literature that can
be applied to the research questions.
V Principle of complementarity,
V Principle of satisficing,
S Principle of sub-optimization,
S Principle of minimum critical
specification
■S Concept of context (1)
■/ Concept of context (2)
2. Systems-based methods and models exist
that may be adequate to holistically describe
the software development process.
S The Viable Systems Model (1)
V The Viable Systems Model (2)
S The Viable Systems Model (3)
V Banathy’s three-lens model
V Other methods (1)
✓ Other methods (2)
3. Few existing software development
frameworks and/or methodologies that
address the overall development process
holistically
S Frameworks
S Frameworks
V Frameworks
■/ Frameworks

Expert Reviewer Comments

West (2004)
Bohr (1928)
Simon (1955, 1956)
Hitch (1953)
Chems (1976, 1987)
Ackoff (1979a, 1979b)
Keating, Kauffrnann & Dryer (2001)

Beer (1984)
Espejo (2004)
Yolles (2004)
Walton (2004)
Nakamori & Sawaragi (2000)
Ramsay, Boardman & Cole (1996)

Sheard (2001, 2002)
CMM®, CMMI®
ISO/IEC 12207
ISO/IEC 90003
ISO/IEC 15504
Humphrey (1995, 1996a, 1996b, 2000)
Boloix & Robillard (1995)
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S Frameworks
S Frameworks
■S Frameworks

Scholarly Article
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Thread Area
■S Methodologies
S Methodologies
S Methodologies
■S Methodologies
S Methodologies
4. There has been limited application of
systems principles to the problems
associated with software development.

Scholarly Article
Iivari, Hirschheim & Klein (1998)
Hirschheim, Klein & Lyytinen (1996)
Jiang, Klein, Hwang, Huang & Hung
(2004)
Dyba(2005)
Turner & Boehm (2003)

Bai & Lindberg (1999)
Bennetts, Wood-Harper & Mills (2000)
5. The literature on software development
project performance does not address the
root causes of poor performance
Banker & Kemerer (1992)
Keil & Robey (1999)
Keil, Mann & Rai (2000)
Aladwani (2002)
Wallace, Keil & Rai (2004)
Jones(2004)
Additional Scholarly Article 1
Additional Scholarly Article 2
Additional Scholarly Article 3
Additional Scholarly Article 4

Expert Reviewer Comments
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APPENDIX C: GUIDELINES FOR THE PANEL OF EXPERTS
ROLE OF THE PANEL OF EXPERTS
The purpose o f the verification is to ensure that the completed framework

..

looks like it measures what it was intended to measure” (Nunnally, 1967, p. 99) prior to
the formal validation with the real-world case studies. By occurring prior to the formal
validation it allows the researcher to incorporate the comments of experts prior to the
case study validation, increasing the validity of the inductive process, the stability of the
framework, and the external validity and transferability of the research.
THEORETICAL BACKGROUND FOR THE VERIFICATION
The post-development external verification process used by the panel of experts is
based on the work o f Ahire & Devaraj (2001) who recommend using both content and
face validation criteria. Exhibit 5 provides expanded definitions of both content and face
validation; the two validity checks most commonly used at the completion of the
development phase for measurement instruments.
Three key features are addressed when evaluating a theoretical framework.
1. Boundaries o f the Framework
The 1st feature addresses the boundaries of the framework and where the framework is
expected to be effective. This is called the domain and is defined as “. . . the territory
over which we can make truth statements about the framework, and therefore, about the
values o f the units composing the framework.” (Dubin, 1978, pp. 134-135) “There is an
inverse relationship between the number of boundary-determining criteria employed in a
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model and the size o f the domain owned by the model.” (Dubin, 1978, p. 134) This must
be
Validity Check
Content Validity

Definition
• “The degree to which an empirical measurement reflects a
specific domain of content (Carmines & Zeller, 1979, p. 20)”
• “The representativeness or sampling adequacy of the content the substance, the matter, the topic - of a measuring instrument
(Kerlinger & Lee, 2000, p. 667)” “Content validation, then, is
basically judgmental. The items of a test must be studied, each
item being weighed for its presumed representativeness of the
universe. This means that each item must be judged for its
presumed relevance to the property being measured, which is no
easy task. Usually other competent judges should judge the
content of the items. The universe of the content must, if
possible, be clearly defined; that is, the judges must be
furnished with specific directions for making judgments, as well
as with the specification of what they are judging (Kerlinger &
Lee, 2000, p. 6 6 8 ).”
Face Validity
• “Concerns the extent to which an instrument looks like it
measures what it is intended to measure (Nunnally, 1967, p.
99).” “Face validity concerns judgments about an instrument
after it is constructed.. . . Face validity can be considered one
aspect of content validity, which concerns an inspection of the
final product to make sure nothing went wrong in transforming
plans into a completed instrument (Nunnally, 1967, p. 99).”
• “Face validity is not validity in the technical sense. It refers to
what the test appears to measure. Trained or untrained
individuals would look at the test and decide whether or not the
test measures what it was supposed to measure. There is no
quantification of the judgment or any index of agreement that is
computed between judges (Kerlinger & Lee, 2000, p. 6 6 8 ).
Exhibit 5: Post-Development Validity Checks for Measurement Instruments

related to the stated intention to work with theories o f the middle range (Merton, 1968).
“The sense or meaning that can be given to the term theories o f the middle range is that
they are models having not too few and not too many boundary-determining criteria.”
(Dubin, 1978, p. 135) The boundary conditions may include the following:
•

a theoretical strategy upon which the framework is based

•

a formal method for constructing the framework

•

a position on the theoretical continuum

•

the real-world domain within which it will be applied

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

353

2. Utility of the Framework
The 2nd feature is concerned with the utility o f the framework. Utility addresses
the question what makes this framework useful! This is what Maxwell (1962) calls the
conditions of adequacy of the framework. In the most basic sense the framework’s role is
to report, explain and predict the facts concerning the phenomena under consideration.
Maxwell provides an elegant statement when he states: “A framework allows us to
express a greater number and a larger variety of observationalfacts - and this is crucial to explain these facts (1962, p. 136).” Bacharach (1989) tabulates the characteristics of
utility presented in Exhibit 6.
Characteristics
Variables

Utility
Variable scope'. Variables must sufficiently although
parsimoniously tap the domain of the constructs in question.
Constructs
Construct scope: Constructs must sufficiently although
parsimoniously tap the domain of the phenomenon in
question.
Explanatory potential
Explanatory potential: Establishes the substantive meaning
of constructs, variables, and their linkages.
Predictive adequacy
Predictive adequacy: Validates substantive meaning by
comparing it to empirical evidence.
Exhibit 6 : Utility Characteristics for the Framework

3. Pragmatic Factors and the Framework
The 3rd feature addresses the usefulness of the framework. Usefulness must
answer the question why is this framework more useful than another? The question
addresses the concerns that arise when more than one framework exists. Bacharach
(1989), Maxwell (1962), and Whetten (1989) answer the question by citing a number of
pragmatic factors that affect frameworks in Exhibit 7.
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Pragmatic Factors
Logic underlying the Framework

Elements
The framework must convince others that
the propositions make sense.
• Useful guide for research.
• Provides a framework for interpreting
patterns, or discrepancies in empirical
observations.
• Explains how, when, and why certain
relationships exist in the empirical data.
Simplicity
Ease of comprehension, communication,
computations and other inferential
manipulations.
Aesthetic Considerations
Idiosyncratic tastes and a language
relevant for users of the framework.
Exhibit 7: Pragmatic Factors Affecting Frameworks

CRITERIA FOR EVALUATING THE FRAMEWORK
The panel of experts will use the following criteria when evaluating the
framework. The criteria have been formatted as specific questions for the panel of
experts to address.
Boundaries o f the Framework. The framework will be an approximation o f theory
on the theoretical continuum; a theory of the middle range. The boundaries are as
follows:

1.

Has the framework been developed using an inductive method?

2.

Has the framework development been based upon perspectives and
solutions founded on systems principles?

3.

Has the framework development used a generalizing theoretical strategy
based on empirical data and ensures generalizability and transportability?

4.

Is the framework applicable to the full-range of worldwide software
development projects and remain unconstrained by the rapid evolution of
associated development mechanics (languages, analysis and design
methods, applications, etc.)?
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5.

Does the framework apply to software development projects of all
durations?

6.

Can the framework address software development projects contracted with
either government or commercial customers?

Utility o f the Framework. The framework’s purpose is to report, explain and predict
the facts concerning software development projects. The characteristics for
evaluation are:
7.

Do the measurement objects (i.e. variables) parsimoniously tap the domain
of the constructs that they support?

8.

Do the constructs (functions, structure, and environment) sufficiently and
parsimoniously tap the software development project domain?

9.

Has the framework established a substantive meaning and linkage between
the measurement objects (i.e. variables) and the constructs?

10.

Does the framework use empirical evidence (from the measurement
objects) to validate predictive meanings?

Pragmatic Factors o f the Framework. The framework must answer the question
why is this framework more useful than another? The characteristics for evaluation
are:
11.

Can the framework interpret patterns or discrepancies in empirical
observations (i.e. measurement objects)?

12.

Is the framework a useful guide for continued research?

13.

Can the framework be easily comprehended and communicated by the
software engineering profession?

14.

Does the framework involve simple computations and other inferential
manipulations?

15.

Is the framework presented in a language relevant to the software
engineering profession?
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ELICITATION METHOD
The elicitation method will be a modified Delphi situation in which each panel
expert, isolated from one another and the researcher provides judgments on the 15
verification criteria from the previous section. The judgments will be made against the
framework as presented in the section from Chapter 5 entitled Inductive Development o f
the Framework fo r Software Development Project Performance. The mode of response
will have each expert panelist complete the verification form at the end of this section.
The completed verification forms from the panel of experts will become research data
with recommendations serving as sources o f change for the framework. Because the
panel o f experts will be of limited size, formal statistical measures (Cohen, 1960;
Lawshe, 1975) required to correlate the judgments of the panel will not be required.
OUTCOME OF THE REVIEW
The verification guidelines for the review conducted by the panel of experts are
contained in the following section. The researcher anticipates that the panel of experts,
isolated from one another and the researcher, will provide judgments about and
recommendations to the framework that will add clarity to the study. The additional
understanding gathered from the panelists ensures the plausibility of the framework. The
specific recommendations of the panelist’s will become research data and serve as
sources o f change for the framework.
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Verification Criteria
1. Has the inductive method used to develop the framework clearly
related the empirical data used for the induction to the development of
the theoretical concepts and resulting constructs?
2. Has the framework development been based upon perspectives and
solutions founded on systems principles?
3. Has the framework development used a generalizing theoretical
strategy based on empirical data and ensures generalizability and
transportability?
4. Is the framework applicable to the full-range of worldwide software
development projects and remain unconstrained by the rapid evolution
of associated development mechanics (languages, analysis and design
methods, applications, etc.)?
5. Does the framework apply to software development projects of all
durations?
. Can the framework address software development projects
contracted with either government or commercial customers?
6

7. Do the measurement objects (i.e. variables) parsimoniously tap the
domain of the constructs that they support?
8 . Do the constructs (functions, structure, and environment)
sufficiently and parsimoniously tap the software development project
domain?

9. Has the framework established a substantive meaning and linkage
between the measurement objects (i.e. variables) and the constructs?

Panelist’s Comments
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Verification Criteria

Panelist’s Comments

10. Does the framework use empirical evidence (from the
measurement objects) to validate predictive meanings?
11. Can the framework interpret patterns or discrepancies in empirical
observations (i.e. measurement objects)?
12. Is the framework a useful guide for continued research?
13. Can the framework be easily comprehended and communicated by
the software engineering profession?
14. Does the framework involve simple computations and other
inferential manipulations?
15. Is the framework presented in a language relevant to the software
engineering profession?
Additional Comment Number 1

Additional Comment Number 2

U>
oo
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APPENDIX D: LITERATURE VERIFICATION COMMENTS FROM THE OUTSIDE EXPERT
Thread Area

Scholarly Article

Area 1. A number of systems-based
principles and concepts exist in the literature
that can be applied to the research questions.

West (2004)

Area 2. Systems-based methods and models
exist that may be adequate to holistically
describe the software development process.
The Viable Systems Model (1)
Area 3. Few existing software development
frameworks and/or methodologies that
address the overall development process
holistically: Frameworks
Area 3. Few existing software development
frameworks and/or methodologies that
address the overall development process
holistically: Frameworks
Area 3. Few existing software development
frameworks and/or methodologies that
address the overall development process
holistically: Methodologies

Beer (1984)

Additional Scholarly Article 1

Weinberg (1988) Rethinking Systems
Analysis & Design

Additional Scholarly Article 2

Systems Engineering (Sage 1992) and
Software Systems Engineering (Sage and
Palmer, 1990)

CMM®, CMMI®

ISO/IEC 12207

Turner & Boehm (2003)

Expert Reviewer Comments
Are there other principles that you haven’t chosen to include - e.g.,
The Principle of Minimum Dissipation or the Law of Requisite
Variety?
You may wish to cite Beer’s first major work, Cybernetics and
Management, English Universities Press, 1959. His VSM model is
an outgrowth of a lot of previous work.
CMMI is also being touted as a systems approach - although it is
not an integrated one.

Note: ISO/IEC 12207 is moving much closer to a systems
engineering approach to software systems. Be aware of that.

You may want to mention the recent “agile” software development
movement that does take a bounded systems view to development
vs. the more open-ended approach of traditional software
development practices. See Jim Highsmith’s work in this area.
You may want to take a look at Gerry Weinberg’s work. He has
advocated a systems approach to software development.
I think you have to mention the body of work created by Andrew
Sage who was one of the first to really try to bring systems and
software engineering together in some meaningful, integrated way.

359
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Thread Area
Additional Scholarly Article 3

Additional Scholarly Article 4

General Comment

Scholarly Article
Systems Engineering: Fundamental
Limitations by A. Sage, Proc. Of the
IEEE, Vol. 69, No. 3 May - June 1986
General Systems Theory (Ludwig von
Bertalanffy, 1968)

Expert Reviewer Comments
May be a good paper to review to see what systems engineering
cannot do - another point that you need to mention somewhere.
Bertalanffy is not well known in the US, but some say is the
founder of systems theory. You have him listed in figure 2, but I
think that he is more than just a link into general systems theory/
You need to define very clearly what is meant by software
development project performance - here it is implied to mean cost,
schedule and technical performance AS SPECIFIED during
development - not operations. You need to be very clear as to what
is and is not considered in your work. Be careful to point out that
you are not considering system performance in operation, and that
you understand that a system may be developed in budget,
schedule, and as specified, but still may not operate effectively once
fielded.

On

O
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APPENDIX E: FRAMEWORK VERIFICATION COMMENTS FROM THE PANEL OF EXPERTS
Evaluation Criteria

Comments from Panel of Experts

Boundaries o f the Framework
1. Has the inductive method used to
develop the framework clearly
related the empirical data used for
the induction to the development of
the theoretical concepts and
resulting constructs?

Panelist 7: Yes - well constructed links are evident. Panelist 2: The method used provides a clear connection between the
source data and the five hierarchical elements of framework structure - open-coded nodes, subcategories, categories,
concepts and the theory. While the relationships are articulated in the description of the framework development, it is
recommended that the researcher avoid phrases such as “... themes or subcategories that the researcher felt had
significance for the construction of the framework..." and “...the effort and intuition required...” which may suggest a
higher element of subjectivity than is suggested in the description of the process. Panelist 3: The inductive approach
seemed clearly and comprehensively developed and pursued. Inductive process elements such as the use of NVivo and
conventional schemes such as open and axial coding, coupled with the use of accepted, ISO/IEC and other standards
made a powerful case that necessary linkages had been made from data through all key, framework elements.
Panelist 1: Yes - the framework appears sound from a systems perspective. Panelist 2: Svstems principles were clearlv
foundational in the construction of the framework as developed and defined. Panelist 3: The reference material identified
and the explanations given for its use in and pertinence to the framework made clear the fundamental role that systems
principles played in framework development.
Panelist 1: Yes - the framework has been generalized using the appropriate approach Panelist 2: The basis for the
development of the framework for SW development project performance included a broad sampling of the literature
within the field under study and the methodology utilized in analysis of the empirical data ensured that, to the greatest
degree possible, the results were generalizable and transportable. Panelist 3: Framework structure seems faithfully
aligned with systems theory precepts such as those espoused by von Bertalanffy, therefore ensuring its generalizability.
The development process described in provided material reflects a strongly purposeful effort to afford generalizability
and transportability without which the framework would seem useless on functional grounds. Even the application of
ordinal scales to the lowest level of framework entities promoted generalizability and transportability.
Panelist 1: Partiallv - this reviewer believes that the framework developed is most effective for larger scale fl million
lines of code and above) projects that require significant management/administrative overheads (in the range of 15% to
25% of cost). For smaller, agile based developments, this reviewer does not believe that the framework would be as
applicable. In addition, while the framework is applicable to current accepted standards of practice, there are new
techniques on the horizon such as lean development of software that may not fit as well across the framework. Neither of
these two limitations invalidates the general approach taken, however.

2. Has the framework development
been based upon perspectives and
solutions founded on systems
principles?
3. Has the framework development
used a generalizing theoretical
strategy based on empirical data and
ensures generalizability and
transportability?

4. Is the framework applicable to the
full-range of worldwide software
development projects and remain
unconstrained by the rapid evolution
of associated development
mechanics (languages, analysis and
design methods, applications, etc.)?

U)

ON
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Evaluation Criteria
4. (continued)

5. Does the framework apply to
software development projects of all
durations?

6. Can the framework address
software development projects
contracted with either government
or commercial customers?

Utility o f the Framework
7. Do the measurement objects (i.e.
variables) parsimoniously tap the
domain of the constructs that they
support?

Comments from Panel of Experts
Panelist 2: The framework develooed in this research is broadlv annlicable across the full spectrum of software
development. It is not constrained to development efforts within any particular functional area or development
environment. The general nature of the framework ensures that it will remain broadly relevant and applicable in
software development for the foreseeable future regardless of innovations in tools and methods applied. Panelist 3: Per
the arguments made for (3), the framework seems independent of software development mechanics.
Panelist 1: Partiallv - as commented above, the longer the project (a minimum of 12 - 18 months in duration) the more
the framework appears to this reviewer to be applicable. Panelist 2: The framework is applicable to projects of anv size,
however, the return on investment from applving the framework on small/short-term projects is questionable. Panelist
3: Temporal considerations - including those that might be pertinent to issues regarding project duration - seem woven
throughout framework elements. For example, framework elements address temporally pertinent, Life Cycle Support
and Life Cycle Documentation factors, while temporal concerns more precisely associated with development processes
per se were evident in framework elements such as cost, schedule pace, and material and capital fund related measures.
Panelist 1: Yes - as long as the different success factors are explicitly accounted for. Commercial projects are measured
generally on a financial ROI or on a value returned to the shareholders. Government projects generally have nonfinancially based measures of success and criteria for their initiation. Furthermore, government projects tend to require
greater process compliance with standards (CMMI & 12207) than commercial firms do. Panelist 2: The frame work is
customer/user independent. It has applicability in both the public and private sector, but possibly for different reasons.
In the case of government development efforts, the framework could be used to give government program managers a
sense of the level of performance for a set of development efforts. In the private sector, where profitability is the key
metric, the framework could be used to differentiate which efforts were providing the greatest return for the
development dollar. Panelist 3 : The framework plainly addressed each of those customers, and probably in terms
general enough to justify the identical measurement criteria associated with the different two distinct stakeholders.
Panelist 7: Yes - measurement objects tap the domain constructs thev support. There mav be disagreements about some
of the specific definitions (e.g., Table 13, INTL Measurement Criteria; it could be argued that political events should be
captured in this table as well). However, given the data analysis, the inductive approach taken, the need to limit the size
of the measures, the identified measurement objects seem reasonable. Panelist 2: The framework as constructed ensures
parsimony in how the measurement objects were developed. The framework appears to provide a set of necessary and
sufficient measures of project performance. Panelist 3: Perhaps, in fact probably so. though I did come awav from the
entire review with a feeling that the framework’s application might be quite manpower intensive. That’s not to say a
manpower-intensive framework isn’t required to do the job (i.e., to have the utility - your definition - you say it should),
but I cannot help but wonder if fewer variables might not be adequate for the task; a question you could possibly answer
by applying sensitivity analysis to the two case studies you anticipate in your second phase of research.
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Evaluation Criteria

Comments from Panel of Experts

8. Do the constructs (functions,
structure, and environment)
sufficiently and parsimoniously tap
the software development project
domain?
9. Has the framework established a
substantive meaning and linkage
between the measurement objects
(i.e. variables) and the constructs?
10. Does the framework use
empirical evidence (from the
measurement objects) to validate
predictive meanings?

Panelist 1: Yes - these three constructs provide feasible and adequate coverage. Panelist 2: The analysis and coding
process employed in the methodology ensured parsimony in the development of the constructs. The aggregation of
concepts from the data into higher level concepts ensured the simplest conceptual construction. Panelist 3 I feel better
about the balance of sufficiency and parsimony you’ve struck here than I do about the same balance (or imbalance)
reflected at the variable level.
Panelist /: Yes - thev are meaningful and material. Panelist 2: The linkage between the constructs and the
measurement objects is very clearly articulated in the description of the framework and collectively provide a
comprehensive depiction of all of the elements of software development projects that collectively contribute to overall
performance. Panelist 3\ Clearly.
Panelist 1: As noted previously, there is some necessarv judgment needed here on part of the researcher to choose which
are the most appropriate. In this reviewer’s opinion, the framework uses sufficient empirical evidence to validate
predictive meanings. Panelist 2: The reflexivitv between the constructs and the measurement objects provides the
necessary predictive adequacy for the framework. The researcher ensured that these relationships were well supported
by the empirical data collected during the research. Panelist 3 :1 believe it mav well, though I have one major concern
about the measurement criteria that could affect framework validity: while I understand all Keil & Robey referenced
justifications you’ve invoked to establish certain of your resource measurement criteria, I do not agree believe that two
of them cover all the bases they should. Your first (owners and shareholder boards) and second (external management)
factors related to resources key only upon the goodness that might be associated with owners, stakeholder boards, and
external managers staying out of the way of project development processes. Might there not be some goodness in the
involvement of those communities? If there is - and I’d be mighty reticent to say there’s not, if I were you - your
criteria seems in no way able capture it. Did I miss something?

Pragmatic Factors o f the
Framework
11. Can the framework interpret
patterns or discrepancies in
empirical observations (i.e.
measurement objects)?

Panelist 7: The framework provides a basis for pattern interpretation and observed discrepancies. However, it is not
entirely clear how well patterns identified will be linked to sources of risks or problems. Linkages/interconnections
among constructs that can show cause - effects are suspect. The framework may be very good at showing recurring
symptomatic issues, but not svstemic causative risk/problem issues in the case studies. Panelist 2: The framework does
provide the ability to interpret patterns or discrepancies in empirical observations. The relationships between the
framework, the constructs, the measurement concepts, and the measurement attributes allow a user of the framework to
draw higher-level conclusions about project performance than would not be readily attainable from empirical
observation alone... without the framework. Panelist 3 :1 think it would do a good job of that.
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Evaluation Criteria

Comments from Panel of Experts

12. Is the framework a useful guide
for continued research?

Panelist 1: Definitely ves. Panelist 2: The framework provides a worthwhile piece of constructive research that makes a
valuable contribution to the general project management body of knowledge in the assessment/evaluation of project
performance, with specific contribution in the area of software engineering/development project performance (an area
where such an evaluation methodoloev is needed). Panelist 3: The framework is obviously well-conceived and quite
clearly explained, though - and, here again, maybe I missed something - the one possible weak point of conception I
noted rests with a lack of rationale for many of your variable measures and associated descriptors. Those seem to have
been products of the researcher’s imagination, a tool you do state to have used, and convincingly so, in general terms
early in chapter 5, but never specifically addressed as justification for any measures. If some of your measures and
descriptors are researcher-generated, they alone would certainly beg for further research. On a grander scale, I’m sure
we’d all concede that the framework could afford a level of exercise exceeding the two case studies you plan with your
balance of work.
Panelist 7: This reviewer believes so, although systems engineers would more likelv understand it than software
engineers. Panelist 2: The logical flow of the framework and method used for measurement and assessment should be
easilv understood bv those who work within the software engineering/development domain. Panelist 3: “Comprehended
by”.. .yes, absolutely. “Communicated by”... if that’s what you truly meant, the answer would depend on software
professionals’ level of expertise with your framework’s foundational elements of systems science and the tools of
inductive reasoning you used to emplace systems principles et al within the framework... and you could justifiably
forecast that answer, then, to be “no.” If, on the other hand, what you meant was “Communicated to the software
engineering profession,” then I’d say you’re squarely back in “yes” -land.
Panelist 7: Yes - there is nothing computationally complex (although it could easilv made so!!) Panelist 2: The
framework provides an approach that is not overly complicated in the level of mathematical understanding required for
its use. Panelist 3: The measure values are simple, seem appropriate (don’t forget mv comment for (12), however), and
are simple to manipulate, particularly since the researcher has taken care to construct scales of good and bad things in
commensurable fashion, i.e., the “baddest” evaluations of bad things garner fewest points on applicable scales, whereas
“bestest” evaluations of good things garner most points on scales applicable to good things... so everyone lives happily
ever after, with goodness always on the right and badness always on the left (a quite unsettling circumstance for us
southpaws, by the way!), with bad stuff gaining few points and good stuff gaining many points!
Panelist 7: Yes - but again, the systems engineering communitv mav find it of more value. Panelist 2: Because it is
based on a broad spectrum of literature, much of which is drawn specifically from the software engineering domain, the
framework is presented in language that is both relevant to and easily integrated by those working in the software
engineering/development domain. Panelist 3 :1 believe that the software engineering communitv would: readily identify
with language used to describe framework variables; likely readily concede an understanding of your highest construct
level components of “functions,” “structure,” and “environment” without too much fuss, and have the most difficulty
understanding - and therefore, implementing - your 15 constructs. Bottom line answer, though, would have to be
“yes”.. .they’d figure out what they needed.. .probably!

13. Can the framework be easily
comprehended and communicated
by the software engineering
profession?

14. Does the framework involve
simple computations and other
inferential manipulations?

15. Is the framework presented in a
language relevant to the software
engineering profession?
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Evaluation Criteria
Additional Comment 1

Additional Comment 2

Additional Comment 3

Additional Comment 4
Additional Comment 5

Additional Comment 6

Comments from Panel of Experts
Panelist 1: There is an issue that needs to be addressed in terms of the research’s limitations. The focus is on software
development only, and success is defined as being within cost/schedule/technical requirements. However, this presumes
that the original estimates of these three parameters are correct measures of success. In practice, especially in larger
developments, original estimates are always incorrect. In fact, success in government IT projects is deemed by OMB to
be within 10% of the original estimates. The framework does not address poor estimation practice - is this considered to
be part of development, or something else? For instance, external or internal forces (competitor pressure, organizational
politics, etc.) may influence an estimate greatly. Furthermore, external (or internal events) may require a re-base lining
of these parameters. So, if there is a change, is the project a failure? In addition, real success is defined by the software
system in operation. A system may meet its cost, schedule, etc. but fail miserably in operation. The issue of
development success and what it means needs to be discussed fully.
Panelist 1: Another issue is that software development fails from basically two reasons - the development is OBE which
make it no longer needed, or the cost of rework overwhelms the resources available (see Charette, “Why Software
Fails,” IEEE Spectrum, September 2005). Rework is the best general measure for understanding that a project is getting
into trouble. It is also a precursor for escalation of issues to senior management.
Panelist 1: There is an underlying assumption that CMMI and 12207 define acceptable software development
approaches, yet this is open to debate in the community. Compliance with these standards does not ensure performance.
If the development is not within an organization’s competence, a high level CMMI rating may be a total mischaracterization of the likelihood of development success. Context is very important to whether a project can be
successful. Furthermore, CMMI and 12207 are most applicable for large scale-developments (a vestige of their history).
No single project (or project sponsor) could ever afford to do everything that is called for in CMMI and 12207 therefore some trade-offs are always necessary. A major benefit of the framework will be if it can predict whether some
of these trade-offs (i.e., what wasn’t done) lead to failure more than others. Given the limitation of the number of case
studies to be examined, this may not be possible now. However, it makes for an interesting future research issue.
Panelist 1: First, there is an article in CIO magazine about 25 IT horror stories. You may want to look at them and do a
quick bounce off the framework.
Panelist 7 :1 am working on a paper on whv DoD Projects succeed. In almost everv instance, they do because they break
the "rules." You may want - for protection sake - to have a small discussion on project success. Absence of modes of
failure does not mean success - just as the CMMI and 12207 are not based on case studies of success, but on case studies
of failure. This I think is critical, and is a limitation of the framework. You can put it down for future research.
Panelist 2: This framework provides a much needed bridge between the detailed empirical observations that are
routinely tracked and measured in software development projects and the overarching performance criteria that can be
equated with “measures of success” for a given software project. The empirical measurements have been used for a
long time to gauge project performance, but do not adequately provide the predictive assessment that this framework
will provide. The individual measures describe what is happening... the framework answers the question - “So what?”
Os
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APPENDIX F: DIA BHS CASE STUDY
1. INTRODUCTION

This case study will present the facts surrounding the design and implementation
o f the automated baggage handling system at the Denver International Airport. The 1st
part o f the study will provide background material essential in understanding the decision
to adopt a complex automated baggage handling system for the world’s largest and
newest airport. The 2nd part of the study will review the scope o f the baggage handling
system and its supporting software system. The 3rd part o f the case study will review the
outcome of the baggage handling system design and implementation at DIA. The 4th and
final part o f the case study will evaluate the design and implementation of the baggage
handling system using the Function-Structure-Environment (FSE) Framework.
2. BACKGROUND
The Denver International Airport (DIA) was the first new airport to be designed
and built in the United States since 1974 (Kerzner, 2000). The new airport was to replace
Denver’s Stapleton International Airport and was the outgrowth of 20 years of political
maneuvering by stakeholders in the Denver metropolitan area. The airport was to satisfy
Denver’s air transportation needs for 50-60 years and include all-weather operations.
The City and County o f Denver joined with a joint-venture engineering, architecture and
airport-design firm to manage the airport design and construction. The undertaking was a
true mega-project. The design encompassed 53 square miles, an area twice the size of
Manhattan, and included 6 runways and 120 gates. In 1989 the opening was targeted for
October 1993 with a projected cost o f $5 Billion. The City of Denver contributed $3.8B
in bonds, the Federal Aviation Administration (FAA) $685M, and the Airlines $400M for
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facilities and equipment. A key element of the new design was United Airlines’
automated baggage handling system.
The background for the Case Study involves two key elements: the political
environment and the design of the airport. Both o f these elements are essential in
understanding why the airport chose to select a complex automated baggage handling
system as an essential feature of the new airport design.
Political Environment
The political environment that influenced the decision makers involved with the
DIA mega-project was a contributing factor in the decision to use an automated baggage
handling system. E.J. Feldman, a scholar of airport planning, made the following
statement (Szyliowicz & Goetz, 1995):
The fate o f megaprojects is determined not only by difficulties in
forecasting but by such political factors as the nature o f bureaucracies,
the role o f citizens, and how financing and administration o f these projects
proceed, (p. 348)
Feldman’s observation was particularly relevant in the DIA case and is
characterized by three elements.
The 1st element addresses the role of the bureaucracy. The need for additional air
transportation facilities was recognized by everyone in the Denver metropolitan area.
Rapid population growth and increased air travel had propelled Denver at a pace which
had eclipsed the capacity o f the existing airport, Stapleton International Airport (SIA) in
Adams County. Expansion of SLA was severely constrained because of its location. A
regional commission, the Denver Regional Council of Governments (DRCOG) was
tasked with recommending a course of action. In October of 1983 the DRCOG voted to
expand SIA, despite the fact that Adams County officials and voters vehemently opposed
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the expansion of SIA. In November o f 1983 Federico Pena was elected Mayor of Denver
and conducted a thorough review o f the DRCOG decision. Negotiations between the
City o f Denver and Adams County officials started in February 1984 and by January
1985 Adams County agreed to cede 50 square miles of uninhabited land east of Denver
for a new airport, and SIA would be closed. However, the entire deal was subject to
approval by the voters o f Adams County scheduled for the election in May 1988.
The 2nd element addresses the roles of the citizens and their elected leaders.
Proponents o f the new airport, the majority of who were not citizens of Adams County,
mounted an impressive political campaign in support of the new airport. Led by the
Governor and the entire Colorado congressional delegation and a $1.5M warchest, the
campaign successfully turned back the opposition and the proposition passed by a vote of
56% to 44%. The new airport location and closure of SIA had been approved. The
Denver politicians realized that the expansion would be a financial challenge and did not
feel comfortable committing huge sums of money for the largest public works project in
Denver history without the support of their electorate. The bonds required to support the
design and construction of the airport were placed on the ballot. The political
establishment and the business community mounted a huge campaign and won 66% of
the vote. The bond issue for the new airport had been approved by the citizens of
Denver.
The 3rd element addresses the funding. The City of Denver was faced with a bond
issue of over $3B. For the bonds to be able to sell, the project had to be financially
viable, which required the support of the two major airlines with existing hubs at SIA;
Continental and United. Neither Continental nor United were excited about the new
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airport because of increased operating costs and overly optimistic passenger projections
being used by the air port planners. The City was required to entice both airlines. In
April 1990 Continental, the 2nd largest hubbing airline, agreed to lease 25 gates for 5
years in return for $58M in concessions and design changes from the City. United
reached an similar agreement with the City in June 1991, leasing 45 gates in return for
concessions totaling $204M and even more extensive design changes.
The City now had a financially viable plan for the new DIA. However, the design
changes agreed to as part o f the political process would prove to be disastrous.
Airport Design
The design methodology for the airport followed the FAA master planning
prescription, which was based upon the rational comprehensive approach. (Goetz &
Szyliowicz, 1997) The rational comprehensive approach included weaknesses in its
ability to properly forecast air transportation demand projections, which proved to be a
contributing, and possibly initiating factor in the series of financially disastrous delays in
opening the airport. The size of the airport was based on the FAA passenger forecasts.
In order to pay-back the bonds the City of Denver (hereafter referred to as the City)
required a predetermined number of the airport gates to be leased by the participating
airlines.
Neither of the airport’s major hub carriers (Continental and United) were
enthusiastic about the new airport. This was based on the potentially high-operating costs
envisioned by the carriers. The City, pressed by the need to ensure its $3.8B in bonds
remained viable, was forced to negotiate, from a position of weakness, with the airlines.
A number of major concessions were made that directly affected the design of the airport.
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Continental acted first and received $58M in concessions, one of which was the lease for
Concourse A, closest to the main terminal. United acted next and received $204M in
concessions and access to the less desirable Concourse B. For accepting the more remote
concourse the City conceded to United’s demand for a major design change, a fully
automated baggage handling system. United’s goal was to ensure the transfer of
passenger’s bags in time for them to make connecting flights.
“The City had already explored the feasibility of installing an airport wide
automated baggage system. In August 1990, a study commissioned by the City indicated
that the highly complex and technically difficult state-of-the-art automated baggage
system necessary for an airport of that size could probably not be built and tested in time
to meet the scheduled opening date of October 1993.” (GAO, 1995, p. 3) As a result of
the study the City’s initial design for the airport included a conventional tug-and-cart
baggage system. This decision was not unusual, as most major airport designs in the
United States relied upon the individual airlines to build their own baggage handling
systems. (Rifkin, 1994)
However, within two weeks of United’s June 1991 agreement the planners
decided to change the design and incorporate a single airport-wide baggage handling
system opting to use an automated baggage handling system for the entire airport
(Russell, 1994). It is important to note that this decision was made fully 2 years into the
overall airport design.
3. BAGGAGE HANDLING SYSTEM DESIGN
The City requested proposals from 16 firms (both domestic and foreign) and
received only 3 responses. The consulting firm of Breier, Neidle and Patrone, “. . .
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recommended against all three submitted designs on the grounds that the configurations
would not meet the airport’s needs.” (Montealegre & Keil, 2000, p. 423) Boeing
Aviation Equipment (BAE) Systems, which was designing United’s automated system
for Concourse B, was one o f the 13 companies contacted by the City that chose not to
respond. “The proposal represented a system of much greater size and complexity than
anything BAE had built before.” (Montealegre & Keil, 2000, p. 423)
Undeterred by their earlier analysis and the consultant’s recommendation, the
City once again approached BAE about designing and implementing an automated
airport-wide system. The city wanted BAE, as BAE was considered the top baggage
system company in the world having spent 26 years building baggage handling systems
for individual airlines at airports in Atlanta, San Francisco, Dallas-Fort Worth and JFK.
(Rifkin, 1994) BAE President Gene Di Fonso reconsidered the City’s proposal.
BAE presented the City o f Denver with a proposal to develop the "most
complex automated baggage system ever built," according to Di Fonso. It
was to be effective in delivering bags to and from passengers, and efficient
in terms o f operating reliability, maintainability, and future flexibility. The
system was to be capable o f directing bags (including suitcases o f all
sizes, skis, and g o lf clubs) from the main terminal through a tunnel into a
remote concourse and directly to a gate. Such efficient delivery would
save precious ground time, reduce close-out time fo r hub operations, and
cut time-consuming manual baggage sorting and handling. (Applegate,
Montealegre, Knoop & Nelson, 1996, p. 9)
The complexity o f the overall system was enormous. System complexity was a function
o f the (1) physical distances, (2) volume of baggage, (3) transfer time requirement, (4)
distributed architecture, (5) routing algorithms, (6) mechanical devices, and (6) hightechnology components. For example, the system would:
Deliver bags automatically from check-in to the gate. Luggage with barcoded tags would be placed into individual tele-carts and electronically
scanned to identify their appropriate destinations and be routed to the
correct gate. The system’s scale and complexity is illustrated by the need
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fo r hundreds o f individual tele-carts, 17 miles o f track, over 150
computers and servers, dozens o f bar-code and radio frequency readers,
and thousands o f switching software programs, electric motors and
photocells. (Goetz & Szyliowicz, 1997, pp. 270-271)
In addition, the technology being used by BAE was known to be difficult to implement
because of the extensive amount of full-scale operational testing required.
The Frankfurt airport planners had adopted a smaller version o f this
system and it took them 15 years to build and test it before it worked
properly. The Munich airport declined to use such a system. (Goetz &
Szyliowicz, 1997, pp. 270-271)
A significant portion of the complexity was to be handled by the computer software. The
software was responsible for tracking passenger baggage and managing and directing the
actions of the baggage handling system. The software was the brain responsible for the “.
.. central nervous system of some 100 computers networked to one another and to 5,000
electric eyes, 400 radio receivers and 56 bar-code scanners orchestrates the safe and
timely arrival of every valise and ski bag.” (Gibbs, 1994, p. 86) The software had
immediate challenges:
1. Managing a complex network of interacting, fully loaded queues
efficiently for any single scenario is complicated. Managing these
flows under all the realistic scenarios is exponentially more difficult.
Learning how to do this appears to be a major, long-term research
project, (de Neufville, 1994, p. 231)
2. Managing the information accurately is also difficult. The database
needs to track tens of thousands of bags, going to hundreds of
destinations, all in real time. The problem is further complicated at
Denver because it uses a distributed system of about 150 computers.
(de NeufVille, 1994, p. 234)
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3. The software must, in addition to the usual error checking codes that
guard against electrical disturbances in the communications, have
multiple levels o f redundancy and be able to recover from errors very
rapidly, (de Neufville, 1994, p. 234)
4. The software required the writing o f millions of lines of computer
code which were necessary to direct bags safely and correctly to their
destination. (Goetz & Szyliowicz, 1997, p. 271)
5. The software was required to interface with each of the airlines’
reservations systems. This caused BAE to enter a programming area
where it had no expertise. “BAE ran into a raft of programming
nightmares. One was writing the code for establishing and
maintaining communications with the airlines’ reservations systems,
especially United’s Apollo computers.” (Rifkin, 1994, p. 113)
The brain in the system was actually a complicated BAE software program called the
Empty Car Management System. The program was designed to dispatch baggage cars to
any point that required them. The complex program was written by 20 BAE
programmers over a two year period. Baggage, fitted with bar-coded tags or miniature
photocells, were tracked by an array of lasers located along the input conveyors. The
baggage location was transmitted to the central processor which directed located the
proper flight. The bag was dropped into a cart and directed to the proper flight. Each
cart had a radio frequency identification device (RFID) used by a series of radio
transponders located along the tracks to monitor the movement and location of the cart.
The baggage location was constantly updated in the central computer as it moves through
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the system. This was complex, real-time software on the leading edge of the technology
available in 1992.
The City accepted the design and in April 1992 awarded BAE a $175.6M contract
to build the entire airport baggage handling system, with no corresponding change to the
original opening o f the airport scheduled for October 1993. BAE accepted the schedule
but Di Fonso placed the following conditions on acceptance o f the contract.
The design was not to be changed beyond a given date and there would be
a number o f freeze dates fo r mechanical design, software design,
permanent power requirements and the like. The contract made it obvious
that both signatory parties were very concerned about the ability to
complete. The provisions dealt mostly with all-around access, timely
completion o f certain areas, provision ofpermanent power, provision o f
computer rooms. All these elements were delineated as milestones.
(Applegate et al, 1996, p. 10)
4. BAGGAGE HANDLING SYSTEM IMPLEMENTATION
The implementation o f the system was beleaguered with problems. Three
problem areas stood out: (1) the organizational relationship between BAE and the City,
(2) the ever-changing design, and (3) the insufficient time to test the system.
Organizational Relationship
“Design of the United baggage system was frozen on May 15, 1992, when the
PMT assumed managerial responsibility for the integrated baggage system. The direct
relationship with BAE was delegated to Working Area 4, which also had responsibility
for building design efforts such as the people-mover, airside concourse building,
passenger bridge main landside building complex and parking garage, and various other
smaller structures.” (Applegate et al, 1996, p. 10)
This organizational relationship dictated by the Project management team (PMT)
was foreign to BAE. BAE was accustomed to working within a management structure
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that created an area of responsibility for systems that encompassed the entire airport,
much like the baggage handling system. BAE was now required report to and work with
a manager responsible for a single area with no overarching airport-wide view or
responsibility. BAE had to modify their methods to make up for the inadequate PMT
organization. Two major organizational changes occurred in the first six months:
1. In May 1992 the head of the DIA project resigned.
2. In October 1992 the chief airport engineer died
The new airport chief engineer’s authority was challenged by the City requiring her to get
approval for just about all decisions. BAE, forced far down in the management hierarchy
had to live with the City’s inability to make timely decisions and with a supervising
manager that did not have experience with airport baggage handling systems. The
President o f BAE, Gene Di Fonso, acted as the project manager for the first two years of
BAE’s involvement at DIA.
"The relationship with the management team was very poor, " recalled Di
Fonso. The management team had no prior baggage handling
competence or experience. This was treated as a major public works
project. The management team treated the baggage system as similar to
pouring concrete or putting in air-conditioning ducts. When we would
make our complaints about delays and access and so forth, other
contractors would argue their position. The standard answer was, "Go
work it out among yourselves. " . . . With contractors basically on their
own, this led almost to anarchy. Everyone was doing his or her own thing.
(Applegate et al, 1996, p. 13)
There were other perspectives of BAE’s management. A highly experienced project
manager from Stone & Webster, consulting for the PMT, made the following comments
about BAE:
This contractor simply did not respond to the obvious incredible workload
they were faced with. Their inexperienced project management vastly
underestimated their task. Their work ethic was deplorable. (Applegate et
al, 1996, p. 13)
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Baggage Handling System Design Changes
The BHS design was also besieged with change requests.
The airlines began requesting changes to the system's design even though
the mechanical and software designs were supposed to be frozen. "Six
months prior to opening the airport," Di Fonso recalled, "we were still
moving equipment around, changing controls, changing software design."
(Applegate et al, 1996, p. 12)
“Denver’s airport planners saddled BAE with $20 million worth of changes to the design
of its baggage handling system long after construction had begun.” (Gibbs, 1994, p. 90)
Examples o f the changes include the following:
•

United eliminated one of the two loops of track to save $20M, causing
significant system redesign.

•

United requested a change to the baggage size to accommodate additional ski
equipment, adding $1.61M to the cost of the system, changing the design, and
adding additional system components.

•

Continental requested additional baggage sorting in their West basement
adding $4.67M, changing the design

•

A maintenance track was required, adding $.9M, and major redesign

Additional problems surfaced. The City was unable to provide stable electrical
power to the BHS. The system’s motors and circuitry were extremely sensitive to power
fluctuations and would routinely trip. The City contracted for electrical filters to correct
the situation. Because of contract problems the filters did not arrive until March of 1994,
delaying important testing. A particularly vexing problem related to personnel. Because
this was a government project subject to City hiring laws, the City required a percentage
o f the jobs to be contracted with minority-owned companies. BAE was prohibited from
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using its own personnel to perform system maintenance, a function that the City had
contracted out in order to meet its minority firm quotas. All of these changes added to
the system cost, now estimated at $234M. (GAO, 1995)
Baggage Handling System Testing
Construction problems delayed the opening o f the airport two times; from the
original date of October 1993 to December 1993 to March 1994. The third delay, from
March to May 1994, was solely as a result of problems in getting the baggage system to
work properly. (GAO, 1995) BAE was trying to meet its commitment. In late April
1994 BAE was preparing for its first full operational test of the system. The City,
without notifying BAE, invited reporters to observe the first test of the system. The
reporters witnessed a debacle.
So many problems were discovered that testing had to be halted.
Reporters saw piles o f discarded clothes and other personal items lying
beneath the telecar’s tracks. After the test, Mayor Webb delayed the
airport's opening fo r an indefinite period o f time. "Clearly, the automated
baggage system now underway at DIA is not yet at a level that meets the
requirements o f the city, the airlines, or the traveling public," the mayor
stated. "There is only one thing worse than not opening DIA...[and] that is
opening the airport and then having to shut it down because the
[baggage] system doesn't work (Montealegre & Keil, 2000, p. 424)
While this element o f the test was embarrassing the overall 600 bag test results were not
far from the specifications. “Outbound (terminal to plane), the sort accuracy was 94
percent and inbound accuracy was 98 percent. The system had a zero downtime for both
inbound and outbound testing. The specification requirements called for 99.5 percent
accuracy.” (Kerzner, 1998, p. 624-625)
However, in May, the City, under mounting pressure from the public, the media,
its political supporters, and the bond market hired an outside consultant to assess the state
of the automated BHS. It is important to note, this is the first independent, outside
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assessment o f the automated BHS. The consultant, Logplan, issued their 11 page report
which characterized the BAE system as follows:
"Highly advanced" and "theoretically" capable o f living up to its promised
"capacities, services, and performances," but acknowledged that software
and mechanical problems "make it most improbable to achieve a stable
and reliable operation. (Montealegre & Keil, 2000, p. 426)
The report also recommended the construction of a backup BHS, a conventional pull and
tug system, much like that originally envisioned for the airport in 1991. The City
contracted with Rapistan-Demag, a Michigan-based firm recommended by Logplan, to
design and implement the conventional baggage handling system.
By November 1994 the baggage system was working, but only in segments
“Frustration still existed in not being able to get the whole system to work at the same
time. The problem appeared to be with the software required to get computers to talk to
computers.” (Kerzner, 1998, p. 630) Lawsuits and counterclaims were filed by the City
and BAE.
In the end the airport managed to open in February 1995 with a conventional
baggage handling system. The airport was 16 months late and close to $2B over budget.
(Montealegre & Keil, 2000)
5. BAGGAGE HANDLING SYSTEM EVALUATION
In this section the DIA automated BHS has been evaluated against the
systemically-based FSE Framework. The framework has three elements; Function,
Structure, and Environment. The evaluation matched the empirical facts concerning the
automated BHS against each framework element. The evaluation was conducted with the
assistance of a qualitative software program called NVivo. The NVivo program served
as the database for the empirical evidence used in the case study analysis. Each o f the 17
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journal articles in the reference section and the results of the interview questionnaires
were entered into the NVivo tool. The hierarchical structure o f the FSE Framework was
also entered into NVivo where it became a node tree. The hierarchical node tree would
serve as the collection point for the empirical facts coded from the journal articles.
The researcher manually coded each of the 17 journal articles and questionnaires.
Coding is the term used for a specific type o f analysis; the analysis that involved
differentiating and combining data associated with the phenomena under investigation.
In this case the phenomenon under investigation was the performance of the DIA BHS
software development project; and the data was the empirical evidence in the journal
articles and questionnaires. The researcher reviewed all of the empirical evidence and
selected relevant chunks o f varying size - words, phrases, sentences, or whole
paragraphs, connected to a specific measurement object in the framework. The chunks o f
information were called free nodes. 385 free nodes were coded from the journal articles
(177 nodes) and questionnaires (208 nodes).
The hierarchical node tree (the FSE framework) served as the collection point for
the free nodes (the coded empirical facts). The node tree had 60 collection points, which
corresponded with each o f the 60 FSE Framework measurement objects. The 385 free
nodes were moved to relevant positions on the hierarchical node tree. The completed
node tree served as the starting point for evaluation o f the DIA BHS software
development project.
Function Element
The functions element of the FSE framework had five areas that evaluated 26
measurement objects. The areas address software development, improvement & training
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processes, infrastructure, life cycle support processes, and management worth a total of
50 points. Each area will be evaluated separately.
1. Development: The development area addressed four measurement objects:
a. Requirements Management (REQM)
Requirements Management (REQM): The process to manage the requirements of the project's
products and product components and to identify inconsistencies between those requirements and the
project’s plans and work products.
Empirical Evidence
Source of Empirical
Evidence
Changes after the so-called ‘freezes’ had taken place. Each airline began to
submit more changes after the system freezes had supposedly taken place.
Hickerson (2006)
Design of the UA baggage handling system was frozen on 15 May 1992 when
PMT assumed responsibility for the integrated baggage system.
Donaldson (2002)
Applegate, Montealegre, Design of the United baggage system was frozen on May 15, 1992, when the
PMT assumed managerial responsibility for the integrated baggage system.
Knoop & Nelson (1996)
Applegate, Montealegre,
One of the biggest problems we had was keeping track of all the changes.
Knoop & Nelson (1996)
The design was not to be changed beyond a given date and there would be a
number of freeze dates for mechanical design, software design, permanent
power requirements and the like. The contract made it obvious that both
signatory parties were very concerned about the ability to complete. The
provisions dealt mostly with all-around access, timely completion of certain
Applegate, Montealegre, areas, provision of permanent power, provision of computer rooms. All these
Knoop & Nelson (1996)
elements were delineated as milestones.
9. Did the project have a formal requirements management (REQM) process to
manage the requirements of the project's products and product components and
to identify inconsistencies between those requirements and the project's plans
Survey respondent 31828 and work products? No
9. Did the project have a formal requirements management (REQM) process to
manage the requirements of the project's products and product components and
to identify inconsistencies between those requirements and the project's plans
Survey respondent 31954 and work products? Response: Yes
10. How many of the following process elements were performed in
accomplishing the requirements management (REQM) process? Response:
The REQM transformation process included a formal method for feedback to
make adjustments and changes based on information coming to and from the
Survey respondent 31954 process.
9. Did the project have a formal requirements management (REQM) process to
manage the requirements of the project's products and product components and
to identify inconsistencies between those requirements and the project's plans
Survey respondent 31960 and work products? Response: Yes
10. How many of the following process elements were performed in
accomplishing the requirements management (REQM) process. Response: The
REQM transformation process included a formal method for feedback to make
Survey respondent 31960 adjustments and changes based on information coming to and from the process.
Overall Evaluation
Score
The software development project performed one REQM process.
0.5
Exhibit 8: REQM Evaluation
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b. Requirements Development (RD)
Requirements Development (RD): The process which produced and analyzed customer, product, and
product-component requirements.
Empirical Evidence
Source of Empirical
Evidence
Also in January 1993, maintenance tracks were added to permit the Telecars to
be serviced without having to lift them off the main tracks. This cost an
additional $912,000.
Donaldson (2002)
BAE Automated Systems Incorporated was awarded a $193 million contract to
design, build, and test an automated baggage handling system. This system was
designed to move baggage from the check-in areas to the aircraft within 20
minutes. However, the baggage handling system installed at the new airport
has had many problems and does not yet work satisfactorily.
GAO (1994)
Denver's airport planners saddled BAE with $20 million worth of changes to
the design of its baggage system long after construction had begun.
Gibbs (1994)
In 1992, two years into construction, the project’s top managers recommended
inclusion of an airport-wide integrated baggage-handling system that could
dramatically improve the efficiency of luggage delivery. Originally contracted
by United Airlines to cover its operations, the system was to be expanded to
serve the entire airport. It was expected that the integrated system would
Applegate, Montealegre, improve ground time efficiency, reduce close-out time for hub operations, and
decrease time-consuming manual baggage sorting and handling.
Knoop & Nelson (1996)
In August 1992 (as an example) UA altered plans for a transfer system for bags
changing planes, requesting that BAE eliminate an entire loop of track from
Concourse B. (they would operate with one loop rather than two). This saved
approximately $20 million, but required a system redesign.
Donaldson (2002)
In January 1994, UA requested alterations to its odd-size baggage inputs. This
cost an additional; $432,000
Donaldson (2002)
Still in August 1992, additional ski-claim devices and odd-size baggage
elevators added in four of the six sections of the terminal, added $1.6 million to
the cost of the system.
Donaldson (2002)
The initial project design did not incorporate an airport-wide baggage system;
Applegate, Montealegre, the airport expected the individual airlines to build their own systems as in
most other American airports.
Knoop & Nelson (1996)
To add to the difficulty of measuring progress, IT projects are dynamic and
tend to have volatile requirements (Abdel-Hamid and Madnick 1991; Zmud
Montealegre & Keil
1980) that cause project scope to change frequently.
(2000)
To further complicate matters, the airlines began requesting changes to the
system's design even though the mechanical and software designs were
supposed to be frozen. "Six months prior to opening the airport," Di Fonso
Applegate, Montealegre, recalled, "we were still moving equipment around, changing controls, changing
Knoop & Nelson (1996)
software design."
United, wanting to reduce its share of the costs, decided to remove an entire
loop from its own ambitious design for Concourse B. Rather than have two
complete loops of track, United would have one. That cut the contract by $20
million and required a redesign of the system.
Rifkin (1994)
The designer of the baggage handling system was asked to reexamine the
number of bags per minute that the BAE system was required to accommodate
as per the specifications. The contract called for departing luggage to
Concourse A to be delivered at a peak rate of 90 bags per minute. The designer
estimated peak demand at 25 bags per minute. Luggage from Concourse A was
contracted for at 223 bags per minute but again, the designer calculated peak
demand at a lower rate of 44 bags per minute.
Kerzner (2000)
Survey respondent 31828 11. Did the project have a formal Requirements Development (RD) process
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Survey respondent 31954

Survey respondent 31954

Survey respondent 31960

Survey respondent 31960
Score
0.5

which produced and analyzed customer, product, and product-component
requirements? No
11. Did the project have a formal Requirements Development (RD) process
which produced and analyzed customer, product, and product-component
requirements? Response: Yes
12. How many of the following process elements were performed in
accomplishing the requirements development (RD) process? Response: The
RD transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.
11. Did the project have a formal Requirements Development (RD) process
which produced and analyzed customer product and product-component
requirements? Response: Yes
12. How many of the following process elements were performed in
accomplishing the requirements development (RD) process? Response 1: The
RD transformation process formally designated, received, screened and
processed inputs. Response 2: The RD transformation process formally
assessed and processed outputs. Response 3: The RD transformation process
included a formal method for feedback to make adjustments and changes based
on information coming to and from the process.
Overall Evaluation
The software development project performed one RD process.
Exhibit 9: RD Evaluation

c. Technical Solution (TS)
Technical Solution (TS): The process to design, develop, and implement solutions to requirements.
Empirical Evidence
Source of Empirical
Evidence
Industry has a habit of making the mechanical choices first and then thinking
that they can add complexity later through the software and controls, says Dave
Tapley, a controls expert with more than 25 years experience in the design and
integration of highly automated systems.
Auguston (1994)
It's a typical decision analysis problem," says de Neufville. "You can spend
$200 million on a system without simulation and be uncertain that it will work.
Or for less than a million upfront, you can do a simulation and increase your
chances of success." In order to anticipate and eliminate any of the various
conditions that can make a complex system function unreliably, de Neufville
stresses that it is necessary to perform very detailed simulations over a wide
range of situations. "A cursory model does not expose the weak links in the
Auguston (1994)
system, which is the whole point of doing a simulation in the first place."
These are major research undertakings," claims de Neufville. "Normally,
simulating a system like the one at the Denver Airport would take months and
months of effort. But then it's a whole lot cheaper to find out what your
Auguston (1994)
problems are on paper before you start cutting any metal."
What the layout doesn't reflect, however, is the series of complicated and
highly variable vehicle routings that must be managed by the system's control
Auguston (1994)
logic software.
In April 1992, after viewing a prototype of the proposed system, Denver
Montealegre & Keil
officials awarded BAE a $175.6 million contract to build the automated
(2000)
baggage system for the entire airport.
13. Did the project have a formal Technical Solution (TS) process to design,
Survey respondent 31828 develop, and implement solutions to requirements? No
13. Did the project have a formal Technical Solution (TS) process to design,
Survey respondent 31954 develop, and implement solutions to requirements? Response: Yes.
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Survey respondent 31954
Survey respondent 31960

Survey respondent 31960
Score
1.0

14. How many of the following process elements were performed in
accomplishing the Technical Solution (TS) process? Response 1: The TS
transformation process formally assessed and processed outputs. Response 2:
The TS transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.
13. Did the project have a formal Technical Solution (TS) process to design,
develop, and implement solutions to requirements? Response: Yes
14. How many of the following process elements were performed in
accomplishing the Technical Solution (TS) process? Response 1: The TS
transformation process formally designated, received, screened and processed
inputs. Response 2: The TS transformation process formally assessed and
processed outputs. Response 3: The TS transformation process included a
formal method for feedback to make adjustments and changes based on
information coming to and from the process.
Overall Evaluation
The software development project performed two TS processes.
Exhibit 10: TS Evaluation

d. Product Integration (PI)
Product Integration (PI): The process that assembled the product from the product components,
ensured that the product, as integrated, functioned properly, and delivered the product.
Empirical Evidence
Source of Empirical
Evidence
Di Fonso claims that the complicated system is essentially ready, both
mechanically and digitally; it simply needs more time to be tested and
debugged. It wasn't until the end of April that BAE had its first opportunity to
run the entire system as unit. Not surprisingly for a system this complex, it had
many bugs.
Rifkin (1994)
errors in the software that controls its automated baggage system. Scheduled
for takeoff by last Halloween, the airport's grand opening was postponed until
December to allow BAE Automated Systems time to flush the gremlins out of
its $ 193-million system.
Gibbs (1994)
Getting a control system to deal effectively with the line balancing problem
requires extensive testing for the specific loads prevailing at a site.
De Neufville (1994)
While the Munich airport was being built, the project's technical advisors told
their Denver counterparts that they had spent two years testing the system. In
addition, they said that the system was up and running 24 hours a day for six
Rifkin (1994)
months before the airport opened.
15. Did the project have a formal Product Integration (PI) process that
assembled the product from the product components, ensured that the product,
Survey respondent 31828 as integrated, functioned properly, and delivered the product? Yes
16. How many of the following process elements were performed in
accomplishing the Product Integration (PI) process? Response 1: The PI
transformation process formally designated, received, screened and processed
inputs. Response 2: The PI transformation process formally assessed and
Survey respondent 31828 processed outputs.
15. Did the project have a formal Product Integration (PI) process that
assembled the product from the product components, ensured that the product,
Survey respondent 31954 as integrated, functioned properly, and delivered the product? Response: Yes.
16. How many of the following process elements were performed in
accomplishing the Product Integration (PI) process? Response: The PI
transformation process included a formal method for feedback to make
Survey respondent 31954 adjustments and changes based on information coming to and from the process.
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Survey respondent 31960

Survey respondent 31960

15. Did the project have a formal Product Integration (PI) process that
assembled the product from the product components, ensured that the product,
as integrated, functioned properly, and delivered the product? Response: Yes
16. How many of the following process elements were performed in
accomplishing the Product Integration (PI) process? Response 1: The PI
transformation process formally designated, received, screened and processed
inputs. Response 2: The PI transformation process formally assessed and
processed outputs. Response 3: The PI transformation process included a
formal method for feedback to make adjustments and changes based on
information coming to and from the process.
Overall Evaluation

Score

The software development project performed two PI processes.

1.5

Exhibit 11: PI Evaluation

2. Software Improvement & Training Processes: The software improvement and training
process area addressed five measurement objects:
a. Organizational Process Focus (OPF)
Organizational Process Focus (OPF): The process that planned and implemented organizational
process improvement based on a thorough understanding of the strengths and weaknesses of the
organization's processes and process assets.
Empirical Evidence

Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

17. Did the project have an Organizational Process Focus (OPF) process that
planned and implemented organizational process improvement based on a
thorough understanding of the strengths and weaknesses of the organization's
processes and process assets? No
17. Did the project have an Organizational Process Focus (OPF) process that
planned and implemented organizational process improvement based on a
thorough understanding of the strengths and weaknesses of the organization's
processes and process assets? No
17. Did the project have an Organizational Process Focus (OPF) process that
planned and implemented organizational process improvement based on a
thorough understanding of the strengths and weaknesses of the organization's
processes and process assets? Response: No
Overall Evaluation

Score

The software development project did not perform the OPF process.

0.0

Exhibit 12: OPF Evaluation

b. Organizational Process Design (OPD)
Organizational Process Design (OPD): The process to establish and maintain a usable set of

organizational process assets?
Source of Empirical
Evidence

Survey respondent 31828
Survey respondent 31954

Empirical Evidence

19. Did the project have a process that performed the Organizational Process
Design (OPD) by establishing and maintaining a usable set of organizational
process assets? No
19. Did the project have a process that performed the Organizational Process
Design (OPD) by establishing and maintaining a usable set of organizational
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Survey respondent 31960

Survey respondent 31960
Score
0.0

process assets? No
19. Did the project have a process that performed the Organizational Process
Design (OPD) by establishing and maintaining a usable set of organizational
process assets? Response: Yes
20. How many of the following process elements were performed in
accomplishing the Organizational Process Design (OPD) process? Response 1:
The OPD transformation process formally designated, received, screened and
processed inputs. Response 2: The OPD transformation process formally
assessed and processed outputs. Response 3: The OPD transformation process
included a formal method for feedback to make adjustments and changes based
on information coming to and from the process.
Overall Evaluation
The software development project did not perform the OPD process.
Exhibit 13: OPD Evaluation

c. Organizational Process Performance (OPP)
Organizational Process Performance (OPP): The process to establish and maintain a quantitative
understanding of the performance of the organization's set of standard processes in support of quality
and process-performance objectives, and provide the process performance data, baselines, and models
to quantitatively manage the project.
Empirical Evidence
Source of Empirical
Evidence
Survey respondent 31828 21. Did the project perform the Organizational Process Performance (OPP)
process to establish and maintain a quantitative understanding of the
performance of the organization's set of standard processes in support of
quality and process-performance objectives, and provide the process
performance data, baselines, and models to quantitatively manage the project?
No
21. Did the project perform the Organizational Process Performance (OPP)
process to establish and maintain a quantitative understanding of the
performance of the organization's set of standard processes in support of
quality and process-performance objectives, and provide the process
performance data, baselines, and models to quantitatively manage the project?
Survey respondent 31954 Yes
22. How many of the following process elements were performed in
accomplishing the Organizational Process Performance (OPP) process?
Response: The OPP transformation process included a formal method for
feedback to make adjustments and changes based on information coming to
Survey respondent 31954 and from the process.
21. Did the project perform the Organizational Process Performance (OPP)
process to establish and maintain a quantitative understanding of the
performance of the organization's set of standard processes in support of
Survey respondent 31960 quality and process-performance...Response: No.
Overall Evaluation
Score
The software development project did not perform the OPP process.
0.0
Exhibit 14: OPP Evaluation
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d. Organizational Innovation and Deployment (OID)
Organizational Innovation & Deployment (OID): The process to select and deploy incremental and
innovative improvements that measurably improve the organization's processes and technologies.
Empirical Evidence

Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31954

Survey respondent 31960

23. Did the project, perform the Organizational Innovation and Deployment
(OID) process to select and deploy incremental and innovative improvements
that measurably improve the organization's processes and technologies? No
23. Did the project perform the Organizational Innovation and Deployment
(OID) process to select and deploy incremental and innovative improvements
that measurably improve the organization's processes and technologies? Yes
24. How many of the following process elements were performed in
accomplishing the Organizational innovation and Deployment (OID) process?
Response: The OID transformation process included a formal method for
feedback to make adjustments and changes based on information coming to
and from the process.
23. Did the project perform the Organizational Innovation and Deployment
(OID) process to select and deploy incremental and innovative improvements
that measurably improve the organization's processes and technologies?
Response: No
Overall Evaluation

Score

The software development project did not perform the OID process.

0.0

Exhibit 15: OID Evaluation

e. Organizational Training (OT)
Organizational Training (OT): The process to develop the skills and knowledge of people so they

could perform their roles effectively and efficiently.
Empirical Evidence

Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

55. Did the project have a formal Organizational Training (OT) process to
develop the skills and knowledge of people so they could perform their roles
effectively and efficiently? No
55. Did the project have a formal Organizational Training (OT) process to
develop the skills and knowledge of people so they could perform their roles
effectively and efficiently? No
55. Did the project have a formal Organizational Training (OT) process to
develop the skills and knowledge of people so they could perform their roles
effectively and efficiently? Response: No
Overall Evaluation

Score

0.0

The software development project did not perform the OT process.
Exhibit 16: OT Evaluation

3. Software Project Infrastructure: The software development project infrastructure area
addressed two measurement objects:
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a. Use of Software Tools (TOOL)
Use of Software Tools (TOOL): The capability and integration of the tool suite used in developing

the software on the project.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

Empirical Evidence

25. Which statement best characterizes the software tool capability and
integration of the tool suite used in developing the software on the project? The
software development project tools were edit, code, debug with no integration.
25. Which statement best characterizes the software tool capability and
integration of the tool suite used in developing the software on the project?
Response: The software development project tools were strong, mature,
proactive life-cycle tools that were well integrated with processes, methods and
reuse.
25. Which statement best characterizes the software tool capability and
integration of the tool suite used in developing the software on the project?
Response: The software development project tools were basic life-cycle tools,
with moderate integration.

Score

0.6

Overall Evaluation

Nominal: The software development project tools were basic life
cycle tools, with moderate integration.
Exhibit 17: TOOL Evaluation

b. Multi-site Development (SITE)
Multi-site Development (SITE): The software development project team's co-location and

communications profile?
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

0.4

Empirical Evidence

26. Which statement best characterizes the software development project
team's co-location and communications profile? fNot Answered]
26. Which statement best characterizes the software development project
team's co-location and communications profile? Response: The software
development site was multi-city and multi-company and used individual phone
and facsimile for communications.
26. Which statement best characterizes the software development project
team's co-location and communications profile? Response: The software
development site was in the same city or metro area and used wide band
electronic communications.
Overall Evaluation

Nominal. The software development site was multi-city and used
narrow band e-mail for communications.
Exhibit 18: SITE Evaluation

4. Software Life Cycle Support: The software life cycle support area addressed eight
measurement objects:
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a. Process and Product Quality Assurance (PPQA)
Process & Product QA (PPQA): The process to provide staff and management with objective insight

into processes and associated work products.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

Empirical Evidence

27. Did the project have a formal Process and Product Quality Assurance
(PPQA) process to provide staff and management with objective insight into
processes and associated work products? No
27. Did the project have a formal Process and Product Quality Assurance
(PPQA) process to provide staff and management with objective insight into
processes and associated work products? Response: No
27. Did the project have a formal Process and Product Quality Assurance
(PPQA) process to provide staff and management with objective insight into
processes and associated work products? Response: No

Score

0.0

Overall Evaluation

The software development project did not perform the PPQA process.
Exhibit 19: PPQA Evaluation

b. Configuration Management (CM)
Configuration Management (CM): The process that established and maintained the integrity of work
products using configuration identification, configuration control, configuration status accounting, and
configuration audits.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

Empirical Evidence

29. Did the project have a formal Configuration Management (CM) process
that established and maintained the integrity of work products using
configuration identification, configuration control, configuration status
accounting, and configuration audits? No
29. Did the project have a formal Configuration Management (CM) process
that established and maintained the integrity of work products using
configuration identification, configuration control, configuration status
accounting, and configuration audits? Response: No
29. Did the project have a formal Configuration Management (CM) process
that established and maintained the integrity of work products using
configuration identification, configuration control, configuration status
accounting, and configuration audits? Response: No

Score

0.0

Overall Evaluation

The software development project did not perform the CM process.
Exhibit 20: CM Evaluation

c. Measurement & Analysis (MA)
Measurement & Analysis (MA): The process to develop and sustain a measurement capability used

to support management information needs.
Source of Empirical
Evidence

Survey respondent 31828
Survey respondent 31954

Empirical Evidence

31. Did the project have a formal Measurement & Analysis (MA) process to
develop and sustain a measurement capability used to support management
information needs? No
31. Did the project have a formal Measurement & Analysis (MA) process to
develop and sustain a measurement capability used to support management
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Survey respondent 31954

Survey respondent 31960

information needs? Response: Yes
32. How many of the following process elements were performed in
accomplishing the Measurement & Analysis (MA) process? Response: The
MA transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.
31. Did the project have a formal Measurement & Analysis (MA) process to
develop and sustain a measurement capability used to support management
information needs? Response: No

Score

0.0

Overall Evaluation

The software development project did not perform the MA process.
Exhibit 21: MA Evaluation

d. Verification (VER)
Verification (VER): The process to ensure that selected work products met their specified

requirements.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31954
Survey respondent 31960

Survey respondent 31960

Empirical Evidence

33. Did the project have a formal Verification (VER) process to ensure that
selected work products met their specified requirements? No
33. Did the project have a formal Verification (VER) process to ensure that
selected work products met their specified requirements? Response: Yes
34. How many of the following process elements were performed in
accomplishing the Verification (VER) process? Response: The VER
transformation process formally assessed and processed outputs. Response:
The VER transformation process included a formal method for feedback to
make adjustments and changes based on information coming to and from the
process.
33. Did the project have a formal Verification (VER) process to ensure that
selected work products met their specified requirements? Response: Yes
34. How many of the following process elements were performed in
accomplishing the Verification (VER) process? Response: The VER
transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.

Score

0.5

Overall Evaluation

The software development project performed one VER process.
Exhibit 22: VER Evaluation

e. Validation (VAL)
Validation (VAL): The process to demonstrate that a product or product component fulfilled its

intended use when placed in its intended environment.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31954

Empirical Evidence

35. Did the project have a formal Validation (VAL) process to demonstrate that
a product or product component fulfilled its intended use when placed in its
intended environment? No
35. Did the project have a formal Validation (VAL) process to demonstrate that
a product or product component fulfilled its intended use when placed in its
intended environment? Response: Yes
36. How many of the following process elements were performed in
accomplishing the Validation (VAL) process? Response: The VAL
transformation process included a formal method for feedback to make
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Survey Respondent
31960

Survey Respondent
31960

adjustments and changes based on information coming to and from the process.
35. Did the project have a formal Validation (VAL) process to demonstrate that
a product or product component fulfilled its intended use when placed in its
intended environment? Response: Yes
36. How many of the following process elements were performed in
accomplishing the Validation (VAL) process? Response 1: The VAL
transformation process formally designated, received, screened and processed
inputs. Response 2: The VAL transformation process formally assessed and
processed outputs. Response 3: The VAL transformation process included a
formal method for feedback to make adjustments and changes based on
information coming to and from the process.

Score

0.5

Overall Evaluation

The software development project performed one VAL process.
Exhibit 23: VAL Evaluation

f. Causal Analysis and Resolution (CAR)
Causal Analysis & Resolution (CAR): The process to identify causes of defects and other problems

and take action to prevent them from occurring in the future.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31954
Survey Respondent
31960

Empirical Evidence

37. Did the project have a formal Causal Analysis & Resolution (CAR) process
to identify causes of defects and other problems and take action to prevent
them from occurring in the future? No
37. Did the project have a formal Causal Analysis &. Resolution (CAR) process
to identify causes of defects and other problems and take action to prevent
them from occurring in the future? Response: Yes
38. How many of the following process elements were performed in
accomplishing the Causal Analysis & Resolution (CAR) process? Response:
The CAR transformation process included a formal method for feedback to
make adjustments and changes based on information coming to and from the
process.
37. Did the project have a formal Causal Analysis & Resolution (CAR) process
to identify causes of defects and other problems and take action to prevent
them from occurring in the future? Response: No

Score

0.0

Overall Evaluation

The software development project did not perform the CAR process.
Exhibit 24: CAR Evaluation

g. Joint Reviews (JR)
Joint Reviews (JR): The process in which the customer and the project team evaluate the status and

products of an activity as a ppropriate, were utilized on the software development project.
Source of Empirical
Evidence

Rifkin (1994)
Keil & Montealegre
(2000)

Survey respondent 31828

Empirical Evidence

The city has concluded that it can no longer trust BAE's judgment on the status
of the programming.
Clearly, the automated baggage system now underway at DIA is not yet at a
level that meets the requirements of the city, the airlines, or the traveling
public,
39. How would you characterize the extent to which Joint Reviews, in which
the customer and the project team evaluate the status and products of an
activity as appropriate, were utilized on the software development project?
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Survey respondent 31954

Survey respondent 31960
Score
1.0

Only joint reviews required by contract were conducted.
39. How would you characterize the extent to which Joint Reviews, in which
the customer and the project team evaluate the status and products of an
activity as appropriate, were utilized on the software development project?
Response: Joint reviews were used in a few process areas.
39. How would you characterize the extent to which Joint Reviews, in which
the customer and the project team evaluate the status and products of an
activity as appropriate, were utilized on the software development project?
Response: Joint reviews were used in a few process areas.
Overall Evaluation
Nominal: Joint reviews were used in a few process areas.
Exhibit 25: JR Evaluation

h, External Auditing (EA)
External Auditing (EA): The process, in which an external management entity determines
compliance with requirements, plans, and contract as appropriate, were utilized on the software
development project.
Empirical Evidence
Source of Empirical
Evidence
It has brought in a materials-handling firm with strong systems integration
Rifkin (1994)
expertise, Frankfort, Germany's Logplan, to monitor and review BAE's work.
many of the managers involved convinced themselves that “things did not look
Hickerson (2006)
so bad” and continued down the same project path despite warning signs.
Struggles between the airport and BAE after the delays started. Soon after the
disaster and the public demo, the City of Denver hired a German consulting
company, Logplan, who began to audit BAE’s work and issued an independent
Hickerson (2006)
report on what could be fixed in a short period of time.
In both the DIA and Taurus cases, hiring an external consultant was
instrumental in assessing the severity of the problem and in helping the
Keil & Montealegre
executives responsible for these projects to extricate themselves and their
(2000)
organizations from failing courses of action.
40. How would you characterize the extent to which external audits, in which
an external management entity determines compliance with requirements,
plans, and contract as appropriate, were utilized on the software development
Survey respondent 31828 project? No external audits were conducted.
40. How would you characterize the extent to which external audits, in which
an external management entity determines compliance with requirements,
plans, and contract as appropriate, were utilized on the software development
Survey respondent 31954 project? Response: External audits were used in a few process areas.
40. How would you characterize the extent to which external audits, in which
an external management entity determines compliance with requirements,
plans, and contract as appropriate, were utilized on the software development
Survey respondent 31960 project? Response: External audits were used in a few process areas.
Score
Overall Evaluation
1.0
Nominal. External audits were used in a few process areas.
Exhibit 26: EA Evaluation

5. Software Project Management: The software management area addressed seven
measurement objects:
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a. Project Planning (PP)
Project Planning (PP): The process that established and maintained plans that defined project
activities.
Source of Empirical
Empirical Evidence
Evidence
BAE arrived at the scene with fully designed specs which obviously in the long
Donaldson (2002)
run proved to be a major planning error.
Because the airport is so large, airport planners decided that a state-of-the-art
automated baggage handling system, capable of moving bags much more
quickly than conventional tug-and-cart/conveyor belt systems, would be
GAO (1994)
needed.
Despite the central importance of the automated baggage system, its design
was largely an afterthought. This is a common practice, unfortunately. The
Denver system was detailed well after the construction of the airport was under
De NeufVille (1994)
way and only about two years before the airport was to open.
Evans says that the city did receive bids from three companies, all eager to win
the contract. However, Breier, Neidle and Patrone, a New York City-based
consulting firm, recommended against the designs, saying the configurations
Rifkin (1994)
would not meet the airport's needs.
For $195 million, BAE would build for the entire airport an expanded version
of the system it was constructing for United. "We placed a number of
conditions on accepting the job," Di Fonso says. "The design doesn't change
beyond this date, and there would be a number of freeze dates for mechanical
Rifkin (1994)
design, software design, permanent power requirements and the like."
It was designed to provide the high-speed transfer of baggage to and from
aircraft, thereby facilitating quick turnaround times for aircraft and improved
services to passengers. Baggage will travel between the terminal and
concourses through interconnecting tunnels. The most distant concourse is
GAO (1994)
located about a mile from the terminal.
Not until 1992, two years into the construction of the new airport, did the
project's top managers recognize the potential benefits of an airport-wide, ITKeil & Montealegre
based baggage-handling system. As a result, airport planners and consultants
(2000)
developed specifications for such a system.
Originally scheduled to open in October 1993, DIA finally opened on February
28, 1995 after four postponements, principally because of difficulties with its
Goetz & Szyliowicz
automated baggage system. Originally projected to cost $1.7 billion, its price
(1997)
had escalated to over $5 billion.
The decision to build DIA and the planning process responsible for its
realization are typical of the ways in which transportation projects are designed
and implemented. Traditional practices are based on a decision-making model
and a procedural theory of planning which, because of its assumptions and
requirements, frequently does not yield desirable results. Although scholars
have demonstrated persuasively that it possesses severe shortcomings
(Hirschman, 1967; Rondinelli, 1977; Rycroft and Szyliowicz, 1980), the
‘rational comprehensive model’ of planning and decision-making remains the
dominant planning paradigm. Its influence upon transportation planners dates
Goetz & Szyliowicz
back many decades and, despite its acknowledged deficiencies, continues to
(1997)
shape the ways in which the craft is practiced (Wachs, 1985).
The Project Management Team (PMT) became responsible for overseeing
Donaldson (2002)
planning and
41. Did the project have a formal Project Planning (PP) process that established
Survey respondent 31828 and maintained plans that defined project activities? Yes
42. How many of the following process elements were performed in
Survey respondent 31828 accomplishing the Project Planning (PP) process? PP was satisfactorily
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Survey respondent 31954

Survey respondent 31954
Survey respondent 31960

Survey respondent 31960
Score
0.5

performed as specified in the CMM/CMMI.
41. Did the project have a formal Project Planning (PP) process that established
and maintained plans that defined project activities? Response: Yes
42. How many of the following process elements were performed in
accomplishing the Project Planning (PP) process? Response: The PP
transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.
41. Did the project have a formal Project Planning (PP) process that established
and maintained plans that defined project activities? Response: Yes
42. How many of the following process elements were performed in
accomplishing the Project Planning (PP) process? Response: The PP
transformation process included a formal method for feedback to make
adjustments and changes based on information coming to and from the process.
Overall Evaluation
The software development project performed one PP process.
Exhibit 27: PP Evaluation

b. Project Monitoring and Control (PMC)
Project Monitoring & Control (PMC): The process to provide an understanding of the project's
progress so that appropriate corrective actions could be taken when the project’s performance deviated
significantly from the plan.
Source of Empirical
Empirical Evidence
Evidence
Montealegre & Keil
Almost certainly, projects that exhibit such volatility are especially difficult to
(2000)
manage and control.
Evans claims that BAE didn't pay enough attention to the programming issues
Rifkin (1994)
early enough in the process.
Keil & Montealegre
The DIA case teaches that the visibility of project costs can play an important
(2000)
role in promoting problem redefinition.
The intangible nature of software makes it difficult to obtain accurate estimates
of the proportion of work completed, which may promote escalation of
Montealegre & Keil
commitment by giving a false perception that successful completion of the
(2000)
project is near.
The tracking system was a disaster. They tried to merge the different systems
into one central database structure. Everybody had their own and it took 3
Donaldson (2002)
years to get working.
43. Did the project have a formal Project Monitoring & Control (PMC) process
to provide an understanding of the project's progress so that appropriate
corrective actions could be taken when the project's performance deviated
Survey respondent 31828 significantly from the plan? Yes
44. How many of the following process elements were performed in
accomplishing the Project Monitoring & Control (PMC) process? PMC was
Survey respondent 31828 satisfactorily performed as specified in the CMM/CMMI.
43. Did the project have a formal Project Monitoring & Control (PMC) process
to provide an understanding of the project's progress so that appropriate
corrective actions could be taken when the project's performance deviated
Survey respondent 31954 significantly from the plan? Response: Yes
44. How many of the following process elements were performed in
accomplishing the Project Monitoring & Control (PMC) process? Response 1:
The PMC transformation process included a formal method for feedback to
make adjustments and changes based on information coming to and from the
process. Response 2: The PMC transformation process included a formal
Survey respondent 31954 method for feedback to make adjustments and changes based on information
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Survey Respondent
31960

Survey Respondent
31960
Score
1.0

coming to and from the process.
43. Did the project have a formal Project Monitoring & Control (PMC) process
to provide an understanding of the project's progress so that appropriate
corrective actions could be taken when the project's performance deviated
significantly from the plan? Response: Yes
44. How many of the following process elements were performed in
accomplishing the Project Monitoring & Control (PMC) process? Response 1:
The PMC transformation process formally designated, received, screened and
processed inputs. Response 2: The PMC transformation process formally
assessed and processed outputs. Response 3: The PMC transformation process
included a formal method for feedback to make adjustments and changes based
on information coming to and from the process.
Overall Evaluation
The software development project performed two PMC processes.
Exhibit 28: PMC Evaluation

c. Supplier Agreement Management (SAM)
Supplier Agreement Management (SAM): The process to manage the acquisition of products or
services from suppliers for which there were formal agreements.
Source of Empirical
Empirical Evidence
Evidence
Five out of sixty contracts awarded for the design of DIA went to Denver
companies. - The 60 contracts generated 110 construction contracts and 88
professional service contracts. - Between 200 and 300 (max. 400) companies
were involved
Donaldson (2002)
In April of 1992, BAE was awarded the contract of $175.6 million to proceed
with design and construction of an airport-wide CBHS. Gene Di Fonso,
President of BAE, recalled later about the sessions with airport management to
nail down deadlines and freezes to the plan; “We placed a number of
conditions on accepting the job.. .The design was not to be changed beyond a
given date and there would be a number of freeze dates for mechanical design,
Hickerson (2006)
software design, permanent power designs and the like.”
45. Did the project have a formal Supplier Agreement Management (SAM)
process to manage the acquisition of products or services from suppliers for
Survey respondent 31828 which there were formal agreements? No
45. Did the project have a formal Supplier Agreement Management (SAM)
process to manage the acquisition of products or services from suppliers for
Survey respondent 31954 which there were formal agreements? Response: Yes
46. How many of the following process elements were performed in
accomplishing the Supplier Agreement Management (SAM) process?
Response: The SAM transformation process included a formal method for
feedback to make adjustments and changes based on information coming to
Survey respondent 31954 and from the process
45. Did the project have a formal Supplier Agreement Management (SAM)
Survey Respondent
process to manage the acquisition of products or services from suppliers for
which there were formal agreements? Response: No
31960
Overall Evaluation
Score
The software development project did not perform the SAM process.
0.0
Exhibit 29: SAM Evaluation
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d. Risk Management (RSKM)
Supplier Agreement Management (SAM): The process to manage the acquisition of products or
services from suppliers for which there were formal agreements.
Source of Empirical
Empirical Evidence
Evidence
A second major factor that falls into the ‘risk1category involves technology;
Goetz & Szyliowicz
the newer and the more untested the technology, the more likely is one to
(1997)
encounter problems. This was obviously true of the baggage system.
From a project management perspective, there was no question that disaster
was on the horizon. Nobody knew what to do about the DCV system. The risks
were unknown. Nobody realized the complexity of the system, especially the
software requirements. By one account, the launch date should have been
delayed by at least two years. The contract for DCV hadn’t been awarded yet,
and terminal construction was already under way. Everyone wanted to know
why the design (and construction) was not delayed until after the airlines had
signed on. How could DIA install and maintain the terminal's baseline design
without having a design for the baggage handling sys-tem? Everyone felt that
Kerzner (2000)
what they were now building would have to be ripped apart.
Perhaps the most serious assumption involved the totally automated baggage '
handling system, demanded by United, which was to force additional
modifications and significantly delay the airport's opening. The planners
apparently never considered the problems involved in greatly increasing the
scale of a complex technology, especially one so dependent upon the
Szyliowicz & Goetz
development of a large scale software system of a type where failures are
(1995)
commonplace (Gibbs, 1994).
Remarkably, the design of the fully automated baggage system at Denver did
not include a meaningful backup system. The planners provided neither a fleet
of tugs and carts that could cope with the level of baggage expected, nor even
de Neufville (1994)
access roads between the check-in facilities and the aircraft.
Since the baggage system is a critical component of any airport, the decision
Goetz & Szyliowicz
not to hedge represented a remarkable gamble. If a reasonable time frame (an
(1997)
extension of two to three years has been mentioned)
47. Did the project have a formal Risk Management (RSKM) process to
identify potential problems before they occur, so that risk-handling activities
may be planned and invoked as needed across the life of the product or project
Survey respondent 31828 to mitigate adverse impacts on achieving objectives? No
47. Did the project have a formal Risk Management (RSKM) process to
identify potential problems before they occur, so that risk-handling activities
may be planned and invoked as needed across the life of the product or project
Survey respondent 31954 to mitigate adverse...Response: No
47. Did the project have a formal Risk Management (RSKM) process to
identify potential problems before they occur, so that risk-handling activities
may be planned and invoked as needed across the life of the product or project
Survey respondent 31960 to mitigate adverse...Response: No
Score
Overall Evaluation
0.0
The software development project did not perform the RSKM process.
Exhibit 30: RSKM Evaluation
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e. Integrated Project Management (IPM)
Integrated Project Management (IPM): The process to establish and manage the project and the
involvement of the relevant stakeholders according to an integrated and defined process.
Empirical Evidence
Source of Empirical
Evidence
The City of Denver staff and the Consultant team shared leadership of the
project and coordinated initial facets of the design.
Donaldson (2002)
Gene Di Fonso, President of BAE, knew that his company could demonstrate
Applegate, Montealegre, that flaws in the overall design of the airport and an unsystematic approach to
project changes had affected implementation of the integrated baggage system.
Knoop & Nelson (1996)
Responsibilities were not clearly defined. The muddled chain of command was
named by all the designers as the most frustrating aspect of the project.
Bradbum faults the city, which he says "infiltrated" the PMT with its own staff
in such a way as to inappropriately undercut the authority of Greiner/MKE
personnel nominally in positions of higher responsibility.
Russell (1994)
With its mega-project expertise, Greiner and Morrison-Knudsen should have
been able to handle the enormous scheduling and coordination issues that came
up as the scale of changes enlarged. Coordination, however, was not the
responsibility of the PMT, but of the designers. Designers say their firms were
Russell (1994)
not structured to take on coordination at the scale ultimately require.
49. Did the project have a formal Integrated Project Management (IPM)
process to establish and manage the project and the involvement of the relevant
Survey respondent 31828 stakeholders according to an integrated and defined process? No
49. Did the project have a formal Integrated Project Management (IPM)
process to establish and manage the project and the involvement of the relevant
Survey respondent 31954 stakeholders according to an integrated and defined process? Response: No
49. Did the project have a formal Integrated Project Management (IPM)
process to establish and manage the project and the involvement of the relevant
Survey respondent 31960 stakeholders according to an integrated and defined process? Response: Yes
50. How many of the following process elements were performed in
accomplishing the Integrated Project Management (IPM) process? Response 1:
The IPM transformation process formally designated, received, screened and
processed inputs. Response 2: The IPM transformation process formally
assessed and processed outputs. Response 3: The IPM transformation process
included a formal method for feedback to make adjustments and changes based
Survey respondent 31960 on information coming to and from the process.
Overall Evaluation
Score
The software development project performed one IPM process.
0.5
Exhibit 31: IPM Evaluation

f. Decision Analysis and Resolution (DAR)
Decision Analysis & Resolution (DAR): The process which analyzed possible decisions using a
formal evaluation process that evaluated identified alternatives against established criteria.
Source of Empirical
Empirical Evidence
Evidence
it did not seem like there were any feasible alternatives;
Hickerson (2006)
The City was advised early on by several consultants that building the
automated system was a high-risk proposition, especially within the time
frames allowed. The City disregarded these opinions and has paid a high price
for this decision. In DIA's case, it would have been cheaper to plan for and
build an alternative system from the start rather than deciding to install one
after major problems surfaced.
GAO (1995)
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Goetz & Szyliowicz
(1997)

Survey respondent 31828

Survey respondent 31954

Survey respondent 31954
Survey Respondent
31960
Score

0.0

Preparing for the unexpected might involve a series of ‘go/no go’ checkpoints,
whereby at specific decision stages the situation would be evaluated anew and
decisions made on the basis of existing conditions and new information. This
strategy is inherent in much of the literature that advocates flexibility and
incrementalism (Collingridge, 1992; Hayes, 1992; Weiss and Woodhouse,
1992).
51. Did the project have a formal Decision Analysis & Resolution (DAR)
process which analyzed possible decisions using a formal evaluation process
that evaluated identified alternatives against established criteria? No
51. Did the project have a formal Decision Analysis & Resolution (DAR)
process which analyzed possible decisions using a formal evaluation process
that evaluated identified alternatives against established criteria? Response:
Yes
52. How many of the following process elements were performed in
accomplishing the Decision Analysis & Resolution (DAR) process? Response:
The DAR transformation process formally assessed and processed outputs.
51. Did the project have a formal Decision Analysis & Resolution (DAR)
process which analyzed possible decisions using a formal evaluation process
that evaluated identified alternatives against established criteria? Response: No
Overall Evaluation

The software development project did not perform the DAR process.
Exhibit 32: DAR Evaluation

g. Quantitative Project Management (QPM)
Quantitative Project Management (QPM): The process which quantitatively managed the project's

defined processes to achieve the project's established quality and process-performance objectives.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

0.0

Empirical Evidence

53. Did the project have a formal Quantitative Project Management (QPM)
process which quantitatively managed the project's defined processes to
achieve the project's established quality and process-performance objectives?
No
53. Did the project have a formal Quantitative Project Management (QPM)
process which quantitatively managed the project's defined processes to
achieve the project's established quality and process-performance objectives?
Response: No
53. Did the project have a formal Quantitative Project Management (QPM)
process which quantitatively managed the project's defined processes to
achieve the project's established quality and process-performance objectives?
Response: No
Overall Evaluation

The software development project did not perform the QPM process.
Exhibit 3 3 : Q P M Evaluation

The overall score for the functions element was 9.0 of 50 possible points.
Structure Element
The structure element of the FSE framework had three areas that evaluated 20
measurement objects related to the structural ability of the project to produce software.
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The areas address the social system, the cybernetic controls and the technical system
worth a total of 25 points. Each area will be evaluated separately.
1. Social System: The social system area addressed six measurement objects:
a. Analyst Capability (ACAP)
Analyst Capability (ACA P): (1) The analysis and design ability, efficiency, and thoroughness, of the
analyst team (those who w<jrked on requirements, high-level design, and detailed design) that worked
on the software developme nt project and (2) the analyst team's ability to communicate and cooperate
during the software develo pment project.
Empirical Evidence
Source of Empirical
Evidence
The line-balancing problem is compounded by a general ignorance or disregard
for its existence. Even knowledgeable designers and operators of automated
systems seem not to focus on this issue.
de Neufville (1994)
57. How would you rate the analysis and design ability, efficiency, and
thoroughness, of the analyst team (those who worked on requirements, highlevel design, and detailed design) that worked on the software development
Survey respondent 31828 project? 75th-90th percentile.
58. How would you rate the analyst team's ability to communicate and
Survey respondent 31828 cooperate during the software development project? 55th-75th percentile
57. How would you rate the analysis and design ability, efficiency, and
thoroughness, of the analyst team (those who worked on requirements, highlevel design, and detailed design) that worked on the software development
Survey respondent 31954 project? Response: 55th-75th percentile.
58. How would you rate the analyst team's ability to communicate and
cooperate during the software development project? Response: 15th-35th
Survey respondent 31954 percentile
57. How would you rate the analysis and design ability, efficiency, and
thoroughness of the analyst team (those who worked on requirements, highlevel design, and detailed design) that worked on the software development
Survey respondent 31960 project? Response: 75th-90th percentile.
58. How would you rate the analyst team's ability to communicate and
cooperate during the software development project? Response: 35th-55th
Survey respondent 31960 percentile
Overall Evaluation
Score
Nominal: 55m-75th percentile
0.6
Exhibit 34: ACAP Evaluation

b. Programmer Capability (PCAP)
Programmer Capability (PCAP): (1) The analysis and design ability, efficiency, and thoroughness,
and the ability to communicate and cooperate of the programmer team (those who implement
processes and functions through software code) that worked on the software development project and
(2) the programmer team's ability to communicate and cooperate during the software development
project.
Empirical Evidence
Source of Empirical
Evidence
At the heart of the system is a complicated software program called the Empty
Car Management system. The program dispatches empty carts to any input
point where they are needed. It also coordinates the flow of carts to ensure that
Rifkin (1994)
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de Neufville (1994)

Survey respondent 31828
Survey respondent 31828

Survey respondent 31954

Survey respondent 31954

Survey respondent 31960

Survey respondent 31960

empty queues are replenished in time for arriving bags. The complex system
was written over the past two years by more than 20 BAE software
programmers
The software must, in addition to the usual error checking codes that guard
against electrical disturbances in the communications, have multiple levels of
redundancy and be able to recover from errors very rapidly. Getting this right
can take many expensive programmers a lot of time (Gibbs, 1994).
59. How would you rate the analysis and design ability, efficiency, and
thoroughness, and the ability to communicate and cooperate of the programmer
team (those who implement processes and functions through software code)
that worked on the software development project? 55th-75th percentile.
60. How would you rate the programmer team's ability to communicate and
cooperate during the software development project? 55th-75th percentile
59. How would you rate the analysis and design ability, efficiency, and
thoroughness, and the ability to communicate and cooperate of the programmer
team (those who implement processes and functions through software code)
that worked on the software development project? Response: 35th-55th
percentile.
60. How would you rate the programmer team's ability to communicate and
cooperate during the software development project? Response: 35th-55th
percentile
59. How would you rate the analysis and design ability, efficiency, and
thoroughness, and the ability to communicate and cooperate of the programmer
team (those who implement processes and functions through software code)
that worked on the software development project? Response: 55th-75th
percentile.
60. How would you rate the programmer team's ability to communicate and
cooperate during the software development project? Response: 35th-55th
percentile

Score

0.4

Overall Evaluation

Low: 35til-55th percentile.
Exhibit 35: PCAP Evaluation

c. Personnel Continuity (PCON)
Personnel Continuity (PCON): The software development project’s annual personnel turnover.
Source of Empirical
Empirical Evidence
Evidence

Survey respondent 31828
Survey respondent 31954
Survey respondent 31960
Score

0.6

61. What was the software development project's annual personnel turnover?
3-12% per year
61. What was the software development project's annual personnel turnover?
Response: 13-23% per year
61. What was the software development project's annual personnel turnover?
Response: 13-23% per year
Overall Evaluation

Nominal: 13-23% per year
Exhibit 36: PCON Evaluation
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d. Applications Experience (APEX)
Applications Experience (APEX): The level of applications experience of the team that developed
the software system? [Note: This is defined in terms of the development team's equivalent years of
experience with this type of application.]
Source of Empirical
Empirical Evidence
Evidence
Donaldson (2002)
BAE had a world-wide reputation as a superior baggage system builder.
BAE is considered the top baggage system company in the world. It has spent
the past 26 years building baggage-handling systems for individual airlines at
such airports as Atlanta, San Francisco, Dallas-Fort Worth and JFK in New
Rifkin (1994)
York.
BAE underestimated the complexity of the routing problems. During trials,
cars crashed into one another, luggage was dropped at the wrong location, cars
that were needed to carry luggage were routed to empty waiting pens, and
some cars traveled in the wrong direction. Sensors became coated with dirt,
throwing the system out of alignment, and luggage was dumped prematurely
because of faulty latches, jamming cars against the side of a tunnel. By the end
of May, BAE was conducting a worldwide search for consultants who could
determine what was going wrong and how long it would take to repair the
Kerzner (2000)
system.
BAE was also criticized for overreaching in engineering literature as the delays
started to become public knowledge. One reviewer pointed out that, while the
computer system did know what to do with the telecars that were full, BAE had
no experience with empty cart management software, or in other words, how to
Hickerson (2006)
maximize where the telecars should go after fulfilling a delivery14
Di Fonso acknowledges that BAE ran into a raft of programming nightmares.
One was writing the code for establishing and maintaining communications
with the airlines' reservations systems, especially United's Apollo computers.
In order for the system to operate, it must be able to "converse" in the software
language of each airline. Such translation work is painstaking and laden with
Rifkin (1994)
bugs.
In addition, there were repeated problems with the printers at the ticket
counters, and bugs in the Empty Car Management system plagued the trials. In
early March, when BAE started using a lot of baggage during its tests, it
became clear that the software too often was sending a cart out too early or too
Rifkin (1994)
late.
the contractor responsible for the installation (BAE Automated Systems) had
enjoyed the reputation of being among the best and, on the strength of its good
work, has been responsible for most of the major baggage systems recently
de Neufville (1994)
installed in the United States.
The problem appeared to be with the software required to get computers to talk
to computers. The fact that a mere software failure could hold up Denver's new
airport for more than a year put in question the project's risk management
Kerzner (2000)
program.
the software required the writing of millions of lines of computer code which
were necessary to direct bags safely and correctly to their destination. Software
errors would cause telecarts to be misloaded and misdirected, often resulting in
Goetz & Szyliowicz
spectacular accidents. One such incident was captured by a local television
(1997)
station and broadcast several times to an incredulous public.
United Airlines, which committed early to the DIA project, was the first to start
work on a baggage handling system, aiming for an advanced solution. To this
end, they commissioned BAE Automated Systems Inc. to build the CBHS at
the new airport. BAE was considered a leading manufacturer of these systems,
Hickerson (2006)
with a solid track record of past performance.
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Rifkin (1994)

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

0.8

using IBM's OS/2 operating system
62. How would you rate the level of applications experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with this type of
application. >6 years.
62. How would you rate the level of applications experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with this type of
application.] Response: 1-6 years
62. How would you rate the level of applications experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with this type of
application.] Response: 1-6 years.
Overall Evaluation
High: 1-6 years
Exhibit 37: APEX Evaluation

e. Platform Experience (PLEX)
Platform Experience (PLEX): The level of platform experience of the team that developed the
software system? [Note: This is defined in terms of the development team's equivalent years of
experience with the type of platform (i.e. graphical user interface, database, networking, middleware,
etc.).]
Source of Empirical
Empirical Evidence
Evidence
Baggage handling systems would also run on a client-server system, which
meant that central control of the system would be placed outside the control of
the airport’s information systems department.
Hickerson (2006)
The problem is further complicated at Denver because it uses a distributed
de Neufville (1994)
system of about 150 computers.
63. How would you rate the level of platform experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with the type of platform
(i.e. graphical user interface, database, networking, middleware, etc.).] 1-6
Survey respondent 31828 years.
63. How would you rate the level of platform experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with the type of platform
(i.e. graphical user interface, database, networking, middleware, etc.)..
Survey respondent 31954 Response: >6 years.
63. How would you rate the level of platform experience of the team that
developed the software system? [Note: This is defined in terms of the
development team's equivalent years of experience with the type of platform
(i.e. graphical user interface, database, networking, middleware,
Survey respondent 31960 etc.).]Response: 6-12 months.
Score
Overall Evaluation
0.8
High: 1-6 years
Exhibit 38: PLEX Evaluation
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f. Language and Tool Experience (LTEX)
Platform Experience (PLEX): The level of platform experience of the team that developed the

software system? [Note: This is defined in terms of the development team's equivalent years of
experience with the type of platform (i.e. graphical user interface, database, networking, middleware,
etc.).l
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

Empirical Evidence

64. How would you rate the level of programming language and software tool
experience of the team that developed the software system? [Note: This is
defined in terms of the development team’s equivalent years of experience with
this type of language and toolset.] >6 years.
64. How would you rate the level of programming language and software tool
experience of the team that developed the software system? [Note: This is
defined in terms of the development team's equivalent years of experience with
this type of language and toolset.] Response: 1-6 years
64. How would you rate the level of programming language and software tool
experience of the team that developed the software system? [Note: This is
defined in terms of the development team's equivalent years of experience with
this type of language...Response: 1-6 years.

Score

0.8

Overall Evaluation

High: 1-6 years
Exhibit 39: LTEX Evaluation

2. Cybernetic Control: The cybernetic controls area addressed five measurement objects:
a. Control (CTRL)
Control (CTRL): The operational measures the project used most commonly to control the
performance of the software development project.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

1.0

Empirical Evidence

65. What operational measures did the project use most commonly to control
the performance of the software development project? Cost or Schedule data.
65. What operational measures did the project use most commonly to control
the performance of the software development project? Response: Cost and
Schedule data.
65. What operational measures did the project use most commonly to control
the performance of the software development project? Response: Cost and
Schedule data.
Overall Evaluation

Cost & Schedule: Cost and schedule data are used to control the
performance of the software development project.
Exhibit 40: CTRL Evaluation
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b. Policy (POL)
Policy (POL): The operational controls and strategic measures used to ensure that the software

development project remained viable.
Empirical Evidence

Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

66. How were operational controls and strategic measures balanced to ensure
that the software development project remained viable? No coordination
between the intelligence or policy functions existed.
66. How were operational controls and strategic measures balanced to ensure
that the software development project remained viable? Response: There was a
formal linkage between the operational controls in the project measurement
and control process (PMC) and the policy functions in the integrated project
management (IPM) process.
66. How were operational controls and strategic measures balanced to ensure
that the software development project remained viable? Response: No
coordination between the intelligence or policy functions existed.

Score

0.0

Overall Evaluation

No coordination: No coordination between the intelligence or policy
functions existed..
Exhibit 41: POL Evaluation

c. Intelligence (INT)
Intelligence (INT): The external intelligence measures used as part of the planning process for the

software development project.
Source of Empirical
Evidence

Montealegre & Keil
(2000)

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

0.0

Empirical Evidence

By August 1994, Logplan issued an 11 page report that characterized BAE's
system as "highly advanced" and "theoretically" capable of living up to its
promised "capacities, services, and performances," but acknowledged that
software and mechanical problems "make it most improbable to achieve a
stable and reliable operation." Logplan recommended constructing a
conventional tug-and-cart backup baggage system that could be built in less
than five months and opening DIA with it and whatever parts of the BAE
system could be ready (Booth and O'Driscoll 1994).
67. What external intelligence measures did the project consider as part of the
planning process for the software development project? No intelligence
measures were used.
67. What external intelligence measures did the project consider as part of the
planning process for the software development project? Response: No
intelligence measures were used
67. What external intelligence measures did the project consider as part of the
planning process for the software development project? Response: No
intelligence measures were used.
Overall Evaluation

No intelligence measures were used.
Exhibit 42: INT Evaluation
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d. Communications Channels (CC)
Communications Channels (CC): How information was communicated within the software
development project.
Source of Empirical
Empirical Evidence
Evidence
BAE had to change its working structure to conform to DIA’s project
management structure. Di Fonso explained, There was a senior manager for
each of the concourses and a manager for the main terminal. The bag system,
however, traversed all of them. If I had to argue a case for right of way I would
have to go to all the managers because I was traversing all four empires. In
addition, because changes were happening fast at each of these sites, there was
no time to have an information system to see what is concourse A deciding and
what is concourse B deciding. We had to be personally involved to understand
what was going on. There was no one to tie it all together and overlap all these
effects because the basic organization was to manage it as discrete areas. It was
Applegate, Montealegre, pandemonium. We would keep saying that over and over again. Who is in
charge?
Knoop & Nelson (1996)
Communication was a problem from the beginning channels between: (a) The
City, (b) The Project Management Team and (c) Consultants, were never well
defined
Donaldson (2002)
DIA's operational project structure comprised five different areas subdivided
into smaller units. The working areas were: site development (earthmoving,
grading, and drainage); roadways and on-grade parking (service roads, onairport roads, and off-airport roads connecting to highways); airfield paving;
building design (people-mover /baggage-handier, tunnel, concourses,
passenger bridge, terminal, and parking); and utility/special systems and other
facilities (electrical transmission, oil, and gas line removal and relocation). An
area manager controlled construction within each area. Area managers were
responsible for the administration of all assigned contracts and, in coordination
Applegate, Montealegre, with other area managers, for management of the portion of the overall site in
Knoop & Nelson (1996)
which their work took place.
Much of the effort for implementing the baggage system was directed within
one of the four working areas. "The relationship with the management team
was very poor," recalled Di Fonso. The management team had no prior
baggage handling competence or experience. This was treated as a major
public works project. The management team treated the baggage system as
similar to pouring concrete or putting in air-conditioning ducts. When we
would make our complaints about delays and access and so forth, other
contractors would argue their position. The standard answer was, "Go work it
Applegate, Montealegre, out among yourselves." . . . With contractors basically on their own, this led
Knoop & Nelson (1996)
almost to anarchy. Everyone was doing his or her own thing
68. How was information communicated within the software development
Survey respondent 31828 project? Informal communications channels.
68. How was information communicated within the software development
project? Response: Communications channels were formalized and included
Survey respondent 31954 within the processes.
68. How was information communicated within the software development
Survey respondent 31960 project? Response: Informal communications channels.
Score
Overall Evaluation
0.0
Informal communications channels.
Exhibit 43: CC Evaluation
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e. Attenuation (ATT)
Environmental Attenuation (ATT): How the overall variety presented to the project was controlled
by using attenuation and/or amplification methods.
Source of Empirical
Empirical Evidence
Evidence
A number of factors caused the delays, including electric power problems,
software problems, and the fact that the client-server architecture, in a place so
big, made problems in the system hard to track down and eliminate [13
Mahring et al, 2004, p. 219].
Hickerson (2006)
The City of Denver was unable to supply clean electricity to the baggage
system: (1) The motors and circuitry was extremely sensitive to power surges
and fluctuations. (2) Feedback continually tripped circuit breakers and filters to
remedy this took months
Donaldson (2002)
to arrive. (March 1994).
there were constant interruptions in testing due to overloaded motors, which in
Rifkin (1994)
turn were due to faulty power supplies.
Another problem was the city's inability to supply "clean" electricity to the
baggage system. The motors and circuitry used in the system were extremely
sensitive to power surges and fluctuations. When electrical feedback tripped
circuit breakers on hundreds of motors, an engineer was called in to design
filters to correct the problem. Although ordered at that time, the filters still had
not arrived several months later. A city worker had canceled a contract without
Applegate, Montealegre, realizing that the filters were part of it. The filters finally arrived in March
Knoop & Nelson (1996)
1994.
69. How were the affects of unwanted or unnecessary information and/or
materials from the external environment, upon the software development
Survey respondent 31828 project, reduced? No attenuation methods were in place.
70. How were the necessary information and/or materials from the external
environment or the software development project amplified? No amplification
Survey respondent 31828 functions were in place.
69. How were the affects of unwanted or unnecessary information and/or
materials from the external environment, upon the software development
project, reduced? Response: Informal methods for attenuating unwanted
Survey respondent 31954 information and/or materials to and from the environment were in place.
70. How were the necessary information and/or materials from the external
environment or the software development project amplified? Response: Formal
methods for amplifying important information and/or materials from the
Survey respondent 31954 environment were in place.
69. How were the affects of unwanted or unnecessary information and/or
materials from the external environment, upon the software development
Survey Respondent
project, reduced? Response: Informal methods for attenuating unwanted
31960
information and/or materials from the environment were in place.
70. How were the necessary information and/or materials from the external
environment or the software development project amplified? Response:
Informal methods for amplifying important information and/or materials from
Survey respondent 31960 the environment were in place.
Score
Overall Evaluation
Informal methods for attenuation and amplification were in place.
1.0
Exhibit 44: ATT Evaluation

3. Technical System: The technical system area addressed nine measurement objects:
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a. Software Reliability (RELY)
Software Reliability (RELY): The design of the software ensured that in the event of complete
system failure the users would consider this to be:
Empirical Evidence

Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960

71. The design of the software ensured that in the event of complete system
failure the users would consider this to be a: Disastrous, high financial loss.
71. The design of the software ensured that in the event of complete system
failure the users would consider this to be a: Response: Disastrous, high
financial loss.
71. The design of the software ensured that in the event of complete system
failure the users would consider this to be a: Response: Disastrous, high
financial loss.
Overall Evaluation

Score

0.4

High: Disastrous, high financial loss.
Exhibit 45: RELY Evaluation

b. Database Size (DATA)
Database Size (DATA): The ratio of bytes in the system test database (D) to the number of bytes

(source lines of code) in the application program (P).
Source of Empirical
Evidence

De NeufVille (1994)
Survey respondent 31828
Survey respondent 31954

Empirical Evidence

Managing the information accurately is also difficult. The database needs to
track tens of thousands of bags, going to hundreds of destinations, all in real
time.
72. The ratio of bytes in the system test database (D) to the number of bytes
(source lines of code) in the application program (P) was: D/P <10
72. The ratio of bytes in the system test database (D) to the number of bytes
(source lines of code) in the application program (P) was: Response: D/P <10
Overall Evaluation

Score

1.0

Low: D/P <10
Exhibit 46: DATA Evaluation

c. Development for Reuse (RUSE)
Development for Reuse (1XUSE): The decision to utilize reusable software components as part of the

software system design req uired the use of components.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954
Score

0.2

Empirical Evidence

73. The decision to utilize reusable software components as part of the
software system design required the use of components: Across multiple
product lines.
73. The decision to utilize reusable software components as part of the
software system design required the use of components: Response: Across
multiple product lines.
Overall Evaluation

Extra High: Across multiple product lines.
Exhibit 47: RUSE Evaluation
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d. Life Cycle Documentation (DOCU)
Life Cycle Documentation (DOCU): How the design of the software system affected the life-cycle

documentation needs of the software system.
Source of Empirical
Evidence

Survey respondent 31828

Survey respondent 31954

Empirical Evidence

74. How did the design of the software system affect the life-cycle
documentation needs of the software system? [Not Answered]
74. How did the design of the software system affect the life-cycle
documentation needs of the software system? Response: Design has created
excessive life-cycle needs.

Score

0.4

Overall Evaluation

Very High: Design has created excessive life-cycle needs.
Exhibit 48: DOCU Evaluation

e. Execution Time Constraint (TIME)
Execution Time Constraint (TIME): The percentage of the customer specified system response time

was used in the design of the software system.
Source of Empirical
Evidence

Survey respondent 31828
Survey respondent 31954

Empirical Evidence

75. What percentage of the customer specified system response time was used
in the design of the software system? [Not Answered]
75. What percentage of the customer specified system response time was used
in the design of the software system? Response: 70-90%

Score

0.6

Overall Evaluation

Very High: 70-90%
Exhibit 49: TIME Evaluation

f. Main Storage Constraint (STOR)
Main Storage Constraint (STOR): The percentage of the customer specified storage was used in the

design of the software system.
Source of Empirical
Evidence

Survey respondent 31828
Survey respondent 31954

Empirical Evidence

76. What percentage of the customer specified storage was used in the design
of the software system? [Not Answered]
76. What percentage of the customer specified storage was used in the design
of the software system? Response: 70-90%

Score

0.6

Overall Evaluation

Very High: 70-90%
Exhibit 50: STOR Evaluation
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g. Platform Volatility (PVOL)
Platform Volatility (PVOL): How often changes to the software that made up the system are
expected to be required.
Empirical Evidence
Source of Empirical
Evidence
77. How often would changes to the software that made up the system be
Survey respondent 31828 expected to be required? [Not Answered!
77. How often would changes to the software that made up the system be
expected to be required? Response: Major changes every 6 months, minor
Survey respondent 31954 changes every 2 weeks.
Score
Overall Evaluation
0.8
Low: Major changes every 6 months, minor changes every 2 weeks.
Exhibit 51: PVOL Evaluation

h. Software System Complexity (COMP)
System Complexity (COMP): The complexity of the software that the development project was
working on.
Source of Empirical
Empirical Evidence
Evidence
All complex handling systems must deal with the problem of resiliency and
recovery. As you get closer and closer to peak capacity, the response time of
Auguston (1994)
the system increases.
In short, what you’re dealing with is a complicated cascade of queues, says de
Neufville. "When the loads are heavy the performance of such systems are
highly variable and service is often terrible, either overall or for particular
Auguston (1994)
connections. It's like driving through a busy city at rush hour."
78. Which description best characterizes the complexity of the software that
Survey respondent 31828 the development project was working on? [Not Answered]
A more usual well-proven, well-maintained system of laser readers can boast
of 96 to 97% accuracy, which still means that 3 to 4 bags out of 100 go to the
de Neufville (1994)
misread pile or the wrong destination.
After some negotiation, BAE proposed building what one article called, “the
most complex baggage-handling system ever built.” According to one account,
it was to include 3,100 independent “telecars” on 22 miles of tracks and six
miles of conveyor belt to route and deliver baggage among 20 different
airlines. BAE built a prototype system in a warehouse near its manufacturing
plant near Carrollton, Texas, and the prototype systems was enough to
Hickerson (2006)
convince top management to move ahead with the plan.
All of the airport's resident airlines, except United, use individual bar codes
printed on stickers right at the ticket counter and attached to the handles of the
bags. The bar codes identify the passenger and the flight information. United
Rifkin (1994)
uses a tiny photocell that performs the same function.
Although BAE had significant experience implementing this technology in
Montealegre & Keil
smaller scale projects, it had never implemented a system at the level of
(2000)
complexity that was required for DIA.
An efficient control system for any automated baggage system is likely to take
de Neufville (1994)
a long time to develop successfully.
BAE came up with a proposal (most ambitious ever - biggest, most complex
Donaldson (2002)
automated system ever)
BAE had installed Telecar (laser barcode readers and conveyor belt system)
but never on the size envisaged in the tender offer DIA was going to need
something much bigger.
Donaldson (2002)
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Applegate, Montealegre,
Knoop & Nelson (1996)

Montealegre & Keil
(2000)

Applegate, Montealegre,
Knoop & Nelson (1996)

Auguston (1994)

Henderson (1994)

GAO (1994)
Gibbs (1994)

BAE presented the City of Denver with a proposal to develop the "most
complex automated baggage system ever built," according to Di Fonso. It was
to be effective in delivering bags to and from passengers, and efficient in terms
of operating reliability, maintainability, and future flexibility. The system was
to be capable of directing bags (including suitcases of all sizes, skis, and golf
clubs) from the main terminal through a tunnel into a remote concourse and
directly to a gate. Such efficient delivery would save precious ground time,
reduce close-out time for hub operations, and cut time-consuming manual
baggage sorting and handling.
BAE responded with a proposal to develop the "most complex baggage
handling system ever built." The proposed system was to include 3,100
independent "telecars" to route and deliver luggage among the counters, gates,
and claim areas of 20 different airlines. A total of 55 personal computers would
be networked to one another and to 5,000 optical detectors, 400 radio receivers,
and 56 bar-code scanners in a central control system. The system would move
a passenger's bag from any injection point to any destination in the airport in
less than 15 minutes and would process more than 1,000 bags per minute—two
to three times faster than a conventional conveyor belt. Faster baggage
handling would translate into increased ground time efficiency, thus reducing
enplanement turnaround time for hub operations and improving services to
passengers (Bouton 1993).
BAE was among the companies that had decided not to bid for the job. BAE
had installed the Telecar system at a number of other airports and the basic
technologies of the Telecar, laser barcode readers, and conveyor belt systems
were not new. What was new was the size and complexity of the system. "A
grand airport like DIA needs a complex baggage system," explained Di Fonso,
Therefore the type of technology to be used for such a system is the kind of
decision that must be made very early in a project. If there is a surprise like no
bidders there is still time to react. At DIA, this never happened. Working with
United Airlines, we had concluded that destination-coded vehicles moving at
high speed was the technology needed. But quite honestly, although we had
that technology developed, its implementation in a complex project like this
would have required significantly greater time than the city had left available.
Complex systems like the baggage handling system at the Denver International
Airport (DIA) are often difficult to manage because they involve technology
that is either unproven or has never been attempted on such a scale before.
Designed to move 42,000 pieces of luggage an hour at speeds of up to 19 mph
in 4,000 Destination Coded Vehicles controlled and monitored by computer
and propelled by 2,100 linear induction motors, "the most complex baggage
system in North America, if not the world...
Even after modifications are complete, the automated baggage handling system
will have two main components: (1) high-speed, bag-carrying telecarts
mounted on tracks and (2) connecting conveyor belts to load and off-load
baggage. The tracks are suspended from the basement ceilings of the terminal
and concourses. Electric motors and synchronous drives move the telecarts
along the tracks at varying speeds. Photocells and radio frequency reading
devices direct each telecart to the right location. In total, the original system
included over 17 miles of track; 5.5 miles of conveyors; 4,000 telecarts; 5,000
electric motors; 2,700 photocells; 59 laser bar code reader arrays; 311 radio
frequency readers; and over 150 computers, workstations, and communication
servers. The automated system was originally designed to carry up to 70 bags
per minute to and from the baggage check-in and baggage claim areas at
speeds of up to 24 miles per hour. This would allow the airlines to receive
checked baggage at their aircraft within 20 minutes.
Even more impressive than its girth is the airport's subterranean baggagehandling system. Tearing like intelligent coal-mine cars along 21 miles of steel
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Goetz & Szyliowicz
(1997)

de Neufville (1994)

de Neufville (1994)

GAO (1995)

GAO (1994)

Szyliowicz & Goetz
(1995)

de Neufville (1994)

de Neufville (1994)

track, 4,000 independent "telecars" route and deliver luggage between the
counters, gates and claim areas of 20 different airlines. A central nervous
system of some 100 computers networked to one another and to 5,000 electric
eyes, 400 radio receivers and 56 bar-code scanners orchestrates the safe and
timely arrival of every valise and ski bag.
First, the mechanical aspects, such as the construction of the tracks and the
operation of the carts, demand precision. If angles and tolerances are not
calculated correctly, the carts would either not be read properly or would crash
or fly off the tracks.
If relative complexity is measured by a factor of the increases in the salient
dimensions of a system, the fully automated system originally designed for
Denver would be 100 times as complex as comparable systems elsewhere. This
crude estimate factors speed (lOx) and the number of destinations (~10x).
Massive problems and therefore extensive delays should have been expected
from the start. The enormous increase in complexity, that distinguishes the
fully automated baggage system attempted at Denver from all others,
represents much more than a simple evolution of technology. It is not just a
change from a third to a fourth generation of technology, say; it is more like an
attempted leap from the third to the fifth or sixth generation of baggage
systems.
Managing a complex network of interacting, fully loaded queues efficiently for
any single scenario is complicated. Managing these flows under all the realistic
scenarios is exponentially more difficult. Learning how to do this appears to be
a major, long-term research project. Both airports, such as Frankfurt am Main,
and companies attempting to automate their materials handling, have routinely
spent years trying to make their systems work correctly under all circumstances
(Auguston, 1994; Zitterstein, 1994). It is not clear that anyone, anywhere, is
currently capable of managing a fully automated baggage system - - one
without any backup system or use of tugs and carts for transfers —to ensure
full capacity, on-time performance, or is likely to be able to do so anytime in
the near future (Knill, 1994).
Provide for alternative or back-up systems when dealing with new and untested
technology. The automated baggage system, which will cost about $234
million, was to be one of the largest and most sophisticated systems of its kind
in the world.
The automated baggage handling system, with a contract price of $ 193 million,
will be one of the largest and most sophisticated systems of its type in the
world.
The baggage system, whose cost had by now escalated to about $200 million,
was to be the largest and most sophisticated in the world. It was designed to
move 700 bags a minute to their specific load points in less than ten minutes
through a system o f4,000 individual carts traveling at speeds up to 24 miles an
hour over 17 miles of track suspended from basement ceilings. The system,
which included 5,000 electric motors, 2,700 photocells, 59 laser bar code
reader stations, 311 radio frequency readers, and more than 150 computers,
workstations, and communication servers, was expected to have all of its carts
operating simultaneously during peak hours.3
The delivery mechanism consists of about 9 km. (5.5 miles) of conveyors and
over 27 km. (17 miles) of track on which circulate 4000 individual, radiocontrolled carts, the so-called "destination coded vehicles" or "DCVs"
The destination of each bag and its individual cart is defined by bar-coded
labels, and transmitted by radio to tags (the "radio frequency identification" or
"RFID") on the constantly moving vehicles. The operation of these vehicles is
to be entirely controlled by a network of about 150 computers (Myerson, 1994;
US Government Accounting Office, 1994).
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Rifkin (1994)

de Neufville (1994)

Kerzner (2000)

Applegate, Montealegre,
Knoop & Nelson (1996)

Donaldson (2002)
Russell (1994)

Survey respondent 31954
Score

0.6

the DIA system is the most ambitious effort yet. Whereas other baggage
systems are located in the concourse of a specific airline, the DIA system is the
first integrated system to serve an entire airport. It is also the first to include a
transfer system for the rerouting of bags in case of sudden gate changes.
the geometry was tight. The automated system had to fit within the confines of
the airport passenger buildings and the underground tunnel connecting the
concourses and the terminal; in many instances it was shoe-homed in at
considerable inconvenience.
The system would contain 100 computers, 56 laser scanners, conveyor belts,
and thousands of motors. As designed, the system would contain 400 fiberglass
carts, each carrying a single suitcase through 22 miles of steel tracks.
Operating at 20 miles per hour, the system could deliver 60,000 bags per hour
from dozens of gates. United was worried that passengers would have to wait
for luggage since several of their gates were more than a mile from the main
terminal. The system design was for the luggage to go from the plane to the
carousel in 8-10 minutes. The luggage would reach the carousel before the
passengers. The baggage handling system would be centered on track-mounted
cars propelled by linear induction motors. The cars slow down, but don't stop,
as a conveyor ejects bags onto their platform. During the induction process, a
scanner reads the bar-coded label and transmits the data through a
programmable logic controller to a radio frequency identification tag on a
passing car. At this point, the car knows the destination of the bag it is
carrying, as does the computer software that routes the car to its destination. To
illustrate the complexity of the situation, consider 4,000 taxicabs in a major
city, all without drivers, being controlled by a computer through the streets of a
city.
To prove the capability of its mechanical aspects, and demonstrate the
proposed system to the airlines and politicians, BAE built a prototype
automated baggage handling system in a 50,000 square foot warehouse near its
manufacturing plant in Carrollton, Texas.
To prove the capability, BAE proposed to build a prototype automated baggage
handling system in a 50,000 sq. ft. warehouse near its manufacturing plant in
Texas.
Having agreed to design and build a system that could serve up to three
hubbing airlines, BAE, of Dallas, was defeated by computer-programming
complexities.
78. Which description best characterizes the complexity of the software that
the development project was working on? Response: System: collection of
subsystems with multiple functions.
Overall Evaluation
System: Collection of subsystems with multiple functions.
Exhibit 52: COMP Evaluation
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i. Technology Application (TECH)
Technology Application (TECH): The software and/or hardware technology in place at the start of
the development project.
Source of Empirical
Empirical Evidence
Evidence
No one [in the DIA management team] realized the complexity of the
technology as it relates to this baggage system (O’Driscoll 1994a). A project
manager for United Airlines recalled: "BAE told them from the beginning that
they were going to need at least one more year to get the system up and
running, but no one wanted to hear that." The City of Denver was getting the
same story from the technical advisers to the Franz Josef Strauss Airport in
Montealegre & Keil
Munich, but apparently chose not to listen (Rifkin 1994).
(2000)
DIA's $200 million baggage handling system was designed to be state of the
Kerzner (2000)
art
Dr. de Neufville, who has researched and taught courses in airport systems
planning for the past 25 years, believes that designers of the baggage handling
system at the Denver International Airport (DIA) should have expected
massive problems and extensive delays from the start. "This system represents
an enormous technological leap. It is not simply a step up from a third to a
fourth generation system, but more like an attempted leap to the fifth or sixth
Auguston (1994)
generation," says de Neufville.
"The development of a fully integrated, automated baggage system, such as the
one originally designed for Denver, represents an enormous technological leap
over current practice. No airline, for example, has used a fully automated
system to deliver ""hot"" or time sensitive baggage for passengers transferring
between aircraft in 45 minutes or less. The individual elements of the baggage
system at the New Denver Airport have each, separately and on a much smaller
scale, been used successfully —but they have not functioned together in such a
large system. This enormous increase in complexity is the root of the problem.
It is a truism in systems design, that as you increase the complexity, the
difficulties in making the system work increase ""exponentially"". If the
system is 10 times as complex, the difficulties could be 100 times as great. The
fully automated system at the New Denver Airport is far more complex than
predecessor systems. It features about 12 times as many carts as in the existing
comparable systems in San Francisco or Atlanta, which are also very much
simpler in layout and the number of connections. The speed of its carts is about
10 times as great as on conventional conveyor belts. ""The Denver system
represents a leap in scale, with 14 times the capacity of San Francisco's. It is
the first such system to serve an entire airport. It is also the first where the carts
will only slow down, not stop, to pick up and drop off bags, the first to be run
by a network of desktop computers rather than a mainframe, the first to use
radio links and the first with a system for oversized bags, which in Denver tend
De Neufville (1994)
to be skis."" (Myerson, 1994)
the initial plans always meant to push the envelope as far as technology and
operating an airport were concerned. For the systems that ran the airport,
distributed client-server architectures would be put in place to run all sorts of
Hickerson (2006)
specialized functions
There were, however, a number of risks inherent in the endeavor: the scale of
the large project size; the enormous complexity of the expanded system; the
newness of the technology; the large number of resident entities to be served
by the same system; the high degree of technical and project definition
uncertainty; and the short time span for completion. Due to its significant
Applegate, Montealegre, experience implementing baggage-handling technology on a smaller scale,
Knoop & Nelson (1996)
BAE Automated Systems Inc., an engineering consulting and manufacturing
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Goetz & Szyliowicz
(1997)
Survey respondent 31828

Survey respondent 31954
Score

0.2

company based in Carollton, Texas, was awarded the contract.
This technology was known to be a difficult one to implement. The Frankfurt
airport planners had adopted a smaller version of this system and it took them
15 years to build and test it before it worked properly.
Under optimal conditions, achieving this task would have been no easy matter.
The baggage system was a highly complex technology that was designed to
deliver bags automatically from check-in to the gate. Luggage with bar-coded
tags would be placed into individual tele-carts and electronically scanned to
identify their appropriate destinations and be routed to the correct gate. The
system’s scale and complexity is illustrated by the need for hundreds of
individual tele-carts, 17 miles of track, over 150 computers and servers, dozens
of bar-code and radio frequency readers, and thousands of switching software
programs, electric motors and photocells (General Accounting Office, 1994;
Rifkin, 1994). Furthermore, the entire system would be operated within a
tunnel network which had to be greatly modified to meet the new requirements.
Unfortunately this system, which involved state-of-the-art technology, proved
to be a disaster. It encountered numerous mechanical and software problems
that, when tests were run on a small loop of the system, resulted in misloaded
bags, jammed carts, spilled luggage and, general chaos. Following extensive
discussions involving United, the City, BAE (the system designer), and
external consultants, it was decided in September 1994 to drastically simplify
the system to serve, at first, only United's concourse and, simultaneously, to
build an alternative system of traditional tugs and carts to serve the other
concourses at a cost of more than $ 50 million to enable the airport to open on
February 28, 1995. This decision led to major protests by the other airlines,
especially those located at Concourse C, the farthest from the terminal, who
feared that United would gain a significant competitive advantage since other
airlines' baggage would be delivered much more slowly.
79. Which description best characterizes the software and/or hardware
technology in place at the start of the development project? [Not Answered]
79. Which description best characterizes the software and/or hardware
technology in place at the start of the development project? Response: SuperHigh tech: necessary technologies did not exist at project initiation.
Overall Evaluation
Super High-Tech: Necessary technologies did not exist at project
initiation.
Exhibit 53: TECH Evaluation

The overall score for the structure element was 10.8 of 25 possible points.
Environment Element
The environment element o f the FSE framework had three areas that evaluated 14
measurement objects related to the environmental factors affecting the ability of the
project to produce software. The areas address the external controls, the resources, and
the stakeholders worth a total of 25 points. Each area will be evaluated separately.
1. External Controls: The external controls area addressed two measurement objects:
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a. Laws and Regulations (LAW)
Laws and Regulations (LAW): The extent to which government laws and regulations were addressed
by the project and/or parent organization.
Source of Empirical
Empirical Evidence
Evidence
80. How would you characterize the extent to which government laws and
regulations were addressed by the project and/or parent organization? The
project and/or the parent organization were not involved in influencing laws
Survey respondent 31828 and regulations.
80. How would you characterize the extent to which government laws and
regulations were addressed by the project and/or parent organization?
Response: The project and/or the parent organization were not involved in
Survey respondent 31954 influencing laws and regulation
80. How would you characterize the extent to which government laws and
regulations were addressed by the project and/or parent organization?
Response: The project and/or the parent organization were not involved in
Survey respondent 31960 influencing laws and regulations.
Score
Overall Evaluation
0.2
The project and/or the parent organization are not involved in
influencing laws and regulations.
Exhibit 54: LAW Evaluation

b. Industry Standards (STD)
Industry Standards (STD): The extent to which industry standards were addressed by the project
and/or parent organization.
Source of Empirical
Empirical Evidence
Evidence
81. How would you characterize the extent to which industry standards were
addressed by the project and/or parent organization? {Choose one} () The
project and/or the parent organization were not involved in influencing
Survey respondent 31828 industry standards.
81. How would you characterize the extent to which industry standards were
addressed by the project and/or parent organization? Response: The project
and/or the parent organization were not involved in influencing industry
Survey respondent 31954 standards.
81. How would you characterize the extent to which industry standards were
addressed by the project and/or parent organization? Response: The project
and/or the parent organization had limited involvement in influencing industry
Survey respondent 31960 standards.
Score
Overall Evaluation
0.2
The project and/or the parent organization are not involved in
influencing industry standards.
Exhibit 55: STD Evaluation
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2. Resources: The resources area addressed six measurement objects:
a. Manpower: Labor Availability (MAN)
Manpower Labor Availability (MAN): The availability of labor skills required by the project.
Source of Empirical
Empirical Evidence
Evidence
A third, albeit disputed, complication related to Denver's requirement, and city
law, that a certain percentage of jobs be contracted to minority-owned
companies. The City of Denver had denied BAE's original contract because it
Applegate, Montealegre, did not comply with hiring requirements, where upon BAE engaged some
outside contractors in lieu of BAE employees.
Knoop & Nelson (1996)
Amongst the legal requirements for funding were the requirements that 30%
Donaldson (2002)
minority-owned firms were used, and 6% of women-owned firms were used.
Denver’s city laws required that a certain percentage of jobs be contracted to
minority owned companies. - BAE’s original contract had been denied
because they did not meet this requirement and BAE engaged outside
contractors to address this requirement. BAE estimate that this increased costs
by $6 million (a claim rejected by the Mayor’s Office of Contract
Donaldson (2002)
Compliance).
82. How would you characterize the availability of labor skills required by the
project? All required labor skills were present in the local workforce
Survey respondent 31828 permitting the project to do all development locally.
82. How would you characterize the availability of labor skills required by the
project? Response: Some of the required labor skills were present in the local
workforce. Key labor skills were required to be imported. The project was a
Survey respondent 31954 hybrid of local and remote development.
82. How would you characterize the availability of labor skills required by the
project? Response: Most of the required labor skills were present in the local
workforce. Only a few key labor skills were required to be imported. The
Survey respondent 31960 project was developed locally and used some limited remote development.
Score
Overall Evaluation
1.0
Nominal: Some of the required labor skills were present in the local
workforce. Key labor skills were required to be imported. The
project was a hybrid of local and remote development.
Exhibit 56: MAN Evaluation

b. Critical Material Availability (MAT)
Critical Material Availability (MAT): The availability of critical materials (typically hardware and
software components) required by the project.
Source of Empirical
Empirical Evidence
Evidence
83. How would you characterize the availability of critical materials (typically
hardware and software components) required by the project? Critical materials
Survey respondent 31828 were readily available.
83. How would you characterize the availability of critical materials (typically
hardware and software components) required by the project? Response:
Critical materials were in development but had not been released at project
Survey respondent 31954 initiation.
83. How would you characterize the availability of critical materials (typically
hardware and software components) required by the project? Response:
Survey respondent 31960 Critical materials were dependent upon an emerging technology and did not
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exist at project initiation.
Score
0.5

Overall Evaluation
Developmental: Critical materials were in development but had not
been released at project initiation.
Exhibit 57: MAT Evaluation

c. Money: Capital Investment (CAP)
Money: Capital Investment (CAP): The availability of capital required to fund indirect activities (i.e.
process improvement, skill development, training, etc.) on the project.
Source of Empirical
Empirical Evidence
Evidence
84. How would you characterize the availability of capital required to fund
indirect activities (i.e. process improvement, skill development, training, etc.)
Survey respondent 31828 on the project? {Choose one} ( ) Capital funds were readily available.
84. How would you characterize the availability of capital required to fund
indirect activities (i.e. process improvement, skill development, training, etc.)
on the project? Response: Capital funds for the project were included in the
Survey respondent 31954 project budget.
84. How would you characterize the availability of capital required to fund
indirect activities (i.e. process improvement, skill development, training, etc.)
on the project? Response: Capital funds for the project were included in the
Survey respondent 31960 project budget.
Score
Overall Evaluation
0.5
Budgeted: Capital funds were included in the budget.
Exhibit 58: CAP Evaluation

d. Schedule Pace (PACE)
Schedule Pace (PACE): The pace required to achieve the schedule for the project.
Source of Empirical
Empirical Evidence
Evidence
A United project manager concurred: "BAE told them from the beginning that
they were going to need at least one more year to get the system up and
running, but no one wanted to hear that." The City of Denver was getting the
same story from the technical advisers to the Franz Josef Strauss Airport in
Munich. The Munich Airport had an automated baggage system, but one far
less complex than DIA's. Nevertheless, Munich's technical advisors had spent
Applegate, Montealegre, two years testing the system and the system had been running 24 hours a day
Knoop & Nelson (1996)
for six months before the airport opened.
BAE Automated Systems personnel began to complain that they were
pressured into doing the impossible. The only other system of this type in the
world was in Frankfurt, Germany. That system required six years to install and
Kerzner (2000)
two years to debug. BAE was asked to do it all in two years.
BAE told UA that it would take at least a year to get the system up and
running, but no one wanted to hear that. City of Denver got the same story
from technical advisers to the Franz Joseph Strauss airport in Munich (that less
complicated system had taken 2 years testing and was running 24 hours a day
Donaldson (2002)
for 6 months before the airport opened.
BAE was selected to design and build the baggage handling system. The
airport had been under construction for three years before BAE was brought on
board. BAE agreed to do eight years of work in two years to meet the October,
Kerzner (2000)
1993 opening date.
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Rifkin (1994)
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GAO (1995)
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de Neufville (1994)
Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score
0.5

Construction problems kept the new airport from opening on the originally
scheduled opening date in October 1993. Subsequently, problems with the
implementation of the baggage system forced delays in the opening of the
airport another three times in seven months.
Of 16 companies contacted, both in the U.S. and abroad, Di Fonso claims that
not a single one was willing to make a bid. All had the same response: there
was not enough time to build such a system.
Owing to the tight deadlines, BAE would have priority in any area where it
needed to install the system.
The City had already explored the feasibility of installing an airport wide
automated baggage system. In August 1990, a study commissioned by the City
indicated that the highly complex and technically difficult state-of-the-art
automated baggage system necessary for an airport of that size could probably
not be built and tested in time to meet the scheduled opening date of October
1993. Specifically, the consultant's report discussed the risks involved with five
baggage system options.3
The DIA system was expected to operate flawlessly at increased levels of scale
and complexity and to do so without allowing more time in the construction
schedule for difficulties that could have been readily anticipated.
the schedule was tight. The system was to be implemented within 21 months,
since Denver executed the contract only in January 1992. This schedule
precluded extensive simulation or physical testing of the full design.
85. How would you characterize the pace required to achieve the schedule for
the project? Completion time was crucial for success-window of opportunity.
85. How would you characterize the pace required to achieve the schedule for
the project? Response: Completion time was crucial for success-window of
opportunity.
85. How would you characterize the pace required to achieve the schedule for
the project? Response: Completion time was crucial for success-window of
opportunity.
Overall Evaluation
Critical: Completion time is crucial for success-window of
opportunity.
Exhibit 59: PACE Evaluation

e. Formal Methods (METH)
Formal Methods (METH): The adoption and implementation of formal methods on the project.
Source of Empirical
Empirical Evidence
Evidence
86. How would you characterize the adoption and implementation of formal
Survey respondent 31828 methods on the project? No formal standards were used.
86. How would you characterize the adoption and implementation of formal
methods on the project? Response: Formal standards were used in most process
Survey respondent 31954 areas.
86. How would you characterize the adoption and implementation of formal
methods on the project? Response: Formal standards were used in a few
Survey respondent 31960 process areas.
Score
Overall Evaluation
1.0
Nominal: Formal standards were used in a few process areas.
Exhibit 60: METH Evaluation
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e. Information: External Communications (COMM)
Information: External Communications (COMM): The methods used to control the flow of
information between the project and the external environment.
Source of Empirical
Empirical Evidence
Evidence
Communications were shaky at best. Engineers out in the concourses simply
couldn't talk to their colleagues in the terminal because of dead spots in radio
transmission around the airport.
Rifkin (1994)
Applegate, Montealegre, Moreover, communication channels between the city, project management
Knoop & Nelson (1996)
team, and consultants were neither well-defined nor controlled.
87. How would you characterize the methods used to control the flow of
information between the project and the external environment? No formal
Survey respondent 31828 information controls existed.
87. How would you characterize the methods used to control the flow of
information between the project and the external environment? Response:
Information was closely monitored and dissemination controls were strictly
Survey respondent 31954 enforced.
87. How would you characterize the methods used to control the flow of
information between the project and the external environment? Response:
Survey respondent 31960 Information controls were limited to formal correspondence.
Score
Overall Evaluation
1.0
Limited: Information controls are limited to formal correspondence.
Exhibit 61: COMM Evaluation

3. Stakeholders: The stakeholder area addressed six measurement objects:
a. Owners/Shareholder Boards (OWN)
Owners/Shareholders (OWN): The formal level of involvement of the owner(s) of the company or
the corporate board of directors with the development project.
Source of Empirical
Empirical Evidence
Evidence
Montealegre & Keil
At DIA, external constituencies also had a powerful influence on the de(2000)
escalation process. United Airlines played an important role in attempting to
prevent the City of Denver from abandoning the automated baggage handling
system.
Keil & Montealegre
Eventually, however, he withdrew his commitment to the system. Dealing with
(2000)
the costs of further delays meant redefining the problem and finding an
expedient way to open the airport as soon as possible.
Szyliowicz & Goetz
Finally, we must note important distinctions between the actual planning
(1995)
process and the Rational model. Despite the appearance of 'rationality' which
the stages project, the entire process was subject to a range of influences that
are not accounted for by the type of activities called for by the Rational model.
An obvious example is Governor Romer's attempt to influence voters in
Adams County to support the new Denver airport, an effort which proved
critical to a favorable election outcome and the late baggage system decision
with its disastrous consequences.
Montealegre & Keil
In the DIA case, the consultant's report allowed Mayor Webb to place the
(2000)
blame for the baggage handling problems squarely on the contractor, BAE,
even though it was the city that had initiated and pursued the project so
vigorously. Blaming the failure on BAE's own faulty management and lack of
technical expertise was a recurring theme in public statements by city officials

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

41 9

Montealegre & Keil
(2000)

Montealegre & Keil
(2000)
Hickerson (2006)

Goetz & Szyliowicz
(1997)

Montealegre & Keil
(2000)

de Neufville (1994)
Russell (1994)

Survey respondent 31828

Survey respondent 31954

Survey respondent 31960
Score

1.0

and members of the project management team. By using this and other
impression management techniques, Mayor Webb was able to save face in
dealing with the media and other stakeholders.
In the DIA case, the costs of delaying the airport opening prompted a
redefinition of the problem and a search for alternative courses of action. In the
process, an outside consultant (Logplan) was engaged to identify and
legitimize an alternative course of action.
In the DIA case, this involved appealing to stakeholders to reach a mutually
agreeable implementation strategy and de-institutionalizing the project.
The costs incurred towards stakeholders involved to keep the airport running
but not open. After the 1994 demonstration that showed to reporters that DIA’s
system was nowhere near ready, the City of Denver had to renegotiate with all
the airlines to help carry the cost of not opening the airport. Tenant airlines
agreed to carry the costs, but those turned into problems for the consumers
later on; airlines levied a $40 surcharge on round-trip tickets to Denver when
the airport finally was operational, and generated ill will towards travelers to
the area.
The first sign of trouble was the reluctance of the airlines to sign leases at the
new facility. Neither of the major hub carriers (Continental and United) were
enthusiastic about the new airport because of the potentially high operating
costs involved.
United Airlines objected to the manual system, saying it would not
accommodate the airline's heavy schedule. A United Airlines official told a
Denver Post reporter that, "Webb's choice would gridlock the DIA baggage
movement disastrously." United feared that a traditional system would hurt its
huge Denver hub—with 284 flights a day—by slowing luggage transfers and
lengthening the time needed to send bags from ticket counters to airline gates.
As United's senior vice president for customer service put it, "the altemativesystem plan will take us back 30 years" (Mark 1994).
United Airlines, the dominant airline at Denver, 1 insisted on a rapid baggage
handling system before signing its lease with Denver (Flynn, 1994b).
The city and Greiner/MKE acted as a Project Management Team (PMT),
coordinating schedule, cost control, information management, and
administration of some 100 design contracts and, ultimately, some 160 general
contractors and more than 2,000 subcontractors (chart opposite). This entity
was the "owner" to whom the architects reported.
88. How would you characterize the formal level of involvement of the
owner(s) of the company or the corporate board of directors with the
development project? Owners or shareholder boards had limited knowledge
about the project (i.e. revenue contribution and profit/loss).
88. How would you characterize the formal level of involvement of the
owner(s) of the company or the corporate board of directors with the
development project? Response: Owners or shareholder boards were informed
about overall project performance (i.e. cost, schedule and customer
satisfaction).
88. How would you characterize the formal level of involvement of the
owner(s) of the company or the corporate board of directors with the
development project? Response: Owners or shareholder boards were informed
about overall project performance (i.e. cost, schedule and customer
satisfaction).
Overall Evaluation
Informational: Owners or shareholder boards were informed about
overall project performance (i.e. cost, schedule and customer
satisfaction).
Exhibit 62: OWN Evaluation
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b. External Management (MGT)
External Management (MGT): The formal level of involvement of external management with the
development project.
Source of Empirical
Empirical Evidence
Evidence
Donaldson (2002)
For the first 2 years of the project the BAE chairman was the project manager.
In the case of DIA, managerial action during this phase only became possible
Keil & Montealegre
when the executives involved were able to both clarify the magnitude of the
(2000)
problem and redefine it.
89. How would you characterize the formal level of involvement of external
management with the development project? External management had no
Survey respondent 31828 involvement with the project.
89. How would you characterize the formal level of involvement of external
management with the development project? Response: External management
was informed about overall project performance (i.e. cost, schedule and
Survey respondent 31954 customer satisfaction).
89. How would you characterize the formal level of involvement of external
management with the development project? Response: External management
Survey Respondent
was informed about overall project performance (i.e. cost, schedule and
31960
customer satisfaction).
Score
Overall Evaluation
1.0
Informational: External management was informed about overall project
performance (i.e. cost, schedule and customer satisfaction).
Exhibit 63: MGT Evaluation

c. Customers (CUST)
Customers (CUST): The formal level of involvement of the customer (those that contract and pay for
the project and as such are differentiated from users) with the progress of the development project.
Source of Empirical
Empirical Evidence
Evidence
90. How would you characterize the formal level of involvement of the
customer (those that contract and pay for the project and as such are
differentiated from users) with the progress of the development project?
Survey respondent 31828 Periodic cost and schedule reports were sent to the customer.
90. How would you characterize the formal level of involvement of the
customer (those that contract and pay for the project and as such are
differentiated from users) with the progress of the development project?
Response: The customer required periodic face-to-face reviews of project
Survey respondent 31954 progress and costs.
90. How would you characterize the formal level of involvement of the
customer (those that contract and pay for the project and as such are
differentiated from users) with the progress of the development project?
Response: Periodic reviews and evaluations with the customer were formalized
Survey respondent 31960 and included within the project's processes.
Score
Overall Evaluation
1.5
Managed: The customer required periodic face-to-face reviews of project
progress and costs.
Exhibit 64: CUST Evaluation

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

421

d. Suppliers (SUP)
Suppliers (SUP): The involvement of those who supplied products and/or services to your
development project.
Source of Empirical
Empirical Evidence
Evidence
91. How would you characterize the involvement of those who supplied
products and/or services to your development project? The supplier's had no
knowledge as to their involvement with the project (i.e. only fee and delivery
Survey respondent 31828 date).
91. How would you characterize the involvement of those who supplied
products and/or services to your development project? Response: The
supplier's involvement was constrained to his product or service area on the
Survey respondent 31954 project (i.e. limited project cost and schedule visibility).
91. How would you characterize the involvement of those who supplied
products and/or services to your development project? Response: The
supplier's involvement was constrained to his product or service area on the
Survey respondent 31960 project (i.e. limited project cost and schedule visibility).
Score
Overall Evaluation
0.5
Limited: The supplier's involvement was constrained to his product or service
area on the project (i.e. limited project cost and schedule visibility).
Exhibit 65: SUP Evaluation

e. Users (USER)
Users (USER): The involvement of the end user's of the software being developed by your
development project.
Source of Empirical
Empirical Evidence
Evidence
Faster baggage handling would translate into increased ground-time efficiency,
Keil & Montealegre
reducing turnaround time for hub operations and improving services to
(2000)
passengers.
From the public's perspective, the "friendliness" of any airport is measured by
time. No matter how architecturally stimulating a new airport structure, the
perception of business or leisure travelers is often registered in terms of
efficiency in checking luggage at the departure area or waiting to claim a bag
in the arrival area. The larger the airport, the more critical the efficient
handling of baggage. Remote concourses connected by underground tunnels
present special problems for airport planners and operators because of the great
distances passengers and baggage must travel. The purpose of an airport being
to move passengers as efficiently as possible, moving bags as quickly is part
Applegate, Montealegre, and parcel of that responsibility. Rapid transport of frequent flyers
Knoop & Nelson (1996)
accomplishes very little if bags are left behind.
In 1989, the City began to solicit bids for construction without obtaining
formal input on the airport's design from the ultimate users of the facility—the
airlines. In negotiating with these major tenants to sign gate leases, the City
agreed to some very large and significant design changes. These decisions
triggered far-reaching changes to the design and construction of DIA's
buildings and systems, many of them in mechanical, electrical, and
GAO (1995)
telecommunications systems that are complex and difficult to coordinate.
92. How would you characterize the involvement of the end user's of the
software being developed by your development project? Users were not
Survey respondent 31828 involved.
Survey respondent 31954 92. How would you characterize the involvement of the end user's of the
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Survey respondent 31960
Score
L5

software being developed by your development project? Response: Users were
involved in the development of requirements, validation of design, and user
acceptance testing.
92. How would you characterize the involvement of the end user's of the
software being developed by your development project? Response: Users were
involved in the development of requirements, validation of design, and user
acceptance testing.
Overall Evaluation
Involved: Users were involved in the development of requirements, validation
of design, and user acceptance testing.
Exhibit 66: USER Evaluation

f. Politics (POLT)
Political Involvement (POLT): The extent to which Politics played a role on the software
development project.
Source of Empirical
Empirical Evidence
Evidence
After the fourth delay in May 1993, the city decided to focus on making the
automated system operational only for United’s concourse and to build, in
addition, a traditional conveyor belt/tug-and-cart system to serve the rest of the
Goetz & Szyliowicz
airport. Altogether, the troubled automated baggage system’s cost escalated to
(1997)
$360 million, the traditional system added another $50 million
Although the key actors responsible for the design and implementation of the
project (the city and the FAA) may have tried to be rational, their attempt to do
so was inevitably frustrated by the presence of so many other actors, each of
Goetz & Szyliowicz
(1997)
which had its own interests, strategies and power bases.
At DIA, despite two elections, many observers believe the pro-airport
Goetz & Szyliowicz
coalition’s resources (including strong media support) did not permit genuine
(1997)
debate.
At the same time, Mayor Webb notified BAE of a $ 12,000-a-day penalty for
not finishing the baggage system by DIA's original October 29, 1993,
completion date. Webb also demanded that BAE pay for the $50 million
conventional tug-and-cart baggage system. Di Fonso, reviewing Mayor Webb's
letter, summed up the situation as follows: We have gotten to the point with the
city that we are literally not talking to each other. Consultants recommended a
Montealegre & Keil
backup baggage system, and the minute that the decision was made, the city
(2000)
had to defend it. We are left out in limbo.
In August 1994, Mayor Webb approved the construction of a backup baggage
system. At the same time, he notified BAE of a $12,000-a-day penalty for not
finishing the baggage system by DIA's original October 29, 1993 completion
Applegate, Montealegre, date. Webb also demanded that BAE pay for the $50 million conventional tugKnoop & Nelson (1996)
and-cart baggage system.
In May 1994, under growing pressure from shareholders, the business
community, Denver residents, Federal Aviation Administration (FAA)
commissioners, and the tenant airlines and concessionaires, Denver mayor
Wellington Webb announced that he was hiring the German firm Logplan to
help assess the state of the automated baggage system. In July, Logplan issued
an 11-page report to the City of Denver that characterized BAE's system as
"highly advanced" and "theoretically" capable of living up to its promised
"capacities, services and performances," but acknowledged mechanical and
electrical problems that "make it most improbable to achieve a stable and
Applegate, Montealegre, reliable operation." Logplan suggested that it would take approximately five
Knoop & Nelson (1996)
months to get the complete BAE system working reliably. It also suggested
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that a backup system of tugs, carts, and conveyor belts could be constructed in
less than five months.
In terms of costs and delays, however, the city’s bargaining strategy proved to
be a disaster. Each airline extracted major financial and design concessions that
were to have a devastating effect upon the project’s budget and schedule.
Just one week after Mayor Webb announced the plan to develop the alternative
baggage system, the Denver City Council approved the hiring of the Michiganbased Rapistan Demag firm to design, engineer, and install a conventional
baggage handling system.
Most important, United wanted a destination-coded vehicle (DCV) baggage
handling system where bags could be transferred between gates in less than 10
minutes, thus supporting short turnaround times. The DCV was to be on
Concourse B (United) only. Within a few weeks thereafter, DIA proposed that
the baggage handling system be extended to the entire airport.
On August 4 1994, Mayor Webb announced a plan to develop "a temporary,
low-tech alternative system for the Denver International Airport's high-tech
baggage system."
On September 1,1994, the City of Denver, United Airlines, and BAE,
following intensive talks, struck a deal to break the baggage system contract
and implement two separate systems. As a result of these negotiations, the
original contract was divided into two pads: United was left managing the
implementation of a simplified version of BAE's automated system to serve its
Concourse B, and the City of Denver was left managing the implementation of
a traditional baggage system to serve other airlines operating on Concourses A
and C. Under the new arrangement, airlines other than United would not have
access to the automated system unless BAE installed new telecar track and
United granted rights for access.
Once United obtained the automated baggage system concession for its
concourse, the city decided (in the interest of efficiency and equity) that the
system be expanded to the entire airport and thus requested bids for the job.
The response was meager, so the city sought out BAE Automated Systems and
was able to persuade them to build the expanded $193 million system within
the original fast-track time frame (de Neufville, 1994)
One scholar, E. J. Feldman (1985), has recognized the importance of political
variables. He states that the fate of megaprojects is determined not only by
difficulties in forecasting but by such political factors as the nature of
bureaucracies, the role of citizens, and how the financing and administration of
these projects proceed.
the real problem was getting the airport open and that continued commitment
to the IT-based baggage handling system would lead only to further delays.
Before this point, the problem had been defined as "how to complete the
automated baggage system as originally planned," whereas the new goal
became "do whatever it takes to make the airport operational so that it can be
opened as soon as possible."
The social and political context of the project also created high stakes, since
several city-wide political campaigns were based on the airport’s success or
failure.
United Airlines also requested substantial modifications when it negotiated an
agreement with the City. Most significantly, United requested an automated
baggage handling system for Concourse B to ensure that nearly all of its
transferring passengers' bags reached flights very quickly. At that time, the
City planned to allow each airline to develop its own baggage system as long
as this system did not interfere with any airport wide automated baggage
system that the City might wish to install in the future.
United Airlines finally reached an agreement with the City in June 1991,
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committing itself to 45 gates in return for even greater design changes and
concessions which totalled $204 million. Moreover, it was agreed that the
airlines would pay the City no more than $20 per enplaned passenger to use the
new facility. United's other demands, however, were to profoundly affect the
project's implementation. In addition to various concourse modifications,
United insisted upon a fully automated, high speed baggage system that would
move the passengers’ luggage rapidly between the terminal and its concourse
through a system of tunnels. A few weeks later, the City decided that, rather
than having separate baggage systems for each airline, the United system
should be extended to the entire airport (Russell, 1994).
At DIA, the bond repayment schedule for the airport forced decision-makers to
confront the costs associated with continuing to pursue the airport-wide
automated baggage-handling system.
Webb was forced to negotiate with United and BAE to reach a settlement that
was acceptable to all major stakeholders. Ultimately, these negotiations led to a
decision to fragment the baggage system contract, allowing United to continue
working with BAE on a semi-automated system to serve its concourse (a
course of action strikingly similar to that which United had initiated originally
with BAE).
Facing ultimatums from bond-rating agencies (DIA's revenues were supposed
to service the bonds) and airlines, the city had little choice but to stick with its
opening date.
93. How would you characterize the extent to which Politics played a role on
the software development project? No political behaviors exist on the project.
93. How would you characterize the extent to which Politics played a role on
the software development project? Response: Political behaviors occur across
the project's management hierarchy.
93. How would you characterize the extent to which Politics played a role on
the software development project? Response: Political behaviors involve
external management and parties external to the project and/or parent
organization.
Overall Evaluation
Highly Political: Political behaviors involve external management and party’s
external to the project and/or parent organization.
Exhibit 67: POLT Evaluation

The overall score for the environment element was 10.4 of 25 possible points.
The overall DIA BHS scored 9/50 in the function element, 10.8/25 in the structure
element, and 10.4/25 in the environment element. The overall score against the FSE
Framework was 30.2 out o f 100.
6. CONCLUSION
This case study has presented the important facts surrounding the design and
implementation of the automated baggage handling system at the Denver International
Airport. The 1st part of the study provided background material essential in
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understanding the decision made to adopt a complex automated baggage handling system
at DIA. The 2nd part o f the study reviewed the scope of the baggage handling system and
its supporting software system. The 3rd part of the case study reviewed the outcome of
the baggage handling system design and implementation at DIA. The 4th and final part of
the case study evaluated the design and implementation of the baggage handling system
using the 60 measurement objects in the Function-Structure-Environment (FSE)
Framework.
A complete interpretation of the evaluation against the FSE Framework has been
provided in Chapter 6, Discussion of Results. If the reader is interested in additional
details related to the DIA BHS a complete list of references is provided in the next
section. Particularly thorough narratives are provided in Kerzner (1998; 2000) and
Applegate, Montealegre, Knoop & Nelson (1996). Perspective related to airport planning
are addressed in Szyliowicz & Goetz (1995) and Goetz & Szyliowicz (1997). Perhaps
the most thorough review of the decision making surrounding the software is provided by
Montealegre & Keil (2000).
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APPENDIX G: FBI VCF SYSTEM CASE STUDY
1. INTRODUCTION
This case study will present the facts surrounding the design and effort to
implement the Virtual Case File (VCF) system at the Federal Bureau o f Investigation
(FBI). The 1st part of the study will provide background material essential in
understanding the decision to adopt a complex information system for handling case files
at the FBI. The 2nd part o f the study will review the replacement of the existing
Automated Case Support (ACS) system with the VCF software system. The 3rd part of
the case study will review the outcome o f the effort to design and implement the VCF at
the FBI. The 4th part of the case study will evaluate the FBI VCF project using the 60
measurement objects in the Function-Structure-Environment (FSE) Framework. The 5th
and final part of the case study contains recent information about the case that directly
impacted this study.
2. BACKGROUND
The background for the Case Study involves two key elements: the information
technology (IT) available to the FBI and the management of IT projects across the
Bureau. Both o f these elements are essential in understanding why the FBI chose to
cancel their complex virtual case file system.
Information Technology at the Federal Bureau of Investigation
In 2004 the FBI, the nation’s premier law enforcement agency, had 12,000 special
agents and 16,000 mission-support personnel who worked domestically in 56 field and
400 satellite offices, and overseas in 51 legal attache offices in embassies and consulates.
(GAO, 2004a) Agents investigated crimes and meticulously documented their work,
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recording every detail and step on paper documents, which were assembled into case
files. The system of paper documents could be traced back to J. Edgar Hoover [18951972] the Bureau’s director from 1924 to 1972. The forms and methods were
standardized and formed the basis for all FBI investigative data. Once the forms were
completed and approved they were passed to a clerk who entered the data into the
Automated Case System (ACS) and filed the paper forms as part of the official record
(paper forms were required to be kept as part of the legal act of discovery).
The ACS was the FBI's primary investigative computer application and the
centerpiece of its investigative record-keeping system. (FBI, 2002) ACS was designed
to upload and store case files electronically. ACS was a DOS-based mainframeapplication:
Based on the 1970s-era database Adabas and written in a programming
language called Natural, both from Software AG, Darmstadt, Germany,
the Automated Case Support system, which debuted in 1995, was
antiquated even as it was deployed—and it is still being used today.
Originally, agents and clerks accessed the program via vintage IBM 3270
green-screen terminals connected to a mainframe over dedicated lines.
Eventually, the 3270 terminals were emulated on standard desktop PCs.
By navigating complicated menus using function keys and keystroke
commands, agents could do basic Boolean and keyword searches fo r
things like an informant's name or the dates o f wiretap surveillance,
information related to cases they were working. (Goldstein, 2005, p. 27)
"The archaic Automated Case Support system—which some agents have avoided
using—is cumbersome, inefficient, and limited in its capabilities, and does not manage,
link, research, analyze, and share information as effectively or timely as needed"
(Goldstein, 2005, p. 26).
The ACS's fatal flaw, though, is that it simply automated already onerous
administrative chores. Over the course o f its 95-year history, the FBI's
bureaucracy has devised some 900 standard forms, to be filled out fo r
everything from recording attendance (Form 420) to filing a memorandum
(Form 467) to conducting an interview (Form 302). Until very recently,
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the FBI's automation approach was "to just build macros fo r everything,"
You become a huge bureaucrat, doing one hour o f investigation and seven
hours o f administration. (Kumagai, 2003, p. 31)
The situation at the FBI was several generations behind industry standards. The need to
upgrade the IT systems at the FBI was apparent and the Bureau prepared and submitted
IT modernization plans, but Congress failed to fund either the Information Sharing
Initiative (ISI) in 1998 or the eFBI Program in 2000. The situation in September 2000
was as follows (DOJ, 2005, pp. 2-3):
•

More than 13,000 of the FBI’s desktop computers were 4 to 8 years old and
could not run modem software.

•

The communications capability (networks) between and within FBI offices
was up to 12 years old.

•

Most of the FBI’s network components were no longer manufactured or
supported.

•

Most resident agency offices were connected to the network at speeds
equivalent to a 56k modem.

•

Agents were unable to reliably e-mail each other case-related information and
often resorted to facsimiles.

•

Agents were unable to e-mail U.S. Attorney Offices, other federal agencies, or
local law enforcement agencies.

The FBI finally convinced the Congress to approve and fund a comprehensive IT
infrastructure and systems modernization plan. In September 2000 the FBI Information
Technology Upgrade Project (FITUP) was approved $379.8 million was appropriated for
its implementation. The FITUP project was renamed Trilogy and had three components.
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1. Information Presentation Component (IPC) to provide hardware and operating
system software.
2. Transportation Network Component (TNC) to provide the communications
network.
3. User Application Component (UAC) to replace five investigative applications,
which included the ACS, with a single application.
The agents and support staff at the FBI were anxious to receive the modem information
technology. They all had modem systems at home and were frustrated by the lack of
technology at the Bureau. The lack of modem technology affected everyone at the
Bureau, even the Director. Upon arriving at the FBI on September 4, 2001, Director
Mueller asked that Microsoft Office be installed on his desktop. He was told “We can
put it on there, but it won't be compatible with anything else in the FBI,” "He hit the
roof." (Kumagai, 2003, p. 28) After the events of September 11th the need for Trilogy
became imperative.
Management of Information Technology at the FBI
Information technology, like everything at the FBI, was governed by the Bureau’s
culture of secrecy and the need-to-know mindset, which permeated into decision making
and organizational structures. The management o f information technology resources was
decentralized, and best described as stove-piped. Each of the FBI’s 23 divisions had their
own IT budgets and systems. Because o f this freedom, and control of the supporting
funds, the FBI had 40-50 different investigative databases and applications, many of
which duplicated functions and information found in another system (Goldstein, 2005).
The FBI’s Chief Information Officer (CIO), mandated by the Information Technology
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Management Reform Act (commonly referred to as the Clinger-Cohen Act), was filled by
a number o f qualified managers, none of whom had any real power, the funding was key.
It was not until 2004 that the FBI CIO finally received authority over all IT budgets and
systems.
In addition to the structural problem, there was a problem with executive level IT
leadership. Between November 2001 and November 2004 the FBI had 5 CIOs, which is
an average term of 219 days or slightly over 7 months. Turnover of the executive
responsible for the development and implementation o f the strategic vision for all IT
programs created turmoil and ever-changing direction. Exhibit 68 lists the 5 FBI CIOs that
served since the position was created in November 2001.
Incumbent
Dates of Service
Bob E. Dies
Nov 2001 to May 2002
Mark Tanner
May 2002 to July 2002
Darwin John
Jul 2002 to May 2003
W. Wilson Lowery
May 2003 to Dec 2003
Zalmai Azmi
Dec 2003 to present
Exhibit 68: FBI Chief Information Officers

The single most damaging factor that may be attributed to the rapid turnover of
the CIO was the failure to produce a comprehensive blueprint for IT systems at the FBI.
Prior to the start of a major IT initiative like Trilogy, an IT roadmap (enterprise
architecture) is designed and approved by the functional leadership of the organization.
The FBI Director and Associate Directors would be expected to be involved in the
creation of the enterprise architecture, with the CIO acting as a facilitator. The
involvement of the top levels of the organization ensures that all information technology
systems and investments directly support the mission and needs of the enterprise; in this
case, the FBI. This deficiency was reported to the FBI by the Government
Accountability Office (GAO 2003, 2004a, 2005), the FBI Inspector General (FBI, 2002),
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and the National Research Council (McGroddy & Lin, 2004). The National Research
Council made the following category 1 finding in their review of the Trilogy program:
The committee believes that i f the FBI's IT modernization program is to
succeed, the FBI's top leadership, including the director, must make the
creation and communication o f a complete enterprise architecture a top
priority. This means that they must be personally involved and invested in
the key decisions that the process will require be made, such as the
tradeoffs between the security o f and access to information in the various
data sources that are used in criminal investigation and counterterrorism
efforts. Indeed, it is critical that the director be well versed in, and
comfortable with, the operational aspects o f the enterprise architecture
and their overall linkage to the high-level system design. (McGroddy &
Lin, 2004, p. 49)
Closely associated with the management problems in the CIO office was contract
management. The FBI’s culture demanded tight security and kept most work in-house.
As a result the FBI did not have a robust centrally controlled contract management
capability and no significant experience with either IT contracts or contractors. Because
of this deficiency a number o f major IT contract errors were made on Trilogy:
•

Because the Bureau did not have an experienced IT contracting staff they
chose to use the General Services Administration’s (GSA) Millenia
contracting services. GSA’s Federal Technologies Services’ Federal Systems
Integration and Management (FEDSIM) Center provides contracting services
for Federal government agencies. FEDSIM had a number of qualified
contractors on the Millenia contract and was able to convince the FBI that the
contract for Trilogy could be submitted for bids and awarded quickly.
FEDSIM would act as the contracting office, receiving a fixed percentage of
the contract as a fee. (DOJ, 2005)
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•

Because the Bureau did not have experience contracting for major IT services
the Justice Department contracting managers convinced the decision-makers
in FBI Headquarters to award two contracts for Trilogy. In May o f 2001 the
bureau awarded the contract for the infrastructure components (IPC/TNC) of
Trilogy to DynCorp of Reston, VA. In June 2001 the Bureau awarded the
contract for the software component (UAC) of trilogy to Science Applications
International (SAIC) of San Diego. (DOJ, 2005)

•

Instead of paying a fixed price for the hardware, networks, and software, the
FBI used cost-plus-award fee (CPAF) contracts. CPAF contracts would pay
the cost of all labor and materials plus additional money if the contractor
managed costs commendably. This was not a best-practice approach for
system acquisition.

•

The Trilogy contracts lacked the specificity necessary to determine whether
the project was making adequate progress within schedule and budget
constraints. (McGroddy & Lin, 2004)

3. RELACEMENT OF ACS
The replacement of ACS is characterized by three elements, the development of
the requirements for VCF, the introduction of IT project management at the FBI, and the
construction of the VCF software.
VCF Software Requirements Development
With the Trilogy IT contract in place the FBI began replacement and upgrade of
its basic computer hardware, software, and network infrastructure. The $534 million
Trilogy project was slated to give each o f the 11,400 agents and 16,400 mission-support
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employees a Dell Pentium desktop PC running Microsoft Office, with secure, high speed
connections to FBI headquarters and hundreds of field and satellite offices within 3 years.
(Kumagai, 2003, p. 28)
The User Application Component (UAC) was intended top provide the FBI with
(FBI, 2002):
•

Improved capabilities to communicate inside and outside the FBI.

•

Access to information from internal and external databases that is properly
authorized using primarily commercial products.

•

The capability to evaluate cases and patterns of crimes through the use of
commercial and FBI-enhanced analytical and case management tools.

•

The ability to find information in FBI databases without having to know
where it is, and to search all FBI databases with a single query through the use
of intelligent search engines.

The Trilogy schedule called for delivery of the UAC by June 2004. However, given the
urgent need for improved IT capabilities, the FBI was looking for ways to accelerate the
development of Trilogy. The FBI reported that they had devised a plan to complete the
infrastructure elements (IPC/TNC) one year ahead of schedule, completing deployment
by June 2003. This put tremendous pressure on SAIC to accelerate the delivery of the
UAC. SAIC developed a plan to put a web-based front end on the existing mainframe
ACS. This would move the outdated green-screen technology to a windows-based point
and click technology which could be completed by July 2002. The accelerated plan
called for the UAC, now renamed the Virtual Case File (VCF), to be delivered in two
phases. The 1st phase would include the basic case file application and the migration of
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data from ACS and other applications, with a completion in December of 2003. The 2nd
phase would include upgrades to three other existing applications and add audio/video
streaming and content management capability, with a completion in June 2004.
After the events on September 11th, and in response to public outcry and
congressional pressure, Director Mueller brought in a group of computer-literate agents
to review the FBI’s IT applications strategy. After a careful review of the modem webbased front end SAIC was building for the archaic ACS the FBI determined
The bureau needed an entirely new database, graphical user interface,
and applications, which would let agents search across various
investigations to fin d relationships to their own cases. The new case
management system would host millions o f records containing information
on everything from witnesses, suspects, and informants to evidence such
as documents, photos, and audio recordings. (Goldstein, 2005, p. 28)
In December 2001 the FBI asked SAIC to halt development on the web front-end for
ACS and to design a new application, database, and graphical user interface to
completely replace the ACS system. The new system must be able to search on not just
text but also photos, video, and audio records, all with a view to detecting and connecting
the traces of terrorist and criminal activity.
With no detailed description of the FBI's functional processes and IT
infrastructure (i.e. enterprise architecture) as a guideline, a team of FBI agents began the
process o f characterizing investigative processes such as witness interviews and
surveillance operations and mapping them to the FBI's existing software and databases.
The team of up to 40 FBI subject matter experts worked with engineers from SAIC,
constructing diagrams and flowcharts of how ACS actually operated (the as-is state) and
then transforming this into how they wanted the new VCF to operate in the future (the to
be state). FBI Director “Mueller himself attended one of these meetings to tell the agents
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to design a system that would work best for them and not to feel constrained by 50-yearold business rules.” (Goldstein, 2005, p. 29)
In January 2002 SAIC conducted Joint Application Development (JAD) sessions
where the FBI functional experts and SAIC engineers would determine the specific
functions VCF would perform. The outcomes of these meetings were the inputs to the
functional requirements document that would guide SAIC's application designers and
programmers. When the JAD sessions finished in July of 2002 the earlier vision for the
replacement of the ACS and four other systems had changed and a new electronic
workflow with all systems integrated into a single process had been adopted. (DOJ,
2005) The requirements document would not only create an entirely new case
management system but new functional processes. In order to do this the Trilogy
contract required modification to account for added labor and the new aggressive 22
month completion date for the VCF. SAIC’s contract labor ceilings were increased to
permit the additional labor hours associated with the change. However, the FBI’s
inexperienced IT project and contract management staffs failed to include system
acceptance criteria (which will be important later in the case), milestones, or a formal
schedule in the contract change. Furthermore, the new plan included an implementation
strategy called a flash cutover, in which the old ACS would be turned off and the new
VCF turned on, overnight. In the IT world this is a very risky maneuver. SAIC and the
FBI embarked on this path without an established backup plan.
By the end of 2002 the formal requirements for the VCF element o f Trilogy were
complete and a highly detailed 800 page requirements document was produced. With the
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requirements frozen, approval for development was granted, and SAIC went into full
production mode.
VCF Project Management
In response to the array o f management audits directed at the FBI, an experienced
project manager was required for the Trilogy Project. The project manager was to work
directly for the FBI Director as the Project Management Executive (PME) for a newly
created Office o f Program Management. This office was to act as the single point of
contact for all FBI IT management and would be responsible for the development and
implementation of Trilogy.
When the PME arrived an immediate review of the overall Trilogy program was
conducted. This was the first integrated assessment of the two independent contract
schedules (IPC hardware and TNC networks were under contract to DynCorp and
UAC/VCF software was under contract to SAIC). DynCorp had no schedule. “In
contrast, SAIC, with its programmers pecking away at its secure data center in Vienna,
Va., always had a detailed schedule posted prominently in the ‘war room’ there.”
(Goldstein, 2005, p. 30) The review revealed that the hardware and network
communications elements o f Trilogy would not be delivered in July of 2002 as the
contract delivery called for. The DynCorp team “. . . didn't have a detailed schedule that
mapped out how it would deploy, integrate, and test the new computers and networks.”
(Goldstein, 2005, p. 30) In May 2002 the PME informed the FBI Director of the delay.
During the conversation with the Director the PME tied to understand why DynCorp had
agreed to the aggressive 22 month schedule, asking
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Did somebody come to you and say, okay, Mr. Director, sir, you can have
it sooner, but it's going to cost you this much more money or you're going
to have to do without something. (Goldstein, 2005, p. 32)
His response was
No, nobody ever told me that. (Goldstein, 2005, p. 32)
The PME responded
Well, lesson No. 1: faster, cheaper, better. Pick two, but you can't have all
three. (Goldstein, 2005, p. 32)
It would appear that the project had escalated due to the mum effect (Keil & Robey
(1999) referenced in the research, where people knew of the problem but did not report it
to management. The PME had inherited a project with escalating costs and expanding
schedules and the Director accepted the only alternative: a better system.
At about the same time the FBI’s IT management changed (see Exhibit 68). Bob
Dies, the 1st CIO left and Mark Tanner took the job for 3 months. In July Darwin John,
an FBI outsider and former CIO of the Mormon Church became FBI CIO.
By the end o f 2002 the requirements for the VCF element of Trilogy had
stabilized and the functional design was frozen and approved for development. The FBI
reported this progress to Congress and received an additional appropriation of $124
million. At the same time the FBI’s Inspector General issued a report critical of the
management of the Trilogy project citing missed milestones and uncertainty about cost,
schedule and technical requirements. (FBI, 2002)
VCF Software Construction
The SAIC development team, in response to the increased project pace, was split
into eight groups. The idea was to have the groups work in parallel and then integrate the
work at the end. In the IT world this is another risky maneuver. The risk comes from
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underestimating the time required to complete integration testing for independently
developed software modules. The failure to increase integration time and associated
testing was an additional error. The pace required to meet the accelerated 22 month
schedule was terrific.
SAIC used a spiral method of development for VCF. The method required the
SAIC programmers to iteratively write software, show it to the FBI, make changes, and
repeat the process. A formal software configuration management process and
configuration management board (CCB) was in place to track the software and approved
changes. The problems that arose were part of the FBI’s culture. The FBI agents were
starting to tell the SAIC engineers and programmers how to build the system instead of
focusing on what the system needed to do. The culture in the FBI was “We're going to
tell you how to do it." (Goldstein, 2005, p. 32) When a dispute arose between the FBI
and SAIC a formal change was submitted to the CCB for review. Between December
2002 and December 2003 roughly 400 change requests were received. (Goldstein, 2005)
The VCF code construction team was given some unwelcome schedule cover
when, in March 2003, Computer Sciences Corporation (CSC) which had acquired
DynCorp that month, informed the FBI that the IPC hardware and TNC networks
elements o f Trilogy would be delayed until October. CSC slipped the dates two more
times: in August, the October 2003 date became December 2003 and in October 2003,
December 2003 became April 2004. The problems were attributed to the FBI’s request
to change the e-mail system, the FBI’s inability to precisely account for the existing IT
infrastructure components and networks and, according to the FBI Inspector General's
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2005 audit, obtaining the components needed to connect the field offices to the wide area
network (FBI, 2005).
While the FBI management was resolving the schedule delays related to the
infrastructure problems SAIC was besieged by additional changes to the VCF. Unable to
test the VCF on the delayed infrastructure (hardware and network) the VCF continued in
development. Because SAIC had made the decision to split the team into 8 development
groups, changes to the maturing code became much more difficult. A change in 1 of the
8 areas required integration that could potentially affect the code in any of the other 7
system areas.
SAIC voiced their concern about not being able to properly test the VCF system
on the intended infrastructure. SAIC was worried about the implementation decision that
called for the flash cutover, where ACS would be shut off and VCF turned on. The risk
for failure was significantly increased by the inability to access the intended hardware
and software. However, SAIC informed the FBI that, in order to meet the compliance
element of the contract, they would deliver VCF in December. On December 13, 2003,
SAIC delivered the initial version of VCF to the FBI
4. OUTCOME OF THE VCF SYSTEM
In December 2003 another IT management change was made at the FBI. W.
Wilson Lowery, the FBI’s 4th CIO resigned and Zalmai Azmi became the new FBI CIO.
One of Azmi's first acts was to reject SAIC's delivery of the VCF. The FBI stated that
there were 17 functional deficiencies it wanted SAIC to fix before the system was
deployed. SAIC argued that some of these deficiencies were based on changes requested
by the FBI to the system’s requirements. Being unable to agree on the cause an arbitrator
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was used and ruled that o f the 59 issues derived from the original 17 deficiencies, 19
were requirements changes (FBI problems) and 40 were errors (SAIC problems).
While the arbitration was taking place Azmi’s team of functional experts created a
series of investigation scenarios that would be tested on the VCF system. This is
standard IT practice, but the scenarios are developed as part of the requirements
development process (mentioned earlier), before the system is constructed. When the
investigation scenarios were run on the VCF 400 more system deficiencies were
identified. SAIC told the FBI that they could correct the deficiencies in one year at a cost
of an additional $56 million; Azmi immediately rejected the SAIC proposal.
Coincidently, the Computer Science and Telecommunications Board of the
National Research Council had just finished their report on Trilogy (McGroddy & Lin,
2004). Azmi’s chose to listen to the Board and their two major recommendations: (1) the
plan to use a flash cutover as an implementation strategy for the transition from the ACS
to the VCF should not be continued because failure would be catastrophic for the bureau;
(2) the FBI should create an enterprise architecture to guide development o f its IT
portfolio. It is interesting to note that committee had made both of these
recommendations in September 2002, and according to McGroddy, both suggestions had
been ignored until Azmi took charge. (Goldstein, 2005)
In June, Azmi hired the Aerospace Corporation to conduct an external review of
the VCF that SAIC had delivered in December 2003. Azmi wanted the independent
review to assess whether the VCF system requirements were met and to make a
recommendation about what to do with the VCF. The report was completed in December
2004 and released in January 2005.
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The report recommended discarding the VCF and starting over with a
COTS-based solution. The contractor concluded that a lack o f effective
engineering discipline had led to inadequate specification, design, and
development o f VCF. Further, the contractor could find no assurance that
the architecture, concept o f operations and requirements were correct or
complete, and no assurance that they could be made so without substantial
rework. In sum, the contractor reported that VCF was a system whose true
capability was unknown, and whose capability may remain unknown
without substantial time and resources applied to remediation. (FBI,
2006,p , 51)
The FBI officially terminated the VCF system project in April 2005.
The VCF was one of the most highly publicized software failures in history.
Instead of automating the FBI's paper-based work environment, allowing agents and
intelligence analysts to share vital investigative information, and replacing the obsolete
Automated Case Support (ACS) system, the FBI spent $170 million ($51 million more
than the original estimate) and owns 700,000 lines of unusable code.
4. FBI VCF SYSTEM PROJECT EVALUATION
In this section the FBI VCF system has been evaluated against the systemicallybased FSE Framework. The framework has three elements; Function, Structure, and
Environment. The evaluation matched the empirical facts concerning the VCF system
against each framework element. The evaluation was conducted with the assistance of a
qualitative software program called NVivo. The NVivo program served as the database
for the empirical evidence used in the case study analysis. Each o f the 14 journal articles
in the reference section and the results of the interview questionnaires were entered into
the NVivo tool. The hierarchical structure of the FSE Framework was also entered into
NVivo where it became a node tree. The hierarchical node tree would serve as the
collection point for the empirical facts coded from the journal articles.
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The researcher manually coded each of the 14 journal articles and questionnaires.
Coding is the term used for a specific type of analysis; the analysis that involved
differentiating and combining data associated with the phenomena under investigation.
In this case the phenomenon under investigation was the performance of the FBI VCF
system software development project; and the data was the empirical evidence in the
journal articles and questionnaires. The researcher reviewed all of the empirical evidence
and selected relevant chunks of varying size - words, phrases, sentences, or whole
paragraphs, connected to a specific measurement object in the framework. The chunks o f
information were called free nodes. 239 free nodes were coded from the journal articles.
The hierarchical node tree (the FSE framework) served as the collection point for
the free nodes (the coded empirical facts). The node tree had 60 collection points, which
corresponded with each of the 60 FSE Framework measurement objects. The 239 free
nodes were moved to relevant positions on the hierarchical node tree. The completed
node tree served as the starting point for evaluation o f the FBI VCF system software
development project.
Function Element
The functions element of the FSE framework had five areas that evaluated 26
measurement objects. The areas address software development, improvement & training
processes, infrastructure, life cycle support processes, and management worth a total of
50 points. Each area will be evaluated separately.
1. Development: The development area addressed four measurement objects:
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a. Requirements Management (REQM)
Requirements Management (REQM): The process to manage the requirements of the project's
products and product components and to identify inconsistencies between those requirements and the
project's plans and work products.
Empirical Evidence

Source of Empirical
Evidence

GAO (2004a)

GAO (2005b)

given the FBI’s experience on the Virtual Case File, particularly with regard to
requirements management and the bureau’s reported efforts and plans going
forward. Specifically, it is critical for the FBI to examine and control its
requirements in the context of what capabilities are to be addressed
The actual consequences of not having effective requirements development and
management policies and procedures can be seen in the performance of the
bureau ’s Trilogy pro ject
Overall Evaluation

Score

The software development project performed one REQM process.

0.5

Exhibit 69: REQM Evaluation

b. Requirements Development (RD)
Requirements Development (RD): The process which produced and analyzed customer, product, and

product-component requirements.
Source of Empirical
Evidence

Goldstein (2005)
Goldstein (2005)
Goldstein (2005)
GAO (2005b)
Goldstein (2005)
GAO (2004a)

Goldstein (2005)

FBI (2002)
Harris (2005)

Hickerson (2006)

GAO (2004a)
US Senate (2005b)
McGroddy & Lin (2004)

Empirical Evidence

It was a classic case of not getting the requirements sufficiently defined in
terms of completeness and correctness from the beginning. And so it required a
continuous redefinition of requirements that had a cascading effect on what had
already been designed and produced.
the ever-shifting nature of the requirements, and the agents'
Ideas captured in these sessions formed the basis of the requirements document
that guided SAIC's application designers and programmers.
inadequately defined requirements
poorly defined and slowly evolving design requirements
poorly defined requirements,
Recalling the Web pages the agents would bring into the JAD sessions to
demonstrate how they wanted the VCF to look, Higgins blamed both SAIC and
the agents for creating the overstaffed requirements document.
Since January 2002, the FBI and the contractor were participating in a Joint
Application Development planning process to define and prioritize the users’
operational requirements
That project also suffered from a broad scope, ill-defined requirements and
expectations,
the contract was signed in 2001, the FBI did not identify all the requirements
right away. Even when the character of the project changed in 2002, not all the
requirements were spelled out yet.
the Inspector General reported that the original delivery date for Trilogy’s first
two components (Transportation Network Component and Information
Presentation Component) slipped 8 months, in part due to inadequately defined
requirements
the most damaging aspect of this development environment was the evershifting nature of the requirements
the processes supporting the intelligence mission were not included in the VCF
design
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Hickerson (2006)

Kumagai (2003)
US Senate (2005a)

Kumagai (2003)

Goldstein (2005)

McGroddy & Lin (2004)

DOJ (2005)

DOJ (2005)
DOJ (2005)
DOJ (2005)

DOJ (2005)

DOJ (2005)

The requirements document that was finally drafted was about 800 pages long
The Virtual Case File system looks to be better, she notes. "You can’t just
automate, you have to reengineer," she says. This time around, experienced
street agents are being brought into the development process. "Every form is
being examined. Can we get rid of it? Can we do this automatically? It should
make us incredibly more productive." Data input into the system is being
streamlined, and the extra bandwidth being added through the Trilogy upgrade
will allow photos and video to be uploaded and downloaded. Querying the
system will yield, among much else, a linked diagram of where each relevant
document resides.
We did not have a complete set of defined VCF requirements when the original
contract was signed in June 2001
Replacing the FBI's ancient DOS-based Automated Case Support (ACS)
database with a more user-friendly Windows-based system that can search on
not just text but also photos, video, and audio records. Known as the Virtual
Case File system, it's set to come online by the end of 2003.
But the User Applications Component, which would ultimately become the
VCF, staked out the most ambitious goals. First, it was to make the five most
heavily used investigative applications-—the Automated Case Support system,
IntelPlus, the Criminal Law Enforcement Application, the Integrated
Intelligence Information Application, and the Telephone Application—
accessible via a point-and-click Web interface. Next, it would rebuild the FBI's
intranet. Finally, it was supposed to identify a way to replace the FBI’s 40-odd
investigative software applications, including ACS.
The Virtual Case File, the user application component of Trilogy, is a customdesigned software application that is intended to facilitate case file
management by integrating data from older, separate investigative systems,
including the Automated Case Support (ACS) system, and eventually replacing
them. The VCF is intended to create efficiencies in entering case-related
information by reducing the number of steps in filing documents and to
facilitate the storage and retrieval of data for wider access, tracking, and
analysis of case-related data.
During the initial years of the project, the FBI had no firm design baseline or
roadmap for Trilogy. According to one FBI Trilogy project manager, Trilogy’s
scope grew by about 80 percent since initiation of the project.
The design of and schedule for the UAC portion of Trilogy were substantially
modified after the September 11 attacks. The most significant design change
was eliminating the web-enablement of ACS and instead developing an
enterprise-wide solution to replace ACS,
the lack of fully developed requirements for the project negatively affected
schedule, cost, technical, and performance baselines.
One major reason for the delays and cost growth in the overall project was a
lack of specific design requirements for each of the project components.
The VCF plan that resulted from these JAD sessions in 2002 rejected the
previous plan to replace the five separate investigative applications in favor of
developing an entirely new electronic workflow with systems that are
integrated into one process. The VCF concept not only would change where
the data for case files is stored, but also would create an entirely new
environment in which agents, analysts, and support personnel operate.
The FBI refined the VCF concept through Joint Application Development
(JAD) sessions held between January and June 2002. The JAD sessions
brought together FBI representatives to determine what applications were
needed to support the case management and information requirements of FBI
agents, analysts, and support personnel; UAC contractor representatives to
determine what applications could be created; and infrastructure contractor
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DOJ (2005)

DOJ (2005)
Score
0.5

representatives to ensure that the applications could be supported by the
groundwork that was being developed.
poorly defined and evolving design requirements
the lack of a firm understanding of the design requirements by both the FBI
and the contractors. Trilogy’s design requirements were ill-defined and
evolving as the project progressed
Overall Evaluation
The software development project performed one RD process.
Exhibit 70: RD Evaluation

c. Technical Solution (TS)
Technical Solution (TS): The process to design, develop, and implement solutions to requirements.
Empirical Evidence
Source of Empirical
Evidence
“The culture within the FBI was, ‘We’re going to tell you how to do it’
Hickerson (2006)
The committee is also concerned that the VCF's current design and technical
specifications lack the flexibility needed to incrementally improve the
McGroddy & Lin (2004) application
the current implementation of the VCF appears to have embedded the
workflows describing how information is to be entered, reviewed, and used.
Embedding the workflow in the application (that is, hard-wiring it) will make
any such changes in the future much more difficult (more expensive and
McGroddy & Lin (2004) slower) to implement
the data model s of the IDW presented to the committee (and the VCF for that
McGroddy & Lin (2004) matter) were far too abstract to be very useful
The IDW appeared to have been designed to overwrite old copies of databases
with newer copies, so data can be there one day and not the next (that is, the
McGroddy & Lin (2004) IDW is not equipped to handle time-series of versioned data).
no prototype has been developed for any of the major components of Trilogy
McGroddy & Lin (2004) (the Trilogy network or the VCF) or for the IDW
trial-and-error, 'We will know it when we see it’ approach to development."
Goldstein (2005)
lack of an Enterprise Architecture
DOJ (2005)
The group’s decision paper cited 37 basic design flaws, including network,
server, and storage infrastructure issues, operating system and software issues,
application issues, and problems with the test plan. The lack of redundancy and
resiliency in the system was seen as a major flaw because the design failed the
DOJ (2005)
basic “can of soda” test.
Overall Evaluation
Score
The software development project performed one TS process.
1.0
Exhibit 71: TS Evaluation

d. Product Integration (PI)
Product Integration (PI): The process that assembled the product from the product components,
ensured that the product, as integrated, functioned properly, and delivered the product.
Empirical Evidence
Source of Empirical
Evidence
lack of integration planning
GAO (2005b)
the FBI must allow adequate time for testing before any IT application
(including the VCF) is deployed, even if dates of initial operational capability
McGroddy & Lin (2004) are delayed
McGroddy & Lin (2004) the FBI runs a very high risk that its planned "flash cutover" from the old ACS
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US Senate (2005b)

GAO (2004a)

McGroddy & Lin (2004)

system to the VCF will cause mission-disruptive failures and further delays
the new VCF, in spite of its then undefined requirements, would not be
implemented via a low risk, evolutionary strategy, but rather would be built as
a grand design in record time and be implemented all at once in a "flash
cutover" from the legacy systems to the new VCF. SAIC informed the Bureau
this was a high-risk strategy
Trilogy funding grew from an original estimate of $379.8 million to $596
million, due in part to the lack of integration planning for one of the three
components of Trilogy
implement the VCF in what it describes as a "flash cutover." That is, the VCF
would be rolled out for employee use all over the bureau simultaneously (or
nearly so).
Overall Evaluation

Score

The software development project performed one PI process.

1.5

Exhibit 72: PI Evaluation

2. Software Improvement & Training Processes: The software improvement and training
process area addressed five measurement objects:
a. Organizational Process Focus (OPF)
Organizational Process Focus (OPF): The process that planned and implemented organizational
process improvement based on a thorough understanding of the strengths and weaknesses of the
organization's processes and process assets.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of OPF in any of the literature.

None

Overall Evaluation

Score

The software development project did not perform the OPF process.

0.0

Exhibit 73: OPF Evaluation

b. Organizational Process Design (OPD)
Organizational Process Design (OPD): The process to establish and maintain a usable set of

organizational process assets?
Source of Empirical
Evidence

There is no discussion of OPF in any of the literature.

None
Score

0.0

Empirical Evidence

Overall Evaluation

The software development project did not perform the OPD process.
Exhibit 74: OPD Evaluation
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c. Organizational Process Performance (OPP)
Organizational Process Performance (OPP): The process to establish and maintain a quantitative
understanding of the performance of the organization's set of standard processes in support of quality
and process-performance objectives, and provide the process performance data, baselines, and models
to quantitatively manage the project.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of OPP in any of the literature.

None

Overall Evaluation

Score

The software development project did not perform the OPP process.

0.0

Exhibit 75: OPP Evaluation

d. Organizational Innovation and Deployment (OID)
Organizational Innovation & Deployment (OID): The process to select and deploy incremental and

innovative improvements that measurably improve the organization's processes and technologies.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of OID in any of the literature.

None

Overall Evaluation

Score

The software development project did not perform the OID process.

0.0

Exhibit 76: OID Evaluation

e. Organizational Training (OT)
Organizational Training (OT): The process to develop the skills and knowledge of people so they

could perform their roles effectively and efficiently.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of OT in any of the literature.

None

Overall Evaluation

Score

The software development project did not perform the OT process.

0.0

Exhibit 77: OT Evaluation

3. Software Project Infrastructure: The software development project infrastructure area
addressed two measurement objects:
a. Use of Software Tools (TOOL)
Use of Software Tools (TOOL): The capability and integration of the tool suite used in developing

the software on the project.
Source of Empirical
Evidence

There is no discussion of TOOL in any of the literature.

None
Score

0.6

Empirical Evidence

Overall Evaluation

Assumed to be Nominal: The software development project tools
were basic life-cycle tools, with moderate integration.
Exhibit 78: TOOL Evaluation

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

450
b. Multi-site Development (SITE)
Multi-site Development (SITE): The software development project team's co-location and

communications profile?
Empirical Evidence

Source of Empirical
Evidence

McGroddy & Lin (2004)

the team also needs an environment that facilitates working effectively, such as
proximity of offices, meeting spaces, and areas in which information can be
passed informally over lunch or in a chance hallway encounter
Overall Evaluation

Score

Nominal. The software development site was multi-city and used
narrow band e-mail for communications.

0.4

Exhibit 79: SITE Evaluation

4. Software Life Cycle Support: The software life cycle support area addressed eight
measurement objects:
a. Process and Product Quality Assurance (PPQA)
Process & Product QA (PPQA): The process to provide staff and management with objective insight

into processes and associated work products.
Source of Empirical
Evidence

Goldstein (2005)
Score

Empirical Evidence

delivered 700 000 lines of code so bug-ridden and functionally off target that
this past April, the bureau had to scrap the US $170 million project, including
$105 million worth of unusable code.
Overall Evaluation

The software development project did not perform the PPQA process.

0.0

Exhibit 80: PPQA Evaluation

b. Configuration Management (CM)
Configuration Management (CM): The process that established and maintained the integrity of work
products using configuration identification, configuration control, configuration status accounting, and
configuration audits.
Source of Empirical
Evidence

FBI (2002)
FBI (2002)
Score

0.5

Empirical Evidence

Because the UAC portion is focused on making significant changes to, or
possibly complete replacements of, five of the FBI’s investigative systems,
documentation for the exact configuration of these systems is critical to
designing the requirements for UAC. According to a senior FBI official, the
FBI must know what it has before it can define the right solution to fix the
problem. “Lack o f’ documentation for the configuration of these five
investigative systems has caused the FBI to engage in a process of reverse
engineering.
Not having the documentation of the configuration of these five investigative
systems has caused the FBI to engage in a process of reverse engineering.
Overall Evaluation

The software development project performed one CM process.
Exhibit 81: CM Evaluation
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c. Measurement & Analysis (MA)
Measurement & Analysis (MA): The process to develop and sustain a measurement capability used

to support management information needs.
Empirical Evidence

Source of Empirical
Evidence

McGroddy & Lin (2004)

US Senate (2005a)

DOJ (2005)

DOJ (2005)

An effective program management function will provide the FBI with a focal
point for monitoring and collecting project data and allow for the reporting of
the progress of active IT projects based on well-defined metrics
We are updating an IT Metrics program that identifies and measures IT
performance according to industry standards, government regulations, and
Earned Value Management System (EVMS) principles
the Budget Unit of the FBI’s Information Resources Division was not
reconciling or updating portions of the Trilogy tracking report, which resulted
in discrepancies in the dollar amounts reported to management.
the FBI’s Financial Management System did not capture detailed Trilogyrelated expenditures, while numerous entities tracked and monitored specific
segments of the operation .
Overall Evaluation

Score

The software development project did not perform the MA process.

0.0

Exhibit 82: MA Evaluation

d. Verification (VER)
Verification (VER): The process to ensure that selected work products met their specified

requirements.
Empirical Evidence

Source of Empirical
Evidence

FBI (2002)

a contractor performing independent verification and validation work
Overall Evaluation

Score

The software development project performed one VER process.

0.5

Exhibit 83: VER Evaluation

e. Validation (VAL)
Validation (VAL): The process to demonstrate that a product or product component fulfilled its

intended use when placed in its intended environment.
Source of Empirical
Evidence

FBI (2002)
Score

0.5

Empirical Evidence

a contractor performing independent verification and validation work1
Overall Evaluation

The software development project performed one VAL process.
Exhibit 84: VAL Evaluation

'Note: This is a duplicate node also reported for the verification (VER) process.
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f. Causal Analysis and Resolution (CAR)
Causal Analysis & Resolution (CAR): The process to identify causes of defects and other problems

and take action to prevent them from occurring in the future.
Empirical Evidence

Source of Empirical
Evidence

None
Interview

There is no discussion of OT in any of the literature.
The interview subject stated that this process was not directly addressed.
Overall Evaluation

Score

The software development project did not perform the CAR process.

0.0

Exhibit 85: CAR Evaluation

g. Joint Reviews (JR)
Joint Reviews (JR): The p rocess in which the customer and the project team evaluate the status and

products of an activity as a ppropriate, were utilized on the software development project.
Empirical Evidence

Source of Empirical
Evidence

US Senate (2005a)

US Senate (2005b)

Goldstein (2005)
McGroddy & Lin (2004)

Hickerson (2006)

Goldstein (2005)

However, when SAIC delivered the product to us in December 2003, we
immediately identified a number of deficiencies in VCF that made it unusable.
Upon further examination, we discovered nearly 400 problems with the
software and, in April 2004, provided SAIC with a document outlining the
corrections needed
In December 2003, we delivered an evaluation copy of the VCF system. The
FBI reviewed the product and identified 17 deficiencies, some of which were
actually more changes in requirements
Sometimes Depew's team had only two days to review a batch of code. Agents
would pull all-nighters to get the evaluation finished, "and in the next iteration
their comments wouldn't be taken into account,"
specific milestones, frequent contract reviews,
there are 17 deficiencies, we decomposed the 17 deficiencies, they turned into
59 deficiencies. Then we had a two-week sit-down with SAIC [Science
Applications International Corporation] and those 59 turned into 400
deficiencies... You know, I have a base-line software that I was told that 90
percent was ready, yet they were asking for another $56 million to develop the
other 10 percent
Under Azmi's direction, the FBI rejected SAIC's delivery of the VCF. The
bureau found 17 "functional deficiencies" it wanted SAIC to fix before the
system was deployed.
Overall Evaluation

Score

Nominal: Joint reviews were used in a few process areas.

1.0

Exhibit 86: JR Evaluation

h. External Auditing (EA)
External Auditing (EA): The process, in which an external management entity determines

compliance with requirements, plans, and contract as appropriate, were utilized on the software
development project.
Source of Empirical
Evidence

Goldstein (2005)

Empirical Evidence

In June, the FBI contracted an independent reviewer, Aerospace Corp., in El
Segundo, Calif., to review the December 2003 delivery of the VCF to
determine, among other things, whether the system requirements were correct
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Goldstein (2005)

FBI (2002)
McGroddy & Lin (2004)

McGroddy & Lin (2004)

FBI (2002)
DOJ (2005)
DOJ (2005)
Score
1.0

and complete and to recommend what the FBI should do with the VCF.
Of the 59 issues and sub issues derived from the original 17 deficiencies, the
arbitrator found that 19 were requirements changes—the FBI's fault; the other
40 were SAIC's errors.
The FBI had three internal assessments performed concerning the management
of the Trilogy project. These assessments were done by the FBI’s Inspection
Division, CJIS Division
The FBI reported that it had undergone more than 100 investigations and audits
in the IT area
The FBI should seek independent and regular review of its enterprise
architecture as it develops by an external panel of experts with experience in
both operations and technology / architecture
The IRD hired an outside contractor to obtain an independent perspective on
Trilogy. The objective of the assessment was to determine the labor
requirements, level of effort, and verification and validation tasks necessary to
ensure that the Trilogy acquisition meets the requirements of FBI users into the
future within the established schedule and budget
FBI management did not act in a timely manner on a number of critical internal
and external reports that demonstrated significant project risks.
the Trilogy project, was the focus of several reports issued both by components
within the FBI and external reviewing entities, including the OIG.
Overall Evaluation
Nominal. External audits were used in a few process areas.
Exhibit 87: EA Evaluation

5. Software Project Management: The software management area addressed seven
measurement objects:
a. Project Planning (PP)
Project Planning (PP): The process that established and maintained plans that defined project
activities.
Empirical Evidence
Source of Empirical
Evidence
poor planning
Goldstein (2005)
SAIC used eight development teams working in parallel and a program staff
that reached 250 full-time equivalents
US Senate (2005b)
the bureau lacked an enterprise architecture—a key component in developing
and modernizing systems. We found that the absence of the architecture
contributed to unnecessary rework to integrate several modernization
initiatives, including Trilogy
GAO (2004a)
The company had settled on a spiral development methodology, an iterative
approach to writing software. Basically, SAIC programmers would write and
compile a block of code that performed a particular function, then run it to
show Depew's agents what it would do
Goldstein (2005)
The development methodology for Trilogy seems to be based on a one-way
McGroddy & Lin (2004) non-iterative process where rigid specifications are generated in advance
the lack of a plan to guide hardware purchases, network deployments, and
software development for the bureau
Goldstein (2005)
to introduce an integrated approach to IT project planning,
GAO (2004a)
With no detailed description of the FBI's processes and IT infrastructure as a
guideline, Depew said that his team of agents began "to feel our way in the
Goldstein (2005)
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FBI (2002)

DOJ (2005)
DOJ (2005)
DOJ (2005)
DOJ (2005)
DOJ (2005)
DOJ (2005)
Score
0.5

dark,"
The UAC portion is also going to be deployed in two phases in the accelerated
plan, release one and release two.
for completion in December 2003. The second and third deliveries, which were
intended to upgrade and add additional investigative applications to the VCF,
were targeted for completion in June 2004.
SAIC had developed a plan to make the ACS web-enabled by July 2002 - 24
months earlier than scheduled - without increasing project costs.
was to be deployed in two phases under an accelerated plan: delivery one and
delivery two. A third delivery was added in March 2003.
unrealistic scheduling of tasks
This lack of oversight included a lack of project management plans that would
include cost and schedule controls
the scheduled completion dates for individual project components were
unrealistic
Overall Evaluation
The software development project performed one PP process.
Exhibit 88: PP Evaluation

b. Project Monitoring and Control (PMC)
Project Monitoring & Control (PMC): The process to provide an understanding of the project's
progress so that appropriate corrective actions could be taken when the project's performance deviated
significantly from the plan.
Empirical Evidence
Source of Empirical
Evidence
But while the Trilogy contracts were changed to reflect the aggressive new
deadlines, neither the original software contract nor the modified one specified
any formal criteria for the FBI to use to accept or reject the finished VCF
software,
Goldstein (2005)
Clear and detailed schedules with intermediate milestones, eamed-value
metrics, and severe penalties for missed delivery dates and missing
McGroddy & Lin (2004) functionality are desperately needed
contract schedules lack the specificity necessary to determine whether a project
McGroddy & Lin (2004) is making adequate progress within schedule and budget constraints
McGroddy & Lin (2004) eamed-value metrics
FBI officials told us that the rapid procurement and deployment of Trilogy has
prevented the project managers from performing earned value management
FBI (2002)
FBI officials told us that the rapid procurement and deployment of Trilogy has
prevented the project managers from performing earned value management^
as promised to Congress. While FBI officials were confident they know how
much money has been spent on Trilogy to date, and how much funding has
been committed, they have less assurance as to whether Trilogy is on budget,
over budget, or under budget
FBI (2002)
In the wake of the VCF prime contractor's failure to meet a critical delivery
McGroddy & Lin (2004) date
it is imperative that senior management of the FBI monitor contractor progress
closely and step in when necessary to forestall difficulties seen down the road,
McGroddy & Lin (2004) although day-to-day involvement is not necessary
managers at DynCorp, which was working on the hardware (computers and
network) portions of Trilogy, for copies of the two project schedules. She was
told the delivery dates instead.
Goldstein (2005)
SAIC, with its programmers pecking away at its secure data center in Vienna,
Va., always had a detailed schedule posted prominently in the "war room"
Goldstein (2005)
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FBI (2002)

US Senate (2005a)

DOJ (2005)
DOJ (2005)
Score
0.5

there, which Higgins's team would review with SAIC periodically,
they have less assurance as to whether Trilogy is on budget, over budget, or
under budget
When a program or project metric varies by more than 10 percent of the
acceptable thresholds for cost, schedule, and performance, it will trigger closer
scrutiny and remedial action
The FBI’s Project Management Office did not implement a centralized budget,
accounting, and procurement structure to ensure global financial management
oversight.
If monitoring the scheduling of the project had been a priority, the FBI could
have taken more timely action to effectively address Trilogy’s problems.
Overall Evaluation
The software development project performed one PMC process.
Exhibit 89: PMC Evaluation

c. Supplier Agreement Management (SAM)
Supplier Agreement Management (SAM): The process to manage the acquisition of products or
services from suppliers for which there were formal agreements.
Empirical Evidence
Source of Empirical
Evidence
Although the requirements were solidified in November 2002, the contract
remained a cost-plus-award-fee contract
US Senate (2005a)
contract schedules were almost totally lacking in specifications, deliverables,
McGroddy & Lin (2004) and commitment to checkpoints
Currently, the contract has a negotiated value of $130.3 million and a funded
value of $ 123 million. To date, SAIC has been paid $115.2 million
US Senate (2005b)
Had a more rigorous proposal selection process been in place to require
sufficient documentation of the technical requirements and risks of the project,
the expending of time and resources on thin-client technology and webenablement of ACS may have been minimized
FBI (2002)
The contract was based on hours worked —cost plus an award fee
US Senate (2005a)
The contracts must include performance measures for key deliverables,
milestones, and service levels with penalties and escalation procedures.
Contracts should ensure that the vendor suffers severe penalties if it is not
meeting the performance measures, and major vendor failure should result in a
penalty that allows the FBI to transition to a new vendor with little or no
McGroddy & Lin (2004) financial impact to the FBI
the FBI is unable to take managerial actions such as reprogramming amounts
McGroddy & Lin (2004) in excess of $500,000 without explicit congressional approval
the FBI should exploit proven methodologies of contracting and contract
McGroddy & Lin (2004) management,
the FBI should exploit proven methodologies of contracting and contract
management, including the use of detailed functional specifications, specific
McGroddy & Lin (2004) milestones, frequent contract reviews, and eamed-value metrics
The FBI, citing lack of contracting manpower, used a Government-wide
Acquisition Contract as the method of managing the grant money behind
Trilogy. The GAC is a model that removes management control from the
government agency. In this case, the FBI had to relinquish control and allow
SAIC to run the program
Hickerson (2006)
McGroddy & Lin (2004) the FBI's contract management process is inadequate
the user application component of Trilogy, recognized by FBI officials as the
most important aspect of the project in terms of improving agent performance,
is at high risk of not being completed within the funding levels appropriated by
FBI (2002)
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US Senate (2005b)

US Senate (2005b)

FBI (2002)
US Senate (2005b)

Goldstein (2005)
DOJ (2005)

DOJ (2005)

DOJ (2005)
DOJ (2005)
DOJ (2005)
DOJ (2005)
DOJ (2005)

DOJ (2005)
DOJ (2005)
DOJ (2005)

DOJ (2005)
DOJ (2005)

DOJ (2005)
Score
0.0

Congress
SAIC was tasked to in February 2002 to develop the replacement for the legacy
systems using the original contract. The SAIC UAC contract was restructured
to incorporate an aggressive development plan first conceived in February
2002. This became the electronic Virtual Case File (VCF) contract
At the time of award in June 2001, the contract scope for SAIC called for
development of a web front-end to the existing legacy applications used to
manage case information
In January 2002, Congress supplemented Trilogy’s FY 2002 budget with $78
million4 to expedite the deployment of all three components. This
supplemental appropriation increased the total funding of Trilogy from
approximately $380 million to $458 million.
In June 2001, SAIC was competitively awarded a cost-plus-award fee
developmental contract for the Trilogy User Application Component (UAC)
In May and June 2001, the bureau awarded Trilogy contracts to two major U.S.
government contractors: DynCorp, of Reston, Va., for the hardware and
network projects, and to SAIC for software.
a primary reason for the schedule and cost problems associated with Trilogy
was weak statements of work in the contracts
According to FBI and Department officials, the Department required the FBI to
use two contractors for Trilogy because the Department considered the project
too large for a single contractor to manage.
Because the FBI wanted to award the Trilogy contracts quickly and did not
have clearly defined requirements, it used the cost-plus-award-fee contract
vehicle
contracting weaknesses
did not provide for penalties if the milestones were not met
did not require specific completion milestones
did not include critical decision review points
had the Trilogy contracts included fully established requirements and firm
completion milestones, the adverse effects of such changes could have been
mitigated.
Under cost-plus-award-fee contracts, contractors are only required to make
their best effort to complete the project
weak government contract management was more of the problem with Trilogy
than the terms of the contracts.
The FBI’s decision to use a cost-plus-award-fee contract to develop Trilogy
placed it at a significant disadvantage because the contract did not establish
firm milestones or prescribe penalties for a contractor that missed deadlines or
delivered an unacceptable product.
The Trilogy contract was offered as a cost-plus-award -fee on labor whereby
the contractors’ costs are reimbursed and fees can be awarded to the contractor.
the FBI decided to use the General Services Administration’s (GSA) Millennia
contracting process. The GSA’s Federal Technologies Services’ Federal
Systems Integration and Management (FEDSIM) Center provides IT
contracting services for its federal agency clients. FEDSIM’s role is to oversee
competing contracts, and to award and manage existing contracts. In other
words, FEDSIM acts as the contracting office.
Overall Evaluation
The software development project did not perform the SAM process.
Exhibit 90: SAM Evaluation
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d. Risk Management (RSKM)
Supplier Agreement Management (SAM): The process to manage the acquisition of products or
services from suppliers for which there were formal agreements.
Empirical Evidence
Source of Empirical
Evidence
First, foremost, and most critical in light of the impending rollout of the Virtual
Case File (VCF) application, the FBI should not proceed with deployment of
the VCF until it has a validated contingency plan for reverting completely or
McGroddy & Lin (2004) partially to the Automated Case Support (ACS) system
the impending VCF system rollout, is that the FBI not proceed with
deployment of the VCF until it has a validated contingency plan for reverting
completely or partially to the ACS, if necessary, and clear and measurable
McGroddy & Lin (2004) criteria to determine when the ACS can safely be turned off
The three internal risk-assessments on Trilogy found significant risks
associated with the management of the project
FBI (2002)
Overall Evaluation
Score
The software development project did not perform the RSKM process.
0.0
Exhibit 91: RSKM Evaluation

e. Integrated Project Management (IPM)
Integrated Project Management (IPM): The process to establish and manage the project and the
involvement of the relevant stakeholders according to an integrated and defined process.
Empirical Evidence
Source of Empirical
Evidence
as of August 2004, Trilogy has experienced a delay of at least 21 months and a
cost increase of $201 million. According to the CIO, the project’s added time
and cost were due in large part to requirements development and management
process weaknesses
GAO (2004a)
Computer Sciences Corp didn't have its hardware and network in place, so
SAIC couldn't adequately test the VCF, crucial for a successful flash cutover.
Goldstein (2005)
In mid-April 2002, Higgins gave DynCorp a week to deliver a detailed
schedule. After she got it, she pulled the project teams from the FBI and
DynCorp into a meeting and went through the document. Shortly after that,
Higgins broke the news to the director: the computers and networks would not
be delivered in July of that year as had been scheduled.
Goldstein (2,005)
The problems involved with the scheduling of the project would have been
more apparent to the FBI had proper project integration efforts taken place. A
professional project integrator could have coordinated the scheduling of the
infrastructure with the VCF implementation.
DOJ (2005)
Perhaps the most important-and commendable-development in the VCF effort
is the appointment of a very experienced and computer-sawy FBI special
agent as program manager who has played a strong role in driving the design
McGroddy & Lin (2004) from user requirements.
project management deficiencies
GAO (2005b)
project management deficiencies
GAO (2004a)
Reviews of the bureau’s centerpiece systems modernization project, Trilogy,
have identified management weaknesses as the cause for cost, schedule, and
performance shortfalls that have been experienced by the project
GAO (2004a)
Reviews of this project identified management weaknesses as the cause for its
cost, schedule, and performance shortfalls
GAO (2005b)
Senior-level contract managers, experienced and empowered, should be
McGroddy & Lin (2004) assigned for the duration of the project, and should provide periodic actionable
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GAO (2004a)
FBI (2002)

GAO (2003)

GAO (2004b)
Harris (2005)

Goldstein (2005)

FBI (2002)
DOJ (2005)

DOJ (2005)

DOJ (2005)
DOJ (2005)

DOJ (2005)

DOJ (2005)

DOJ (2005)
DOJ (2005)
Score

status information to FBI senior management
the bureau’s weaknesses in IT management controls, such as investment
management and enterprise architecture, contributed to Trilogy schedule delays
of at least 21 months and cost increases of about $120 million
the lack of critical IT investment management processes contributed to missed
milestones and led to uncertainties about cost, schedule, and technical goals
the modernization program management office told us that the office recently
assumed responsibility for managing three system modernization initiatives 19
and found that they will require rework in order for them to be integrated
These Trilogy shortfalls in meeting cost and schedule commitments can be in
part attributed to the absence of the kind of IT management controls discussed
earlier. Specifically, in its study of the FBI’s investment management
processes which included a case study of Trilogy, the Inspector General cited
the lack of an enterprise architecture and mature IT investment management
processes as the cause for missed Trilogy milestones and uncertainties
associated with the remaining portions of the project
an inattentive and frequently changing management staff.
By April, 22 251 computer workstations, 3408 printers, 1463 scanners, 475
servers, and new local and wide area networks would all be up and running, 22
months later than the accelerated schedule called for.
The initial Virtual Case File release will migrate data from the current ACS
and IntelPlus to the Virtual Case File. The Virtual Case File will replace ACS
and serve as the backbone of the FBI’s information systems, replacing the
FBI’s paper files with electronic case files that include multi-media
capabilities. The first release of Virtual Case File has a targeted completion
date of December 2003. This release is intended to allow different types of
users, such as agents, analysts, and supervisors, to access information from
their desktop computers that is specific to their individual needs
FBI management did not exercise adequate control over the Trilogy project and
its evolution in the early years of the project.
the FBI used a contractor, Mitretek Systems, to assist the FBI with a wide array
of tasks, including program and contract management, system engineering and
architecture, fiscal and budgetary oversight, communications, testing,
configuration management, cost estimating, acquisition and source selection,
requirements definition, training, database management, security certification
and accreditation, and web development.
the contractor for the User Applications Component (UAC), SAIC, used a
scheduling tool for the development of the VCF with which the FBI was
unfamiliar. As a result, the FBI was unable to determine if the assumptions
within the schedule were reasonable and whether the implications on the
schedule were adequately reflected.
project management was not consistently followed by IT project managers
the FBI did not hire a professional project integrator to manage contractor
interfaces and take responsibility for the overall integrity of the final product
until the end of 2003.
In its July 6,2001, Quarterly Congressional Status Report the FBI stated that
the IPC/TNC infrastructure could be completed in June 2003, nearly one year
ahead of schedule, with a two-phase implementation plan. The FBI also wanted
to accelerate deployment of the urgently needed user applications component,
which was scheduled to take three years.
The CIO brought in a Project Management Executive to manage the Trilogy
project in place of the Deputy Assistant Director in the Information Resources
Division.
lack of adequate project integration
Overall Evaluation
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The software development project performed one IPM process.

0.5

Exhibit 92: IPM Evaluation

f. Decision Analysis and Resolution (DAR)
Decision Analysis & Resolution (DAR): The process which analyzed possible decisions using a

formal evaluation process that evaluated identified alternatives against established criteria.
Source of Empirical
Evidence

None
Interview
Score

Empirical Evidence

There is no discussion of DAR in any of the literature. This is an advanced
behavior and would not be expected to be performed on a project with a low
level of maturity.
The interview subject stated that this process was not directly addressed.
Overall Evaluation

The software development project did not perform the DAR process.

0.0

Exhibit 93: DAR Evaluation

g. Quantitative Project Management (QPM)
Quantitative Project Management (QPM): The process which quantitatively managed the project's

defined processes to achieve the projects established quality and process-performance objectives.
Source of Empirical
Evidence

None
Interview
Score

Empirical Evidence

There is no discussion of QPM in any of the literature. This is an advanced
behavior and would not be expected to be performed on a project with a low
level of maturity.
The interview subject stated that this process was not directly addressed.
Overall Evaluation

The software development project did not perform the QPM process.

0.0

Exhibit 94: QPM Evaluation

The overall score for the functions element was 7.5 of 50 possible points.
Structure Element
The structure element of the FSE framework had three areas that evaluated 20
measurement objects related to the structural ability of the project to produce software.
The areas address the social system, the cybernetic controls and the technical system
worth a total of 25 points. Each area will be evaluated separately.
1. Social System: The social system area addressed six measurement objects:
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a. Analyst Capability (ACAP)
Analyst Capability (ACAP): (1) The analysis and design ability, efficiency, and thoroughness, of the

analyst team (those who w arked on requirements, high-level design, and detailed design) that worked
on the software development project and (2) the analyst team's ability to communicate and cooperate
during the software develo pment project.
Empirical Evidence

Source of Empirical
Evidence

DOJ (2005)

The contractors performing the review stated that the VCF design was
adversely affected by a lack of engineering expertise on the project.
Overall Evaluation

Score

0.2

Low: 15th-35,h percentile.
Exhibit 95: ACAP Evaluation

b. Programmer Capability (PCAP)
Programmer Capability (PCAP): (1) The analysis and design ability, efficiency, and thoroughness,

and the ability to communicate and cooperate of the programmer team (those who implement
processes and functions through software code) that worked on the software development project and
(2) the programmer team's ability to communicate and cooperate during the software development
project.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of PCAP in any of the literature. A nominal value for
PCAP is assumed.

None

Overall Evaluation

Score

Nominal: 55Ul-75th percentile.

0.6

Exhibit 96: PCAP Evaluation

c. Personnel Continuity (PCON)
Personnel Continuity (PCON): The software development project's annual personnel turnover.
Empirical Evidence
Source of Empirical
Evidence

GAO (2005a)
GAO (2004a)
DOJ (2005)
McGroddy & Lin (2004)

US Senate (2005b)
Goldstein (2005)
Score

0.2

frequent turnover of FBI IT managers
frequent turnover of key personnel
Turnover in key positions has inhibited the FBI’s ability to manage and
oversee the Trilogy project.
frequent turnover among key FBI staff, make it unsurprising that Trilogy is
significantly behind schedule and over budget
Since November 2001, there have been 19 Government management personnel
changes that had a direct and significant impact on the management of this
project (11 FBI Changes and 8 FEDSIM Changes). This lack of continuity
among key Government managers contributed to the problems of ensuring the
effective and timely implementation of this system
The real killers, he said, were "significant management turbulence" at the FBI
Overall Evaluation

Very Low: >48% per year
Exhibit 97: PCON Evaluation

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

461
d. Applications Experience (APEX)
Applications Experience (APEX): The level of applications experience of the team that developed

the software system? [Note: This is defined in terms of the development team's equivalent years of
experience with this type of application.]
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of APEX in any of the literature. A nominal value for
APEX is assumed.

None

Overall Evaluation

Score

Nominal: 6-12 months

0.6

Exhibit 98: APEX Evaluation

e. Platform Experience (PLEX)
Platform Experience (PLEX): The level of platform experience of the team that developed the

software system? [Note: This is defined in terms of the development team's equivalent years of
experience with the type of platform (i.e. graphical user interface, database, networking, middleware,
etc.).]
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of PLEX in any of the literature. A nominal value for
PLEX is assumed.

None

Overall Evaluation

Score

Nominal: 6-12 months

0.6

Exhibit 99: PLEX Evaluation

f. Language and Tool Experience (LTEX)
Platform Experience (PLEX): The level of platform experience of the team that developed the

software system? [Note: This is defined in terms of the development team's equivalent years of
experience with the type of platform (i.e. graphical user interface, database, networking, middleware,
etc.).]
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of LTEX in any of the literature. A nominal value for
LTEX is assumed.

None

Overall Evaluation

Score

Nominal: 6-12 months

0.6

Exhibit 100: LTEX Evaluation

2. Cybernetic Control: The cybernetic controls area addressed five measurement objects:
a. Control (CTRL)
Control (CTRL): The operational measures the project used most commonly to control the
performance of the software development project.
Source of Empirical
Evidence

McGroddy & Lin (2004)

Empirical Evidence

Clear and detailed schedules with intermediate milestones, eamed-value
metrics, and severe penalties for missed delivery dates and missing
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DOJ (2005)

Goldstein (2005)

Goldstein (2005)
Score
1.0

functionality are desperately needed1
If monitoring the scheduling of the project had been a priority, the FBI could
have taken more timely action to effectively address Trilogy’s problems.1
managers at DynCorp, which was working on the hardware (computers and
network) portions of Trilogy, for copies of the two project schedules. She was
told the delivery dates instead.1
SAIC, with its programmers pecking away at its secure data center in Vienna,
Va., always had a detailed schedule posted prominently in the "war room"
there, which Higgins's team would review with SAIC periodically,1
Overall Evaluation
Cost & Schedule: Cost and schedule data are used to control the
performance of the software development project.
Exhibit 101: CTRL Evaluation

‘Note: These are duplicate nodes also reported for the performance monitoring and control (PMC)
process.

b. Policy (POL)
Policy (POL): The operational controls and strategic measures used to ensure that the software
development project remained viable.
Empirical Evidence
Source of Empirical
Evidence
an architecture is necessary to provide a strategic view of its mission and
operational needs, and would begin with a detailed characterization of the
bureau's goals, tasks, strategies, and key operational processes. This view links
operational objectives and processes to IT strategy and will allow the FBI to
McGroddy & Lin (2004) specify how investment is tied to the achievement of operational objectives
For example, in March 2004, the Department of Justice Inspector General
testified 17 that the lack of an architecture was a contributing factor to the
continuing cost and schedule shortfalls being experienced by the bureau on its
Trilogy investigative case management system
GAO (2004a)
In addition, it found that modernization initiatives, such as Trilogy, were not
closely linked to a coherent view of the bureau’s mission and operational needs
GAO (2005a)
SAIC's bid on the original contract, and each subsequently revised cost
estimate, was based on there being "minimal, minor changes" to the program
once a baseline set of requirements had been agreed on.
Goldstein (2005)
Second, the success of the FBI’s information technology efforts will require the
development of a close linkage between IT and a coherent view of the bureau's
McGroddy & Lin (2004) mission and operational needs
the FBI's top leadership, including the director, must make the creation and
McGroddy & Lin (2004) communication of a complete enterprise architecture a top priority
the National Research Council reportedl8 in May 2004 that while the bureau
had made significant progress in its IT systems modernization program, the
FBI was not on the path to success, in part, because it had not yet developed an
EA
GAO (2005a)
the philosophy employed in implementing Trilogy was “to get 80% of what is
needed into the field now rather than 97% later
FBI (2002)
According to FBI estimates, the bureau manages hundreds of systems and
associated networks and databases at an average annual cost of about $800
million. In addition, the bureau plans to invest about $255 million and $286
million in fiscal years 2004 and 2005, respectively, in IT services and systems,
such as the Trilogy project. Trilogy is the bureau’s centerpiece project to (1)
replace its system infrastructure (e.g., wide area network) and (2) consolidate
GAO (2004b)
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Goldstein (2005)
DOJ (2005)
DOJ (2005)

DOJ (2005)

GAO (2004b)

and modernize key investigative case management applications. The goals of
Trilogy include speeding the transmission of data, linking multiple databases
for quick searching, and improving operational efficiency by replacing paper
with electronic files
each division had its own IT budget and systems. And because divisions had
the freedom and money to develop their own software, the FBI now has 40 to
50 different investigative databases and applications, many duplicating the
functions and information found in others.
policies and procedures were not developed for management oversight of IT
projects
IT investment management weaknesses,
Without a complete Enterprise Architecture, the FBI’s systems are not defined.
As a result, in the Trilogy project the FBI needed to conduct reverse
engineering to identify existing IT capabilities before developing the
infrastructure and user applications requirements
Nevertheless, the bureau’s longstanding approach to managing IT is not fully
consistent with leading practices, as has been previously reported by us and
others. The effect of this, for example, can be seen in the cost and schedule
shortfalls being experienced on Trilogy
Overall Evaluation

Score

No coordination: No coordination between the intelligence or policy
functions existed..

0.0

Exhibit 102: POL Evaluation

c. Intelligence (INT)
Intelligence (INT): The external intelligence measures used as part of the planning process for the

software development project.
Empirical Evidence

Source of Empirical
Evidence

There is no discussion of INT in any of the literature. Because neither the FBI
(customer) nor SAIC (developer) could fix the requirements for the system a
CPAF contract was used. The CPAF contract assumes inadequate
requirements definition and pays for all developer costs.

None

Overall Evaluation

Score

No intelligence measures were used.

0.0

Exhibit 103: INT Evaluation

d. Communications Channels (CC)
Communications Channels (CC): How information was communicated within the software

development project.
Empirical Evidence

Source of Empirical
Evidence

Goldstein (2005)
Score

0.0

bad communication
Overall Evaluation

Informal communications channels.
Exhibit 104: CC Evaluation
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e. Attenuation (ATT)
Environmental Attenuation (ATT): How the overall variety presented to the project was controlled
by using attenuation and/or amplification methods.
Empirical Evidence

Source of Empirical
Evidence

There is no formal discussion of ATT in any of the literature. However, the
literature discusses the inability of the project to control the growth of user
requested requirements. The requirements emanated from the environment, in
this case the system’s potential user’s, and were not controlled.

None

Overall Evaluation

Score

No attenuation or amplification methods were in place.

0.0

Exhibit 105: ATT Evaluation

3. Technical System: The technical system area addressed nine measurement objects:
a. Software Reliability (RELY)
Software Reliability (RELY): The design of the software ensured that in the event of complete

system failure the users would consider this to be:
Empirical Evidence

Source of Empirical
Evidence

Alfonsi (2005)
US Senate (2005b)

McGroddy & Lin (2004)

McGroddy & Lin (2004)

McGroddy & Lin (2004)

McGroddy & Lin (2004)

“immediately develop plans that address recovery of data and functionality in
the event that essential technology services come under denial-of-service
attacks” — for example, viruses and pervasively replicated software bugs.
high system availability
Seemingly inadequate contingency plans for operating under attack. A basic
principle of managing a critical operational network is that plans for
maintaining operation in the face of a compromised element must be made in
advance
The costs of maintaining a fallback plan and a supporting infrastructure are
small com-pared to the operational costs associated with large-scale VCF
problems
The Trilogy IT modernization put into place a single operating system
environment, and the security vulnerabilities of an operating system mono
culture are well known
there is some risk that the problems will be so severe as to prevent the effective
use of the entire system for some period of time. Accordingly, there must be
backup and contingency plans in place that anticipate a wide range of failure
conditions

Score

0.4

Overall Evaluation

High. High financial loss. (In this case it is the loss of capability)
Exhibit 106: RELY Evaluation

b. Database Size (DATA)
Database Size (DATA): The ratio of bytes in the system test database (D) to the number of bytes

(source lines of code) in the application program (P).
Source of Empirical
Evidence

None

Empirical Evidence

There is no formal discussion of DATA in any of the literature. A nominal
value for DATA is assumed.
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Overall Evaluation

Score

Nominal: 10 < D/P < 100.

0.8

Exhibit 107: DATA Evaluation

c. Development for Reuse (RUSE)
Development for Reuse (! IUSE): The decision to utilize reusable software components as part of the

software system design req uired the use of components.
Empirical Evidence

Source of Empirical
Evidence

Goldstein (2005)

Patton also claimed that SAIC was determined to write much of the VCF from
scratch.
Overall Evaluation

Score

Nominal: Re-use was not an element of the design.

1.0

Exhibit 108: RUSE Evaluation

d. Life Cycle Documentation (DOCU)
Life Cycle Documentation (DOCU): How the design of the software system affected the life-cycle

documentation needs of the software system.
Empirical Evidence

Source of Empirical
Evidence

FBI (2002)

US Senate (2005b)

Because the UAC portion of Trilogy is focused on making significant changes
to, or possibly complete replacements of, five of the FBI’s investigative
systems, having documentation of the exact configuration of these systems is
critical to designing the requirements for UAC
In addition to these capabilities, SAIC performed substantial analysis and
engineering efforts to document the complex and largely undocumented legacy
environment that has evolved over the years
Overall Evaluation

Score

Nominal: The design has created some life-cycle needs.

0.8

Exhibit 109: DOCU Evaluation

e. Execution Time Constraint (TIME)
Execution Time Constraint (TIME): The percentage of the customer specified system response time

was used in the design of the software system.
Empirical Evidence

Source of Empirical
Evidence

US Senate (2005b)

providing a 3-second response to users
Overall Evaluation

Score

Extra-High: 90-95%

0.4

Exhibit 110: TIME Evaluation

f. Main Storage Constraint (STOR)
Main Storage Constraint (STOR): The percentage of the customer specified storage was used in the

design of the software system.
Source of Empirical
Evidence

None

Empirical Evidence

There is no discussion of STOR in any of the literature. A nominal value for
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STOR is assumed.
Overall Evaluation

Score

Nominal: < 50%

1.0

Exhibit 111: STOR Evaluation

g. Platform Volatility (PVOL)
Platform Volatility (PVOL): How often changes to the software that made up the system are

expected to be required.
Source of Empirical
Evidence

Empirical Evidence

There is no discussion of PVOL in any of the literature. However, based on
the high level of user defined changes requests during development in is
logical to assume that the user’s would expect major changes every 2 months,
and minor changes every week.

None
Score

Overall Evaluation

High: Major changes every 2 months, minor changes every week.

0.6

Exhibit 112: PVOL Evaluation

h. Software System Complexity (COMP)
System Complexity (COMP): The complexity of the software that the development project was

working on.
Source of Empirical
Evidence

Hickerson (2006)

McGroddy & Lin (2004)

Alfonsi (2005)

Goldstein (2005)

Goldstein (2005)

Goldstein (2005)

Empirical Evidence

a process that was supposed to take hours would now have to be completed in
three seconds. The VCF contract became a more ambitious system that would
handle millions of case files in a variety of formats with a three-second
response time to specific queries
bureau-wide technology deployment necessarily entails a set of systems and
data that can be accessed easily across the geographic reach of the FBI's
missions. (The FBI encompasses 56 field offices in major cities in the United
States, approximately 400 resident agencies (i.e., satellite offices in smaller
cities and towns), and foreign posts in 52 nations.
Furthermore, any new program will have to strike a tenuous balance between
allowing for crucial information sharing and keeping classified information top
secret. “We just don’t know how they will achieve this,” our source says. “But
the report’s recommendation of having two separate systems (one with shared
access and one requiring special security clearance) seems to be the most
logical way to go.”
Patton's descriptions of the 800-plus pages of requirements show the project
careening off the rails right from the beginning. For starters, this bloated
document violated the first rule of software planning: keep it simple.
SAIC agreed to deliver the initial version of the VCF in December 2003
instead of June 2004. SAIC and the FBI were now committed to creating an
entirely new case management system in 22 months, which would replace ACS
in one fell swoop, using a risky maneuver known in the IT business as a flash
cutover.
the FBI wanted a "page crumb" capability added to all the screens. Also known
as "bread crumbs," a name inspired by the Hansel and Gretel fairy tale, this
navigation device gives users a list of URLs identifying the path taken through
the VCF to arrive at the current screen. This new capability not only added
more complexity
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US Senate (2005b)
US Senate (2005a)

VCF was a large and complex enterprise-level undertaking. There are no other
criminal investigative management systems of this scale in the world
We underestimated the complexity
Overall Evaluation

Score

System: Collection of subsystems with multiple functions.

0.6

Exhibit 113: COMP Evaluation

i. Technology Application (TECH)
Technology Application (TECH): The software and/or hardware technology in place at the start of

the development project.
Empirical Evidence

Source of Empirical
Evidence

Goldstein (2005)

Kumagai (2003)
Goldstein (2005)

US Senate (2005a)

13 000 computers could not run modem software. Most of the 400 resident
agency offices were connected to the FBI intranet with links about the speed of
a 56-kilobit-per-second modem
Lastly, there are the many unresolved technical questions: is it really possible
to build a system that can precisely identify a crime's precursors, when the
would-be perpetrators are doing their utmost to be untraceable and
unpredictable?
Many of the bureau's network components were no longer manufactured or
supported
the pace of technology has overtaken the development of unique software
applications for the FBI, and we may turn to Commercial Off-The-Shelf, or
COTS-based, products
Overall Evaluation

Score

Medium-Tech: Some new technology.

0.8

Exhibit 114: TECH Evaluation

The overall score for the structure element was 10.2 of 25 possible points.
Environment Element
The environment element of the FSE framework had three areas that evaluated 14
measurement objects related to the environmental factors affecting the ability of the
project to produce software. The areas address the external controls, the resources, and
the stakeholders worth a total of 25 points. Each area will be evaluated separately.
1. External Controls: The external controls area addressed two measurement objects:
a. Laws and Regulations (LAW)
Laws and Regulations (LAW): The extent to which government laws and regulations were addressed
by the project and/or parent organization.
Source of Empirical
Evidence

None

Empirical Evidence

There is no mention of LAW in the literature. However, SAIC is one of the
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largest 11 companies in the world and has a staff that follows federal
legislation and works with the legislative and executive branches of the federal
government.
Overall Evaluation

Score

The project and/or the parent organization have limited involvement
in influencing laws and regulations.

0.6

Exhibit 115: LAW Evaluation

b. Industry Standards (STD)
Industry Standards (STD): The extent to which industry standards were addressed by the project

and/or parent organization.
Empirical Evidence

Source of Empirical
Evidence

There is no mention of STD in the literature. However, SAIC is one of the
largest IT companies in the world and has a number of employees actively
involved on software committees with the IEEE and ISO/IEC.

None

Overall Evaluation

Score

The project and/or the parent organization are closely involved in
influencing industry standards.

0.8

Exhibit 116: STD Evaluation

2. Resources: The resources area addressed six measurement objects:
a. Manpower: Labor Availability (MAN)
Manpower Labor Availability (MAN): The availability of labor skills required by the project.
Empirical Evidence
Source of Empirical
Evidence

Goldstein (2005)

By August 2002, it had around 200 programmers on the job.
Overall Evaluation

Score

Above Average: Most of the required labor skills were present in the
local workforce. Only a few key labor skills were required to be
imported. The project was developed locally and used some limited
remote development.

1.5

Exhibit 117: MAN Evaluation

b. Critical Material Availability (MAT)
Critical Material Availability (MAT): The availability of critical materials (typically hardware and

software components) required by the project.
Source of Empirical
Evidence

There is no mention of MAT in the literature. Because the project was using
no emerging or developing technology, it is logical to assume that critical
materials are readily available.

None
Score

2.0

Empirical Evidence

Overall Evaluation

Available: Critical materials are readily available.
Exhibit 118: MAT Evaluation
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c. Money: Capital Investment (CAP)
Money: Capital Investment (CAP): The availability of capital required to fond indirect activities (i.e.
process improvement, skill development, training, etc.) on the project.
Empirical Evidence
Source of Empirical
Evidence
There is no mention of CAP in the literature. However, it is logical to assume
that fonds for capital projects would come from the project management
reserve.
None
Overall Evaluation
Score
Reserve: Capital fonds for the project must come from the project
1.0
management reserve.
Exhibit 119: CAP Evaluation

d. Schedule Pace (PACE)
Schedule Pace (PACE): The pace required to achieve the schedule for the project.
Empirical Evidence
Source of Empirical
Evidence
People forget the urgency that we were under and our customer was under, said
SAIC's Reynolds.
Goldstein (2005)
changes and fixes continued to strangle the VCF in the crib. Many of the
changes had to be to made by all eight of SAIC's development teams. Arnold
Punaro, SAIC executive vice president and general manager, admitted in a
posting on the company's Web site that in the rush to get the program finished
by December, SAIC didn't ensure that all of its programmers were making the
Goldstein (2005)
changes the same way.
in the interests of rapid deployment, the current VCF schedule appears to give
little consideration to testing and presumes success at every stage-a highly
McGroddy & Lin (2004) risky approach
overly ambitious schedules
Goldstein (2005)
SAIC was asked to devise an approach to deliver VCF in record time-on an
even more aggressive schedule. The new challenge was to define, develop, and
deploy a bureau-wide enterprise-level case management system in just 22
months
US Senate (2005b)
the bureau-wide rollout of this application is months delayed from its originally
McGroddy & Lin (2004) scheduled deployment in December 2003
The project schedule for completion of Trilogy as it was represented to the
committee in October 2003 appears to leave inadequate time for testing. The
committee was shown briefing charts indicating that the FBI allocated less than
10 percent of its schedule for testing, and under schedule pressure the
McGroddy & Lin (2004) contractor was trimming that amount even further
The September 11 attacks provided even greater impetus to completing
Trilogy, and the FBI continued to explore options to accelerate deployment of
all three Trilogy components.
DOJ (2005)
Overall Evaluation
Score
Crisis: Immediate delivery of the software is necessary.
0.0
Exhibit 120: PACE Evaluation
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e. Formal Methods (METH)
Formal Methods (METH): The adoption and implementation of formal methods on the project.
Empirical Evidence
Source of Empirical
Evidence

US Senate (2005b)

GAO (2005b)
Score

With multiple teams working on vertical slices of the system at breakneck
speed, SAIC did not adequately enforce coding standards across the teams and
this resulted in less than uniform code
the bureau’s long-standing approach to managing IT has not always been fully
consistent with leading practices. The effects of this approach can be seen in,
for example, the cost and schedule shortfalls experienced on a key
infrastructure and applications modernization program
Overall Evaluation

Limited: Formal standards are those required by contract.

0.5

Exhibit 121: METH Evaluation

e. Information: External Communications (COMM)
Information: External Communications (COMM): The methods used to control the flow of

information between the project and the external environment.
Source of Empirical
Evidence

Empirical Evidence

There is no mention of COMM in the literature. It is logical to assume that
information controls were limited to formal correspondence.

None
Score

Overall Evaluation

Limited: Information controls are limited to formal correspondence.

1.0

Exhibit 122: COMM Evaluation

3. Stakeholders: The stakeholder area addressed six measurement objects:
a. Owners/Shareholder Boards (OWN)
Owners/Shareholders (OWN): The formal level of involvement of the owner(s) of the company or
the corporate board of directors with the development project.
Source of Empirical
Evidence

Company literature

Score

1.0

Empirical Evidence

SAIC is an employee owned company. An Executive Vice President (Arnold
Punaro) and a Vice President (Brice Zimmerman and Rick Reynolds) were
assigned responsibility for the project
Overall Evaluation

Informational: Owners or shareholder boards were informed about
overall project performance (i.e. cost, schedule and customer
satisfaction).
Exhibit 123: OWN Evaluation
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b. External Management (MGT)
External Management (MGT): The formal level of involvement of external management with the
development project.
Empirical Evidence
Source of Empirical
Evidence
After becoming the U.S. attorney for San Francisco, Mueller led an overhaul of
the office's computer system for tracking cases; the new program, called
Alcatraz, is now used by all U.S. attorneys. Upon arriving at the FBI, Mueller
asked that Microsoft Office be installed on his desktop. "They told him, 'We
can put it on there, but it won't be compatible with anything else in the FBI,' "
Kumagai (2003)
says Kessler, "He hit the roof."
Azmi, unlike the previous three CIOs, inserted himself into the day-to-day
operations of the IOC project. All through the second half of 2004, he met with
his project manager every morning at 8:15. Every night before 10 p.m., the
project manager would issue a status report indicating what milestones had
been hit, identifying risks, and suggesting actions to be taken to avoid mistakes
and delays.
Goldstein (2005)
Chiaradio and Depew met with Dies. They convinced him, and later the
director himself, that the bureau needed an entirely new database, graphical
user interface, and applications, which would let agents search across various
investigations to find relationships to their own cases.
Goldstein (2005)
Depew joined a team of seven that assessed the Web interface SAIC was
designing for the ACS system.
Goldstein (2005)
FBI management did not exercise adequate control over the Trilogy project and
its evolution in the early years of the project
US Senate (2005a)
former IBM executive Bob E. Dies, who became assistant director in charge of
the FBI Information Resources Division on 17 July 2000. He was the first of
five officials who, over the next four years, would struggle to lead the FBI's
sprawling and antiquated information systems and get the VCF project under
Goldstein (2005)
way.
In the Summer of 2002, turmoil roiled the FBI's IT management. In May, Bob
Dies, the CIO who had launched Trilogy, left the bureau, turning over his
duties to Mark Tanner, who held the position of acting CIO for just three
months, until July 2002. He stepped aside for Darwin John, former CIO for the
Mormon Church. Chiaradio, who declined to be interviewed for this article,
left for a lucrative job in the private sector with BearingPoint Inc., a global
consultancy in McLean, Va., and was replaced by W. Wilson Lowery Jr.
Within a year, Lowery would replace John.
Goldstein (2005)
Moreover, the National Research Council reported 19 in May 2004 that the
bureau was experiencing significant challenges in developing and
implementing Trilogy. For example, the council found that the bureau did not
have a permanent CIO with the technical knowledge to provide the strong
direction needed for the Trilogy program
GAO (2004a)
On SAIC's side, Rick Reynolds assumed executive oversight on the project
from Brice Zimmerman. Reynolds replaced VCF project manager Pat Boyle
with Charlie Kanewske. (SAIC declined repeated requests to interview them.)
Depew, like other FBI officials, had only good things to say about Kanewske.
Goldstein (2005)
the enterprise architecture be created by a combined effort involving both
senior operational management and key technologists. The CIO plays a key
McGroddy & Lin (2004) role as the facilitator of the process
the FBI, lacking a sound project management structure at the time, had pushed
most of the reporting on the progress of the VCF down to the lower levels of
Hickerson (2006)
management
McGroddy & Lin (2004) the FBI's senior leadership is insufficiently engaged in the development of the
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McGroddy & Lin (2004)
US Senate (2005a)

FBI (2002)
DOJ (2005)
Score
1.0

enterprise architecture
The senior management of the FBI has a substantive and direct role to play in
the FBI's IT modernization efforts. This role either has not been understood or
it has been given a lower priority based on the perception of more immediate
operational priorities
We also experienced a high turnover in Trilogy program managers and Chief
Information Officers
Without effective oversight of IT projects, FBI officials do not have adequate
assurance that IT projects are being developed on schedule and within
established budgets
lack of management continuity and oversight
Overall Evaluation
Informational: External management was informed about overall project
performance (i.e. cost, schedule and customer satisfaction).
Exhibit 124: MGT Evaluation

c. Customers (CUST)
Customers (CUST): The formal level of involvement of the customer (those that contract and pay for
the project and as such are differentiated from users) with the progress of the development project.
Empirical Evidence
Source of Empirical
Evidence
former IBM executive Bob E. Dies, who became assistant director in charge of
the FBI Information Resources Division on 17 July 2000. He was the first of
five officials who, over the next four years, would struggle to lead the FBI's
sprawling and antiquated information systems and get the VCF project under
way.
Goldstein (2005)
In the Summer o f2002, turmoil roiled the FBI's IT management. In May, Bob
Dies, the CIO who had launched Trilogy, left the bureau, turning over his
duties to Mark Tanner, who held the position of acting CIO for just three
months, until July 2002. He stepped aside for Darwin John, former CIO for the
Mormon Church. Chiaradio, who declined to be interviewed for this article,
left for a lucrative job in the private sector with BearingPoint Inc., a global
consultancy in McLean, Va., and was replaced by W. Wilson Lowery Jr.
Within a year, Lowery would replace John.
Goldstein (2005)
15 different key IT managers have been involved with the Trilogy project,
including 5 CIOs or Acting CIOs and 10 individuals serving as project
managers for various aspects of Trilogy. This lack of continuity among IT
managers contributed to the lack of effective and timely implementation of the
DOJ (2005)
Trilogy project.
Overall Evaluation
Score
Managed: The customer required periodic face-to-face reviews of project
1.5
progress and costs.
Exhibit 125: CUST Evaluation
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d. Suppliers (SUP)
Suppliers (SUP): The involvement of those who supplied products and/or services to your
development project.
Empirical Evidence
Source of Empirical
Evidence
There is no mention of SUP in the literature. Because of the problems with the
cost and schedule mention in both the PMC and IPM areas it is logical to
assume that sub-contractor’s would have no more insight than the overall
project.
None
Overall Evaluation
Score
None: The supplier had no knowledge with respect to his involvement with the
0.0
project (i.e. fee and delivery date).
Exhibit 126: SUP Evaluation

e. Users (USER)
Users (USER): The involvement of the end user's of the software being developed by your
development project.
Empirical Evidence
Source of Empirical
Evidence
[T]he continued delays in developing the VCF affect the FBI's ability to carry
out its critical missions.
Goldstein (2005)
Depew's team also called in people from across the FBI: a dozen in the first
few weeks; 40 by the end of November. These "subject matter experts"
explained how their divisions or units functioned internally and with the rest of
the bureau
Goldstein (2005)
the advantage of a small-scale prototype is that it can be iteratively developed
with strong user feedback and involvement, thus increasing the chances that
McGroddy & Lin (2004) what is ultimately delivered to the end users meets their needs
The FBI could not keep up with communicating the expanding requirements
for VCF to SAIC developers, and SAIC were just filling in the blanks and
making too many key development decisions for themselves
Hickerson (2006)
the FBI does not appear to employ user-vetted prototypes in its applications
McGroddy & Lin (2004) development process
The JAD sessions had produced an exhaustively detailed requirements
document.
Goldstein (2005)
To formally define what users needed the VCF to do for them, SAIC embarked
on a series of Joint Application Development (JAD) sessions. In these
meetings, Depew's team of agents and experts got together with a group of
SAIC engineers to hash out what functions the VCF would perform.
Goldstein (2005)
we found that the specific needs of the users, and of the FBI as a whole, were
not adequately defined
FBI (2002)
Overall Evaluation
Score
Involved: Users were involved in the development of requirements, validation
1.5
of design, and user acceptance testing.
Exhibit 127: USER Evaluation
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f. Politics (POLT)
Political Involvement (POLT): The extent to which Politics played a role on the software
development project.
Empirical Evidence
Source of Empirical
Evidence
By late 2004, the writing was on the wall. The FBI's Virtual Case File, a much
anticipated program to electronically organize and store mountains of
investigative information, was coming unglued. The project was over budget. It
was late. And a veritable revolving door of chief information officers and
project managers meant that VCF was dangling in the wind with no one to save
it.
Harris (2005)
In July 2004, the bureau established an Office of the Chief Information Officer
to centrally manage all technology responsibilities, activities, policies and
employees. There had been CIOs at the bureau, but they controlled almost
nothing. FBI divisions managed their technology investments on their own.
They had varied processes and procedures.
Harris (2005)
Overall Evaluation
Score
Highly Political: Political behaviors involve external management and party’s
0.0
external to the project and/or parent organization.
Exhibit 128: POLT Evaluation

The overall score for the environment element was 12.4 of 25 possible points.
The overall FBI VCF scored 7.5/50 in the function element, 10.2/25 in the
structure element, and 12.4/25 in the environment element. The overall score against the
FSE Framework was 30.1 out of 100.
5. RECENT INFORMATION
The prime contractor for the FBI VCF system was Science Applications
International Corporation (SAIC) of San Diego, California. The SAIC Vice President in
charge o f the VCF project was cooperating with the researcher and had arranged for three
SAIC managers who worked on the VCF project to participate in the questionnaire
surveys. However, one week prior to taking the survey the United States Senate added
the following language to the Department of Justice, Science and Related Activities
Appropriations Bill (Senate Report 109-280, 2005, p. 35):
The Committee expects the FBI to use all means necessary, including legal
action, to recover all erroneous charges from the VCF contractor and,
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once recovered, will allow the FBI to apply the recovered resources
toward the SENTINEL project.
As a matter o f course, the SAIC General Counsel prohibited their employees from
further participation in this research. As a result, the survey questionnaire answers
include comments from only government or former SAIC employees.
6. CONCLUSION
This case study has presented the important facts surrounding the design and
cancellation of the virtual case file system at the Federal Bureaus of Investigation. The
1st part of the study provided background material essential in understanding the decision
made to adopt a complex information system for handling case files at the FBI. The 2nd
part of the study reviewed the scope of the VCF software system. The 3rd part o f the case
study reviewed the outcome of the effort to design and implement the VCF at the FBI.
The 4th part of the case study evaluated the FBI VCF project using the 60 measurement
objects in the Function-Structure-Environment (FSE) Framework. The 5th and final par
was included to alert the reader to the continuing battle over this important software
project.
A complete interpretation of the evaluation against the FSE Framework has been
provided in Chapter 6, Discussion of Results. If the reader is interested in additional
details related to the FBI VCF system a complete list of references is provided in the next
section. While there is no single article that summarizes all of the issues, the most
thorough analysis are presented in the article by Goldstein (2005) and the review
conducted by the National Research Council (McGroddy & Lin, 2004).
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