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Abstract
We consider the problem of testing sequentially the components of a multi-component system in order to learn the state
of the system, when the tests are costly. In this review paper, we describe and analyze a framework for the problem, results
for certain classes of problems and related widespread applications, including distributed computing, arti7cial intelligence,
manufacturing and telecommunications. We also report variations and possible extensions of the problem.
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1. Introduction
The problem of diagnosing a complex system through a series of tests of its components arises in many practical
situations. In many of these cases, testing a component is costly (it may cost money, take time, or incur pain on the
patient, etc.), and therefore it is important to determine a best diagnosing policy that minimizes the average cost of testing
in the long run.
More precisely, we consider complex systems, consisting of several components, in which the state of the system
(e.g. working or failing, healthy or unhealthy, etc.) depends on the states of its components. We shall assume that this
dependency is known, either by an explicit functional description, or via an oracle. The procedure of diagnosing such a
system consists of testing the components one-by-one, until the state of the whole system is correctly determined.
There are many variations for such a diagnosis problem. We shall consider one frequently arising type, in which it is
assumed that the cost of testing a component as well as the (a priori) probability that it is working correctly, are known
in advance. Furthermore, the components are assumed to work or fail independently of each other. Since the inspection of
the system is usually repeated many times (the same system is inspected in various di<erent situations; several equivalent
systems are inspected; etc.) it is customary to consider the problem of 7nding a policy that minimizes the associated
expected cost. This corresponds to the practical desire of minimizing the total cost in the long run.
Such problems arise in a wide area of applications, including telecommunications (testing reliability systems, connectivity
of networks, etc. see e.g. [16]), manufacturing (testing machines before shipping, or testing for replacement in technical
service centers, see e.g. [18]), design of screening procedures (see e.g. [26]), electrical engineering (wafer probe testing,
see [10]), arti7cial intelligence (7nding optimal derivation strategies in knowledge bases, see e.g. [29]; best-value or
satis7cing search algorithms, see e.g. [40,52,59,60]), medicine (testing incoming patients against the possibility of some
rare but dangerous disease, see e.g. [17]), or even in quiz shows (choosing the right order of categories, see, e.g. [38]).
Since the applications are so widespread, often the researchers in one area have been unaware of the results that
are obtained by researchers in another area. In this paper, 7rst, we describe the mathematical framework for the model.
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Then we bring together applications from di<erent areas, issues and results. Finally, we describe some of the possible
extensions and variations.
2. Problem denition
We shall consider systems composed of a set N = {u1; u2; : : : ; un} of n components, each of which can be in one of
the two states, working or failing. A state vector x= (x1; : : : ; xn) is a binary vector, corresponding to a particular state of
the system by recording the state of each of the components, i.e. xi =1 if component ui is working, and xi =0 otherwise,
for i= 1; : : : ; n. The system function is the Boolean mapping f :Bn → B characterizing the states in which the system is
functioning, i.e.
f(x) =
{
1 if the system is functioning; and
0 otherwise
for every state vector x∈Bn. Such a Boolean mapping f :Bn → B is called monotone if f(x)¿f(y) whenever x¿ y.
In other words, by 7xing some of the failing components of a functioning monotone system, one cannot make it fail.
Let us denote a system by 	(N; f), where N is the set of its components and f is its system function. Given a system
	(N; f), we shall say that its ith component ui is relevant (with respect to f) if there exists a state vector such that a
change occurring only in ui’s state changes the state of the whole system. The system 	(N; f) is called coherent if its
system function f is monotone, and all of its components are relevant with respect to f.
Sequential diagnosis is a procedure in which the components of a system are inspected, one by one, in order to 7nd
out the functionality of the system at the current (not yet known) state. We assume that, when inspecting a component,
we can learn the correct state of that component. An inspection strategy S is a rule, which speci7es, on the basis of the
states of the already inspected components, which component is to be inspected next or stops by recognizing the correct
value of the system function at the current state vector. Such an inspection strategy can naturally be represented as a
binary decision tree.
Example 1. Let us consider a system consisting of 3 components N = {u1; u2; u3} and having
f(x1; x2; x3) = x1x2 ∨ x2x3 (1)
as its system function. Then, Fig. 1 represents a possible inspection strategy, in which component u1 is inspected 7rst,
and depending on whether it is working or not, components u2 or u3 are inspected next, etc. E.g., if the system happens
to be in state x= (1; 1; 0), then this strategy learns that the system is functioning after inspecting components u1 and u2,
whereas if the system’s state is y=(0; 1; 0), then this strategy will stop after inspecting components u1 and u3, recognizing
that the system does not function.
The main reason to terminate the inspection algorithm as early as possible, and not to check all components, is that
inspection is usually costly. Let us denote by ci the cost of inspecting component ui, (i.e. learning whether or not ui is
working) for i = 1; : : : ; n, and let c = (c1; : : : ; cn).
Our main goal is to 7nd a strategy for a given system, that minimizes the cost of inspection. This however, is not a
well de7ned problem, yet, since for di<erent states a di<erent strategy would be optimal.
Example 2. Let us return to the system of Example 1. For the state x = (1; 1; 0) the strategy represented in Fig. 1 is
optimal, since it checks only the 7rst two components (and inspecting less than that would not be suJcient). However,
if the system is in state y=(0; 0; 1), then this strategy inspects all components to learn that the system is not functioning,
although, it would be enough to check only component u2.
Clearly, the cost of inspection depends not only on our strategy, but also on the state the system is at. For this reason,
let us assume that an a priori distribution of the states of the components is known. We shall assume in this paper that
the component ui works with probability pi and fails with probability qi =1−pi, for i=1; : : : ; n, and let p=(p1; : : : ; pn).
We shall also assume that the components work or fail independently of each other. It could happen, more generally,
that the cost of inspecting component ui depends on the state the component is in, e.g. let us say that cTi is the cost of
inspection when the component functions properly, and cFi is the cost of inspection when the component fails. One can
see easily that in fact, when one is interested only in expected cost, this is not a more general case, and it can be reduced
to the previous problem by introducing ci = picTi + qic
F
i as a common inspection cost (i = 1; 2; : : : ; n).
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Fig. 1. An inspection strategy for the system of Example 1.
Given an instance of the sequential diagnosis problem, i.e. a system 	(N; f) and the vectors c and p of costs and
probabilities, respectively, we shall consider the problem of 7nding an inspection strategy S of the given system which
has the minimum expected cost.
When describing an inspection strategy, one could go further, in principle, and inspect other components, even if the
functionality of the system can already be determined. Let us call a strategy reasonable if it stops as soon as it learns the
functionality of the system. For instance, the strategy in Fig. 1 is a reasonable inspection strategy. Since it is also obvious
that optimal strategies are reasonable, unless some of the components have zero inspection cost, we shall consider only
reasonable strategies in the sequel, and will drop the word reasonable, whenever it will not cause ambiguity.
Since we assume that the function is given by an explicit functional description or via an oracle, and that the system
is coherent, it is always easy to learn the functionality of the system, after inspecting a subset of the components, or to
conclude that it is not yet determined. Namely, by approximating the current state from above by x+ where all uninspected
components are assumed to work, and from below by x−, where all uninspected components are assumed to fail, we can
claim that if f(x−)=1 then the system is working, and if f(x+)=0 then the system fails (regardless of the states of the
uninspected components), and hence we can terminate the inspection. In the remaining case of f(x−)= 0 and f(x+)= 1
the system’s state is not yet determined, and further components have to be inspected. Hence, computing the value of f
(or executing the oracle) at two vectors suJces to recognize if the inspection can be terminated. Let us remark that for
general, non-monotone systems the above is not true, and in fact the same recognition problem is NP-complete.
3. Classes of monotone system (Boolean) functions
Let us 7rst recall some basic de7nitions and well known properties of monotone Boolean functions. For a given Boolean
function f let us denote by T (f) and F(f) the sets of binary vectors at which f takes value 1 and 0, respectively. The
vectors in T (f) are called the true points, while the elements of F(f) are called the false points of f.
Given a subset S ⊆ {1; 2; : : : ; n}, let us denote its characteristic vector by 1S , i.e.
1Sj =
{
1 if j∈ S;
0 otherwise:
(2)
The dual of f denoted by fd is again a monotone Boolean function for which
T (fd) = {1S | 1S ∈F(f)}; (3)
where S = {1; 2; : : : ; n}\S.
We shall call a subset I ⊆ {1; 2; : : : ; n} an implicant of the monotone Boolean function f, if 1I ∈ T (f). The subset I
is called a prime implicant if it is an implicant, and no proper subset of it is an implicant.
Given a monotone Boolean function f, let us denote by
I(f) = {I1; : : : ; Is} (4)
the family of its prime implicants, and let
J(f) = {J1; : : : ; Jt} (5)
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be the family of the prime implicants of its dual, i.e. J(f)= I(fd). The binary vectors 1I for I ∈ I(f) are called minimal
true points of f, while vectors of the form 0J for J ∈ J(f) are called maximal false points of f, where
0Sj =
{
0 if j∈ S;
1 otherwise:
(6)
Proposition 1. A monotone Boolean function f and its dual fd can be represented by the (unique minimal) positive
disjunctive normal forms:
f(x) =
∨
I∈I(f)
(∧
j∈I
xj
)
and fd(x) =
∨
J∈J(f)
(∧
j∈J
xj
)
; (7)
respectively.
Let us remark next that given a monotone Boolean function f by its list I(f) of prime implicants, it may be very
diJcult to obtain J(f), the list of its dual prime implicants. First of all, the size of J(f) can be exponentially larger
than the size of I(f). Secondly, there is no known general algorithm to obtain J(f) from I(f) in polynomial time even
in these sizes (see e.g. [4,19,20,42]). On the other hand, the algorithm of [20] is quasi-polynomial. There are also many
important special cases where dualization is polynomial (see e.g. [19,5,31]).
We now describe and de7ne certain classes of Monotone System (Boolean) Functions for which the Sequential Diagnosis
problem is tractable. The application areas that they arise and the related results will be discussed in Section 5.
3.1. Simple series and parallel systems
Series and parallel systems are the simplest systems. A series system fails if any one of its components fails while a
parallel system functions if any one of its components functions. If xi is the variable associated with the ith component,
the structure function of the series and parallel systems can be written (respectively) in the following way:
f(x) = x1 ∧ x2 ∧ · · · ∧ xn and f(x) = x1 ∨ x2 ∨ · · · ∨ xn:
In spite of their simplicity, series and parallel systems arise in numerous applications. In addition, all other known solvable
cases are generalizations of series and parallel systems. Next, we will describe these more general classes of systems.
3.2. k-out-of-n and Double Regular Systems
Let us 7rst de7ne the well known class of threshold functions, that arise in a lot of applications including electrical
circuits. A Boolean mapping f :Bn → B is called threshold if there exists non-negative weights w1; w2; : : : ; wn and a
constant t such that
f(x) =
{
1
∑n
i=1 wixi¿ t;
0 otherwise:
A k-out-of-n system functions if at least k of its n components function. In particular a series system is an n-out-of-n
system and a parallel system is a 1-out-of-n system.
Example 3. One can easily see that a k-out-of-n function is a threshold function for which all weights are equal (namely,
wi = t=k, i = 1; : : : ; n). Yet, not all threshold functions are k-out-of-n. One can verify that e.g. f(x) = x1x2 ∨ x1x3 is such
a threshold function (with w1 = 2, w2 = 1, w3 = 1 and t = 3).
Let us de7ne Regular Systems before describing Double Regular Systems. Given a monotone Boolean function
f :Bn → B, we shall say that the variable xi is stronger than xj (i = j) with respect to f, and write xi¡fxj , if
for all binary vectors x∈Bn with xi = xj =0 we have f(x∨ ei) ¿ f(x∨ ej), where ei denotes the unit ith unit vector. If
xi¡fxj and xj¡fxi we shall say that xi and xj are equivalent with respect to f and write xi ≈f xj . It is well-known that
this strength relation is a pre-order on the set of variables for any monotone Boolean function f (see, e.g. [50,66]). Given
a permutation  of the indices {1; 2; : : : ; n}, a Boolean function f is called -regular, if its strength pre-order is consistent
with , i.e. if x1¡fx2¡f · · ·¡fxn . A function is simply said to be regular, if it is -regular for some permutation .
Let us note that if f is -regular so is fd.
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Fig. 2. Relations among the considered classes of system functions.
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Fig. 3. Examples for an SPS (a), a non-series-parallel network (b) and dual SPS (c).
Remark 1. Threshold functions are regular. In particular, if f is threshold with weights w1¿w2¿ · · ·¿wn, then f is
regular with respect to  = (1; 2; : : : ; n). Since a k-out-of-n function is threshold with equal weights, it is regular with
respect to any permutation.
We shall say that a function is Double Regular if it is -regular and -regular for some permutations  and . (We
will later require  and  to satisfy certain conditions. If it turns out that = , then with respect to this permutation, all
regular functions are also double regular.)
The following Fig. 2 illustrates the inclusion relations among these classes of functions.
3.3. Series-Parallel Systems (SPSs)
Another class of Boolean functions we shall consider is the class of Read-Once functions. These are the structure
function of Series-Parallel Systems (or SPSs in short). An SPS is a specially structured network between two terminal
nodes, called the source and the sink. The structure function takes the value 1 if there is a path from the source to the
sink that consists of functioning components. The simplest SPS consists of only one component: a single link connecting
the source to the sink. All other SPSs can be de7ned recursively as a series or parallel connection of smaller SPSs.
A series connection identi7es the sink of one SPS with the source of the another one, while a parallel connection
identi7es the sources and the sinks of the two systems. Formally, if 	(N1; f1) and 	(N2; f2) are two systems with no
common components, then 	(N1∪N2; f1∨f2) is their parallel connection, and 	(N1∪N2; f1∧f2) is their series connection,
where N1 and N2 are disjoint. All smaller SPSs, appearing recursively in the above de7nition, are called the subsystems
of the considered SPS.
For example, the network 	(N; f) in Fig. 3(a) works if u1 is working, or if u2 and at least one of u3 and u4 are
working. As customary, we shall represent the structure function by a logical expression in terms of the states of its
components. For this example, we have
f(x1; x2; x3; x4) = x1 ∨ (x2 ∧ (x3 ∨ x4)): (8)
In Fig. 3, the second network is not an SPS, since it cannot be obtained by the recursive procedure described above, while
the 7rst one is an SPS, formed by a parallel connection of the two subsystems {u1} and {u2; u3; u4}. The latter one itself
is a series connection of two smaller subsystems {u2} and {u3; u4}, where this last subsystem is formed again by a parallel
connection of the two single component subsystems {u3} and {u4}. Let us observe that the expression in (8) corresponds
to the recursive de7nition of this system, and in particular, the brackets enclose its (non-singleton) subsystems.
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The depth of an SPS is a measure of the number of series and=or parallel combinations in the system and is de-
7ned as follows: The depth of a simple series or a simple parallel system is 1. The depth of any other SPS is
1 + max{depth of proper subsystems}. For instance, the SPS in Fig. 3(a) has depth 3. Thus, every SPS is either a
parallel or series connection of other SPS whose depths are at least 1 less than the original SPS.
It is important to note that the Boolean dual fd of the structure function of an SPS 	(N; f) is again a structure function
of another SPS 	d(N; fd), which we will call the dual system for the original SPS. The dual system can be obtained
simply by interchanging the ∨ (parallel) and ∧ (series) signs in the system function. If the global problem is (series)
parallel for the original SPS then the global problem for the dual is parallel (series). For example, the dual of the system
given in Fig. 3(a) is shown in Fig. 3(c), and its system function is
f(x1; : : : ; x4) = (x1 ∧ (x2 ∨ (x3 ∧ x4))):
Let us note that, any SPS and its dual have the same depth. We also mention that all the results and algorithms in the
following sections can straightforwardly be translated for the dual system, and hence without loss of generality, we can
restrict our attention only to SPSs in which the global system is parallel.
4. Strategies and binary decision trees
As we noted earlier, inspection strategies can naturally be represented as binary decision trees, i.e. as rooted trees, in
which every node has two or zero successors. Such a tree T is representing the system function f in the following way.
Nodes of T with two successors are labelled by the components of the system. The two arcs leading to the successors
from a node labelled by ui ∈N represent the two states of ui—the right arc corresponding to working, while the left arc
corresponding to failing. Let us then label the right arc by xi and the left arc by xi. To every node a of the tree T let
us associate the set P(a) ⊆ {x1; x1; x2; x2; : : : ; xn; xn} consisting of the labels along the arcs on the unique path connecting
the root of T to node a. Nodes of T with zero successors are called leaves.
Given a binary vector x∈Bn, let us follow a path starting from the root of T until we reach a leaf in the following
way. At a node a of the tree labelled by ui ∈N we follow the left arc, if xi = 0, and the right arc if xi = 1. Hence for
every binary vector x we follow a unique path leading to a leaf node of T. For a node a of T let us denote by B(a)
the set of those binary vectors for which the above path contains node a. Since T represents an inspection strategy for
the system 	(N; f), all vectors in a set B(a) corresponding to the leaf node a are state vectors of the same state (i.e.
either all of them are working, or all of them are failing states), since otherwise the state of f would not be determined
at this node uniquely. Let us label the leaf nodes of T according to the corresponding state of the system, i.e. by 1 those
which correspond to working states, and by 0 those corresponding to the failing of the system. Let us denote furthermore
by L1(T) the set of leaves of T labelled by 1, and let L0(T) denote the set of leaves labelled by 0. Nodes in L1(T) are
called the true-leaves of T, while those in L0(T) are called the false leaves.
We shall call a binary decision tree of f reasonable, if it is a reasonable inspection strategy for a system with system
function f, i.e. if any subtree rooted at a non-leaf node contains both true and false leaves. Let us denote by T(f) the
family of all reasonable binary decision trees which represent the Boolean function f.
Let us consider now a coherent system 	(N; f), a cost vector c and a probability vector p, and a (reasonable) inspection
strategy S∈T(f) of this system.
For every state x∈Bn the inspection algorithm will terminate in one of the leaf nodes of S, and B(a) is exactly the set
of those binary vectors for which the algorithm stops in the leaf node a. Clearly, B(a)∩ B(b) = ∅ if a and b are di<erent
leaves of S, and we have
T (f) =
⋃
a∈L1(S)
B(a) and F(f) =
⋃
b∈L0(S)
B(b): (9)
Let us denote by C(S; x) the cost of inspection by strategy S if the system is in state x. According to the above remark,
this cost is clearly the same for all state vectors that belong to the same leaf. More precisely, if x∈B(a) for a leaf a, then
C(S; x) = Cost(S; a) =

 ∑
i:xi∈P(a) or xi∈P(a)
ci

 : (10)
Furthermore, the probability that the system is at one of the states belonging to B(a) is
Prob(S; a) =

 ∏
i:xi∈P(a)
pi



 ∏
i:xi∈P(a)
qi

 ; (11)
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whereas the probability that the system is in the state represented by the vector x is
Prob(x) =
(∏
i:xi=1
pi
)(∏
i:xi=0
qi
)
: (12)
Hence, the expected cost of strategy S can be expressed as
E(S) =
∑
a∈L1(S)∪L0(S)
Cost(S; a)Prob(S; a): (13)
or equivalently as
E(S) =
∑
x∈T (f)∪F(f)
C(S; x)Prob(x): (14)
Given a system (N; f), a cost vector c and a probability vector p, the problem of 7nding the best sequential inspection
strategy can be restated as
min
S∈T(f)
E(S): (15)
We shall say that an inspection strategy S is $-optimal, if S minimizes the expression:
E$(S) =
∑
a∈L$(S)
Cost(S; a)Prob(S; a); (16)
among all strategies in T(f), where $ = 0 or 1. Let us note that E1(S) + E0(S) = E(S) holds for any strategy S.
The concept of 1(0)-optimal strategies is useful in proving some of the results. Furthermore, they arise naturally in the
following contexts. Suppose a company provides maintenance services for the machines it sells, which work continuously
(e.g. generators). The crew visits a customer where such a machine is used on a regular schedule. If the machine needs
maintenance, repair is needed and customer pays for the repair (and thus the cost of a lengthy inspection can be included).
However, if the machine is found safe enough, then the customer does not pay anything and the crew proceeds to another
customer. Hence the company is primarily interested in eJciently testing working systems, i.e. a 1-optimal strategy for
testing its product.
For a possible application where one would be interested in 7nding a 0-optimal strategy let us consider the following
situation. Customers show up at a used car dealer to sell their cars and the dealer employs a mechanic to check if the
cars are good enough. If the car is found good enough, the dealer buys it and adds the cost of inspection to the selling
price of the car. However, if a car is not found good enough then there is no business and the dealer has to cover the
cost of inspection. So the dealer is interested in 7nding out eJciently the failing cases, which corresponds to a 0-optimal
strategy.
Let us note that one can consider di<erent measures other than the expected cost to optimize. For instance, one could
try to minimize the worst case cost. In other words
min
S∈T(f)
max
a∈L1(S)∪L0(S)
C(S; a): (17)
There are further measures which are independent of c and p. These measures are particularly important when the
components are identical, i.e. ci=1 and pi=p. (In particular, one can consider the case where pi=0:5.) These objectives
include minimizing the total number of leaves, 7nding a lexicographically largest BDT. For a review of objective function
issues see [49].
4.1. Representing problem instances and strategies
Let us recall that the input to the Sequential Diagnosis Problem consists of a description of the system function f and
the cost and probability vectors c and p. For some algorithms, a description of fd is also required. In general, the system
functions can be described by their Dinsjuctive Normal Forms (DNFs) or via an oracle, i.e. a black box that can evaluate
the function f at any vector, in polynomial time. For certain special classes of functions, there can be more concise ways
of representation. For instance, a threshold function can be fully described by specifying the weights associated with each
variable and the threshold value, a total of n+ 1 numbers.
The output of an algorithm is an optimal strategy. We have already seen that strategies are naturally represented by
BDTs. The problem with this type of representation is that the size of the BDT could be exponentially larger than the
size of the input, e.g. the size of the DNF of the function. From a practical point of view, one may decrease the size by
merging the same subtrees together forming Binary Decision Diagrams (BDDs). Obviously there is no guarantee that the
optimal BDT will have common subtrees. On the other hand, for certain classes of functions there exist eJcient BDDs.
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It would be worthwhile to investigate for which p and c these strategies are optimal. For further discussion on BDDs, see
e.g. [65,43,49,34].
Another way to avoid this diJculty is the following. Instead of asking for an algorithm that outputs the whole BDT ,
one may look for a concise rule that outputs the next component to inspect given the states of the previously inspected
components. By at most n repeated applications of this algorithm, one can 7nd the state of the function for the current
state vector, i.e., we 7nd the path from the root to the leaf that is associated with the current state vector only, in an
optimal BDT . Essentially, we only construct the necessary portion of an optimal tree that we are concerned with. We
should note that if we are dealing with a certain class of systems, we need to make sure that the residual systems after
7xing a subset of the components belong to the same class for this method to work. A second way to get around the
problem of large output size is to look for an algorithm runs in polynomial time in the size of the input and the output.
Although this may not be a good solution practically, if it is likely that we are going to deal with almost all 2n state
vectors, this may be an appropriate approach.
On the other hand, for certain classes of problem instances, one may not need to output the BDT at all. A good example
is when the optimal strategy can be described by a permutation, i.e. the next component to inspect next is always the next
relevant component in the permutation. We shall see examples of systems for which the optimal strategy is a permutation
strategy in Section 5. Yet another example of such a compact representation of an optimal strategy for k-out-of-n systems
is given in [10]. In this case, an optimal strategy is speci7ed by the block-walking representation which is of size O(n2)
and which can be generated in time O(n2).
This issue becomes critical especially in NP-completeness proofs of the variations of the problem, and in some cases,
causes ambiguities. One has to be careful in de7ning the input and output of the problem and make sure that a short
proof of a YES=NO certi7cate is provided for the decision problem to complete a proof of NP-completeness.
5. Literature review
5.1. Series and parallel systems
Let us recall that, if xi is the variable associated with the ith component, the structure function of the series and parallel
systems can be written (respectively) in the following way:
f(x) = x1 ∧ x2 ∧ · · · ∧ xn and f(x) = x1 ∨ x2 ∨ · · · ∨ xn:
Series and parallel systems in n components are duals of each other. Note also that any reasonable tree for a series
(parallel) system consists of a spine, since the left (right) branch of any non-terminal node is a false (true) leaf. This
implies that a strategy corresponds to a permutation of the components.
Let &;  be two permutations of {1; 2; : : : ; n} such that
c&1
p&1
6
c&2
p&2
6 · · ·6 c&n
p&n
and
c1
q1
6
c2
q2
6 · · ·6 cn
qn
: (18)
Then an optimal strategy for a series (parallel) system is to inspect the components in the order (&) until the state of
the system is determined, i.e. until either a non-working (working) component is found or all the components have been
inspected. These strategies are very intuitive in the following way. For a series system one stops inspection whenever
a faulty component is found, and the goal is to 7nd the strategy with the minimum expected cost. Hence, it will be
advantageous to begin with a component which has low cost and high probability of not working, and this is quanti7ed
with the ratio ci=qi. One can make a dual argument for a parallel system.
It is also easy to show that the strategies mentioned above are optimal for series or parallel systems by an interchange
argument. Regardless of their simplicity, these two systems arose in di<erent contexts modelling various problems. The
result mentioned above has been published as part of many papers, though more general cost structures and system
functions are considered in some of them. Here are some typical examples and related applications from such papers.
Price [53] considers complex mechanisms which are subjected to a series of non-destructive tests, where the order of
tests does not a<ect the result of the tests. In this study, the expression for the expected cost is given. It is proposed
that each of the n! sequences is tried and the one with the minimum expected cost is chosen. One year later Mitten [44]
proves in the same journal that the sequence (20) is the optimal solution.
Kadane [38] considers the so-called quiz show problem. A quiz show contestant may choose the category of the next
question. For each category pa denotes the probability of knowing the right answer to the question. If he answers the
question correctly the contestant will be given a reward xa and be required to choose a new category (which was not
chosen previously). If he answers incorrectly, he will receive the consolation prize and will leave the game with ya plus
his previous earnings. Suppose also that entering a category will require time ta to recover and be ready to choose another
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question. Knowing a discount rate (¿ 0 and the parameters pa; xa; ya and ta the problem is to determine in what order
the contestant should choose categories to maximize his inspected earnings. It is not diJcult to see that diagnosing a
series system is a special case of this problem with ca = paxa + (1− pa)ya, and ta = 0.
Joyce [37] considers the same problem, in a totally di<erent context. The paper discusses the organization and the
criterion for funding of an applied research project that can be regarded as a collection of necessary but potentially
unsuccessful tasks. A project consists of n independent tasks, and the project is successful if all the tasks are accomplished
successfully. Associated with each task is the cost of the test, and probability of success. The goal is to execute the tasks
in such an order that the total cost is minimized. Once a task is unsuccessful the project is unsuccessful. Obviously
this problem is again nothing else but diagnosing a series system with the minimum expected cost. In this paper, Joyce
generalizes this application to 2-Level SPSs where each global subsystem corresponds to various ways of accomplishing
the 7nal goal.
Another interesting paper where the same problem comes up is by Simon and Kadane [59]. This is one of the Arti-
7cial Intelligence papers where the optimal strategy for series and parallel systems are presented. In this paper, optimal
algorithms are derived for satis=cing problem-solving search. One of the three models considered in this paper is called
“Satis7cing Search without Ordering Constraints”. The application considered under this model includes an unknown
number of chests of Spanish treasure have been buried on a random basis at some of n sites, at a known depth of 3 ft.
For each site there is a known unconditional probability, pi that a chest was buried there and the cost of excavating site
i is ci. The search is terminated as soon as one treasure is found. The problem is to 7nd a sequence of the sites such
that the expected cost of excavation is minimized over all sequences.
Natarajan [51] considers the problem as a variation of the general Search of AND-OR Trees problem in arti7cial
intelligence and proves the result for series and parallel systems. A generalization of the optimal algorithm is proposed
for the more general class of Series-Parallel Systems.
Another interesting application is mentioned in [1]: suppose there are n acceptable candidates to 7ll a position, the
estimated bene7t from candidate i for the next M years is Ei and the probability of acceptance of the job by him=her is
Ri. Also assume that this probability does not change during the entire selection process. When a candidate receives an
o<er, there is a 7xed period of time during which he=she can accept or reject the o<er; during such time, no other o<ers
are extended to other candidates. As soon as one candidate accepts the o<er, the search terminates. The objective is to 7nd
an ordering so as to maximize expected pro7t. One can see easily that this is the same problem as diagnosing a parallel
system with ci = RiEi − C and pi =−Ri, where C is the cost of o<ering the job to a candidate. Actually, Alidae’s result
is for a more general class of cost functions. Namely, let us consider n objects with no precedence relation. Associated
with each object i is a positive weight wi, a non-zero number pi, and a cost function fi :RN → R+ where RN are all
the ordered subsets of the set of objects. The objective is to 7nd an ordering  = (j1; j2; : : : ; jn) of the objects so as to
minimize the total cost given by
TC() =
n∑
i=1
fji (j1; j2; : : : ; ji): (19)
It is assumed that fji , i = 1; 2; : : : ; n are independent of the ordering of the objects j1; j2; : : : ; ji−1. For each function fji ,
it is assumed that
{fji (j1; : : : ; j$; l; j$+1; : : : ; ji)− fji (j1; j2; : : : ; j$; j$+1; : : : ; ji) = plwjiH (j1; j2; : : : ; ji−1) (20)
for any l ∈ B= (j1; j2; : : : ; ji−1), where B is a partial sequence and H is a positive set function de7ned on all subsets of
n objects with H (∅) = 1. Under these assumptions a sequence  minimizes the total cost (19) i<
pj1
wj1
6
pj2
wj2
6 · · ·6 pjn
wjn
: (21)
By appropriate choice of f;H; p, and w one cannot only get the result for the series and parallel case but also solutions
for some scheduling problems like minimizing the sum of weighted completion times and some variations of this problem.
A quite similar result is obtained by Rau in [56].
Other papers which consider the same problem includes [41,55,18], in which the motivation is studying optimal
multi-characteristics inspections. Essentially, a product is tested on a number of its characteristics failure of which results
in the rejection of the product. There are associated costs for each of the tests and the probability that each test will fail
the item is known. In some models, tests are not perfect, and there are associated costs of shipping a faulty product to
the customer. The problem is to sequence the tests to minimize the total expected cost.
Another possible application is trying to 7nd strategies to page cellular customers with the minimum expected number
of signals sent. In this context, the customer can be in a 7nite set of areas with certain probabilities (or in none of
them in which case he cannot be reached). The cost of sending a signal is same for all areas. This problem is the same
as testing a parallel system. The variables correspond to the di<erent areas. The di<erence from our framework is the
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fact that variables are not independent. This dependence is expected due to the physical closeness of di<erent areas
(see, e.g. [67]).
5.2. Exact solutions and hardness results
Branch and bound and dynamic programming formulations have been proposed to solve the general problem of sequential
diagnosis problem, both of which run in exponential time in general. A dynamic programming approach has been proposed
in [16] for threshold functions. That formulation can be extended for general functions by the following recursive equation:
EC(f) = min
i
{ci + piEC(fxi=1) + qiEC(fxi=0)}; (22)
where fxi=j is obtained from f by 7xing xi at j∈{0; 1}. In [16], it is proved that even when the underlying function is
a linear threshold function, the problem of 7nding the next component to inspect by minimizing the expected cost is NP
hard. But this result is misleading in the sense that the input for a threshold function is n + 1 numbers, yet the number
of prime implicants can be exponential in the number of variables, n. In general a Boolean function is typically described
by its prime implicants. There are more NP-hardness results for generalizations=variations of the problem in [36,14,17,35]
In [2], a branch and bound algorithm for solving the problem for general coherent systems is given. The node for
branching is chosen according to a lower bound which is related to reliability importance of components. The reliability
importance of component j is de7ned by Ij = @h(p)=@pj , where h(p) is the reliability function of the system and p is
the vector of probabilities. Equivalently, Ij = h(1j ; p) − h(0j ; p). Also, by de7ning Ij = 1 − Ij and dj = cjIj , dj can be
used as a measure of the expected extra cost due to testing component j even though it is unnecessary to know its state.
Finally, let us de7ne I =
∑
k ck Ik . It is proven that I +di is a lower bound for the expected cost of all testing procedures
which start by testing component i. This lower bound is then used to choose the next node to branch on. In general, the
algorithm requires exponential time, moreover to implement the algorithm the value of the reliability function at some
points has to be calculated. No experimental results are given. A similar branch and bound procedure is proposed in [57]
for a more general problem namely, for the case when there are many classes and each class has many patterns with
dependent components (see Section 5.5). Furthermore, a re7ned branch and bound method is proposed in [8] for the case
of identical components with p= 0:5, again using similar ideas to those mentioned above.
There are also certain classes of the general problem for which optimal solutions can be obtained in polynomial time.
These solvable instances are obtained by imposing restrictions on the type of the underlying Boolean function and=or the
cost and probability data. (For de7nitions of these systems see Section 3.) We can summarize those results as follows:
5.2.1. k-out-of-n Systems and double regular systems
In [3,10], polynomial time algorithms that produce optimal solutions for k-out-of-n systems are given. Let us recall
that k-out-of-n systems are regular with respect to any permutation. These algorithms are generalized further in [6] by
providing a generalized algorithm that is optimal for double regular systems that are regular with respect to & and 
de7ned as (18). Let us note that this new class of solvable instances include all double regular systems with identical
components, in particular the widely studied threshold systems with identical components as well as general k-out-of-n
systems.
Essentially all of these algorithms produce an optimal strategy using 1- and 0-optimal strategies. It turns out that for
such systems there exists 1- and 0-optimal permutation strategies. In particular, these permutations are, respectively, &
and  de7ned as (18). Then it can be shown that one can produce another strategy by “mating” these 1- and 0-optimal
strategies. This new strategy turns out to be 1- and 0-optimal simultaneously, hence it is a minimum expected cost strategy.
5.2.2. 2-Level general and 3-level identical SPSs
Let us recall that an SPS is either a series or a parallel connection of smaller SPSs. A natural idea to 7nd optimal
strategies for an SPS is to consider subsystems one by one, in some order. Since the subsystems are also SPSs, same
ordering process can be used for inspecting the subsystems. If the global problem is parallel (series), then one can stop
as soon as a working (failing) subsystem is found concluding that the SPS works (fails). Indeed, this idea is the source
for all the eJcient strategies found in the literature (see e.g. [51]).
Exact polynomial time algorithms have been obtained for 2-Level deep general SPSs and 3-Level deep SPSs with
identical components (i.e. ci = c and pi = p for all i) in this manner. These algorithms assign costs and probabilities
(recursively going from the deepest level upwards) to the subsystems and order the subsystems either in increasing order
of cost=probability of working or cost=probability of failing depending on whether the global problem is parallel or series.
(Since at the deepest level we either have a series or parallel system, we can replace this subsystem with a single
component having the optimal expected cost of inspecting the subsystem as its inspection cost and the corresponding
probability of functioning. We can recursively work our way up to higher levels in a similar fashion. Eventually we will
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k-out-of-n
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3-Level SPSs
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components
general ?
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systems
threshold systems
with identical components
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4-Level SPSs
Fig. 4. Summary of solvable and open cases.
be left with a simple series or parallel system.) This is a natural generalization of the optimal strategies for simple series
and parallel systems. Then a possible strategy is to inspect the subsystems one by one “optimally” in the appropriate order.
As the components get inspected, one has the option to recompute the costs and probabilities of the residual SPS and
reorder the subsystems. It turns out that this order does not change for 2- and 3-Level SPSs with identical components.
Consequently, for such systems we obtain a permutation strategy. This is not true for 3-Level general SPSs and 4-Level
SPSs with identical components. This type of algorithm was proposed for 2-Level general SPSs in [3], but the proof is
incomplete. A complete proof for this and the generalization for 3-Level deep SPSs with identical components are given
in [7]. A very similar algorithm is proposed in [37] for general SPSs, and is claimed, mistakenly, to be optimal.
It is shown in [51] that among the inspection strategies which inspect subsystems one by one, recursively, without
interruptions, the above procedure is indeed the best for globally parallel systems (and analogously, the one generalizing
the simple series case is the best for globally series systems). However, it can be demonstrated that an optimal strategy
may require the interruption of the inspection of a subsystem, even for depth 3 SPSs (see [7]).
The solvable and open cases can be summarized as in Fig. 4.
5.3. Precedence constraints
In some applications, precedence constraints may be imposed on the tests, i.e. certain tests cannot be performed before
certain others are performed. In general, this situation can be described by a directed acyclic graph whose nodes corresponds
to the tests. An arc from node i to node j means that test j can be performed if test i has already been performed. As a
very natural example, one could consider inspections performed on newly manufactured products. Some tests cannot be
performed before others due to the physical shape of the product or due to the way it functions.
As another example, consider the buried Spanish treasure example of Section 5.1, suppose that at each site there are
more than one layer that can carry the treasure, then the layers below can be excavated once all the layers that are on
top of it have been excavated. So in this case the precedence graph consists of disjoint paths. Precedence constraints of
this type are called parallel precedence constraints. In [28], an extension to this model that allows a third possibility when
a layer is excavated is described. Namely when nothing is found at that layer, it is possible to realize that there is no
treasure beneath that layer.
Another interesting class of precedence graphs, generalizing parallel precedence, is a forest where each tree is rooted
and either all arcs are directed towards the root or away from the root.
Most results in the literature are for the case when we have a simple series or parallel system. Garey in [26] gives a
polynomial time algorithm that works for the series case under forest-type precedence constraints. (Actually, this paper
gives reduction theorems that would reduce the problem with the precedence constraints to another problem with no
precedence constraints if the precedence graph is a forest.) Later Monma proves, in [47], that the only type of precedence
constraints that Garey’s algorithm can produce optimal strategies is exactly the forest type precedence constraints.
Chiu et al. [11] provide a di<erent algorithm for parallel precedence constraints, for series or parallel systems. One
can show that when applied to problems with parallel precedence constraints Garey’s algorithm gives the same optimal
strategy. In [11], they also give 1- and 0-optimal strategies for k-out-of-n systems with parallel precedence constraints
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under some restrictive technical assumptions. These “1(0)-optimal” trees correspond to permutation strategies. In particular,
they inspect components in the order as if the system were parallel (series) with the same precedence constraints. They
show that just like the case without precedence constraints, one can obtain an optimal strategy by using these 1(0)-optimal
trees, under the technical assumptions. It is also conjectured in this paper that this strategy is optimal without the restrictive
technical assumption. In [59], Simon and Kadane give conditions for a strategy to be optimal for series or parallel systems
under general precedence constraints, but they do not prescribe algorithms to execute these strategies.
In [48], an algorithm is given for the simple series case in which series-parallel type precedence constraints generalize
the results of Garey. What is meant by series-parallel type precedence constraints in this report, is the following. Suppose
N1; N2; : : : ; Nj is a partition of the node set, then there is a permutation  of {1; 2; : : : ; j} such that a component in
Ni should be inspected after all components of Nh are inspected for h6 i. Furthermore, there are parallel precedence
constraints within each Ni. Actually, they give an optimal algorithm when the cost function satis7es certain conditions.
This is the most general result we are aware of for the simple series case with precedence constraints.
As far as we know, the complexity of testing a series (parallel) system with general precedence constraints is not
known.
5.4. Heuristics
Various heuristics methods have been proposed in the literature for di<erent variations of the problem. Whereas some
of these use the cost and probability data to 7nd the next component to inspect, others try to incorporate the “importance”
of the components via information theoretic arguments.
Jedrzejowicz in [36] proposes three di<erent heuristics, and reports the results of some experiments. The 7rst heuristic
algorithm is pretty simple: the component to be inspected next is the one with the minimum cost among those that
have not been inspected as long as the state of the system is not determined. The second algorithm uses the concept of
unimportance of a component as de7ned in Section 5.2. Let f be the residual system function at the point we want to
determine what to inspect next. Then the algorithm goes as follows: the component to inspect next is the one with the
minimum, dj among all relevant variables for the residual system. For the third algorithm proposed, let Mf = Pf ∪ Cf,
where Pf is the set of all prime implicants for f and Cf is the set of prime implicants for fd. Each p∈Pf and c∈Cf
has an associated probability. This algorithm picks the element in Mf with maximum probability and next inspects the
element in that minimal path (or minimal cut) set with the minimum inspection cost. Once this element is inspected, f
and Mf are updated, and the algorithm returns to the selection stage as long as the state of the system is not determined.
These algorithms have been tested on 100 cases for eight di<erent coherent systems, which are grouped into 2-Level
SPSs, k-out-of-n and complex systems. The problems have 5–10 components. Algorithms 2 and 3 seem to work well
according to these results.
Three heuristic methods are proposed in [16]. In particular, these ideas are generalizations of the optimal strategy
for a series or parallel system. Optimistic sort, considers each prime implicant as a series system and associates the
corresponding optimal expected cost and probability. Then the prime implicants (minimal path sets) are ordered with
respect to their expected cost over probability ratios and the next component to inspect is the variable with the minimum
ratio of cost over probability of not working. One can make a similar argument for pessimistic sort by replacing prime
implicants with prime implicates (minimal cut sets). The basis of the third heuristic is the fact that we do not need to take
the optimistic or pessimistic view since the intersection of any minimal path set and any minimal cut set is non-empty.
We can 7nd the minimal path set and minimal cut set with the minimum ratios and inspect any component that is in the
intersection (intersection sort).
A generalization of the same heuristic is proposed for the case when there are many classes. Some special cases when
these heuristics are provably optimal are reported:
1. Path sorting algorithm gives an optimal strategy for k-out-of-n systems (optimistic or pessimistic).
2. Optimistic (pessimistic) path sorting algorithm is optimal for parallel-series (series-parallel) systems.
3. Intersection sort algorithm is optimal for series and parallel systems. If there is a unique solution, it is also optimal
for k-out-of-n systems. Further, it is conjectured to be optimal for all k-out-of-n systems.
Simulation results for path-sorting and intersection sort algorithm for linear threshold functions are reported. Probabilities,
costs and weights for the function are uniformly sampled. The relative error of the heuristics are about 2% for n¡ 10:
The exact solutions are obtained by an exact dynamic programming formulation.
A di<erent approach is proposed by Sun et al. [61]. It involves moving from one strategy tree to another one by means
of a delete=add (DA) move. The basic idea of a DA move is to remove a component from a path if it is inessential to
the path and add it to other paths if necessary. A component is inessential to a path which leads to a true (false) leaf
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if on that path the component is failing (functioning). Two heuristics are proposed, both of which use the DA move.
It is proven that any strategy tree can be obtained from another one by a series of DA moves. Both heuristics produce
optimal inspection strategies for series and parallel systems. Computational results are reported for small problems for
which the exact solution can be obtained by dynamic programming. Both heuristics 7nd the optimal solution more than
half of the time. Also, for k-out-of-n systems, the heuristics 7nds an optimal inspection policy for all the examples used
in the experiments.
5.5. Other applications and similar models
In this section, we review other possible applications of the general problem and its variations. One natural generalization
to our framework is to consider general discrete valued functions. This version of the problem basically classi7es incoming
binary vectors into classes c∈C, where C is a 7nite discrete set. A convenient way to describe such a function, is to
assign patterns to each class c∈C. A pattern is an n-vector consisting of 1s, 0s and blanks. f(x) = c, i.e. x belongs to
class c, if there exists a pattern p corresponding to class c for which x and p match in all non-blank coordinates. Three
cases that have attracted attention of researchers are; when there are many classes but for each class there exists a unique
pattern; when there are two classes and there are many patterns for each class and when there are many classes and there
are numerous patterns corresponding to each class. In each of these cases, one can consider independent and dependent
components in terms of functioning probabilities. For the independent case, probabilities are given as to the functionalities
of the components, i.e pi = Prob(xi is functioning), whereas for the dependent case probabilities are given for each of
the possible state vector.
For instance, in [17], such a model is considered. The components need not be independent. Probabilities are associated
with classes and inspection costs are associated with the variables. The goal is to classify an incoming binary vector
into one of the possible classes. One to one correspondence between classes and rows is assumed. NP-hardness of the
problem of constructing the optimal tree is proven. Two heuristics are proposed. The 7rst one is an information theoretic
heuristic which inspects next the component that yields the greatest expected reduction in classi7cation entropy per unit
of inspection cost, given the results of all inspections made so far. The second one is called the signature heuristic.
A signature is created for each class. A signature for class i is a subset of variable values occurring only in row i. Thus,
if these values are observed for a case, then the case must belong to class i. Experimental results for both these heuristics
and another one which is a hybrid heuristic of these two are reported. The hybrid heuristic seems to outperform the other
two. The heuristics can be implemented in polynomial time in the number of components and number of classes.
In [57], the problem of converting a limited entry decision table to an optimal computer program with minimum average
processing time is considered. As a typical example in this case, the set of classes can represent the set of actions that
may be taken for a credit card applicant and the binary variables record relevant properties of applicants such as whether
or not the applicant’s annual income is more than $40,000, or the applicant’s age is 25 or more, etc. This problem is
equivalent to the case in which there are many classes and each class has many patterns with dependent components. An
information theory-based heuristic is proposed in [23] for this particular case which is similar in nature to the information
theoretic heuristic explained above. The same application has also been considered in [45,46].
In [32], a 7le searching=screening application is mentioned: a data 7le of large population is considered where informa-
tion on a list of attributes is stored for each member of the population. The information stored is binary, i.e. a member of
the population either has or does not have the corresponding attribute. If the presence of one attribute is independent
of the state of other attributes then the proportion of members having a certain attribute is a measure of the probability
of any member of the population having that attribute. The problem is to list all members satisfying a logical expression
(Boolean function). Hence, one has to test each member of the population and see if the given logical condition is satis7ed
or not. If the condition is satis7ed, that member is added to the list of people satisfying the condition. Since number
of members of the population is huge, one would like to minimize the total number of questions asked, hence the time
spent. The same application has also been considered in [33,30].
Another possible application is optimizing calling service departments that have automatic answering services. One
may want to minimize the average time the customer spends before he=she reaches an operator or gets the information
needed from a recorded message. The questions asked by the automatic answering service, then, correspond to the tests.
Obviously, the answer may be non-binary, nevertheless the set of possible answers is discrete and the goal is to 7nd the
strategy tree that gives the minimum possible cost.
In [16,17] the following applications are reported:
• The n components of x represent the states of n components in a newly manufactured multi-component reliability
system, whose inspection is costly. The problem is to 7nd a minimum expected cost strategy for determining whether
the system will operate or not.
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• The components of x represent the truth values of n propositions in an expert system and f(x) is a function determining
a conclusion from the truth values of these propositions. The problem is eJcient inference, i.e., deriving the correct
conclusion at the least expected cost.
• f(x) is a bio-statistical discriminant or classi7cation function with independent variables that are costly to observe, e.g.
because they require intrusive tests upon the patient being classi7ed, and the problem is adaptively selecting variables
for observation so as to minimize the expected cost of computing f(x).
• Another area of application is eJcient computation in a distributed database environment. Suppose that a processor in
a computer network is assigned the task of computing f(x), but the components of x are stored at di<erent remote
locations in the network. If xj is stored at a node having a distance (measured in communication cost or accessing
time) cj from the processor computing f(x), then the problem is sequentially selecting components of x to retrieve
over the network so as to minimize expected cost (or time).
• Design of interactive dialogues for diagnostic and advisory systems: in many applications of expert consultation systems,
the user and the system should share a goal of minimizing the e<ort that the user must supply to get a query answered.
The user’s e<ort is expended in providing answers to questions asked by the system. The system determines which
questions to ask based on its knowledge base and on some reasoning about what conjunctions of facts will suJce to
justify conclusions.
• Pattern recognition and string matching: numerous applications in telecommunications, molecular biology, and computer
science require a system to repeatedly identify patterns and=or classify strings of incoming symbols. The heuristics
presented in this paper provide guidance on which symbols to examine next to match a new string to one of a 7nite
number of known possible one as quickly or cheaply as possible.
A similar model is considered in [24] under the title of Binary Identi=cation Procedures. A dynamic programming
algorithm is proposed for the general problem. Some basic properties of optimal solutions are investigated. In addition,
improvements over the general dynamic programming application are reported for a subclass of problems. Other results
are reported in [25] for the case when all tests are in the form “is the object being classi7ed in class c?”. Another
subclass of the same type of problem is investigated in [27], where all the classes are assigned equal probability, the
cost of any test is unity. In this paper, the heuristic algorithm which essentially inspects next a component for which
the probability of ending up on the subtree hanging on the right-hand side is closest to the probability of ending up on
the subtree hanging on the left-hand side of that node. Intuitively, this condition says that the next test separates the
classes in the residual problem as much as possible. It is shown that this heuristic idea can miss the optimal solution by
any factor.
Another class of Boolean functions which frequently comes up in applications, especially in AI, is Horn functions. For
instance, in [21,22] how model-based reasoning knowledge represented in the form of Horn clauses can be transformed
into eJcient diagnostic procedures, is described. The class of Horn functions consists of Boolean functions that admit a
DNF for which there is at most one negated variable in each implicant. So this class is a more general class than the
monotone Boolean functions. The importance of this class is due to the fact that it can be used to model “if...then...” rules,
i.e. a set of positive premises implies a positive conclusion and many knowledge-based systems are composed of only
Horn clauses. Because of the size of the knowledge bases, one needs to develop question-asking strategies to minimize
the (weighted) average number of questions asked in the long run. Most of the results in this case are heuristics, most
of which use mainly the ideas of the solvable subclasses of monotone Boolean functions (see e.g. [63,62,64]). A similar
application arises in programming with database languages (e.g. SQL), where one frequently has to evaluate logical
conditions. These are mostly implemented as if...then statements, and each ordering of these statements would suJce
to evaluate the logical condition. One would be interested in this case in an implementation that would have the least
running time. This corresponds to 7nding a good strategy, that prescribes when to execute which if...then statement. Other
similar applications from AI literature include model-based diagnosis. Here, one is provided with a description of the
system and observation(s) regarding how the system should behave in certain cases. The problem is to 7nd a subset of
the components, such that the assumption that these components do not function correctly will explain the discrepancies
between the observations and the system description (see, e.g. [39,58]).
In [9], a practical approach is described for generating on-board diagnostics of dynamic automotive systems based
on qualitative models. The approach is based on qualitative deviation models for the automatic derivation of on-board
diagnostics based on decision trees. The Common Rail fuel injection system is used as an example and the prototype
demonstration on board of a Lancia car is also discussed.
A similar problem comes up in logic design veri7cation and correction. The goal is to verify a gate-level imple-
mentation of a digital system in terms of its functional speci7cation. If the implementation does not function according
its speci7cation, it is important to correct the implementation automatically. For instance, in [12], an eJcient exact search
and pruning algorithm is proposed using Boolean equation techniques when there is a single simple design error.
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Cox, in [54], considers an extension of the model in which components are allowed to have non-integer values between
0 and 1. The system structure is uniquely determined by its minimal path sets P= {P1; P2; : : : ; P$} or its minimal cut sets
C = {C1; C2; : : : ; C(}. The system function is then de7ned to be
z = f(x) = max
16r6$
min
i∈Pr
xi = min
16s6(
max
i∈Ks
xi:
Intuitively, the system state (the degree to which it works) is the state of the ‘worst’ component in the ‘best’ minimal
path set or, equivalently, the state of the ‘best’ component in the ‘worst’ minimal cut set. Also, we are given a cumulative
distribution function Fi(xi) for the state of each component and the cost ci for observing the true value of xi. The problem
is to 7nd a sequential inspection procedure that minimizes the expected cost of determining whether z¿a for a given a.
More generally, we may want to discover whether the system performance level falls within a certain interval a¡ z6 b.
The following example illustrates one of many possible applications. Suppose we have a telecommunications network
whose nodes are either service centers or customers. A service center and a customer are connected by a line if that service
center can serve the customer. Suppose that the service centers are providing the same service but with di<erent quality
levels that can be determined only by costly inspections. The problem is to determine a sequential inspection strategy of
the service centers, with the minimum expected cost, such that one can decide whether all customers are able to receive
the service with at least a certain quality level. First, this problem is transformed to a binary one where components take
only values 0 or 1. A dynamic programming formulation is given (essentially the same as in [16]). Since this algorithm
takes exponential time in the worst case, generalization of heuristics in [16] are proposed for this problem.
Yet another variation is considered by Cox in [13], where misclassi7cation is possible at some cost. In this model,
each attribute takes a value from a discrete set (independent of each other) and the number of classes is arbitrary. Also,
at any stage in the inspection policy the strategy is allowed to make a wrong decision about its class and the cost of a
wrong decision is given by a loss function. In this case, the cost of misclassi7cation should be included in the total cost
of a strategy. Heuristic algorithms are proposed. The 7rst one uses recursive partitioning. At any stage, the expected net
value of information is calculated for each uninspected attribute given the values of already inspected attributes. The next
attribute to be inspected is the one with the maximum information if it is positive. Otherwise, the algorithm classi7es by
minimizing the total expected loss. This calculation involves the inclusion–exclusion algorithm and takes too much time.
Alternatively, a generalization of the optimistic sort algorithm in [16] is proposed. The next component to be inspected is
chosen by using the same methods, but in addition the expected net value of the information for this attribute is calculated.
If this is positive, it is inspected next; otherwise classi7cation occurs by minimizing the expected total loss. Computational
results are given for the special case of linear threshold systems, with an in7nite cost of misclassi7cation (these are the
same experiments mentioned in [16]).
A similar model was considered in [15]. The main di<erence with our main model is the cost function that is being
minimized. In this paper, algorithms for constructing optimal adaptive strategies in order to maximize the average revenue
per unit time are presented, for the situation in which there is a multi-component reliability system that earns revenue while
it is working and inspections, as well as replacements and repairs, are costly (opportunity costs due to lost revenue are
also considered as well as the costs and times required for inspections). It is assumed that each component has a constant
failure rate. Optimal algorithms are given for series and parallel systems. Heuristic algorithms are proposed for k-out-of-n
and general systems. Also, characterizations of optimality are obtained for series systems in the case of discounted return
over an in7nite planning horizon.
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