problem is a special class of nonlinear least squares (NLS) problems, whose objective function is a mixture of linear and nonlinear functions. It has many applications in many different areas, especially in Operations Research and Computer Sciences. They are difficult to solve with the infinite-norm metric. In this paper, we give a short note on the separable nonlinear least squares problem, unseparated scheme for NLS, and propose an algorithm for solving mixed linear-nonlinear minimization problem, method of which results in solving a series of least squares separable problems.
I. INTRODUCTION
Separable nonlinear least squares (SNLS) problem is a special class of nonlinear least squares (NLS) problems, whose objective function is a mixture of linear and nonlinear functions. It has many applications in many areas such as, Numerical Analysis, Mechanical Systems, Neural Networks, Telecommunications, Robotics and Environmental Sciences, to name just a few [1, 2] .
The existing special algorithms for these problems are derived from the variable projections scheme proposed by Golub and Pereyra [1] . However, when the linear part of variables has some bounded constraints, the methods based on variable projection strategy will be invalid. Here, we propose an unseparated scheme for NLS and an algorithm which results in solving a series of least squares separable problems.
Given a set of observation {} i y , a separable nonlinear squares problem can be defined as follows: 
This is the Variable Projection functional which its name stems from the fact that the matrix in parenthesis is the projector on the orthogonal complement of the column space of
The rest of our paper is organized as follows. In the next section we present unseparated scheme for the NLS problems. In section 3, we propose our method; Lagrangian Dual Algorithm. Discussion is made in the last section.
II. UNSEPARATED SCHEME FOR THE NLS PROBLEMS
Consider the following NLS problem: from Gauss-Newton method. We can describe the main idea of Gauss-Newton method as follows.
Suppose our current iterative point is k x , then we obtain the next point
by solving the following linear least square (LLS) problem:
Here () Jxis the Jacobian of () fx. We can get
If we compare (6) with the Newton step of (4), we can find that Gauss-Newton method uses ( ) ( )
only containing the first order information of f , to substitute the real Hessian of () Fx
by omitting the second term in (7). It can be proved easily that Gauss-Newton method has good local convergence properties when the second term is significantly small. The efficient NLS methods, such as LevenbergMarquardt methods and structured Quasi-Newton methods, are based on Gauss-Newton method [3] . To get the global convergence without losing good local properties, the former ones try to control the step length at each iteration by using the trust region strategy to the subproblem (5). On the other hand, the later ones reserve the first-order information ( ) ( )
apply Quasi-Newton method to approximate the second term in (7) [4, 5] .
III. LAGRANGIAN DUAL METHOD
Consider the following problem; model of nonlinear functions that can depend on multiple parameters: 

This type of problems is very common and has a wide range of applications in different areas [1] [2] [3] [4] [5] [6] [7] [8] .
Generally, the problem (8) is difficult to be solved because of both the nonlinearity of ( ) ( ) A y x b y  and the nondifferentiality of the infinity-norm [6] . It can be written as: ( , ) min max ( ( ) ( )) , 1, 2,..., (11) and (12) are the same due to the fact that {0,1} n is the extreme points set of And this problem can be solved using the subgradient method by iteratively solving its nonlinear least squares subproblems [6, 7] . The algorithm is as follows:
Algorithm
Step 
CONCLUSIONS
In this paper, we give a short note on NLS problem with methods which are more efficient than general unseparated ones, methods based on this scheme have the same convergence properties as the variable projection scheme theoretically and it can be applied to the algorithms for general constrained problem. Moreover, we propose a Lagrangian dual algorithm which results in solving a series of least square separable problems.
