In this paper, we deal with both nonviscous and viscous Burgers type equations on a bounded interval. We study the global exact controllability of these equations when we have three controls: one control is the right member of the equation and is constant with respect to the space variable, the two others are the boundary values. In a first time, we are interested in nonviscous Burgers type equations and we prove their global exact controllability for every time T > 0 with such controls thanks to the return method. Then we prove the global exact controllability of the viscous Burgers equation, for every time T > 0.
Introduction and main results
Let T , L > 0. Let α ∈ C 1 ([0, L], (0, +∞)). The first control system we are interested in is the following y t + α(x)yy x = u(t), t ∈ [0, T ], x ∈ [0, L]. (1) This is a control system, where, at time t ∈ [0, T ], the state is y(t, .) ∈ C 1 ([0, L]) and the controls are y(t, 0), y(t, L) and u(t) ∈ R. One can remark that when α := 1, (1) is the nonviscous Burgers equation. The second one is y t − y xx + yy x = u(t), t ∈ [0, T ], x ∈ [0, L], (2) y(t, 0) = v 1 (t), t ∈ [0, T ], (3) y(t, L) = v 2 (t), t ∈ [0, T ]. (4) Here, at time t ∈ [0, T ], the state is y(t, .) ∈ H 2 (0, L) and the controls are v 1 (t), v 2 (t) and u(t) ∈ R. Note that (2) is the viscous Burgers equation.
To begin with, let us recall some results concerning the exact controllability of the nonviscous Burgers equation (i.e. α := 1) when u := 0. Two works must be pointed out (for simplicity we refer to the mentionned papers for the regularity of y : (0, T ) × (0, L) → R): -in [1] , F. Ancona and A. Marson describe the attainable set for general scalar nonlinear conservation laws of the type y t + {f (y)} x = 0 when starting from a null initial data and where f is a strictly convex function of class C 2 . In particular, they show that for the nonviscous Burgers equation, as long as the controllability time is lower than L/C (C > 0 constant), we do not have * Univ Paris-Sud, Laboratoire de Mathématiques d'Orsay, Orsay Cedex, F-91405 (marianne.chapouly@math.upsud.fr).
exact controllability from 0 to the state y 1 := C by means of a boundary control, i.e, for every 0 < T < L/C, for every y : (0, T ) × (0, L) → R and u ∈ L ∞ (0, T ) which satisfy y t + yy x = 0, y(0, .) = 0, y(., 0) = u(.), one has y(T, .) = C.
-in [18] , T. Horsin uses the return method, introduced and used by J.-M. Coron in [3, 4, 6] , to describe the attainable set of the nonviscous Burgers equation. He proves that every constant final state y 1 := C can be reached from y 0 := 0 in a time T ≥ L/|C| by means of a boundary control.
Some more results have been obtained on the controllability of the viscous Burgers equation y t − νy xx + yy x = 0, where ν > 0. First, in [13] , A.V. Fursikov and O. Yu. Imanuvilov prove that for every (a, b) ∈ (0, L) 2 with 0 < a < b < L, the system y t − y xx + yy x = v(t, x), y(t, 0) = y(t, L) = 0,
where v(t, x) ∈ L 2 ((0, T ) × (0, L))) is assumed to satisfy for every t ∈ (0, T ),
is not approximately controllable in L 2 (0, L). In [10] , J.I. Diaz proves, by using the maximum principle, that the approximate controllability to some states does not hold for the viscous Burgers equation with y(t, 0) := 0, t ∈ (0, T ) and y 0 ∈ L ∞ (0, L) and by means of a boundary control y(t, L) :=ũ(t). Finally, E. Fernández-Cara and S. Guerrero present in [12] optimal estimates for the minimal time of null controllability T (r) of the initial data of norm ≤ r in L 2 , for the precedent control system whereas J.-M. Coron proves in [8] the existence of a time T > 0 such that the problem y t − y xx + yy x = 0, y(t, 0) = 0, y(0, x) = y 0 , y(T, x) = 0 has a solution whatever y 0 ∈ L 2 (0, L) is. For the viscous Burgers equation with two boundary controls (i.e. in the case where u := 0), let us first recall that A.V. Fursikov and O. Yu. Imanuvilov prove in [13] a theorem of local exact controllability. Next, in [8] , J.-M. Coron uses the Hopf-Cole transformation to prove that one can drive the solution of the Burgers equation with null initial data to large constant states. More recently, S. Guerrero and O. Yu. Imanuvilov proved in [17] that not only the global exact null controllability when controlling both ends of the interval does not hold for small time, but even the exact controllability does not hold even for large time. Finally, one can find in the recent work [16] of O. Glass and S. Guerrero a proof of the global exact controllability to nonzero states for the viscous Burgers equation with a small dissipation coefficient ν. This result is obtained for a sufficiently large time and with control functions bounded independently of ν. The aim of this paper is to prove that the global controllability of the nonviscous and viscous Burgers equations holds when three controls are acting over the system. These three controls are the boundary values and the right member of the equation which is constant with respect to the space variable. The precise results are given in the following theorems.
Theorem 1 For every
and there exists u ∈ C 0 ([0, T ]) vanishing on 0 and T which satisfy (1) and
be a solution (also called a trajectory) of (4), (5) and
Remark 3 As it follows from our proof of Theorem 1, this theorem also holds in the case where α depends on t and x.
Remark 4 One easily sees that if Theorem 2 is proved, then one has the same theorem with a coefficient of dissipation ν > 0 in (2), i.e. for the following viscous Burgers equation
Indeed one only has to perform a scaling of the following type z(t, x) := y t ν , x ν which is valid since Theorem 2 holds whatever T > 0 and L > 0 are.
The paper is organised as follows. Section 2 is dedicated to the proof of Theorem 1. In section 2.1, we give the main idea of the proof of this theorem. We detail in section 2.2.1 the changes of variable which allow to transform control system (1) into another one, whose global exact controllability is equivalent to the one of control system (1) but easier to obtain. In section 2.2.2, we give the proof of the global exact controllability of the control system obtained in section 2.2.1 by means of a fixed point theorem. Section 3 is devoted to the proof of Theorem 2. In section 3.1, we explain why it is certainly important to have a good understanding of the controllability of the nonviscous Burgers equation to study the one of the viscous Burgers equation. In section 3.2, we recall two results concerning the viscous Burgers equation thanks to which one can reduce the problem of global exact controllability of the viscous Burgers equation to proving a global approximate controllability result. In section 3.3, we prove Theorem 2 assuming that this last property holds. Finally, in section 3.4, we prove this global approximate controllability result by using the local exact controllability of the nonviscous Burgers equation. The first natural idea to study the controllability of the control system (1) is to look at the linearized control system around the null solution. This control system is
where at time t ∈ [0, T ] the state is y(t, .) ∈ C 1 ([0, L]) and the controls are y(t, 0), y(t, L) and u(t) ∈ R. Unfortunately, this linearized control system is obviously not controllable.
Then, as the nonviscous Burgers equation has many common points with the Euler equation of incompressible inviscid fluids, one may expect from a method giving controllability results for the Euler equation of incompressible inviscid fluids to give also results for the nonviscous Burgers equation. Therefore, in this work, we use the return method, introduced by J.-M. Coron in [3] and used by him in [4, 6] and by O. Glass in [14, 15] to show global controllability results for the Euler equation of incompressible inviscid fluids. It consists in looking for trajectories going from 0 to 0 such that the linearized control systems around these trajectories are controllable (or have "good" controllability properties around them). Therefore, we look at the linearized control system around a particular trajectory (ȳ,ū), with
where a ∈ C ∞ ([0, T ], [0, +∞)) vanishes on a neighborhood of 0 and T . As we shall see, the linear control system, y t + α(x)a(t)y x = v(t), is controllable provided that
One may consequently hope that the nonlinear control system is, at least locally, controllable too. In fact, this holds and moreover implies the global controllability.
Proof of Theorem 1

Preliminaries
Lemma 5 Theorem 1 holds if (1) is null controllable in arbitrary time T > 0 with control
Proof of Lemma 5. This comes from the fact that (1) is time-reversible. Indeed, let
, and there exist u y , u z ∈ C 0 ([0, T /2]) vanishing on 0 and T /2 such that
We define Y and U by
Using the facts that u y and u z are continuous and that u y (T /2)=u z (T /2)=0, we get the continuity of U on [0, T ]. We get the one of Y in a similar way.
Moreover,
comes from its definition and the one of U , and from (9), (11), (12) and (14) .
We are now going to see that instead of proving the global null controllability of the control system (1), it suffices to prove the following local null controllability result.
Proposition 6 For every
and there exists u ∈ C 0 ([0, T ]) vanishing on 0 and T which satisfy (1), (5), and (6) with y 1 := 0.
Lemma 7 Theorem 1 is a consequence of Proposition 6.
where ǫ > 0 is given by Proposition 6. There exists
and there exists u ∈ C 0 ([0, T ]) vanishing on 0 and T such that
We define
Since λT < T , we can define
The continuity of Z and V comes from the continuity of z, u, and the facts that z(λT, .) = 0 and
Furthermore, using its definition, (20) and (22), one sees that Z is in fact of class
Lastly, Z t + α(x)ZZ x = V comes from equation (20) and the definitions of Z and V .
We are now able to apply the return method. Let
Let us recall that the idea of this method is to look at the linearized control system around a trajectory vanishing at the times 0 and T .
represents a trajectory of the control system (1) vanishing on 0 and T . We ask whether, for every
vanishing on 0 and T , such that
Indeed, (23) is nothing but the linearized control system of (1) around (ȳ,ū). Let us also prove the following proposition.
vanish on a neighborhood of 0 and T and be such that
which satisfies (24), (25) and
Remark 9 The equation (1) has a finite speed of propagation. However, taking a as large as we do later on allows to have a finite speed of propagation as large as we want.
. First of all, we extend α byα ∈ C 1 (R, (0, +∞)) bounded and such thatα x is also bounded. Let
be such that
The functionz 0 is clearly of class
We still callz 0 the function defined on R by
Then we introduce
the flow associated to the ordinary differential equationξ = a(t)α(ξ):
It is clear that with such a definition, z ∈ C 1 ([0, L]) and satisfies (24) and (26). It remains to see that (25) is also satisfied. As
it suffices to prove that
We know from (28) and (39) that
which gives us (25).
We have just proved the null-controllability of the linearized control system associated to the control system (1) around some particular trajectories vanishing on 0 and T . It is thus natural to expect that (1) is locally null controllable i.e. that we have the following proposition, which will be proved in the next section.
Remark 11 In the case where α also depends on t, it suffices to take a such that
Remark 12 For related results, see Cirina [2] and Ta-tsien Li and Bo-Peng Rao [19] .
Let us point out that Proposition 10 implies Proposition
which satisfies the equations (42), (43) and (44). We define z and u as follows:
, and
Moreover, the fact that u(0) = u(T ) = 0 comes from the nullity of a in a neighborhood of 0 and T .
Proof of Proposition 10
Main
) satisfy conditions of Proposition 10 (see Figure 1) . We consider, for
small enough, the following Cauchy problem:
Let us explain, first of all in a formal way, the main idea of the proof of Proposition 10. We want to use Schauder's fixed point theorem, in a manner similar to the one introduced by Ta-tsien Li and Wen Ci Yu in [20] . To this aim, we need to construct at least one solution of (45) and (46) which depends continuously on y. This solution will depend on the flow of the ordinary differential equationξ = α(ξ)(a(t) + y(t, ξ)). In order to avoid any problems of definition of the flow of this equation, we begin with extending
0 andỹ have compact support on R and [0, T ] × R respectively and such thatα andα x are bounded on R. In this way, the flow,φ, associated to the ordinary differential
and
we ask whether F admits a fixed point y, which moreover satisfies y(T, .) = 0. The point is that if |y|
with ǫ > 0 small enough, we expect from the characteristics of the ordinary differential equationξ =α(ξ)(a(t) +ỹ(t, ξ)) to behave like on Figure 2 , where φ denotes the flow associated to the ordinary differential equationξ =α(ξ)a(t) andφ the one ofξ =α(ξ)(a(t) +ỹ(t, ξ)). That is, φ andφ will be "closed" in some sense and we will deduce from the behavior of φ the one ofφ and thus the value of y(T, .).
) satisfy conditions of Proposition 10. We extend α byα ∈ C 1 (R, (0, +∞)) such thatα andα x are bounded on R and we fix η > 0 which satisfies (27) and (28). Let us recall that we have already seen in Proposition 8 that the flow φ associated to the ordinary differential equationξ = a(t)α(ξ) (32) and (33) and let
The functionỹ 0 is clearly of class
We still callỹ 0 the function defined on R by
It comes from (50) and (51) thatỹ 0 ∈ C 1 c (R), where
We can thus define
and according to (30)- (33), (49), (50) and (51),
The functionỹ is clearly of class
It comes from (54) and (55) 
Then, if we define
it follows from (30)-(33), (53), (54) and (55) that
From now on, we suppose that
where, as defined above,
It comes from (56) and (57) that
be the flow associated to the ordinary differential equationξ =α(ξ)(a(t) +ỹ(t, ξ)): 
Thus, applying now Gronwall's lemma and using (58) we get that,
Let now z be defined for every (t,
whereỹ 0 is given by (51).
Proposition 14
The function z, defined by (63),
Proof of Proposition 14. First of all, it comes from its definition that z is of class
Moreover, we can remark that (64) and (65) are trivial. Let us now prove (66). In fact, we know from (33), (50) and (51), that
Consequently, it suffices to prove that for any x ∈ [0, L],
which is an obvious consequence of (41), (62) and the fact (see Figure 3 ) that, for any 
where z is defined by (63).
We have the following result, whose proof is essentially given in Appendix A.
Proposition 15 F is continuous.
Let us now prove the following lemma.
Lemma 16
We have the following inequalities:
where, for every bounded function f :
Proof of Lemma 16. Inequality (68) is a consequence of (60). From (60) and (61), we have
and Lemma 16 follows easily.
Proposition 17 There exists
Proof of Proposition 17. It is a trivial consequence of (52), (63), (67) and Lemma 16.
For any function g : Q → R where Q is a compact subset of R n , for any ρ ≥ 0, let
where |.| denotes the usual euclidian norm in R n . One can thus use this quantity for z := F(y) and the compact set Q :
Let us assume, for the moment, that the following lemma holds.
Lemma 18 There exists
Let us recall that our aim is to apply the Schauder's fixed point theorem. Consequently, we are now going to define a subset
, that we will prove to be convex, compact in
One can note that Ω(ρ) does not depend on y but only on R T , ||α|| and |a| C 1 ([0,T ]) . Let
K :={y ∈ B R ; for every ρ > 0, ω ρ (y t ) + ω ρ (y x ) ≤ Ω(ρ)}.
Note that K is bounded and closed in B R . Let us check that K is equicontinuous in
Thus,
Then, if we choose
which concludes for the equicontinuity of K. Clearly, K is convex.
This, with Schauder's theorem, implies that F has a fixed point. But if y is a fixed point of F, then
Hence, Proposition 10 is proved, and Theorem 1 follows, showing the global controllability of our control system (1).
It remains to prove Lemma 18. We first estimate ω ρ (z x ). Let ρ > 0 and ((t, x), (t
Throughout all the following, C i , i ≥ 1, denotes various positive constants which may vary from line to line, depend on R, T, α and |a| C 1 ([0,T ]) but do not depend on y ∈ B R and ρ ∈ (0, +∞).
Step 1. It follows from a property of the modulus of continuity that
But from Lemma 16, for any ((t 1 , t 2 , x), (t
Thus, using this last inequality, we get
where [C 1 ] denotes the integer part of C 1 .
Step 2. Let now ψ := ∂φ ∂x
Then, for any t 1 ∈ [0, T ] and for any (t,
it comes from Lemma 16 and the regularity of a, α andỹ, that
We now prove the following lemma.
Lemma 19 There exists C 7 := C 7 (R, T, α , |a| C 1 ([0,T ]) ) > 0 such that, for any y ∈ B R , for any ρ > 0, for any t 1 ∈ [0, T ] and for any (t, x),
Proof of Lemma 19. Let us fix
Let us denote X :=φ(t 1 , t, x) and X ′ :=φ(t 1 , t ′ , x ′ ).
We are going to study the two different cases which are C 1 ρ ≤ η/2 and C 1 ρ > η/2, where C 1 is defined in (78). 1 st case:
If X and X ′ ∈ (−∞, −η/2) ∪ (L + η/2, +∞), there is nothing to prove, according to (33), (54) and (55). If not, it comes from (78) and the fact that C 1 ρ ≤ η/2, that both X and X ′ ∈ [−η, L + η]. Consequently, using (54), it follows
Easy computations lead to the existence of
Hence, we deduce from (82), (83) and the regularity of χ andȳ that there exist C 9 > 0 such that
nd case:
We have
It suffices to take C 7 := max(C 9 , 4 ỹ C 1 /η) and the proof of Lemma 19 is ended.
Applying Lemma 19, we obtain, according to (80) that
Furthermore, using the definition of ψ, (71) and (72), we get
Consequently, by Gronwall's lemma, (85) and (86),
Hence, (77), Step 1 and Step 2 allow us to conclude on the existence of C 0 > 0 such that
It remains to estimate ω ρ (z t ). We use (64) and the regularity of a and y. For any ρ > 0,
Then it suffices to use the previous estimation of ω ρ (z x ) to conclude our proof of Lemma 18.
3 Global controllability of the viscous Burgers equation
Main idea
In In a first section, we will recall the two first results we have just mentionned. Then, we will see how we can use them to reduce the proof of Theorem 2 to proving the third one, i.e. the global approximate controllability of the viscous Burgers equation for smooth initial and final states. Finally, we will prove this last result.
Preliminaries
Let T , L > 0. Let y 0 ∈ H 1 (0, L). Let us begin with the following proposition which will allow us to reduce Theorem 2 to the case of a smooth initial state.
Proposition 20 There exists
, satisfies the following regularity property
Proof of Proposition 20. This is a consequence of the following lemma which one can find in [21] .
Indeed, the fact that Figure 4) . We now apply Lemma 21 and Proposition 20 follows by taking From now on, we denote bŷ
where y 1 is given by Proposition 20. Let us now recall the following local exact controllability result due to A. V. Fursikov and O. Yu. Imanuvilov (see [13] ).
Proposition 22 For any
such that the solution y of
) and satisfies y(T /4, .) =ŷ(T, .).
We recall the following result that one can find in [11] .
the constant C depending only on T and L.
From Lemma 23 and (92), one can find n 0 ≥ 0 such that, for every t ∈ [0, T ],
where R is as in Proposition 22.
We are now able to prove Theorem 2.
Proof of Theorem 2.
Let us assume, for the moment being, that the following main proposition holds.
Proposition 24 For every M > 0, there exists K > 0 and there exists δ 1 > 0 such that, for every 0 < δ ≤ δ 1 , for every
, whereM is defined by (87) and y n0 satisfies (93). Let
where R is as in Proposition 22 and where δ 1 and K are as in Proposition 24. From Proposition 24, (87) and (99), there exists (97), (98) and such that
From (93) and (101), we obtain
Consequently, from Proposition 22 applied forȳ 0 := y 2 (δ, .), there exist v Then we define Y , U , V 1 and V 2 by
It is easy to see that
and hence the proof of Theorem 2 is ended.
Proof of Proposition 24.
Let a ∈ C ∞ ([0, 1], [0, +∞)) be such that a(t) = 0 on a neighborhood of 0 and 1, such that Lemma 25 There exists C > 0 such that, for every M > 0 there exists δ 0 > 0 such that, for every z
which satisfy (94) and (95), for every δ ∈ (0, δ 0 ], there exists
where
Remark 26 Here, we can see that the nonviscous case is very important to deal with the viscous one.
Lemma 27 Let M > 0. Let C and δ 0 be as in Lemma 25. Let 
which satisfy (94) and (95), for every δ ∈ (0, δ 1 ] and for every t ∈ (0, δ],
Let us now prove Proposition 24. Let M > 0. Let K and δ 1 be as in Lemma 27. Let
where y δ , defined in Lemma 25, satisfies (102), (103), (104) and (105) 
Moreover, thanks to (109), we obtain
This ends the proof of Proposition 24.
It remains to prove Lemma 25 and Lemma 27. Proof of Lemma 25. We have the following result.
Lemma 28 There exist ǫ > 0 and C > 0 such that for every
Proof of Lemma 28. This is a consequence of the following lemma, which can be proved in a manner similar to the one of Proposition 10 (let us recall that we have assumed that
Lemma 29 There exist ǫ > 0 and C > 0 such that for any
Let also ǫ and C be as in Lemma 29.
and (118)
We define z by
Lemma 28 follows using the definition of z, (117), (118) and the fact that a(t) = a(1 − t) for any
Let us now end the proof of Lemma 25. Let ǫ, C > 0 be as in Lemma 28. Let M > 0. Let 0 < δ 0 < 1 be such that
From Lemma 28, for every z (94) and (95). The well-posedness of the Cauchy problem is classical. We need to evaluate R δ (t, .), for δ > 0 small enough and 0 < t ≤ δ. Let also 0 < δ ≤ δ 0 . Let us first remark that the fact that
implies that
We multiply (106) by −2R δ xx and integrate on (0, L).
One easily obtains
and the following estimates (see in particular (122))
where ǫ i , i = 1, ..., 4, denote various positive constants to be chosen later. Hence, using (105), (123) and the previous estimates, we get
We take
It follows from the last inequality that there exists K 1 > 0 such that, for every z 0 , z 1 which satisfy (94) and (95) and for every δ ∈ (0,
Using (124), the fact that for every δ ∈ (0, δ 0 ], R δ (0, .) = 0 and classical arguments on ordinary differential equations, we get the existence of K 2 > 0 and of δ 1 ∈ (0, δ 0 ], such that, for every z 0 , z 1 which satisfy (94) and (95), for every δ ∈ (0, δ 1 ] and for every t ∈ (0, δ],
It follows immediatly from (122) and (125) that there exists K 3 > 0 such that, for every z 0 , z 1 which satisfy (94) and (95), for every δ ∈ (0, δ 1 ] and for every t ∈ (0, δ],
This ends the proof of Lemma 27.
APPENDIX A
This part is devoted to the proof of Proposition 15. From the definition of z (see (63)), the main point consists in proving the two following lemmas. Lemma 31 Let R > 0. Then
where φ is defined above, is continuous.
Proof of Lemma 30. Let L > 0, R > 0 and f ∈ B R . Let (t 1 , t 2 , x)
We want to prove that for all ǫ > 0, there exists δ > 0 such that for any (t Using (131) and the fact that f ∈ B R , we obtain the existence of C 17 > 0 such that .
