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Eulerian quasisymmetric functions were introduced by Shareshian
and Wachs in order to obtain a q-analog of Euler’s exponential gen-
erating function formula for the Eulerian numbers (Shareshian and
Wachs, 2010 [17]). They are deﬁned via the symmetric group, and
applying the stable and nonstable principal specializations yields
formulas for joint distributions of permutation statistics. We con-
sider the wreath product of the cyclic group with the symmetric
group, also known as the group of colored permutations. We use
this group to introduce colored Eulerian quasisymmetric functions,
which are a generalization of Eulerian quasisymmetric functions.
We derive a formula for the generating function of these colored
Eulerian quasisymmetric functions, which reduces to a formula of
Shareshian and Wachs for the Eulerian quasisymmetric functions.
We show that applying the stable and nonstable principal special-
izations yields formulas for joint distributions of colored permuta-
tion statistics, which generalize the Shareshian–Wachs q-analog of
Euler’s formula, formulas of Foata and Han, and a formula of Chow
and Gessel.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A permutation statistic f is a map f : Sn → N where Sn is the symmetric group and N is the set
of nonnegative integers. Two well-known permutation statistics are descent number and excedance
number, denoted des and exc respectively. Given any σ ∈ Sn , we deﬁne the descent set and excedance
set of σ by
DES(σ ) := {i ∈ [n − 1]: σ(i) > σ(i + 1)}
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EXC(σ ) := {i ∈ [n − 1]: σ(i) > i}
where [n] := {1,2, . . . ,n}. The descent number and excedance number are then deﬁned by
des(σ ) := ∣∣DES(σ )∣∣ and exc := ∣∣EXC(σ )∣∣.
MacMahon [12] showed that these two statistics are equidistributed, that is∑
π∈Sn
tdes(π) =
∑
π∈Sn
texc(π).
These polynomials, which we denote by An(t), are known as Eulerian polynomials. Thus any other
permutation statistic that is equidistributed with des or exc is called an Eulerian permutation statistic.
The Eulerian polynomials have arisen in many areas of mathematics, as well as in computer science,
physics, and biology. Euler proved (see [10]) the following formula for the exponential generating
function of these numbers ∑
n0
An(t)
zn
n! =
1− t
e(t−1)z − t . (1.1)
There has been much work done in studying joint distributions of statistics on the symmetric
group and colored permutation groups (see e.g. [1,5,7–9,13,16,17]). A particular example that was the
ﬁrst to pair the permutation statistics maj and exc is the following formula discovered by Shareshian
and Wachs [17, Corollary 1.3]
∑
n0
π∈Sn
qmaj(π)texc(π)rﬁx(π)
zn
[n]q! =
(1− tq)expq(rz)
expq(tqz) − tq expq(z)
, (1.2)
where [n]q := 1+q+· · ·+qn−1 is the q-analog of n, [n]q! :=∏nj=1[ j]q is the q-analog of n!, expq(z) :=∑
i0(z
i/[i]q!) is one of two q-exponential functions, maj denotes the major index deﬁned by
maj(σ ) :=
∑
i∈DES(σ )
i,
and ﬁx denotes the number of ﬁxed points of a permutation deﬁned by
ﬁx(σ ) := ∣∣{i ∈ [n]: σ(i) = i}∣∣.
One can recover (1.1) from (1.2) by setting q = r = 1.
To prove (1.2), they introduce a family of quasisymmetric functions Qn, j,k(x), called Eulerian qua-
sisymmetric functions, where x denotes the inﬁnite set of variables {x1, x2, . . .}. They compute the
following generating function [17, Theorem 1.2]
∑
n, j,k0
Qn, j,k(x)t
jrkzn = (1− t)H(rz)
H(tz) − tH(z) , (1.3)
where H(z) := ∑i0 hi(x)zi and hi is the complete homogeneous symmetric function of degree i.
The Eulerian quasisymmetric functions are constructed (and so named) because applying the stable
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sisymmetric functions are also quite interesting in their own right, and many other properties are
investigated in [17].
In this paper, we generalize Eulerian quasisymmetric functions and the formula (1.3), such that
applying specializations yields colored analogs of (1.2). Let P denote the set of positive integers. For
N ∈ P we let CN denote the cyclic group of order N , and consider the wreath product CN  Sn , also
called the colored permutation group (see also Section 2). In Section 2 we use CN  Sn to deﬁne
a family of quasisymmetric functions which we call colored Eulerian quasisymmetric functions, de-
noted Qn, j,α, β(x) where n, j ∈ N, α ∈ NN , and β ∈ NN−1. They are a generalization of Qn, j,k(x) in the
sense that if we set α = (k,0,0, . . . ,0), then Qn, j,α,0(x) = Qn, j,k(x).
In [17], the authors prove (1.3) by developing nontrivial extensions of techniques ﬁrst developed
by Gessel and Reutenauer in [9]. Here we develop further nontrivial extensions of those techniques
developed in [17], in order to compute the following generating function.
Theorem 1.1. Fix N ∈ P and let r α = rα00 · · · rαN−1N−1 and s β = sβ11 · · · sβN−1N−1 . Then
∑
n, j0
α∈NNβ∈NN−1
Qn, j,α, β(x)z
nt jr αs β = H(r0z)(1− t)(
∏N−1
m=1 E(−smz)H(rmsmz))
(1+∑N−1m=1 sm)H(tz) − (t +∑N−1m=1 sm)H(z) ,
where E(z) :=∑i0 ei(x)zi and ei is the elementary symmetric function of degree i.
Much of this paper, speciﬁcally Sections 3 and 4, will be devoted to proving Theorem 1.1. The next
two corollaries state immediate and interesting consequences of this theorem.
Corollary 1.2. The quasisymmetric function Qn, j,α, β(x) is actually symmetric.
Corollary 1.3. Let N  2. Set rk = 1 for 0  k  N − 1 and set sm = ωm for 1  m  N − 1 where ω is
a primitive Nth root of unity. Then the right-hand side of Theorem 1.1 is equal to 1. That is
∑
n, j0
α∈NNβ∈NN−1
Qn, j,α, β(x)z
nt j
(
N−1∏
m=1
ωm·βm
)
= 1.
We note that the deﬁnitions of des and maj given above can be applied in an obvious way to
words of length n over any ordered alphabet, and the deﬁnition of exc can be applied to words
over an ordered alphabet that includes [n]. Let ﬁx(π) = (ﬁx0(π), . . . ,ﬁxN−1(π)) ∈ NN and col(π) =
(col1(π), . . . , colN−1(π)) ∈ NN−1 where π ∈ CN  Sn and ﬁxi(π) is the number of ﬁxed points of π
of color i, and coli(π) is the number of letters of π of color i. See the beginning of Section 2 for
complete deﬁnitions of the various colored permutation statistics used.
By applying the stable and nonstable principal specializations respectively to Theorem 1.1, we ob-
tain the following joint distribution formulas.
Theorem 1.4.
∑
n0
π∈CN Sn
zn
[n]q! t
exc(π)r
ﬁx(π)s col(π)qmaj(π) = expq(r0z)(1− tq)(
∏N−1
m=1 Expq(−smz)expq(rmsmz))
(1+∑N−1m=1 sm)expq(tqz) − (tq +∑N−1m=1 sm)expq(z) ,
where Expq(z) :=
∑
i0(z
iq(
i
2)/[i]q!).
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n0
π∈CN Sn
zn
(p;q)n+1 t
exc(π)r
ﬁx(π)s col(π)qmaj(π)pdes
∗(π)
=
∑
l0
pl(1− tq)(z;q)l(tqz;q)l(∏N−1m=1(smz;q)l)
(
∏N−1
m=1(rmsmz;q)l)(r0z;q)l+1[(1+
∑N−1
m=1 sm)(z;q)l − (tq +
∑N−1
m=1 sm)(tqz;q)l]
,
where (a;q)n is deﬁned as
(a;q)n :=
{
1 if n = 0,
(1− a)(1− aq) · · · (1− aqn−1) if n 1.
Thus Theorem 1.5 is a formula for the joint distribution of 2N + 2 colored permutation statistics.
The proofs of Theorems 1.4 and 1.5 will be given at the end of Section 2.
If we make the same variable evaluation as in Corollary 1.3, we obtain the following interesting
consequences of Theorem 1.5.
Corollary 1.6. Let N  2 and let ω be a primitive Nth root of unity, then
∑
n0
π∈CN Sn
zn
(p;q)n+1 t
exc(π)qmaj(π)pdes
∗(π)
(
N−1∏
m=1
ωm·colm(π)
)
=
∑
l0
pl
1− zql =
∑
n,l0
znqnl pl.
Taking the coeﬃcient of zn on both sides we have
∑
π∈CN Sn
texc(π)qmaj(π)pdes
∗(π)
(
N−1∏
m=1
ωm·colm(π)
)
= (p;q)n.
Before moving on to the next section, we would like to take note of some special cases. First we
note that in the case N = 1, we have C1  Sn ∼= Sn , and the colored permutation statistics exc, ﬁx, maj,
des∗ become permutation statistics exc, ﬁx, maj, des respectively. Theorem 1.4 reduces to a formula
of Shareshian and Wachs [17], and Theorem 1.5 reduces to a formula of Foata and Han [7].
The case N = 2 is also of particular interest since C2  Sn ∼= Bn , where Bn denotes the type B Coxeter
group, also called the hyperoctahedral group. The elements of Bn are often called signed permutations
because they can be described as elements of Sn viewed as words, but where each letter is signed.
There are various candidates for type B analogs of the descent number, excedance number and major
index that have been proposed in the literature. We mention a few here. The type B descent number
has a connection to Coxeter length on Bn (see [3]), and is deﬁned for π ∈ Bn by
desB(π) := des(π) + χ(π1 < 0),
where χ is the characteristic function deﬁned by χ(P ) = 1 if P is a true statement and is 0 other-
wise, and des(π) is computed with respect to the natural order on Z. The ﬂag descent number was
proposed by Adin, Brenti and Roichman [1] as a partner to the ﬂag major index, introduced by Adin
and Roichman [2], in a type B analog of a well-known formula of Carlitz [4] for a q-analog of the
Eulerian polynomials. These statistics are deﬁned for π ∈ Bn by
fdes(π) := 2des(π) + χ(π1 < 0),
fmaj(π) := 2maj(π) + neg(π),
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neg(π) := ∣∣{i ∈ [n]: πi < 0}∣∣.
In [2] it is shown that the ﬂag major index is equidistributed with Coxeter length on Bn making it
a true type B Mahonian statistic. We note that there are two different ﬂag major index statistics,
one computed using the natural order on Z, and one using the order −1 < −2 < · · · < −n < 1 < 2 <
· · · < n. While these statistics are different, both are equidistributed with Coxeter length on Bn . More
recently Chow and Gessel [5] obtained a different type B analog of Carlitz’s formula, which involves
the type B Euler–Mahonian pair (desB, fmaj). An excedance statistic for the type B Coxeter group that
is equidistributed with fdes was introduced by Foata and Han [8]. It is called the ﬂag excedance
number and it is deﬁned by
fexc(π) = 2exc(π) + neg(π).
By making the change of variables q → q2, t → t2, and s1 → qts1 in Theorems 1.4 and 1.5 in the
case N = 2, the colored permutation statistics maj and exc become fmaj and fexc respectively. We
note that in this case Theorems 1.4 and 1.5 are similar, but not equivalent, to formulas discovered by
Foata and Han [8, Corollary 1.2, Theorem 1.1]. One difference stems from the fact that different orders
are used to deﬁne the descent set of a signed permutation. Another difference is that des∗ appears in
Theorem 1.5, while fdes appears in [8, Theorem 1.1].
It is also important to note that desB is equidistributed with des
∗ when N = 2. This can be seen
from the following bijection ϕ on Bn . Given π ∈ Bn , ϕ(π) is obtained by rewriting each block of
negative letters in reverse. For example
ϕ
(
[−2 −6 −3 1 9 −8 −5 −4 −7 ])= [−3 −6 −2 1 9 −7 −4 −5 −8 ] .
Clearly des∗(ϕ(π)) = desB(π). And while ϕ does not preserve negative ﬁxed points, it does preserve
the number of negative letters and the ﬂag excedance number. It preserves the number positive ﬁxed
points, denoted ﬁx+ , deﬁned by
ﬁx+(π) = ∣∣{i ∈ [n]: πi = i}∣∣.
It also changes fmaj to the other ﬂag major index which, as noted above, is also equidistributed with
Coxeter length on Bn . Thus we have the following formula:
Corollary 1.7.
∑
n0
π∈Bn
zn
(p;q2)n+1 q
fmaj(π)tfexc(π)pdesB(π)rﬁx
+(π)sneg(π)
=
∑
k0
pk(1− t2q2)(z;q2)k(t2q2z;q2)k
(rz;q2)k+1[(1+ sqt)(z;q2)k − (t2q2 + sqt)(t2q2z;q2)k] .
By setting t = r = s = 1 and extracting the coeﬃcient of zn from both sides, Corollary 1.7 reduces
to the following Gessel–Chow type B analog of Carlitz’s formula.
Corollary 1.8. (See [5, Lemma 5.2].)∑
π∈Bn
qfmaj(π)pdesB(π) = (p;q2)n+1∑
k0
pk[2k + 1]nq .
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∑
n0
π∈Bn
zn
(p;q2)n+1 q
fmaj(π)pdesB(π) =
∑
k0
pk(1− q2)(z;q2)k(q2z;q2)k
(z;q2)k+1[(1+ q)(z;q2)k − (q2 + q)(q2z;q2)k] .
Note that (zq2;q2)k = (z;q2)k+1/(1− z), thus
∑
n0
π∈Bn
zn
(p;q2)n+1 q
fmaj(π)pdesB(π) =
∑
k0
pk(1− q)(1+ q)(z;q2)k
(1− z)[(1+ q)(z;q2)k − (q2 + q)(q2z;q2)k]
=
∑
k0
pk(1− q)(z;q2)k
(1− z)(z;q2)k − q(z;q2)k+1 =
∑
k0
pk(1− q)
(1− z) − q(1− zq2k)
=
∑
k0
pk(1− q)
(1− q) − z(1− q2k+1) =
∑
k0
pk
1− z[2k + 1]q
=
∑
n,k0
zn[2k + 1]nq pk.
Now extract the coeﬃcient of zn from both sides to obtain the desired formula. 
2. Colored Eulerian quasisymmetric functions and the colored permutation group
Consider the following ordered alphabet of the N-colored integers from 1 to n
E := {1N−1 < 2N−1 < · · · < nN−1 < 1N−2 < 2N−2 < · · · < nN−2 < · · · < 10 < 20 < · · · < n0}.
If π is a word over E , we use π(i) = πi to denote the ith letter of the word π . We let |πi | denote
the positive integer obtained by removing the superscript, and let 	i ∈ {0,1, . . . ,N − 1} denote the
superscript, or color, of the ith letter of the word. If π is word of length n over E , we denote by |π |
the word
|π | := |π1||π2| · · · |πn|.
Consider the wreath product CN  Sn , where CN is the cyclic group of order N and Sn is the symmetric
group of order n!. The group CN  Sn is also known as the colored permutation group, and can be
viewed as the set of words over E deﬁned by π ∈ CN  Sn iff |π | ∈ Sn .
For example, if we write a word in two-line notation as
π =
[
1 2 3 4 5
32 50 41 12 21
]
∈ C3  S5,
then
|π | =
[
1 2 3 4 5
3 5 4 1 2
]
∈ S5.
In particular, |π3| = 4 and 	3 = 1 so that π3 = |π3|	3 = 41.
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means that πi = j	 j . It is easy to see that a colored permutation decomposes into a product of disjoint
cycles. Continuing with the previous example, we can write it in cycle notation as
π = (12,32,41)(21,50).
Once we deﬁne the color vector below, we will be in a position to deﬁne a useful reﬁnement of the
notion of the cycle type of a colored permutation.
Our next objective is to deﬁne all of the relevant colored permutation statistics for CN  Sn that
we will use. Using the order on the alphabet E given above, we deﬁne the descent set of π , denoted
DES(π), by
DES(π) := {i ∈ [n − 1]: πi > πi+1}.
We deﬁne descent number and major index of a colored permutation, denoted des and maj respec-
tively, by
des(π) := ∣∣DES(π)∣∣
and
maj(π) :=
∑
i∈DES(π)
i.
Similar to the descent set is the starred descent set of a colored permutation denoted by DES∗(π),
and deﬁned by
DES∗(π) :=
{
DES(π) if 	1 = 0,
DES(π) ∪ {0} if 	1 > 0.
Thus DES∗(π) ⊆ [n − 1] ∪ {0}, and we deﬁne the starred descent number des∗(π) by
des∗(π) := ∣∣DES∗(π)∣∣.
We note that when identifying the type B Coxeter group with C2  Sn , the deﬁnition for the type B
descent number uses the order
n1 < (n − 1)1 < · · · < 11 < 10 < 20 < · · · < n0,
where the letters with superscript 1 are identiﬁed with negative integers. So while desB does not
agree with des∗ for N = 2, the simple bijection γ :C2  Sn → C2  Sn deﬁned by rewriting each string
of negative integers in reverse order shows that desB and des
∗ are equidistributed. For example if
π = 20,11,51,30,80,71,41,61 then γ (π) = 20,51,11,30,80,61,41,71 and desB(π) = des∗(γ (π)).
We also note that des∗ agrees with the usual descent number for C1  Sn ∼= Sn .
We deﬁne the excedance set of a colored permutation π , denoted EXC(π), by
EXC(π) := {i ∈ [n]: πi > i0}.
We deﬁne the excedance number exc(π) by
exc(π) := ∣∣EXC(π)∣∣.
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π ∈ CN  Sn , denoted FIXk(π), by
FIXk(π) :=
{
i ∈ [n]: πi = ik
}
.
We deﬁne the kth color ﬁxed point number ﬁxk(π) by
ﬁxk(π) :=
∣∣FIXk(π)∣∣.
And we deﬁne the ﬁxed point vector ﬁx(π) ∈ NN by
ﬁx(π) := (ﬁx0(π),ﬁx1(π), . . . ,ﬁxN−1(π)).
Our last colored permutation statistic is the color vector. Given m such that 1 m  N − 1, we
deﬁne the mth color set of π ∈ CN  Sn , denoted COLm(π), by
COLm(π) :=
{
i ∈ [n]: 	i =m
}
.
We deﬁne the mth color number colm(π) by
colm(π) :=
∣∣COLm(π)∣∣.
And we deﬁne the color vector col(π) ∈ NN−1 by
col(π) := (col1(π), col2(π), . . . , colN−1(π)).
For example if
π =
[
1 2 3 4 5 6 7 8
12 40 81 60 52 32 70 21
]
∈ C3  S8,
then DES(π) = {2,4,5,7}, des(π) = 4, des∗(π) = 5, exc(π) = 2, ﬁx(π) = (1,0,2), and col(π) = (2,3).
Now we deﬁne the cv-cycle type (short for color vector cycle type) of a colored permutation
π ∈ CN  Sn . As noted above, π decomposes into a product of disjoint cycles. Let λ = (λ1  · · · λk)
be a partition of n. Let β1, . . . , βk be a sequence of vectors in NN−1 with each | β i |  λi , where the
absolute value of a vector β ∈ NN−1 is the sum of its components, i.e. | β| := β1 + β2 + · · · + βN−1.
Consider the multiset of pairs
λˇ = {(λ1, β1), (λ2, β2), . . . , (λk, βk)}.
We say that π has cv-cycle type λˇ(π) = λˇ if each pair (λi, β i) corresponds to exactly one cycle of
length λi with color vector β i in the decomposition of π . Note that col(π) = β1 + · · · + βk using
component wise addition. Consider the following example in C3  S9, let
π =
[
1 2 3 4 5 6 7 8 9
32 41 11 22 80 92 51 71 60
]
= (11,32)(22,41)(60,92)(51,80,71),
so λˇ(π) = {(3, (2,0)), (2, (1,1)), (2, (1,1)), (2, (0,1))}.
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classes of the colored permutation group. Given π ∈ CN  Sn , we say π has cycle type {(λ1, j1),
(λ2, j2), . . . , (λk, jk)} where
ji =
N−1∑
m=1
mβ im mod N.
So for example the cycle type of the colored permutation above is {(3,2), (2,0), (2,0), (2,2)}. How-
ever we will only be using the cv-cycle type in this paper.
Next we want to deﬁne a subset of [n − 1] denoted by DEX(π), which is a natural generalization
of the set DEX appearing in [17]. We will use this set in our deﬁnition of colored Eulerian quasisym-
metric functions. First, we construct a new ordered alphabet
A := {1˜0 < 2˜0 < · · · < n˜0}< E,
where E has the same order as above, but now the letters with a tilde are less than the letters in E .
Given any colored permutation π ∈ CN  Sn , construct a word π˜ of length n over A as follows: if
i ∈ EXC(π), then replace πi by π˜i , otherwise leave πi alone. For example if π = 20,32,10,60,50,43 ∈
C4  S6, then EXC(π) = {1,4} and π˜ = 2˜0,32,10, 6˜0,50,43. Then we deﬁne the set
DEX(π) := DES(π˜ ).
Using the example above we have
DEX
(
20,32,10,60,50,43
)= DES(2˜0,32,10, 6˜0,50,43)= {3,5}.
Let T ⊆ [n − 1] := {1,2, . . . ,n − 1} and recall that the fundamental quasisymmetric function of
degree n is given by (see [18])
FT ,n(x) :=
∑
i1i2···in1
i j>i j+1 if j∈T
xi1xi2 · · · xin .
Deﬁnition 2.1. Let N be arbitrary but ﬁxed, and given n, j ∈ N, α ∈ NN , β ∈ NN−1, we deﬁne
Wn, j,α, β :=
{
π ∈ CN  Sn: exc(π) = j, ﬁx(π) = α, col(π) = β
}
.
We then deﬁne the ﬁxed point colored Eulerian quasisymmetric functions as
Qn, j,α, β = Qn, j,α, β(x) :=
∑
π∈Wn, j,α, β
FDEX(π),n(x).
Given j ∈ N and a particular cv-cycle type λˇ = {(λ1, β1), (λ2, β2), . . . , (λk, βk)}, we deﬁne
W
λˇ, j :=
{
π ∈ CN  Sn: λˇ(π) = λˇ, exc(π) = j
}
,
where λ1 + λ2 + · · · + λk = n.
We then deﬁne the cv-cycle type colored Eulerian quasisymmetric functions by
Q
λˇ, j = Q λˇ, j(x) :=
∑
π∈W
λˇ, j
FDEX(π),n(x).
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and F∅,0 = 1 where θ is the empty word. Thus Q 0,0,0,0 = 1. We also note that the deﬁnitions of
Qn, j,α, β and Q λˇ, j agree with the deﬁnitions of Qn, j,k and Q λ, j in [17], whenever β = 0 or each β i
of λˇ is the zero vector.
Theorems 1.4 and 1.5 are obtained by applying certain ring homomorphisms to Theorem 1.1. Let
ps denote the stable principal specialization. That is, the ring homomorphism from the ring of qua-
sisymmetric functions to the ring of formal power series in the variable q, deﬁned by
ps(xi) = qi−1.
We will also need psl , the principal specialization of order l deﬁned by
psl(xi) =
{
qi−1 if 1 i  l,
0 if i > l.
It is known (see [9, Lemma 5.2]) that
ps
(
FT ,n(x)
)= q∑i∈T i
(q;q)n
and
∑
l0
psl
(
FT ,n(x)
)
pl = p
|T |+1q
∑
i∈T i
(p;q)n+1 .
Therefore, we will need the following lemma, whose proof is nearly identical to the proof of [17,
Lemma 2.2].
Lemma 2.2. For every π ∈ CN  Sn we have
∣∣DEX(π)∣∣= {des∗(π) − 1 if π1 = 10,
des∗(π) if π1 = 10 (2.1)
and ∑
i∈DEX(π)
i = maj(π) − exc(π). (2.2)
Proof. First deﬁne the following sets
J := {i ∈ [n − 1]: i /∈ EXC(π) and i + 1 ∈ EXC(π)},
K := {i ∈ [n − 1]: i ∈ EXC(π) and i + 1 /∈ EXC(π)}.
As in the proof of [17, Lemma 2.2] we have K ⊆ DES(π) and
DEX(π) = (DES(π) unionmulti J)− K .
Let J = { j1 < · · · < jt} and K = {k1 < · · · < ks} and we consider two cases.
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Since n is never an excedance position, it follows that t = s and j1 < k1 < j2 < k2 < · · · < jt < kt ,
thus
∑
i∈DEX(π)
i =
∑
i∈DES(π)
i −
t∑
m=1
(km − jm).
Since
EXC(π) =
t⊎
m=1
{ jm + 1, jm + 2, . . . ,km},
it follows that
exc(π) =
t∑
m=1
(km − jm)
and (2.2) holds.
Case 2. Suppose 1 ∈ EXC(π).
This implies that s = t + 1 and that k1 < j1 < k2 < · · · < jt < kt+1. Again using the fact that
DEX(π) = (DES(π) unionmulti J ) − K , we write
∑
i∈DEX(π)
i =
( ∑
i∈DES(π)
i
)
− k1 −
t∑
m=1
(km+1 − jm).
Since
EXC(π) = {1,2, . . . ,k1}
t⊎
m=1
{ jm + 1, jm + 2, . . . ,km+1},
we have
exc(π) = k1 +
t∑
m=1
(km+1 − jm)
and (2.2) holds again.
To prove (2.1), ﬁrst consider the case when π1 > 10. As noted above, this implies that s = t + 1
thus |DEX(π)| = des(π) − 1 = des∗(π) − 1. If π1 = 10, then s = t thus |DEX(π)| = des(π) = des∗(π).
If π1 < 10, then s = t and |DEX(π)| = des(π) = des∗(π) − 1. 
Proof of Theorem 1.4. Using Lemma 2.2 and Deﬁnition 2.1 we have
ps(Qn, j,α, β) =
∑
π∈Wn, j,α, β
qmaj(π)q− j
(q;q)n . (2.3)
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ps
(
H
(
z(1− q)))= expq(z) =∑
n0
zn
[n]q! , (2.4)
since [n]q! = (q;q)n(1−q)n . Also, since en = F [n−1],n , it follows that
ps
(
E
(
z(1− q)))= Expq(z) =∑
n0
znq(
n
2)
[n]q! .
If we then set z → z(1 − q) and t → tq in Theorem 1.1 and apply ps to both sides, we obtain the
desired result. 
Proving Theorem 1.5 takes more work, but is similar to the proofs of [17, Lemma 2.4 and Corol-
lary 1.4].
Proof of Theorem 1.5. Again, using Lemma 2.2 and Deﬁnition 2.1 we have
∑
l0
psl(Qn, j,α, β)p
l = 1
(p;q)n+1
∑
π∈Wn, j,α, β
p|DEX(π)|+1qmaj(π)− j
= 1
(p;q)n+1
∑
π∈Wn, j,α, β
π(1) =10
pdes
∗(π)qmaj(π)− j
+ p
(p;q)n+1
∑
π∈Wn, j,α, β
π(1)=10
pdes
∗(π)qmaj(π)− j.
If we deﬁne the following quantities
Xn, j,α, β(p,q) :=
∑
l0
psl(Qn, j,α, β)p
l,
Yn, j,α, β(p,q) :=
1
(p;q)n+1
∑
π∈Wn, j,α, β
π(1)=10
pdes
∗(π)qmaj(π)− j,
an, j,α, β(p,q) :=
∑
π∈Wn, j,α, β
pdes
∗(π)qmaj(π),
then they are related by the following equation
an, j,α, β(p,q)
q j(p;q)n+1 = Xn, j,α, β(p,q) + (1− p)Yn, j,α, β(p,q). (2.5)
Deﬁne a bijection
γ :
{
π ∈ Wn, j,α, β : π(1) = 10
}→ W (1) ,n−1, j,α ,β
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γ (π)(i) = (∣∣π(i + 1)∣∣− 1)	i+1
for 1 i  n − 1.
For example, if π = 10,31,21,42 in one-line notation, then γ (π) = 21,11,32. It is clear that γ is
well deﬁned and a bijection, we would also like to know how γ changes the starred descent num-
ber and the major index. Let π be any colored permutation in the domain of γ . Since π(1) = 10,
0 /∈ DES∗(π). If i  2, then i ∈ DES∗(π) iff i − 1 ∈ DES∗(γ (π)). Also, 1 ∈ DES∗(π) iff π(2) < 10
iff 0 ∈ DES∗(γ (π)). It follows that des∗(π) = des∗(γ (π)) and maj(π) = maj(γ (π)) + des∗(π).
Thus
Yn, j,α, β(p,q) =
1
(p;q)n+1
∑
π∈W
n−1, j, α(1), β
pdes
∗(π)qmaj(π)+des
∗(π)− j
=
a
n−1, j, α(1), β(qp,q)
q j(p;q)n+1 .
Note that (1 − p)/(p;q)n+1 = 1/(qp;q)n , so that when we substitute this expression for
Yn, j,α, β(p,q) back in to (2.5) we get
an, j,α, β(p,q)
q j(p;q)n+1 = Xn, j,α, β(p,q) +
a
n−1, j, α(1), β(qp,q)
q j(qp;q)n .
Let α(h) := (α0 − h,α1,α2, . . . ,αN−1), so that we can iterate this recurrence relation to obtain
an, j,α, β(p,q)
q j(p;q)n+1 =
α0∑
h=0
X
n−h, j, α(h), β
(
qhp,q
)
.
Recalling the deﬁnition of Xn, j,α, β(p,q), we have
an, j,α, β(p,q) = q j(p;q)n+1
α0∑
h=0
X
n−h, j, α(h), β
(
qhp,q
)
= (p;q)n+1
∑
l0
pl
α0∑
h=0
psl(Qn−h, j, α(h), β)q
hl+ j.
Lastly, we need the fact that psl(H(z)) = 1/(z;q)l and psl(E(z)) = (−z;q)l (see [18]) to complete
the proof,
∑
n0
π∈CN Sn
zn
(p;q)n+1 t
exc(π)r
ﬁx(π)s col(π)qmaj(π)pdes
∗(π)
=
∑
n, j0
α∈NNβ∈NN−1
zn
(p;q)n+1 t
jr αs βan, j,α, β(p,q)
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∑
n, j0
α∈NNβ∈NN−1
znt jr αs β
∑
l0
pl
α0∑
h=0
psl(Qn−h, j, α(h), β)q
hl+ j
=
∑
l0
pl
∑
h0
(
zr0q
l)hpsl( ∑
n, j0
α∈NN ,α0hβ∈NN−1
Q
n−h, j, α(h), β z
n−h(tq) jr
α(h) s β
)
.
By Theorem 1.1 this is equal to
=
∑
l0
pl
1− zr0ql psl
(
H(r0z)(1− tq)(∏N−1m=1 E(−smz)H(rmsmz))
(1+∑N−1m=1 sm)H(tqz) − (tq +∑N−1m=1 sm)H(z)
)
=
∑
l0
pl( 1
(r0z;q)l )(1− tq)(
∏N−1
m=1(smz;q)l 1(rmsmz;q)l )
(1− zr0ql)[(1+∑N−1m=1 sm) 1(tqz;q)l − (tq +∑N−1m=1 sm) 1(z;q)l ]
=
∑
l0
pl(1− tq)(z;q)l(tqz;q)l(∏N−1m=1(smz;q)l)
(
∏N−1
m=1(rmsmz;q)l)(r0z;q)l+1[(1+
∑N−1
m=1 sm)(z;q)l − (tq +
∑N−1
m=1 sm)(tqz;q)l]
. 
3. Colored necklaces and colored ornaments
As mentioned in the introduction, Sections 3 and 4 will be devoted to the proof of Theorem 1.1.
In this section we introduce colored necklaces and colored ornaments. They are a multicolored gen-
eralization of the bicolored necklaces and bicolored ornaments appearing in [17], which are in turn
generalizations of the monochromatic necklaces and ornaments in [9]. We construct a bijection which
shows that the cv-cycle type colored Eulerian quasisymmetric functions can be expressed as weights
of colored ornaments. This bijection and its proof are similar to the bicolored versions in [17]. We
will conclude this section by showing that Theorem 1.1 is equivalent to a certain recurrence rela-
tion.
Let s = (s1  s2  · · · sn) be a weakly decreasing sequence of positive integers. Given π ∈ CN  Sn ,
we say that s is DEX(π)-compatible if i ∈ DEX(π) implies that si > si+1. Then deﬁne the set Com(λˇ, j)
as follows
Com(λˇ, j) := {(π, s): λˇ(π) = λˇ, exc(π) = j, and s is DEX(π)-compatible}.
Deﬁne the weight of the pair (π, s), denoted wt((π, s)), to be the monomial
wt
(
(π, s)
) := xs1xs2 · · · xsn .
Thus we can express the colored Eulerian quasisymmetric functions as follows
Q
λˇ, j =
∑
(π,s)∈Com(λˇ, j)
wt
(
(π, s)
)
.
Let B be an inﬁnite totally ordered alphabet with letters and order given by
B := {10 < 11 < · · · < 1N−1 < 10 < 20 < 21 < · · · < 2N−1 < 20 < · · ·}.
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unbarred. For 0m N − 1 we say a letter is m-colored if it is of the form um , we also say that u0 is
0-colored. Note that only 0-colored letters may be barred. The absolute value of a letter is the positive
integer obtained be removing any colors or bars, so |um| = |u0| = v .
Next we review the notion of a circular primitive word. The cyclic group of order n acts on the set
of words of length n by cyclic rotation. So if z is a generator of this cyclic group and v = v1, v2, . . . , vn ,
then z · v = v2, v3, . . . , vn, v1. A circular word, denoted (v), is the orbit of v under this action. A circu-
lar word (v) is called primitive if the size of the orbit is equal to the length of the word v . Equivalently,
a word is not primitive if it is a proper power of another word. For example the circular word
(30,30,32) is primitive, while (42,31,42,31) = (42,31)2 is not primitive. One can visualize (v) as
a circular arrangement of letters, called a necklace, obtained from v by attaching the ﬁrst and last
letters together. For each position of this necklace one can read the letters in a clockwise direction to
obtain an element from the orbit of the circular action (see [9,13,17]).
Deﬁnition 3.1. A colored necklace is a circular primitive word v over the alphabet B, such that all the
following rules hold:
1. Every barred letter is followed by a letter of lesser or equal absolute value.
2. Every 0-colored unbarred letter is followed by a letter of greater or equal absolute value.
3. Words of length one may not consist of a single barred letter.
Note that letters with color greater than zero may be followed by any letter from B. Also note
that if (v) is a colored necklace, we deﬁne its color vector in the same way we did for colored
permutations. That is,
col((v))= β ∈ NN−1
means that v has exactly βi letters with color i ∈ [N − 1].
If v = v1, v2, . . . , vn , then we deﬁne the weight of the colored necklace (v), denoted wt((v)), to
be the monomial
wt
(
(v)
) := x|v1|x|v2| · · · x|vn|.
A colored ornament is a multiset of colored necklaces. Formally, a colored ornament R is a map
with ﬁnite support from the set η of colored necklaces to N. We deﬁne the weight of a colored
ornament R , denoted wt(R), to be
wt(R) :=
∏
(v)∈η
wt
(
(v)
)R((v))
.
Similar to the cv-cycle type of a colored permutation, the cv-cycle type λˇ(R) of a colored orna-
ment R is the multiset
λˇ(R) = {(λ1, β1), (λ2, β2), . . . , (λk, βk)}
where each colored necklace of R corresponds to precisely one pair (λi, β i) where this colored neck-
lace has length λi and color vector β i .
For example let N = 4 and
R = (50,50,52,30,30,61,70), (33,31), (33,31), (40,50), (20), (13).
480 M. Hyatt / Advances in Applied Mathematics 48 (2012) 465–505Then
λˇ(R) = {(7, (1,1,0)), (2, (1,0,1)), (2, (1,0,1)), (2, (0,0,0)), (1, (0,0,0)), (1, (0,0,1))}.
Let R(λˇ, j) denote the set of all colored ornaments of cv-cycle type λˇ, and exactly j barred letters.
Also, we will often refer to colored necklaces as necklaces, and colored ornaments as ornaments.
Theorem 3.2. There exists a weight preserving bijection f : Com(λˇ, j) → R(λˇ, j).
Proof. Let (π, s) ∈ Com(λˇ, j) where s = (s1, s2, . . . , sn). First we map (π, s) to the pair (σ ,α) where
σ ∈ Sn and α is a weakly decreasing sequence of n letters from B. We let σ = |π |, and we obtain α
from s by replacing each si with one of the following
si → s0i if i ∈ EXC(π),
si → smi if 	i =m and i /∈ EXC(π).
Then for each cycle (i1, . . . , ik) appearing in σ , add the necklace (αi1 , . . . ,αik ) to the multiset
f ((π, s)).
When doing an example, it helps to write the identity permutation as word on top, below that the
word for the colored permutation π , and below that the sequence s, as follows
Id = 1 2 3 4 5 6 7 8,
π = 81 30 22 50 12 61 40 70,
π˜ = 81 3˜0 22 5˜0 12 61 40 70,
s = 6 5 5 4 4 4 4 3.
One can check that DEX(π) = {1,3} so that s is DEX(π)-compatible (note that s has an optional
decrease from s7 to s8). Then
σ = (1,8,7,4,5)(2,3)(6),
α = 61,50,52,40,42,41,40,30,
and
f
(
(π, s)
)= (61,30,40,40,42), (50,52), (41).
It is clear that f preserves cv-cycle type, weight, and the number of excedances of π is equal
to the number of barred letters in f ((π, s)). Since f preserves cv-cycle type, and since ﬁxed points
of any color cannot be excedances, it is also clear that the necklaces in f ((π, s)) obey rule 3 in
Deﬁnition 3.1. To prove that rules 1 and 2 are also obeyed, we ﬁrst prove the following
Claim. α is a weakly decreasing sequence with respect to the order on B.
Indeed, since |αi| = si , we know that |αi | = si  si+1 = |αi+1|. So suppose si = si+1 and αi = sm1i
while αi+1 = s0i+1. This means that i /∈ EXC(π) while i + 1 ∈ EXC(π). Thus i ∈ DEX(π) but si = si+1,
contradicting that s is DEX(π)-compatible. Also, if αi+1 = sm2i+1 with m1 < m2, then i is again an
element of DEX(π). This proves the claim.
To check that rule 1 is obeyed, suppose αi is a barred letter. Then if σ(i) = j, we must have i < j.
By the claim above, αi  α j . To check rule 2, suppose αi is 0-colored and unbarred. Then σ(i) = j
with i > j and the claim tells us that αi  α j .
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pose (αi1 ,αi2 , . . . ,αik ) is a nonprimitive necklace in f ((π, s)) obtained from the cycle (i1, i2, . . . , ik)
of σ , where i1 is the smallest element of the cycle. Thus for some divisor d of k we have
(αi1 ,αi2 , . . . ,αik ) = (αi1 ,αi2 , . . . ,αid )k/d . In particular we have
αi1 = αid+1 and i1 < id+1. (3.1)
Since the sequence α is weakly decreasing, this implies that αi = αi1 for all i ∈ B := {i: i1  i  id+1},
and B ∩ DEX(π) = ∅. Moreover, either B ∩ EXC(π) = B or ∅, and 	i = 	i1 for all i ∈ B . So in fact
B ∩DES(π) = ∅ and
σ(i1) < σ(i1 + 1) < σ(i1 + 2) < · · · < σ(id+1). (3.2)
From (3.2), we ﬁnd that i2 = σ(i1) < σ(id+1) = id+2. Since (αi1 ,αi2 , . . . ,αik ) = (αi1 ,αi2 , . . . ,αid )k/d ,
we now have αi2 = αid+2 with i2 < id+2, similar to (3.1). The same argument will show i3 = σ(i2) <
σ(id+2) = id+3, and we can repeat this argument until ik−d+1 = σ(ik−d) < σ(ik) = i1, contradicting
the minimality of i1.
Thus far we have proved that f : Com(λˇ, j) → R(λˇ, j) is well deﬁned. Next, we will describe the
inverse map g :R(λˇ, j) → Com(λˇ, j) and show that it is well deﬁned. Let R ∈ R(λˇ, j) and if R has
any repeated necklaces, ﬁx some total order on these repeated necklaces. For each position x of each
necklace, let wx denote the inﬁnite word obtained by reading the necklace clockwise starting at
position x. Let wx > wy mean that wx is lexicographically larger than wy , using the order on B.
If wx = wy for distinct positions x, y, then it must be that x, y are positions in distinct copies of
a repeated necklace, since words are primitive. We can then break the tie using the total order on
repeated necklaces.
This totally orders all the positions on all of the necklaces of R by letting x > y iff
(1) wx > wy
or
(2) wx = wy and x is in a necklace which is larger in the total order on these repeated necklaces.
If x is the ith largest position of R , then we replace the letter in position x by i. After doing
this for each position, we have a permutation denoted σ(R) ∈ Sn written in cycle form. We then
obtain a colored permutation denoted π(R) by setting π(R)(i) = (σ (R)(i))	x where 	x is the color
of the letter formerly occupying position x. A sequence s(R) is obtained by simply taking the weakly
decreasing rearrangement of the absolute values of all the letters appearing in R . We then set g(R) =
(π(R), s(R)).
For example, consider the following ornament
R = (51,50,30)< (51,50,30), (41,30,31,41), (31), (30).
By ranking each position, we obtain σ(R) as follows
R = (51,50, 30)< (51,50,30), (41, 30, 31,41), (31), (30),
σ (R) = (4, 2, 10) (3, 1, 9) (6, 11, 7, 5) (8) (12).
So g(R) is the pair
Id = 1 2 3 4 5 6 7 8 9 10 11 12,
π(R) = 90 100 11 21 61 111 51 81 30 40 70 120,
s(R) = 5 5 5 5 4 4 3 3 3 3 3 3.
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laces in R . Also, it follows from rules 1 and 2 in Deﬁnition 3.1 that if x is the ith largest position,
then the letter in position x is barred iff i ∈ EXC(π(R)), thus exc(π(R)) = j.
To show that g is well deﬁned, it remains to show that the sequence s is DEX(π)-compatible.
Suppose si = si+1. Let x be the ith largest position in R , and y be the (i + 1)th largest position,
in particular x > y. Given any word w , let F (w) denote the ﬁrst letter of the word. So si = si+1
means that |F (wx)| = |F (wy)|. If F (wx) > F (wy), then one can easily check that i /∈ DEX(π) as de-
sired.
So assume F (wx) = F (wy). Let u denote the position immediately following x cyclicly, and let v
denote the position immediately following y. Since x > y it follows that u > v . Since σ(R)(i) is equal
to the rank of position u, and σ(R)(i + 1) is equal to the rank of position v , we have σ(R)(i) <
σ(R)(i + 1). Since F (wx) = F (wy), then 	x = 	y and this implies that i /∈ DES(π(R)). Moreover, since
either i, i + 1 ∈ EXC(π(R)) or i, i + 1 /∈ EXC(π(R)) we have i /∈ DEX(π(R)). Thus the map g is well
deﬁned.
The proof of Theorem 3.2 will be complete once we show that f ◦ g = g ◦ f = id. It not hard
to see that f ◦ g = id, and that if we apply g ◦ f to (π, s) we will recover the sequence s. So
we need to prove that applying g ◦ f to (π, s) will also bring us back to the colored permuta-
tion π .
Let (π, s) → (σ ,α) in the ﬁrst step of f , and let pi be the position occupied by αi in f ((π, s)).
Order the cycles of σ from largest to smallest so that the minimum elements of the cycles increase.
Use this to order repeated necklaces in f ((π, s)) so that we know how to break ties if wpi = wp j .
We want to show the following:
(i) if i < j, then wpi  wp j ,
and
(ii) if i < j and wpi = wp j , then i is in a cycle of σ whose minimum element is less than the
minimum element of the cycle containing j.
In order to prove both (i) and (ii), we ﬁrst establish that
(iii) if i < j and wpi  wp j , then αi = α j and σ(i) < σ( j).
Indeed, α is weakly decreasing so that i < j implies αi  α j . And wpi  wp j implies that αi =
F (wpi )  F (wp j ) = α j , so αi = α j . This implies that αi = αi+1 = · · · = α j , which means si = si+1 =· · · = s j , 	i = 	i+1 = · · · = 	 j , and all the letters αi,αi+1, . . . ,α j are either all barred or all unbarred.
Since s is DEX(π)-compatible, k /∈ DEX(π) for i  k  j − 1. This implies that |π(i)| < |π(i + 1)| <
· · · < |π( j)|, which means that σ(i) < σ(i + 1) < · · · < σ( j). This establishes (iii).
To prove (i), suppose i < j but wpi < wp j . Using (iii), we have σ(i) < σ( j) and αi = α j . Since
F (wpi ) = F (wp j ), we must have wpσ(i) < wpσ( j) . Now apply (iii) again with σ(i), σ( j) taking the
role of i, j. Then σ 2(i) < σ 2( j) and ασ(i) = ασ( j) , which implies wpσ2(i) < wpσ2( j) . Apply (iii) again to
obtain σ 3(i) < σ 3( j), ασ 2(i) = ασ 2( j) and wpσ3(i) < wpσ3( j) . By repeating this argument, we see that
ασm(i) = ασm( j) for all m, but this implies that wpi = wp j , a contradiction.
To prove (ii), suppose i < j and wpi = wp j . Using (iii) we have σ(i) < σ( j), and wpi = wp j im-
plies wpσ(i) = wpσ( j) . Applying (iii) again we have σ 2(i) < σ 2( j) and wpσ2(i) = wpσ2( j) . Repeating this
argument, we have σm(i) < σm( j) for all m. Thus the cycle of σ containing i has a smaller minimum
element, than the cycle containing j.
This completes the proof that f : Com(λˇ, j) → R(λˇ, j) is a bijection. 
Previously, we had expressed the cv-cycle type colored Eulerian quasisymmetric functions as a sum
of weights of pairs (π, s). Using Theorem 3.2 we can now express is it as a sum of weights of orna-
ments.
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Q
λˇ, j =
∑
(π,s)∈Com(λˇ, j)
wt
(
(π, s)
)= ∑
R∈R(λˇ, j)
wt(R).
Remark 3.4. It is possible to use Corollary 3.3 to prove that Q
λˇ, j is also a symmetric function. One
method is to use the ornament description of Q
λˇ, j to derive a colored analog of [17, Corollary 6.1],
which involves plethysm (see [19]). Another possible method is a bijective approach as in [17, Theo-
rem 5.8]. We plan to present the details of both proofs in a forthcoming paper.
From Corollary 3.3, we obtain the following results concerning the ﬁxed point colored Eulerian
quasisymmetric functions.
Corollary 3.5.
Qn, j,α, β = Qn−|α|, j,0, β−(α1,α2,...,αN−1)
N−1∏
k=0
hαk ,
where | α| :=∑N−1k=0 αk, and recall that hαk is the complete homogeneous symmetric function of degree αk.
Corollary 3.6. Theorem 1.1 is equivalent to
∑
n, j0
β∈NN−1
Qn, j,0, β z
nt j s
β = (1− t)
∏N−1
m=1 E(−smz)
(1+∑N−1m=1 sm)H(tz) − (t +∑N−1m=1 sm)H(z) . (3.3)
Proof. In one direction, take the formula from Theorem 1.1 and simply set r0 = r1 = · · · = rN−1 = 0.
For the other direction, start with (3.3) and multiply both sides by H(r0z)
∏N−1
m=1 H(rmsmz). The left-
hand side becomes(∑
n0
rn0z
nhn
)( N−1∏
m=1
∑
n0
(rmsm)
nznhn
)( ∑
n, j0
β∈NN−1
Qn, j,0, β z
nt j s
β
)
=
∑
n0
zn
∑
j0
β∈NN−1
α∈NN
Qn−|α|, j,0, βt
j s
β+(α1,...,αN−1)r α
N−1∏
k=0
hαk .
By Corollary 3.5, this is equal to the left-hand side of Theorem 1.1. 
Corollary 3.7. (3.3) is equivalent to the recurrence relation
Qn, j,0, β =
∑
0in−2
j−n+i<k< j
Q i,k,0, βhn−i +
N−1∑
m=1
χ(βm > 0)
( ∑
0in−1
j−n+i<k j
Q i,k,0, β(mˆ)hn−i
)
+ χ( j = 0)χ(| β| = n)(−1)n N−1∏ eβm ,
m=1
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β(mˆ) := (β1, . . . , βm−1, βm − 1, βm+1, . . . , βN−1),
and χ(P ) = 0 if the statement P is false, and χ(P ) = 1 if the statement P is true.
Proof. Let
I =
∑
n, j0
β∈NN−1
Qn, j,0, β z
nt js
β .
Then the recurrence relation is equivalent to
I =
∑
n, j0
β∈NN−1
zn
∑
0in−2
j−n+i<k< j
Q i,k,0, βhn−it
j s
β
+
N−1∑
m=1
∑
n, j0
β∈NN−1
zn
∑
0in−1
j−n+i<k j
Q i,k,0, β(mˆ)hn−it
j s
β(mˆ)sm +
∑
β∈NN−1
(−z)| β|s β
N−1∏
m=1
eβm
=
∑
n,k0
β∈NN−1
zn
∑
0in−2
Q i,k,0, β s
βhn−i
k+n−i−1∑
j=k+1
t j
+
N−1∑
m=1
∑
n,k0
β∈NN−1
zn
∑
0in−1
Q i,k,0, β(mˆ)s
β(mˆ)hn−i sm
k+n−i−1∑
j=k
t j +
N−1∏
m=1
E(−smz)
=
∑
n,k0
β∈NN−1
zn
∑
0in−2
Q i,k,0, βt
ks
βthn−i[n − i − 1]t
+
N−1∑
m=1
∑
n,k0
β∈NN−1
zn
∑
0in−1
Q i,k,0, β(mˆ)t
ks
β(mˆ)smhn−i[n − i]t +
N−1∏
m=1
E(−smz)
= I
∑
n2
t[n − 1]thnzn +
N−1∑
m=1
I
∑
n1
sm[n]thnzn +
N−1∏
m=1
E(−smz).
If we let
A :=
∑
n2
t[n − 1]thnzn
and
B :=
N−1∑
m=1
∑
n1
sm[n]thnzn,
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I =
∏N−1
m=1 E(−smz)
1− A − B . (3.4)
Next we compute the denominator of this expression,
1− A − B = 1+
∑
n2
hnz
nt
(
tn−1 − 1
1− t
)
+
N−1∑
m=1
∑
n1
hnz
nsm
(
tn − 1
1− t
)
= 1
1− t
[
1− t + H(tz) − tz − 1− t(H(z) − z − 1)+ N−1∑
m=1
(
H(tz) − H(z))sm]
= 1
1− t
[(
1+
N−1∑
m=1
sm
)
H(tz) −
(
t +
N−1∑
m=1
sm
)
H(z)
]
.
Substituting this back into (3.4) gives the desired result. 
4. Colored banners
The previous section has shown that Theorem 1.1 is equivalent to the recurrence relation appearing
in Corollary 3.7. This section will be devoted to establishing this recurrence relation, thus proving
Theorem 1.1. There are two cases which will be treated separately, the case | β| = n and the case
| β| < n (recall that the absolute value of a vector β ∈ NN−1 is | β| =∑N−1m=1 βm).
First we consider the case | β| = n, and deﬁne
Dn, β(x) := Qn,0,0, β(x).
(Note that x := {x1, x2, . . .} denotes our usual set of commuting variables which we often omit, but we
include here for the sake of clarity in the proof of Theorem 4.1.) Our goal is to compute the following
recurrence relation for Dn, β(x), and one can then check that it agrees with the recurrence relation
appearing in Corollary 3.7 in the case when | β| = n.
Theorem 4.1.
Dn, β(x) = (−1)n
(
N−1∏
m=1
eβm (x)
)
+
N−1∑
m=1
χ(βm > 0)Dn−1, β(mˆ)(x)h1(x),
recalling that β(mˆ) = (β1, . . . , βm−1, βm − 1, βm+1, . . . , βN−1).
Proof. Similar to the deﬁnition of R(λˇ, j), we let R(n, j, α, β) denote the set of all ornaments of
size n with j barred letters, βi letters of color i ∈ [N − 1], and αi necklaces consisting of a single
i-colored letter where 0 i  N − 1 (as usual, N is arbitrary but ﬁxed). Hence
Dn, β(x) =
∑
R∈R(n,0,0, β)
wt(R).
Since | β| = n, the key fact is that the necklace rules of Deﬁnition 3.1 present no restrictions, since
there are no 0-colored letters in this case. Therefore R(n,0, 0, β) can be viewed as a set of Gessel–
Reutenauer ornaments as in [9], but over the alphabet{
11,12, . . . ,1N−1,21,22, . . . ,2N−1, . . .
}
.
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deﬁne a new weight by
w˜t
(
(v)
) := xv1,	1xv2,	2 · · · xvn,	n ,
where
X := {x1,1, x1,2, . . . , x1,N−1, x2,1, x2,2, . . . , x2,N−1, . . .}
is a set of commuting variables.
Then by [9, Theorem 3.6] we have∑
β∈NN−1
| β|=n
Dn, β(x)s
β =
∑
β∈NN−1
| β|=n
∑
R∈R(n,0,0, β)
w˜t(R)|xi, j=xi s j = Dn(X)|xi, j=xi s j ,
where Dn is the quasisymmetric generating function for derangements in Sn , as described in [9, Sec-
tion 8]. By Eq. (8.2) of [9], Dn satisﬁes the following recurrence
Dn(X) = h1(X)Dn−1(X) + (−1)nen(X).
Next we compute the right-hand side of this equation evaluated at xi, j = xi s j . First we have
Dn−1(X)|xi, j=xi s j =
∑
β∈NN−1
| β|=n−1
Dn−1, β(x)s
β .
Next,
h1(X)|xi, j=xi s j =
∑
i1
xi
(
N−1∑
m=1
sm
)
= h1(x)
N−1∑
m=1
sm.
And ﬁnally
en(X)|xi, j=xi s j =
∑
β∈NN−1
| β|=n
N−1∏
m=1
sβmm eβm (x) =
∑
β∈NN−1
| β|=n
s
β
N−1∏
m=1
eβm (x).
Thus∑
β∈NN−1
| β|=n
Dn, β(x)s
β = Dn(X)|xi, j=xi s j
= h1(x)
(
N−1∑
m=1
sm
∑
β∈NN−1
| β|=n−1
Dn−1, β(x)s
β
)
+ (−1)n
∑
β∈NN−1
| β|=n
s
β
N−1∏
m=1
eβm (x).
Extracting the coeﬃcient of s β from both sides gives the desired result. 
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For this we introduce colored banners, which are a generalization of the banners introduced in [17].
Deﬁnition 4.2. A colored banner (or simply banner) is a word B over the alphabet B such that
1. if B(i) is barred then |B(i)| |B(i + 1)|,
2. if B(i) is 0-colored and unbarred, then |B(i)| |B(i + 1)| or i equals the length of B ,
3. the last letter of B is unbarred.
Recall that a Lyndon word over an ordered alphabet is a word that is strictly lexicographically
larger than all its circular rearrangements. And a Lyndon factorization of a word is a factorization
into a lexicographically weakly increasing sequence of Lyndon words. It is a fact that every word
has a unique Lyndon factorization. We say that a word of length n has Lyndon type λ (where λ is
a partition of n) if parts of λ equal the lengths of the words in the Lyndon factorization (see [11,
Theorem 5.1.5]).
We will apply Lyndon factorization to banners, but we will do so using a new order <B on the
alphabet B as follows
11 <B 1
2 <B · · · <B 1N−1
<B 2
1 <B 2
2 <B · · · <B 2N−1
<B 3
1 <B 3
2 <B · · · <B 3N−1
...
10 <B 10 <B 2
0 <B 20 <B 3
0 <B 30 <B · · · .
(The reason for choosing this order will become apparent in the proof of Theorem 4.5.) We deﬁne
the weight wt(B) of a banner B(i), . . . , B(n) to be the monomial x|B(1)| · · · x|B(n)| . And we deﬁne the
cv-cycle type of a banner B to be the multiset
λˇ(B) = {(λ1, α1), . . . , (λk, αk)}
if B has Lyndon type λ with respect to <B , and the corresponding word of length λi in the Lyndon
factorization has color vector αi . Then K (λˇ, j) will denote the set of all banners of cv-cycle type λˇ
with exactly j barred letters.
Theorem 4.3. There exists a weight preserving bijection from R(λˇ, j) to K (λˇ, j), consequently
Q
λˇ, j =
∑
B∈K (λˇ, j)
wt(B).
Proof. The proof uses Lyndon factorization and is identical to the proof of [17, Theorem 3.6]. 
Deﬁnition 4.4. A 0-colored marked sequence, denoted (ω,b,0), is a weakly increasing sequence ω
of positive integers, together with a positive integer b, which we call the mark, such that 1  b <
length(ω). The set of all 0-colored marked sequences with length(ω) = n and mark equal to b will be
denoted M(n,b,0).
For 1  m  N − 1, an m-colored marked sequence, denoted (ω,b,m), is a weakly increasing se-
quence ω of positive integers, together with a nonnegative integer b such that 0  b < length(ω).
The set of all m-colored marked sequences with length(ω) = n and mark equal to b will be denoted
M(n,b,m).
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as removing a colored marked sequence (ω,b,m) from a banner. The sequence ω corresponds
to the absolute values of the letters removed, b corresponds to the number of barred letters re-
moved, and one of the letters removed has color m while the rest of the letters removed all have
color 0.
Let K0(n, j, β) denote the set of all banners of length n, with Lyndon type having no parts of
size 1, color vector equal to β , and j bars. For m ∈ [N − 1] and βm > 0, deﬁne
Xm :=
⊎
0in−1
j−n+i<k j
K0
(
i,k, β(mˆ))× M(n − i, j − k,m),
and let Xm := 0 if βm = 0. We also deﬁne
X0 =:
⊎
0in−2
j−n+i<k< j
K0(i,k, β) × M(n − i, j − k,0).
Theorem 4.5. If | β| < n, then there is a bijection
γ : K0(n, j, β) →
N−1⊎
m=0
Xm
such that if γ (B) = (B ′, (ω,b)), then wt(B) = wt(B ′)wt(ω) where the weight of any sequence of positive
integers is the monomial xω1xω2 · · · xωn−i .
Corollary 4.6. Theorem 4.5 establishes the recurrence relation appearing in Corollary 3.7 in the case that
| β| < n.
Proof. This follows from the fact that∑
(ω, j−k)∈M(n−i, j−k,m)
wt(ω) = hn−i. 
In order to prove Theorem 4.5, we will need the following lemma (see [6, Lemma 4.3]).
Lemma 4.7. Let B be a banner. If the Lyndon type of B has no parts of size one, then B has a unique in-
creasing factorization (with respect to <B ). By increasing factorization of B, we mean that B has the form
B = B1 · B2 · · · Bd where each Bi has the form
Bi = (ai, . . . ,ai︸ ︷︷ ︸
pi times
) · ui,
where ai ∈ B, pi > 0, and ui is a word of positive length over the alphabet B whose letters are all strictly less
than ai with respect to <B , and a1 B a2 B · · ·B ad. Note that the increasing factorization is a reﬁnement
of the Lyndon factorization.
For example, the Lyndon factorization of the word(
61,12,51,40,40,41,40,40,32,50,71
)
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61,12,51
) · (40,40,41,40,40,32) · (50,71),
which has no parts of size one, so its increasing factorization is(
61,12,51
) · (40,40,41,40) · (40,32) · (50,71).
Next we prove Theorem 4.5. In the case N = 1, this proof reduces to the proof of [17, Theorem 3.7].
In the general case that N > 1 (and | β| < n), the proof is inspired by [17, Theorem 3.7], but signiﬁ-
cantly more complicated.
Proof of Theorem 4.5. Describing γ (and its inverse) requires us to consider many different cases. For
convenience we will make a note of which case γ (B) falls under when considering γ −1(γ (B)) (and
vice versa) so that one can check that γ is indeed a bijection.
First, we take the increasing factorization of B , say B = B1 · B2 · · · Bd . Let
Bd = (a, . . . ,a︸ ︷︷ ︸
p times
) · u,
where a ∈ B, p > 0, and u is a word of positive length over the alphabet B whose letters are all
strictly less than a with respect to the order <B . We observe that | β| < n implies that a is 0-colored,
since we have taken the increasing factorization with respect to <B . For ease of notation, we will
write
Bd = (a, . . . ,a︸ ︷︷ ︸
p times
) · u = ap · u,
where it is understood that a is 0-colored, and the superscript p means that the letter a is repeated
p times.
Case 1: γ (Case 1.1: γ −1).
Bd = apc where a is unbarred and c ∈ B. Since the banner rules in Deﬁnition 4.2 require that
|c| |a|, this can only happen if c has positive color, say c has color m > 0. Then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ =: B1 · · · · · Bd−1,
ω := ( |a|, . . . , |a|︸ ︷︷ ︸
p times
, |c|), and b := 0.
For example if
Bd =
(
40,40,40,40,92
)
,
then
(ω,b,m) = ((4,4,4,4,9),0,2).
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Bd = apc, i1, i2, . . . , il where a is unbarred, c ∈ B, and i1 is unbarred. Again since a is unbarred,
c must have positive color. Next, we ﬁnd the index s such that 1  s  l and either one of the
following subcases holds:
Case 2.1: γ (Case 1.1: γ −1).
i1 B i2 B · · ·B il are all 0-colored and unbarred. We then take s = l and set
γ (B) := (B ′, (ω,b,m)),
where c has color m > 0, and where
B ′ =: B1 · · · · · Bd−1,
ω := (|i1|, . . . , |il|, |a|, . . . , |a|︸ ︷︷ ︸
p times
, |c|), and b := 0.
For example if
Bd =
(
40,40,91,20,20,30
)
,
then
(ω,b,m) = ((2,2,3,4,4,9),0,1).
Case 2.2: γ (Case 4.2: γ −1).
i1 B · · ·B is−1 are all 0-colored and unbarred while is is barred. Then set
γ (B) := (B ′, (ω,b,0)),
where
B ′ =: B1 · · · · · Bd−1 · B˜d,
B˜d := apcis+1 · · · il,
ω =: (|i1|, . . . , |is|), and b := 1.
For example if
Bd =
(
50,50,83,10,40,40,20,71
)
,
then
B˜d =
(
50,50,83,20,71
)
,
(ω,b,0) = ((1,4,4),1,0).
Case 2.3: γ (Cases 1.2 and 2.1: γ −1).
i1 B · · · B is−1 are all 0-colored and unbarred while is is positively colored, say is has color
m > 0. Then set
γ (B) := (B ′, (ω,b,m)),
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B ′ =: B1 · · · · · Bd−1 · B˜d,
B˜d := apcis+1 · · · il,
ω := (|i1|, . . . , |is|), and b := 0.
For example if
Bd =
(
50,50,81,10,40,73,62
)
,
then
B˜d =
(
50,50,81,62
)
,
(ω,b,m) = ((1,4,7),0,3).
Case 3: γ .
Bd = apc, i1, i2, . . . , il where a is unbarred, c ∈ B, and i1 is barred. Again this implies c must have
positive color. First, ﬁnd the index r such that i1 B · · · B ir−1 are all barred while ir is unbarred
(note 1 < r  l). Then ﬁnd the index s such that r  s  l and either one of the following subcases
holds:
Case 3.1: γ (Case 4.3: γ −1).
ir B · · ·B is are all 0-colored, unbarred, and |is| |ir−1|, while |is+1| > |ir−1| or s = l. Then set
γ (B) := (B ′, (ω,b,0)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apcis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r − 1.
For example if
Bd =
(
40,40,61,30,30,20,10,20,30
)
,
then
B˜d =
(
40,40,61,30
)
,
(ω,b,0) = ((1,2,2,3,3),3,0).
Case 3.2: γ (Case 4.2: γ −1).
ir B · · ·B is−1 are all 0-colored, unbarred, and |is−1| |ir−1|, while is is barred and |is| |ir−1|.
Then set
γ (B) := (B ′, (ω,b,0)),
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B ′ =: B1 · · · · · Bd−1 · B˜d,
B˜d := apcis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r.
For example if
Bd =
(
60,60,82,50,40,40,20,40,40,10,91
)
,
then
B˜d =
(
60,60,82,10,91
)
,
(ω,b,0) = ((2,4,4,4,4,5),4,0).
Case 3.3: γ (Case 3.2: γ −1).
ir B · · ·B is−1 are all 0-colored, unbarred, and |is−1| |ir−1|, while is is positively colored, say
is has color m > 0, and |is| |ir−1|. Then set
γ (B) := (B ′, (ω,b,m)),
where c has color m > 0, and where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apcis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r − 1.
For example if
Bd =
(
50,81,40,20,10,11,13
)
,
then
B˜d =
(
50,81,13
)
,
(ω,b,m) = ((1,1,2,4),2,1).
Case 4: γ .
Bd = api1, i2, . . . , il where a is barred and i1 is unbarred. Then ﬁnd the index s such that 1 s l
and either one of the following subcases holds:
Case 4.1: γ (Case 4.1: γ −1).
i1 B · · ·B il are all 0-colored and unbarred, so we take s = l and set
γ (B) := (B ′, (ω,b,0)),
where
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ω := (|i1|, |i2|, . . . , |il|, |a|, . . . , |a|︸ ︷︷ ︸
p times
)
, and b := p.
For example if
Bd =
(
50,50,50,10,30,50
)
,
then
(ω,b,0) = ((1,3,5,5,5,5),3,0).
Case 4.2: γ (Case 4.4: γ −1).
i1 B · · ·B is−1 are all 0-colored and unbarred while is is barred. Then set
γ (B) := (B ′, (ω,b,0)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apis+1 · · · il,
ω := (|i1|, |i2|, . . . , |is|), and b := 1.
For example if
Bd =
(
50,50,50,10,30,40,31,72
)
,
then
B˜d =
(
50,50,50,31,72
)
,
(ω,b,0) = ((1,3,4),1,0).
Case 4.3: γ (Cases 1.3 and 2.2: γ −1).
i1 B · · · B is−1 are all 0-colored and unbarred while is is positively colored, say is has color
m > 0, and |is+1| |a|. Then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apis+1 · · · il,
ω := (|i1|, |i2|, . . . , |is|), and b := 0.
For example if
Bd =
(
60,60,20,20,40,81,50,42
)
,
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B˜d =
(
60,60,50,42
)
,
(ω,b,m) = ((2,2,4,8),0,1).
Case 4.4: γ (Case 3.1: γ −1).
i1 B · · · B il−1 are all 0-colored and unbarred while il is positively colored, say il has color
m > 0, and |il| |a|. Take s = l and set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1,
ω := (|i1|, |i2|, . . . , |il|, |a|, . . . , |a|︸ ︷︷ ︸
p times
)
, and b := p.
For example if
Bd =
(
60,60,20,20,40,53
)
,
then
(ω,b,m) = ((2,2,4,5,6,6),2,3).
Case 4.5: γ (Case 2.3: γ −1).
i1 B · · · B il−1 are all 0-colored and unbarred while il is positively colored, say il has color
m > 0, and |il| > |a|. Take s = l and set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := api1 · · · il−1,
ω := (|il|), and b := 0.
For example if
Bd =
(
60,60,20,20,40,73
)
,
then
B˜d =
(
60,60,20,20,40
)
,
(ω,b,m) = ((7),0,3).
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i1 B · · ·B is−1 are all 0-colored and unbarred while is , is+1 are both positively colored, say is+1
has color m > 0, and |is+1| > |a|. Then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := api1 · · · isis+2is+3 · · · il,
ω := (|is+1|), and b := 0.
For example if
Bd =
(
60,60,20,20,40,73,82
)
,
then
B˜d =
(
60,60,20,20,40,73
)
,
(ω,b,m) = ((8),0,2).
Case 5: γ .
Bd = api1, i2, . . . , il where a and i1 are barred. First, ﬁnd the index r such that i1 B · · · B ir−1
are all barred while ir is unbarred (note 1 < r  l). Then ﬁnd the index s such that r  s l and either
one of the following subcases holds:
Case 5.1: γ (Case 4.1: γ −1).
ir B · · ·B il are all 0-colored, unbarred, and |il| |ir−1|. Then we take s = l and set
γ (B) := (B ′, (ω,b,0)),
where
B ′ := B1 · · · · · Bd−1,
ω := (|ir |, |ir+1|, . . . , |il|, |ir−1|, |ir−2|, . . . , |i1|, |a|, . . . , |a|︸ ︷︷ ︸
p times
)
, and b := p + r − 1.
For example if
Bd =
(
70,70,60,40,10,20,40
)
,
then
(ω,b,0) = ((1,2,4,4,6,7,7),4,0).
Case 5.2: γ (Case 4.5: γ −1).
ir B · · ·B is are all 0-colored, unbarred, |is| |ir−1|, and |ir−1| < |is+1| |a|. Then set
γ (B) := (B ′, (ω,b,0)),
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B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r − 1.
For example if
Bd =
(
70,70,60,40,10,20,50,82,10
)
,
then
B˜d :=
(
70,70,50,82,10
)
,
(ω,b,0) = ((1,2,4,6),2,0).
Case 5.3: γ (Case 2.4: γ −1).
ir B · · ·B is are all 0-colored, unbarred, |is| |ir−1|, and is+1 is positively colored, say is+1 has
color m > 0, with |is+1| > |a|. If |ir−1| |is+2|, then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := api1 · · · ir−2ir ir+1 · · · isir−1is+2is+3 · · · il,
ω := (|is+1|), and b := 0.
For example if
Bd =
(
70,70,60,40,10,20,81,10
)
,
then
B˜d =
(
70,70,60,10,20,40,10
)
,
(ω,b,m) = ((8),0,1).
Case 5.4: γ (Case 2.3: γ −1).
ir B · · ·B is are all 0-colored, unbarred, |is| |ir−1|, and is+1 is positively colored, say is+1 has
color m > 0, with |is+1| > |a|. If |ir−1| < |is+2| or if s + 1 = l, then set
γ (B) := (B ′, (ω,b,m)),
where
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B˜d := api1 · · · isis+2is+3 · · · il,
ω := (|is+1|), and b := 0.
For example if
Bd =
(
70,70,60,40,10,20,81,50
)
,
then
B˜d =
(
70,70,60,40,10,20,50
)
,
(ω,b,m) = ((8),0,1).
Case 5.5: γ (Case 4.4: γ −1).
ir B · · ·B is−1 are all 0-colored and unbarred while is is barred with |is| |ir−1|. Then set
γ (B) := (B ′, (ω,b,0)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := apis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r.
For example if
Bd =
(
60,60,50,10,20,20,40,20,20
)
,
then
B˜d =
(
60,60,20,20
)
,
(ω,b,0) = ((1,2,2,4,5),2,0).
Case 5.6: γ (Case 3.1: γ −1).
ir B · · ·B il−1 are all 0-colored and unbarred while il is positively colored, say il has color m > 0,
with |il| |ir−1|. Then take s = l and set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1,
ω := (|ir |, |ir+1|, . . . , |il|, |ir−1|, |ir−2|, . . . , |i1|, |a|, . . . , |a|︸ ︷︷ ︸
p times
)
, and b := p + r − 1.
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Bd =
(
60,60,50,10,20,20,45
)
,
then
(ω,b,m) = ((1,2,2,4,5,6,6),3,5).
Case 5.7: γ (Case 3.3: γ −1).
ir B · · · B is−1 are all 0-colored and unbarred while is is positively colored, say is has color
m > 0, with |is| |ir−1|. If |is+1| |a|, then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ =: B1 · · · · · Bd−1 · B˜d,
B˜d := apis+1 · · · il,
ω := (|ir |, |ir+1|, . . . , |is|, |ir−1|, |ir−2|, . . . , |i1|), and b := r − 1.
For example if
Bd =
(
80,80,50,10,20,20,45,73
)
,
then
B˜d =
(
80,80,73
)
,
(ω,b,m) = ((1,2,2,4,5),1,5).
Case 5.8: γ (Case 2.3: γ −1).
ir B · · ·B is−1 are all 0-colored and unbarred while is is positively colored with |is| |ir−1|. If
|is+1| > |a|, then is+1 must be positively colored, say is+1 has color m > 0. Then set
γ (B) := (B ′, (ω,b,m)),
where
B ′ := B1 · · · · · Bd−1 · B˜d,
B˜d := api1 · · · isis+2is+3 · · · il,
ω := (|is+1|), and b := 0.
For example if
Bd =
(
80,80,50,10,20,20,45,93
)
,
then
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(
80,80,50,10,20,20,45
)
,
(ω,b,m) = ((9),0,3).
This completes the description of the map γ . Next we describe γ −1. Suppose we are given a ban-
ner B with increasing factorization B = B1 · · · · · Bd where Bd = ap j1 · · · jl , and an m-colored marked
sequence (ω,b,m) where 0m N − 1 and ω = (ω1, . . . ,ωq). Here the letter a may have any color,
and we do not specify its color. For this letter only we use the superscript p to denote that a is
repeated p times where p > 0.
Case 1: γ −1.
Suppose m > 0, b = 0, q > 1, and one of the following subcases holds:
Case 1.1: γ −1 (Cases 1 and 2.1: γ ).
ω0q−1 B a. If ωq−1 appears q − 1 or q times in the sequence ω, then set
Bd+1 := ω0q−1 · · ·ω0q−1︸ ︷︷ ︸
q−1 times
ωmq .
Otherwise, ωq−1 appears r times with r < q − 1 and we set
Bd+1 := ω0q−1 · · ·ω0q−1︸ ︷︷ ︸
r times
ωmq ω
0
1ω
0
2 · · ·ω0q−r−1.
In either case set
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd · Bd+1.
For an example of this case (and for most of the cases below), refer to corresponding case of γ .
Case 1.2: γ −1 (Case 2.3: γ ).
ω0q−1 <B a, and a is unbarred. Then set
B˜d := ap j1ω01ω02 · · ·ω0q−1ωmq j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 1.3: γ −1 (Case 4.3: γ ).
ω0q−1 <B a, and a is barred. Then set
B˜d := apω01ω02 · · ·ω0q−1ωmq j1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 2: γ −1.
Suppose m > 0, b = 0, q = 1, and one of the following subcases holds:
Case 2.1: γ −1 (Case 2.3: γ ).
a is unbarred. Then set
B˜d := ap j1ωm1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
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Bd =
(
50,50,50,81,23,41
)
,
(ω,b,m) = ((4),0,2),
then
B˜d =
(
50,50,50,81,42,23,41
)
.
Case 2.2: γ −1 (Case 4.3: γ ).
a is barred and ω1  |a|. Then set
B˜d := apωm1 j1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
For example if
Bd =
(
60,60,40,22,10,31
)
,
(ω,b,m) = ((5),0,3),
then
B˜d =
(
60,60,53,40,22,10,31
)
.
Case 2.3: γ −1 (Cases 4.5, 4.6, 5.4, 5.8: γ ).
a is barred, ω1 > |a|, and we ﬁnd the index s such that 1 s l and one of the following subcases
holds:
Case 2.3.1. j1 B · · ·B jl are all 0-colored and unbarred, so we take s = l.
Case 2.3.2. j1 B · · ·B js−1 are all 0-colored and unbarred while js is positively colored.
Case 2.3.3. j1 B · · · B jr−1 are all barred while jr B · · · B jl are all 0-colored, unbarred, and
| jl| | jr−1|. Then take s = l.
Case 2.3.4. j1 B · · · B jr−1 are all barred while jr B · · · B js are all 0-colored, unbarred,
| js| | jr−1|, and | js+1| > | jr−1|.
Case 2.3.5. j1 B · · ·B jr−1 are all barred while jr B · · ·B js−1 are all 0-colored, unbarred, and
js is positively colored with | js| | jr−1|.
Once the index s is found, we set
B˜d := ap j1 j2 · · · jsωm1 js+1 js+2 · · · jl,
and
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Note that in Cases 2.3.1–2.3.5, js is an unbarred letter, thus the banner rules in Deﬁnition 4.2 are not
violated.
Case 2.4: γ −1 (Case 5.3: γ ).
a is barred, ω1 > |a|, and we ﬁnd the index s such that 1 s l and one of the following subcases
holds:
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B˜d := ap js j1 j2 · · · js−1ωm1 js+1 js+2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 2.4.2. j1 B · · ·B jr−1 are all barred while jr B · · ·B js−1 are all 0-colored, unbarred, and
js is barred with | js| | jr−1|. Then set
B˜d := ap j1 j2 · · · jr−1 js jr jr+1 · · · js−1ωm1 js+1 js+2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 3: γ −1.
Suppose m > 0, b > 0, and one of the following subcases holds:
Case 3.1: γ −1 (Cases 4.4 and 5.6: γ ).
ω0q B a, then set
Bd+1 := ω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b−1ωmq−b,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd · Bd+1.
Case 3.2: γ −1 (Case 3.3: γ ).
ω0q <B a, and a is unbarred. Then set
B˜d := ap j1ω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b−1ωmq−b j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 3.3: γ −1 (Case 5.7: γ ).
ω0q <B a, and a is barred. Then set
B˜d := apω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b−1ωmq−b j1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 4: γ −1.
Suppose m = 0, and one of the following subcases holds:
Case 4.1: γ −1 (Cases 4.1 and 5.1: γ ).
ω0q B a, then set
Bd+1 := ω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd · Bd+1.
Case 4.2: γ −1 (Cases 2.2 and 3.2: γ ).
ω0q <B a, a is unbarred, and ωq−b+1  | j2|. Then set
B˜d := ap j1ω0qω0q−1 · · ·ω0q−b+2ω01ω02 · · ·ω0q−bω0q−b+1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
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ω0q <B a, a is unbarred, and ωq−b+1 < | j2|. Then set
B˜d := ap j1ω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 4.4: γ −1 (Cases 4.2 and 5.5: γ ).
ω0q <B a, a is barred, and ωq−b+1  | j1|. Then set
B˜d := apω0qω0q−1 · · ·ω0q−b+2ω01ω02 · · ·ω0q−bω0q−b+1 j1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
Case 4.5: γ −1 (Case 5.2: γ ).
ω0q <B a, a is barred, and ωq−b+1 < | j1|. Then set
B˜d := apω0qω0q−1 · · ·ω0q−b+1ω01ω02 · · ·ω0q−b j1 j2 · · · jl,
γ −1
(
B, (ω,b,m)
) := B1 · · · · · Bd−1 · B˜d.
This completes the description of γ −1. One can check case by case that both maps are well deﬁned
and in fact inverses of each other. 
5. Recurrence and closed formulas
In this section we present some recurrence and closed form formulas which are equivalent to
Theorems 1.1 and 1.4.
Corollary 5.1. Let Qn(t, r, s) denote
Qn(t, r, s) :=
∑
j0
α∈NNβ∈NN−1
Qn, j,α, βt
jr αs β .
Then for n 1, Qn(t, r, s) satisﬁes the following recurrence relation
Qn(t, r, s) =
( ∑
μ∈NN
ν∈NN−1| μ|+|ν|=n
(−1)|ν|hμeνr μ
N−1∏
m=1
sνm+μmm
)
+
n−1∑
k=0
Qk(t, r, s)hn−k
(
t[n − k − 1]t + [n − k]t
(
N−1∑
m=1
sm
))
.
Proof. From Theorem 1.1 and the proof of Corollary 3.7 we have
∑
n0
Qn(t, r, s)z
n = −H(r0z)(
∏N−1
m=1 E(−smz)H(rmsmz))∑
n0(t[n − 1]t + [n]t(
∑N−1
m=1 sm))hnzn
,
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(∑
n0
Qn(t, r, s)z
n
)(∑
n0
(
t[n − 1]t + [n]t
(
N−1∑
m=1
sm
))
hnz
n
)
= −H(r0z)
(
N−1∏
m=1
E(−smz)H(rmsmz)
)
.
Next we take the coeﬃcient of zn on both sides,
n∑
k=0
Qk(t, r, s)hn−k
(
t[n − k − 1]t + [n − k]t
(
N−1∑
m=1
sm
))
=
∑
μ∈NN
ν∈NN−1| μ|+|ν|=n
(−1)|ν|+1hμeνr μ
N−1∏
m=1
sνm+μmm .
Solving for Qn(t, r, s) yields the desired recurrence. 
Corollary 5.2. For n 1 we have
Qn(t, r, s) =
n−1∑
l=0
∑
k0,...,kl1∑
ki=n
Pkl
(
l−1∏
j=0
hk j Ck j
)
+
(
l∏
i=0
hki Cki
)
,
where
Pk = Pk(r, s,x) :=
∑
μ∈NN
ν∈NN−1| μ|+|ν|=k
(−1)|ν|hμeνr μ
N−1∏
m=1
sνm+μmm
and
Ck = Ck(t, s) := t[k − 1]t + [k]t
(
N−1∑
m=1
sm
)
.
Proof. Using the above notation, Corollary 5.1 can be written as
Qn(t, r, s) = Pn +
n−1∑
k=0
Qk(t, r, s)hn−kCn−k
= Pn + hnCn +
n−1∑
k=1
Qk(t, r, s)hn−kCn−k.
And now we show that the right-hand side of Corollary 5.2 satisﬁes the same recurrence. In-
deed
Pn + hnCn +
n−1∑
k=1
[
k∑
l=1
∑
k1,...,kl1∑
k =k
Pkl
(
l−1∏
j=1
hk j Ck j
)
+
(
l∏
i=1
hki Cki
)]
hn−kCn−ki
504 M. Hyatt / Advances in Applied Mathematics 48 (2012) 465–505= Pn + hnCn +
n−1∑
k=1
[
n−k∑
l=1
∑
k1,...,kl1∑
ki=n−k
Pkl
(
l−1∏
j=1
hk j Ck j
)
+
(
l∏
i=1
hki Cki
)]
hkCk
=
n−1∑
l=0
∑
k0,...,kl1∑
ki=n
Pkl
(
l−1∏
j=0
hk j Ck j
)
+
(
l∏
i=0
hki Cki
)
. 
Let
Amaj,exc,
ﬁx, col
n (q, t, r, s) :=
∑
π∈CN Sn
qmaj(π)texc(π)r
ﬁx(π)s col(π),
[
n
k
]
q
:= [n]q![n − k]q![k]q! ,[
n
k0, . . . ,kl
]
q
:= [n]q![k0]q![k1]q! · · · [kl]q! ,[
n
μ, ν
]
q
:= [n]q![μ0]q![μ1]q! · · · [μN−1]q![ν1]q![ν1]q! · · · [νN−1]q!
if μ ∈ NN , ν ∈ NN−1 and | μ| + |ν| = n. We now apply the stable principal specialization to Corollar-
ies 5.1 and 5.2 to obtain a recurrence and closed form formula for Amaj,exc,
ﬁx, col
n (q, t, r, s).
Corollary 5.3. For n 1 we have
Amaj,exc,
ﬁx, col
n (q, t, r, s) =
( ∑
μ∈NN
ν∈NN−1| μ|+|ν|=n
(−1)|ν|
[
n
μ, ν
]
q
r μ
(
N−1∏
m=1
q(
νm
2 )sνm+μmm
))
+
n−1∑
k=0
[
n
k
]
q
Amaj,exc,
ﬁx, col
k (q, t, r, s)
(
tq[n − k − 1]tq + [n − k]tq
N−1∑
m=1
sm
)
,
and
Amaj,exc,
ﬁx, col
n (q, t, r, s)
=
n−1∑
l=0
∑
k0,...,kl1∑
ki=n
( ∑
μ∈NN
ν∈NN−1| μ|+|ν|=kl
(−1)|ν|
[
n
k0, . . . ,kl−1, μ, ν
]
q
r μ
N−1∏
m=1
q(
νm
2 )sνm+μmm
)
×
(
l−1∏
j=0
tq[k j − 1]tq + [k j]tq
N−1∑
m=1
sm
)
+
[
n
k0, . . . ,kl
]
q
(
l∏
i=0
tq[ki − 1]tq + [ki]tq
N−1∑
m=1
sm
)
.
6. Future work
In this paper we have generalized the main results of Shareshian and Wachs in [17]. In Sec-
tions 5–7 of [17], the authors investigate many other interesting properties exhibited by the Eulerian
M. Hyatt / Advances in Applied Mathematics 48 (2012) 465–505 505quasisymmetric functions and the relevant joint distribution formulas. We plan to present the corre-
sponding generalizations of these properties in a forthcoming paper. This includes (as mentioned in
Remark 3.4) a detailed proof that the cv-cycle type colored Eulerian quasisymmetric function Q
λˇ, j , is
in fact a symmetric function.
We expect a further study of Q
λˇ, j to be quite fruitful. In [15], Sagan, Shareshian, and Wachs show
that the q-analog of the Eulerian numbers and their cycle type reﬁnement introduced in [17] provide
an instance of the cyclic sieving phenomenon (see also [14]). We suspect that our colored q-analog
of the Eulerian numbers and their cycle type reﬁnement will also provide an instance of the cyclic
sieving phenomenon. We plan to present such results in a future paper.
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