FastRT is a fast, yet accurate, UV simulation tool that computes downward surface UV doses, UV indices, and irradiances in the spectral range 290 to 400 nm with a resolution as small as 0.05 nm. It computes a full UV spectrum within a few milliseconds on a standard PC, and enables the user to convolve the spectrum with user-defined and built-in spectral response functions including the International Commission on Illumination (CIE) erythemal response function used for UV index calculations. The program accounts for the main radiative input parameters, i.e., instrumental characteristics, solar zenith angle, ozone column, aerosol loading, clouds, surface albedo, and surface altitude. FastRT is based on look-up tables of carefully selected entries of atmospheric transmittances and spherical albedos, and exploits the smoothness of these quantities with respect to atmospheric, surface, geometrical, and spectral parameters. An interactive site, http://nadir.nilu.no/ϳolaeng/ fastrt/fastrt.html, enables the public to run the FastRT program with most input options. This page also contains updated information about FastRT and links to freely downloadable source codes and binaries. © 2005 Society of Photo-Optical Instrumentation Engineers.
Introduction
Radiation in the ultraviolet ͑UV͒ part of the solar spectrum, especially at the shorter UV-B wavelengths ͑280 to 315 nm͒, is potentially harmful to a wide range of biological systems, including human health, ecosystems, and agricultural crops. Several radiative transfer models are capable of simulating UV radiation with high accuracy ͑see, e.g., Weele et al. 1 ͒. However, for applications requiring repetitive computations, such as computations of UV doses, model pseudoinversions, sensitivity studies, operational quality assurance of measured UV spectra, and production of UV maps, such models are generally too computationally demanding. FastRT is a fast, yet accurate UV simulation tool that remedies the preceding computational shortcomings. Other fast models exist, but are limited in their accuracies, range of input parameters, and/or spectral resolution ͑see Koepke et al. 2 and the references therein͒. FastRT computes downward surface irradiances in the spectral range from 290 to 400 nm in steps down to 0.05 nm as a function of the most important atmospheric parameters such as solar zenith angle, ozone column, cloud and aerosol optical thicknesses, surface albedo/type, surface altitude, and cloud constellations. It can reconstruct a spectrum within a few milliseconds on a standard PC, which is to our knowledge faster than any other spectral radiative transfer model. Some broadband empirical models 2 are faster than FastRT, but are restricted to fixed dose types ͑e.g., the UV index͒. Contrary to techniques based on neural networks, e.g., STARneuro, 3 which generally suffers from a ''black box'' nature, proneness to overfitting, and an empirical and elaborate nature of model development, FastRT has a transparent and predictable behavior, uses smooth interpolation schemes such as splines, and has results that are always back-traceable to physical model results. The range of scenarios represented by FastRT is limited only by the size of its look-up table, which can be readily altered or expanded. We concentrated on representing all typical scenarios that would be reasonable guesses for modelers when only common ground data and meteorological information are available. This is generally the case, because detailed ''snap-shot'' information on optical properties of the atmosphere is rare and can at best be obtained from expensive in situ campaigns.
Currently the tool can provide UV irradiance estimates at accuracies similar to most surface UV measurements. FastRT is now a core component of a quality assurance program ͑http://nadir.nilu.no/ϳolaeng/CheckUVSpec/ CheckUVSpec.html, Engelsen and Kylling 4 ͒ to check and match incoming UV spectra to the European UV database, as well as being an integral part of the Norwegian UV forecasting system.
In this paper, we first describe the FastRT simulation tool ͑Sec. 2͒. Next, we assess the uncertainties of the surface irradiances produced by FastRT, and the computational speed of the FastRT program ͑Sec. 3͒.
Method
FastRT computes surface irradiances by interpolations and extrapolations of atmospheric transmittances and reflectances stored in look-up tables ͑LUTs͒. The transmittances and reflectances pertain to carefully selected wavelengths and scenarios from which other conditions can be deduced with optimal accuracy. In the following, we first describe the contents of the LUTs ͑Sec. 2.1͒, followed by an outline of the processing of the content of the LUTs ͑Sec. 2.2͒. Further information on the processing details is available within the source code, which is freely available on the Internet at http://nadir.nilu.no/ϳolaeng/fastrt/fastrt.html
LUTs
LUTs were computed using the freely available, yet rigorous and accurate LibRadtran atmospheric radiative transfer software package, version 0.99 ͑http://www.libradtran.org͒. LibRadtran has a number of radiative transfer equation solvers, including the multistream discrete ordinates radiative transfer ͑DISORT͒ equation solver by Stamnes et al. 5 The computations for the LUTs were made using DISORT including the pseudospherical approximation ͑SDISORT͒ by Dahlback and Stamnes 6 to ensure high levels of accuracy even for low solar elevations.
The LUTs enclosed with the FastRT were computed assuming the following fixed atmospheric and surface conditions as well as modeling options:
1. Air Force Geophysics Laboratory ͑AFGL͒ U.S. standard atmosphere. 7 2. The solar ultraviolet spectral irradiance monitor ͑SUSIM͒ extraterrestrial solar spectrum measured 8 onboard the Space Shuttle during the ATLAS 3 mission in November 1994. 3. Aerosol Å ngström coefficients ␣ϭ1.3, where the aerosol optical depthϭ␤ Ϫ␣ , where is the wavelength in micrometers. This ␣ value is close to the mean for remote/urban locations, and is not unlikely for desert, coastal, oceanic, and high-altitude surroundings. 9 4. Homogeneous water clouds of user-specified density at 2 to 7 km above ground with a droplet radius of 7.2 m, similar to alto-stratus clouds. 10 The vertical location and the thickness of the cloud have a modest effect in UV-A ͓Fig. 1͑a͔͒, but have a much larger effect in UV-B, where absorption and scattering between cloud droplets and ozone/air molecules is much stronger ͓Fig. 1͑b͔͒. When a cloud droplet radius other than 7.2 m is present, the irradiance error is less than 15% for water clouds ͑i.e., droplet effective radii in the range 3 to 20 m, The LUTs contain spectral transmittances ͑i.e., the downward flux at the surface divided by the extraterrestrial solar flux when there is no reflection from the surface͒ and atmospheric spherical albedos ͑i.e., downward flux divided by a hypothetical diffuse upward flux from a black surface͒. The LUT entries are stored in small files and represent a wide variety of conditions ͑Tables 1 and 2͒. Their filenames contain unique codes that identify the underlying optical properties of the atmosphere. FastRT extracts the required LUT files by opening named files. The program thus exploits the computer operating system's own efficient file search utility. 
LUT Entries and Processing
Atmospheric transmittances at 116 spectral locations were optimally distributed so that spline interpolations could most accurately reconstruct the real spectral transmittances at arbitrary wavelengths in the range 290 to 400 nm ͑Fig. 2͒. ''Black surface'' irradiances are then computed by multiplying the transmittances with an extraterrestrial solar spectrum, corrected for the earth-to-sun distance. The output spectral resolution is thus only limited by the spectral resolution of the ATLAS 3 extraterrestrial solar spectrum, 8 which is 0.05 nm. The cloud densities were selected so that spline interpolation would yield a good approximation ͑Fig. 3͒. Transmittances as a function of total ozone and solar zenith angles were also approximated quite accurately by spline interpolations from a regular grid of 20 DU and 3 deg., respectively. Transmittances under various aerosol loadings ͑Å ngström ␤͒ are, however, estimated by multiplying an aerosol modification factor with a clear atmospheric ͑Å ngström ␤ϭ0.02͒ transmittance. The aerosol modification factors were computed from second-order polynomials ͑Fig. 4͒. The polynomial coefficients were relatively insensitive to wavelengths, total ozone, and solar zenith angles, and only a coarse grid of coefficients was required. The coefficients were optimally fitted to transmittances simulated by LibRadtran. In these simulations, the aerosol profile shape was retained, but scaled to the correct aerosol optical depth. In case the user specifies atmospheric visibility (R m in kilometers͒ instead of the aerosol Å ngström coefficient , the latter is computed using a formula by Iqbal 15 : ␤ϭ0.55 ␣ ͓3.912/R m km Ϫ0.01162͔ ͓0.02472(R m kmϪ5)ϩ1.132͔, where ␣ϭ1.3 is the aerosol Å ngström ␣ coefficient.
The atmospheric transmittance at the user-specified surface altitude is estimated from a second-order polynomial which is fitted to atmospheric transmittances at 0, 3, and 6 km altitudes.
For a reflecting surface, the downward surface irradiance E is computed from radiation transmitted through the atmosphere in addition to contributions from an infinite series of successive Lambertian reflections back and forth between the surface and the atmosphere, i.e.,
where E 0 is the extraterrestrial irradiance, T is the transmittance of the atmosphere, S is the spherical albedo of the atmosphere when illuminated from below by isotropic radiation, and A is the surface albedo. This scheme for radiative coupling of the surface and the atmosphere is similar to that employed for some two-stream adding-doubling ͑e.g., Hansen and Travis
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͒ and successive orders of scattering ͑e.g., Vermote et al. 17 ͒ radiative transfer models. The simulated surface irradiances ͑E͒ are much less sensitive to errors in atmospheric spherical albedos ͑S͒ than to errors in atmospheric transmittances ͑T͒, and the significance of errors in atmospheric spherical albedos ͑S͒ decreases with diminishing surface albedo ͑A͒. Furthermore, the influence of stratospheric ozone and solar zenith angles on atmospheric spherical albedos ͑S͒ could be disregarded. The atmospheric spherical albedos were tabulated at wavelength intervals of 10 nm and only in terms of altitude and cloud thickness. Spline interpolations to the correct wavelength, altitude, and cloud thickness are done. The effect of ozone and aerosol loadings were estimated by modification factors computed from second-order polynomials with tabulated coefficients expanded around an ozone column of 300 DU and an aerosol Å ngström ␤ of 0.02. The atmospheric spherical albedos are exact for those ozone and aerosol conditions.
FastRT has four cloud options: no clouds, homogeneous clouds, ''scattered clouds,'' and ''broken clouds.'' The latter two constitute two separate ways to account for horizontally inhomogeneous clouds. For the FastRT input option ''scattered clouds,'' the computed surface irradiance ͑E͒ is a linear combination of the irradiances under a homogeneous cloud cover (E cloud ) and that under cloudless conditions (E cloudless ), i.e., EϭCFϫE cloud ϩ(1-CF)E nocloud , where CF is the cloud fraction. For the option ''broken clouds,'' we assume that downward radiation is transmitted as if only a clear atmosphere was present, but at the surface, all radiation is reflected between the cloudy atmosphere and the surface until absorbed. In other words, the downward surface irradiance ͑E͒ is computed from Eq. ͑1͒, except that only the atmospheric spherical albedo ͑S͒ pertains to a cloudy atmosphere. This scenario represents an extreme condition where surface radiation is greatly enhanced; up to five times when trapped between a snow surface and a thick cloudy atmosphere.
UV Action Spectra, Dose Rates, and Daily Doses
An action spectrum describes the relative effectiveness of energy at different wavelengths in producing a particular biological response. It is used as a ''weighting factor'' for the UV spectrum to find the actual biologically effective dose rate ͑BED͒ for a given effect. The total dose rate ͑con-sistent with milliwatts per meter squared͒ is found by integrating the product of UV irradiance and the action spectrum values over the wavelength range from 290 to 400 nm. A daily dose is the dose rate integrated over a 24-h day ͑ϭ86,400 s͒. The daily dose has units consistent with joules per meter squared. Currently, FastRT can readily compute more than 20 different types of biologically effective doses/ dose rates, including the widely used International Commission on Illumination ͑CIE͒ erythema, 18 UV-B ͑uniform 290 to 315 nm͒, and SCUP-H. 19 A complete and updated list of biologically effective dose types along with corresponding references are available in the FastRT documentation ͑http://nadir.nilu.no/ϳolaeng/fastrt/README.html͒.
User Interfaces
The FastRT program can be run through a graphical user interface on a Web browser, or from the operating system prompt. The latter is faster and is more suitable for multiple runs and inclusion in computer scripts. The interactive version found at http://nadir.nilu.no/ϳolaeng/fastrt/fastrt.html enables the public to run the FastRT program with most input options. This page also contains updated information about FastRT and links to freely downloadable source codes and binaries. The most important input parameters are user controlled, e.g., ozone column, instrumental spectral response function, aerosol optical depth, cloud liquid water column, and surface albedo/type.
Results

Computational Speed
The computational speed of the FastRT program depends on the number of irradiances to be calculated, the width of the spectral response function, and the type of scenario to be simulated. The test results presented here were obtained from a low-end standard PC ͑2.5-GHz Pentium 4͒ running the Red Hat Linux 9.0 operating system with a GNOME user interface. Spectra were computed more efficiently than single irradiances. Simulation of a single monochromatic clear sky irradiance at 300 nm took 15 ms, whereas com- putation of 111 monochromatic irradiances in the range 290 to 400 nm at equidistant 1-nm steps was accomplished within 18 ms. Such a spectrum forms the basis for UV dose rates and UV indices produced by FastRT. Cloudy, turbid, above sea level, and reflective ground conditions require more interpolations and processing and are somewhat slower to simulate, sometimes up to 160 ms. Irradiances with a spectral response function influences the computation time considerably, because convolutions are then evaluated at a 0.05-nm resolution. In the UV spectral region, this elaborate process is necessary especially for narrowband irradiances to account properly for the Fraunhofer lines of the extraterrestrial solar spectrum, as well as the rapid spectral fluctuations in the ozone absorption cross sections. By extreme, the 345-nm irradiance with a triangular spectral response function of 55 nm ͑full width at half maximum͒, may take as much as 164 ms to compute. A full spectrum ranging from 290 to 400 nm in 0.5-nm steps and a triangular spectral response function of 0.6 nm ͑similar to Bentham type spectroradiometers͒ took 117 ms to reproduce for typical cloudless conditions. By contrast, the LibRadtran program produced the same result after 19 s, i.e., ca. 160 times later. However, DISORT has been shown to be a very efficient radiative transfer equation solver, particularly for optically thick ͑e.g., cloudy͒ atmospheres.
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FastRT may thus perform even better in comparison to many other rigorous and accurate radiative transfer models. For users with even more stringent computational requirements, several times faster versions of FastRT with simpler, but less accurate, interpolation schemes are available from the lead author on request.
Error Analysis
We compared FastRT ͑version 2͒ simulations to results obtained from LibRadtran for a large number of test scenarios covering the full range of the major input parameters, i.e., solar zenith angle, ozone column, visibility, surface altitude, surface albedo, and cloud liquid water columns ͑Tables 3 and 4͒. All scenarios selected for these tests were centred between tabular entries where we would expect the largest deviations. The more similar the atmospheric scenarios are to those represented within tabular entries of the FastRT source code ͑Tables 1 and 2͒, the better the agreement between LibRadtran and FastRT. When the scenarios and wavelengths match, the programs produce exactly the same results.
In general, the FastRT program produces UV irradiances and doses with uncertainties comparable to those of UV measurements, provided all model input parameters are known. Due to errors in radiometric calibration, cosine error, wavelength misalignment, noise, etc., even high-quality UV measurements have uncertainties ͑Ϯ2͒ of about 6% in the UV-A and for CIE dose rates and 13% at a 300-nm wavelength at a 60-deg. solar zenith angle. 21 These numbers form the standard for our following analysis. In the error analysis we used LibRadtran as a benchmark. LibRadtran has been shown to agree well with both other models and measurements. 1, [22] [23] [24] Note that all fixed input parameters of LibRadtran were the same as when the LUTs were generated.
Discussion and Conclusion
The FastRT program can simulate a UV spectrum within a few milliseconds, which is at least hundreds of times faster than the most rigorous and accurate models based on a numerical solution of the radiative transfer equation. The exact computation time depends somewhat on the input parameters.
The uncertainties of the FastRT output are, in general, better than that of high-quality UV measurements, provided the atmospheric input parameters are known. We expect no outliers, i.e., occasional extremely large errors. For the conditions covered by FastRT, the largest deviations from LibRadtran occur for wavelengths below 300 nm and with thick clouds present. However, surface instruments also have largest uncertainties below 300 nm, and clouds are the most difficult atmospheric scattering constituents to determine precisely, even during rigorous measurement campaigns.
Applications of FastRT are diverse, ranging from operational simulation of UV doses to detailed reproduction of real UV measurements. The program is easy to use, and accepts atmospheric and surface input parameters at a detail level suitable for many users. Other fast models are generally more limited in their scope of applications and input parameters. FastRT is freely available on the Internet, and can also be obtained from the lead author on request.
