We study a stochastic control system involving both a standard and a fractional Brownian motion with Hurst parameter less than 1/2. We apply an anticipative Girsanov transformation to transform the system into another one, driven only by the standard Brownian motion with coefficients depending on both the fractional Brownian motion and the standard Brownian motion. We derive a maximum principle and the associated stochastic variational inequality, which both are generalizations of the classical case.
Introduction
We study a control problem which controlled state process is driven by both a standard Brownian motion and a fractional Brownian motion with Hurst parameter H ∈ (0, 1/2), and we derive the stochastic maximum principle and the associated variational inequality. To be more precise, we consider the state process governed by the following controlled stochastic differential equation dX u (t) = σ(t)X u (t)dB H (t) + β(t, X u (t), u(t))dW (t) + b(t, X u (t), u(t))dt, t ∈ [0, T ],
where the functions σ, β and b are introduced in Section 2, and the control process u takes values in a metric space U . Thus, in our framework, the diffusion part consists of two parts: one is represented by a stochastic integral with respect to the fractional Brownian motion B H , which integrand is linear in the state process, and the other by an Itô integral with respect to the Brownian motion W , which martingale comes from the Galtchouk-Kunita-Watanabe decomposition. Such backward stochastic differential equations were employed by Buckdahn and Ichihara [6] and Buckdahn et al. [7] to study optimal control systems and associated Hamilton-Jacobi-Bellman equations. In our work here, we compare our main result with the classical characterization of an optimal control and we show that, if we replace the fractional Brownian motion with a standard Brownian motion, i.e., if we apply our Girsanov transformation in the classical, Brownian framework, we get the same result. Hence, our result indeed generalizes the classical one.
In this paper we deal only with the case H ∈ (0, 1/2) since we use the extended divergence operator as stochastic integral with respect to the fractional Brownian motion. Nevertheless, when using the divergence operator in the case H ∈ (1/2, 1), our method is still valid and the computations are even easier. The key difference between the two cases relies mainly on the distinct definitions of the divergence operator and the extended divergence operator.
The paper is organized as follows: In Section 2 we recall some preliminaries, i.e., some basic settings and some basics on the fractional Brownian motion, the extended divergence operator and the Girsanov transformation. Our main results, the variational inequality and the stochastic maximum principle, are stated in Section 3. Finally, in Section 4 we compare our result with Peng's criterion for the optimality of a stochastic control in the Brownian setting [19] . The proofs of the results in Section 3 are given in the Appendix to improve the readability.
Preliminaries 2.1 General Setting and Fractional Brownian Motion
Let T > 0 be a fixed time horizon. Let {W (s), s ∈ [0, T ]} be a standard Brownian motion on a complete probability space (Ω 1 , F 1 , P 1 ) and {B H (s), s ∈ [0, T ]} be a fractional Brownian motion with Hurst parameter H ∈ (0, 1/2) defined on another complete probability space (Ω 2 , F 2 , P 2 ). We introduce (Ω, F, P) as the product space (Ω, F, P) = (Ω 1 ,
which we suppose to be completed. The processes W and B H are canonically extended from (Ω 1 , F 1 , P 1 ) and (Ω 2 , F 2 , P 2 ), respectively, to the product space (Ω, F, P).
We define three filtrations: one is generated by the Brownian motion:
one is generated by the fractional Brownian motion:
and another one is generated by the Brownian motion W and the fractional Brownian motion B H over the time interval [0, T ] :
Here N denotes the set of all P-null sets.
For
It is well-known that, for H ∈ (0, 1/2), there exists another canonical Wiener process W 0 on (Ω 2 , F 2 , P 2 ) such that we have the following representation:
where
and
. Hence, the process B H is a centered Gaussian process with covariance function
Extended Divergence Operator
We briefly recall the definition of the extended divergence operator as the stochastic integral with respect to the fractional Brownian motion B H ; for more details, we refer to [13] . The extended divergence operator was first studied by Cheridito and Nualart [8] and further investigated by León and Nualart [15] .
To this end, we define a Hilbert space H H as the completion of the space of step functions over [0, T ] with respect to the inner product
Moreover, by the transfer principle (see Nualart [18] ), one has the existence of an
We denote by K * its adjoint operator. Let S K be the class of all smooth functionals of the form
Wiener integrals of ψ 1 , · · · , ψ n with respect to W , and f ∈ C ∞ p (R m+n ) -the space of all C ∞ function over R m+n , which together with all their derivatives are of polynomial growth.
A smooth functional F ∈ S K of above form has Malliavin derivatives with respect to B H and W defined as follows:
We remark that both
, we define the following stochastic integrals with respect to B H and W , respectively.
we say u ∈ Dom δ B and call δ B (u) the extended divergence operator of u with respect to B H .
we say u ∈ Dom δ W and call δ W (u) the Skorohod integral of u with respect to W . 
Girsanov Transformations
The Girsanov transformation with respect to the fractional Brownian motion constitutes an essential tool in our approach for our stochastic control problem.
Throughout this paper we use the following hypothesis. 
Recall that hypothesis (H1) is in particular satisfied if σ(t) = σ, t ∈ [0, T ], for some constant σ ∈ R, and (KσI [0,t] 
For t ∈ [0, T ], we consider the following transformations on Ω 2 :
The Girsanov Theorem (see for example Buckdahn [4] ) gives that for any square integrable random variable F , we have
From Lemma 2.4 in [13] we have that
3 Variational Inequality and the Maximum Principle
The Stochastic Control Problem
Let U be a nonempty subset of R k . Let {u(s), 0 ≤ s ≤ T } be an admissible control process, which takes values in U and is H-adapted, such that
The set of admissible control processes is denoted by U ad . From (H1) and (2.6) we get that if {u(s), 0 ≤ s ≤ T } is an admissible control, then both {u(s, T s ), 0 ≤ s ≤ T } and {u(s, A s ), 0 ≤ s ≤ T } are admissible controls. In particular, we have
We consider the following stochastic control system:
Notice that only the coefficients β and b depend on the control, but not σ. Moreover, the stochastic integral with respect to the fractional Brownian motion is linear in X u and is interpreted in the extended divergence sense. The cost functional is defined by
Our control problem consists in minimizing the cost functional J(u) over U ad . Now we state the assumptions on the coefficients:
(H2) The functions β, b, f, Φ are twice differentiable with respect to x. Moreover, β, b, f, Φ and their derivatives β x , b x , f x , Φ x β xx , b xx , f xx , Φ xx are continuous in (x, u) and bounded, uniformly with respect to (t, u) ∈ [0, T ] × U .
Main Results
In this subsection we state our main results, i.e., the variational inequality and the maximum principle.
First we state the following important theorem. It helps us to establish a link between the semilinear stochastic differential equation (3.8) , driven by both the standard Brownian motion W and the fractional Brownian motion B H , and a stochastic differential equation driven only by the standard Brownian motion W , with coefficients depending on the fractional Brownian motion.
, where ζ u is the unique solution of the pathwise stochastic differential equation
For the reader's convenience we give the proof; it is shifted to the Appendix.
The above theorem allows to rewrite the cost functional (3.9) as follows:
We have transformed our stochastic control problem into a formally classical control problem which contains the fractional Brownian motion implicitly.
Since the control process u(t, T t ) appearing in (3.10) and (3.11) contains always the transformation T t , for the simplicity of notations, we denote it by v(t), i.e., v(t) = u(t, T t ). From (3.7) we know that both u and v are admissible controls.
Let us now suppose that (y(·), v(·)) is an optimal solution of the control problem, i.e.,
Following Peng's approach [19] , we construct a perturbed admissible control as follows:
where 0 < τ < T is arbitrarily fixed, ε > 0 is arbitrarily chosen such that [τ − ε, τ + ε] ⊂ [0, T ], and v is an arbitrary bounded admissible control from U ad . Let y ε (·) be the solution of (3.12) with v ε at the place of v. Then from the setting of the control problem, we have
) be the solutions of the equations
(3.14)
We need the following estimates for y 1 and y 2 .
Lemma 3.2. Under our hypotheses (H1) and (H2), for any p ≥ 2, there is some C p ∈ R + independent of ε such that
Proof: First we prove inequality (3.15) . From equation (3.13), using (H2) and the Buckhölder-DavisGundy inequality, we obtain that, for p ≥ 2, 17) where the constant C p can be chosen independent of t. By the Gronwall inequality we get that
Now we prove (3.16). From equation (3.14) and (H2), applying Cauchy-Schwarz inequality and Buckhölder-Davis-Gundy inequality, we have
Hence, from (3.15) and the Gronwall inequality, we obtain
The proof is complete. ✷ Set y 3 = y 1 +y 2 . To derive our variational inequality, it is necessary to prove the following estimate.
Lemma 3.3. Under the hypothesis (H2), for any p ≥ 2, we have
For convenience of the reader the proof is given in the Appendix.
The next lemma plays an important role in deriving the variational inequality.
Lemma 3.4. Under the hypothesis (H2) we have
The proof of this lemma is given in the Appendix.
For a pair of processes (ϕ(·),
, we consider the following stochastic system:
With the help of this equation we define a linear functional
The Riesz representation theorem yields that there exists a unique pair of processes (p(·),
Notice that the processes of p and K do not depend on (ϕ(·), ψ(·)). By applying the above representation result to the definition of y 1 in (3.13), we get that 
We define a new (random) function H by putting
Then, using (3.23) and (3.24), we can rewrite inequality (3.19) as 
We define a new linear functional
. Using the same argument as above we see that there exists a unique pair of (P (·),
Now we apply the above result with
. By using the estimates in Lemma 3.2, we obtain that, for 1 < p, q < ∞ with
where, from the Dominated Convergence Theorem
Hence, we have
Similarly, we get
Therefore, the relations (3.26), (3.27), (3.28) and (3.29) allow to rewrite inequality (3.25) as Hence, by letting ε tend to zero, we deduce that
holds for any U -valued F B τ -measurable random variable v, dτ -a.e., a.s., where we recall
Inequality (3.31) is the stochastic variational inequality of our control problem. Since in our case the variational inequality is different from those in Peng [19] and Buckdahn et al. [5] , we prefer to give a detailed proof of deriving (3.31) from (3.30) in the Appendix.
Following similar arguments as the classical results of Bensoussan [1] and Peng [19] , the pair of processes (p(·), K(·)) is determined by an adjoint backward stochastic differential equation, i.e., (p(·), K(·)) is the unique solution of
(3.32) and (P (·), Q(·)) is the unique solution of the following adjoint backward stochastic differential equation: (3.33) where N (·) and M (·) are H-adapted square integrable martingales orthogonal to W . One can easily verify that the solutions (p(·), K(·)) and (P (·), Q(·)) satisfy (3.23) and (3.24).
Remark 3.5. The two martingales N (·) and M (·) are introduced here from the Galtchouk-KunitaWatanabe decomposition (we refer to [14] ); this allows to guarantee the adaptedness of (p(·), K(·)) and (P (·), Q(·)) with respect to H. Such backward stochastic differential equations with respect to a non-Brownian filtration have been well studied, and they were also employed to study control problems, for instance, in Buckdahn and Ichihara [6] and Buckdahn et al. [7] .
As a consequence, we obtain the maximum principle theorem. Theorem 3.6. Let (H1) and (H2) hold. If (y(·), v(·)) is the optimal solution of the control problem (3.10) and (3.11), then we have
are the solutions of backward stochastic differential equations (3.32) and (3.33) respectively, such that the (stochastic) variational inequality (3.31) holds.
Comparison with the Classical Case and Conclusion
In this part we compare our result with the classical case, i.e., Peng's result [19] .
First, if σ ≡ 0, i.e.,if there is no fractional Brownian motion part, then obviously our result reduces to Peng's. Second, if σ = 0 but H = 1/2, i.e., the fractional Brownian motion B H is nothing else but a standard Brownian motion B, we show that our result coincides with Peng's characterisation of the optimal control. Here we only show that from equation (19) in Peng [19] we can obtain (3.32). With our notations, equation (19) in Peng [19] becomes
(4.34) We notice that in the classical case H = 1/2, (2. K(s, T s ) . Applying now standard arguments as above, and recalling the definition of (y(·, ), v(·)) through (3.12), we deduce that
(4.35) Equation (4.35) coincides with equation (3.32) with N (t) = t 0 K 1 (s)dB(s). Hence our result is really a generalization of the classical one.
Appendix
In the Appendix we state some proofs of the results in Section 3.
Proof of Theorem 3.1: The proof is a bit technical and we split it into 3 steps.
Step 1: First we prove the existence and uniqueness of
To this end, we defineβ andb aŝ
Furthermore, from (H2), we know that there exists a constant C > 0, such that
Step 2: Next we prove that X u is a solution of equation (3.8) . Observe, that from the definition of X u and the above property of ζ u , it follows that
We recall that, from (2.3),
From the fact that F ∈ S K and the definition of T t , we deduce that (see, Jing and León [13] Page 7),
t).
Using the above result, we obtain
By applying the Fubini theorem, we get
Thus, taking into account that σ(r)(K * KD B F )(T r , r) ∈ S K , we conclude from Remark 2.3 that
Consequently, using the Fubini Theorem now also for the latter double integral in (5.36), we get
Hence, from (3.10) and by applying the Girsanov Theorem again, we get
Since β(·, X u , u)I [0,t] is H-adapted and square integrable, its Skorohod integral with respect to W is well defined and coincides with the Itô integral. Thus, from (2.3), we have
Consequently,
is a solution of (3.8).
Step 3: Now we prove the uniqueness. Suppose
and applying the same method as in Step 2, we deduce
Since X u is a solution of (3.8), we derive that
We apply again the Girsanov Theorem and (2.3). Then
From the arbitrariness of F ∈ S K , we get
But the H-adapted continuous solution of this equation is unique and standard estimates show that it belongs to S 2
is a solution of (3.10). Since equation (3.10) admits a unique solution, we have proved the uniqueness. ✷ Let us present now the Proof of Lemma 3.3: In this proof, for simplicity of notations, we make the conventions that V ε (s) := (s, y(s)κ s (T s ), v ε (s)) and V (s) := (s, y(s)κ s (T s ), v(s)). Putting
we have, from the Taylor expansion, that This leads to contradiction. Consequently, Θṽ ≥ 0, a.s., ds-a.e., for anyṽ ∈ U ad , in particular, for v ≡ v, an F B τ -measurable random variable. ✷
