Micron-scale swimmers move in the realm of negligible inertia, dominated by viscous drag forces. Actuation of artificial micro-robotic swimmers for various biomedical applications is inspired by natural propulsion mechanisms of swimming microorganisms such as bacteria and sperm cells, which perform periodic strokes by waving a slender tail. Finding energy-optimal swimming strokes is a key question with high relevance for both biological and robotic microswimmers. In this paper, we formulate the leading-order dynamics of a slender multi-link microswimmer assuming small-amplitude undulations about its straightened configuration. The energy-optimal stroke for achieving a given displacement at a given period time is obtained as the eigenvalue solution associated with a constrained optimal control problem. Remarkably, the optimal stroke for N-link microswimmer is a trajectory lying within a two-dimensional plane in the space of joint angles. For Purcell's famous three-link model, we analyze the differences between our optimal stroke and that of Tam and Hosoi that maximizes Lighthill's efficiency. For a large number of links N, the optimal stroke becomes a travelling wave with the shortest possible wavelength of three links, in agreement with the well-known result of Taylor's infinite sheet. Finally, we analyze the scaling of minimal swimming energy for large N.
Introduction
The analysis of biological and bio-inspired swimming at microscopic scales has attracted considerable attention in the recent literature [1] , starting from the seminal work by Taylor [2] and Purcell [3] . On one side, this is because swimming of unicellular organisms is at the root of many fundamental processes in biology. Sperm cells successfully swimming their way by beating a flagellum until they reach and fertilize an egg provide one example [4, 5, 6] . On another side, biology inspires for the design of bio-mimetic artificial devices that may be capable of transporting a payload (a drug, or a miniaturized biomedical device such as a camera or a micro-surgical tool) towards a target inside the human body [7, 8, 9] . While the idea of building artificial devices emulating the capabilities of motile cells is quite natural, much remains to be done for this to be practical, reliable, and efficient.
As it is well known, at the micron-scale of a single cell size, viscous forces dominate inertia in fluid flows, which are then governed by the (linear) Stokes equations, namely, the zero Reynolds number formal limit of the (nonlinear) Navier-Stokes equations [10] . In this regime, net propulsion through periodic shape actuation is only possible through shape changes that are not reciprocal in time, a fact popularized as "the scallop theorem" by Purcell [3] . Propagation of traveling waves along a slender filament-like tail is a key example of nonreciprocal actuation. This simple mechanism is in fact one of the main principles enabling fluid transport at microscopic scales in nature, with bending waves propagating along flagella and cilia used either for the purpose of propelling a micro-organism or for mucociliary transport [2, 11, 12] .
In view of its prominence in the biological world, propulsion by travelling waves of shape has been thoroughly examined. Particular attention has been devoted to the study of the optimal wave form, namely, the travelling wave form achieving optimal hydrodynamic efficiency. This has been conducted both by analytical [13, 14] or numerical tools [15, 16] , leading to recognizing helical shapes as the optimal ones for filaments in three dimensions, and smoothed saw-tooth travelling waves as the optimal wave forms for the planar beating of a one-dimensional flagellum or for a planar sheet. In the limit of small amplitudes, the latter reduces to Taylor's traveling sine waves [2] .
In a parallel stream of research, mostly motivated by the quest for the minimal mechanism capable of propelling an engineered microscopic device, the question of energy or displacement optimality of swimming gait patterns has been studied with particular attention to low-dimensional models of conceptual swimmers such as the three-link swimmer of Purcell [3, 17] and the threesphere swimmer of Najafi and Golestanian [18] . The reader is referred to, e.g., [19, 20, 21, 22] and to the papers cited therein for some of the relevant literature. Lighthill's classical definition of hydrodynamic efficiency [13, 23] , originally defined for squirming motion of fixed-shape microswimmers, is concerned with comparing the average mechanical power required to perform a given gait with the power required to "drag" the swimmer rigidly at the same mean speed by an external force. This definition has been extended for shape-changing gaits of a squirmer in [24] and of Purcell's swimmer in [17] , where Tam and Hosoi [21] have utilized numerical optimization in order to obtain the most energy-efficient loop in the plane of its two joint angles. Similar numerical optimization in previous works of the present authors has utilized the BOCOP optimal control toolbox for obtaining optimal gaits by using direct optimization. The resulting optimal gaits in [21, 22, 25] typically involved large joint angles, ruling out any possibility of asymptotic analysis.
Under the assumption of small-amplitude joint angles, leading-order asymptotic analysis has been conducted in [25, 26] , resulting in approximations of optimal stroke amplitude and links' length ratio for Purcell's three-link microswimmer under square-wave or sinusoidal inputs of joint angles [26] , or under bounded joint angles [25] . None of these asymptotic analyses has been extended to multi-link microswimmers. Variants in which not all shape variables are actively controlled, but some of them are governed by the balance between elastic restoring forces and viscous resistances have also been considered in [27] , [28] and [29] . Other related works analyze optimal gaits for swimmer models [30, 31, 32] and other robotic locomotion systems [33] , which are governed also by inertial effects of momentum transport. Since the dynamics of such systems is no longer time-invariant, optimal gaits are obtained numerically, and strongly depend on the chosen actuation frequency. Finally, some works exploited structural geometric symmetries in Purcell's three-link swimmer [34, 35, 36] and other three-link locomotors [37, 38, 39] in order to analyze symmetry-based gaits. Nevertheless, this concept has also not been generalized to multi-linked systems.
In spite of all the recent progress, several questions remain open for investigation. In particular: what is the connection, if any, between optimal actuation by traveling waves inspired by Taylor's swimming sheet [2] and optimal actuation of closed loops in shape space shown in Tam and Hosoi's gaits [21] for Purcell's three-link microswimmer model? The two paradigms for producing non-reciprocal shape changes have remained mostly disconnected in the recent literature, confined to two independent streams of research.
In this paper, we bridge this gap by considering a planar model called the Nlink swimmer [40] , which is composed of a chain of N rigid links of equal lengths in a Stokes flow. The links are connected by N −1 revolute joints, whose relative angles are the swimmer's shape variables, where N can be arbitrarily large. The swimmer's stroke of shape changes is then described by N−1 time-periodic scalar functions, representing small-angle deviations from the straightened configuration. We study the problem of minimizing the energy expended by the actuation at the joints in order to cover a given net displacement along the swimmer's longitudinal direction.
Our main results are the following. We find that, as a simple consequence of the structure of the governing equations (linearity of the Stokes system, translational and rotational invariance, geometrical symmetries, and small angle asymptotics), the optimal time-periodic actuation for the N -link microswimmer is described by a closed-loop ellipse curve lying within a two-dimensional plane in the (N − 1)-dimensional shape space. For Purcell's swimmer with N = 3, we analyze this energy-optimal gait asymptotically and find that it differs fundamentally from the unconstrained gait that maximizes Lighthill's efficiency as obtained in [21] . Next, we show that upon increasing the number of links N , the optimal gaits converge to travelling sine waves with the shortest possible wavelength of three links, and a slightly nonuniform amplitude distribution. For a fixed-length filament divided into a large number N of short slender links, the minimal energy required to produce a given displacement is found to decrease as 1/N . This is explained by analyzing the scaling properties of both displacement and energy with N . The results are verified numerically via direct optimization using BOCOP software [41] for three-and five-link microswimmers. It is shown that the numerically obtain optimal strokes converge to the analytical ones for small-amplitudes joint angles, while reproducing the optimal gaits of Tam and Hosoi [21] for large amplitudes. We develop our leading-order analysis of the N -link swimmer dynamics under only the assumptions following from the linearity of Stokes equations, its invariance properties, and symmetries of the swimmer. These assumptions are valid for several classical models such as Purcell's swimmer [3] , the N -link swimmer in [40] , and Taylor's swimming sheet [2] . They also hold irrespectively of whether the forces exerted by the fluid surrounding the swimmer are calculated by explicitly solving the Stokes equations, or they are evaluated by using any of the several approximate methods that have been used for slender swimmers (resistive force theory [4] , slender body theory [42] etc.).
The swimmer model
We consider a planar swimmer model made of N identical segments connected by rotational joints, see Fig 1 . In order to satisfy the symmetry assumptions described below, we assume in the following that N is odd. The swimmer is immersed in an unbounded domain of a viscous fluid governed by Stokes equations and it is driven by shape changes, i.e., the joint angles φ = (φ 1 , φ 2 , . . . φ N −1 )
T are given functions of time t. In particular, we will be concerned with T −periodic shape changes φ(t), which we call strokes, satisfying φ(t) = φ(T + t), ∀t > 0. We denote (x, y) the position of one point of the swimmer (here, the mid-point of the central link), θ its orientation (the angle that the central link makes with the horizontal axis), see Fig 1. Our analysis aims at resolving the leading-order terms of the swimmer's dynamics, and is restricted to up to second order O(ε 2 ) terms in the shape parameters φ i (t) = O(ε), which are assumed to be small, i.e. ε ≪ 1. 
The full dynamics
The dynamics of the swimmer's planar motion is governed by
These equations come from the balance of viscous force and torque, which are linear inẋ,ẏ,θ andφ. See detailed derivation in [26, 40, 43] using resistive force theory [4] . The special structure of (1), namely the fact that functions f , g, and h are independent of x and y, and that the last one is also independent of θ, are consequences of the translational and rotational invariance of the problem.
Symmetries
Due to the geometric structure of the swimmer, the functions f , g and h that define the dynamics satisfy further symmetries that are deduced from the two following operations :
• Symmetry with respect to the x−axis. This transforms the swimmer parametrized by φ at position (x, y, θ) to the one parametrized by −φ, at position (x, −y, −θ). The invariance of the dynamics under such a transformation leads to
• Symmetry with respect to the y−axis. This transforms the swimmer parametrized by φ at position (x, y, θ) to the one parametrized byφ = (φ N , · · · , φ 1 ), at position (−x, y, −θ). The invariance of the dynamics under such a transformation leads to
The 'bar' operator in (3) denotes reversing the order of the joint angles. The two symmetries in (2) and (3) are depicted in Fig. 2 .
The leading-order dynamics
For θ and φ of order ε, we expand the dynamics (1) to second order in θ, φ andφ by expanding f to first order as
where
We also expand similarly g and h.
Using the decomposition of the subspace R N −1 as
we split φ (resp.φ) into its odd and even components φ o and φ e (resp.φ o andφ e ) as
2 (φ +φ), and similar expressions forφ. An important observation resulting from the swimmer's symmetries discussed above is the fact that φ o -shape changes (i.e.,φ e = 0) result in pure rotation of the swimmer, while a φ e -shape change results in pure translation. By using the decomposition (5), we get
with
Similarly, we have
where F represents reversing the order of the rows of the matrix F and F = F T T represents reversing the order of columns. Decomposing the expansion (4) into its odd and even components leads to
Similarly, we obtain for g and h
Sinceφ o = −φ o andφ e = φ e (the same property holds forφ), substituting (9) into the third equation in (3) leads, taking arbitrary φ andφ, to
Similarly, substituting (9) into the third equation in (2) leads to
and therefore, the expansion for h reduces tȯ
Arguing in a similar way for g and f , we see thaṫ
where G 0 is an even vector, anḋ
Integrating in time we obtain
and
We deduce that, up to second order, the swimmer experiences no global rotation or transverse translation after one complete stroke. It means that for t = T , we may consider
Moreover, the longitudinal translation is given by
Then for t = T , we get
integrating by parts the last expression, and using the T-periodicity of φ leads to
Finally we get the net longitudinal displacement in a cycle as
Mechanical energy expenditure
We now derive a leading-order expression for the mechanical energy expended by the swimmer during one cycle. The instantaneous power (i.e. rate of mechanical work) is given by the scalar product between force and velocity densities integrated over its surface (see e.g. [13] ). Moreover, due to the linearity of Stokes equations, both the forces and the velocities acting on the swimmer can be expressed linearly in terms ofφ. Thus, the instantaneous power density expended by the swimmer is a quadratic form inφ, with coefficients depending on φ (see [26] for concrete expressions using resistive force theory). We may therefore write the total energy E expended by the swimmer during the stroke as
where P(φ) ∈ M N,N (R) is a symmetric and positive definite matrix, and the bracket < ·, · > stands for the scalar product in R N . Expanding this expression gives the O(ε 2 ) leading-order term of the energy as
where P 0 := P(φ = 0) is symmetric and positive definite.
Optimal strokes are planar ellipses
We now define the problem of finding energy-optimal strokes for the N -link swimmer, and state the main results of the paper. The optimal stroke is defined as the T-periodic stroke φ(t) that expends the minimal energy E, among all strokes that achieve a given displacement ∆x at a given period time T .
We showed in the previous section that, at leading order, the y and θ displacements are negligible with respect to the x displacement. Optimal strokes that provide a (longitudinal) displacement ∆x are thus sought as solutions to the constrained minimization problem
where (using (15))
In the following, we show that the solution of this optimization problem is a planar ellipse. We also give a method for its computation. Note that discrepancies between the solutions of the optimal control problem defined above under the leading-order approximation and under the exact nonlinear dynamics in (1) and (16) become increasingly small by choosing small displacement ∆x, making the stroke amplitude ε as small as O( √ ∆x). This is a fundamental difference from optimizing Lighthill's efficiency, where there is no constraint on achieving a specific displacement. Optimal gaits in the sense of Lighthill's efficiency typically involve large-amplitude strokes, and thus have been obtained in [21, 44] only numerically.
The Euler-Lagrange first-order necessary condition associated with the optimization problem (18) reads
with the function K 0 (φ) = 1 2
T )φ ·φ dt and where λ ∈ R is the Lagrange multiplier associated with the constraint K 0 (φ) = ∆x. A straightforward computation shows that (19) leads to a second order ODE that the optimal stroke φ * (t) needs to solve:
We denote by M the skew symmetric matrix
and decompose the equation (20) along the eigen-elements of M. Eigenvectors of skew symmetric matrices go by pairs, associated with conjugate and purely imaginary eigenvalues. We therefore set (v
the (complex and orthonormal) eigenvectors associated with the purely imaginary eigenvalue ±iµ j with µ j ≥ 0:
Mv
we deduce from (20) thatψ
is a constant that we may take equal to 0. The solution of (20) is thus expressed as
Since we focus on periodic strokes, φ(0) = φ(T ), we must have
By plugging the solution (22) into (17), we find
while the x-displacement is given by
Since ∆x is fixed in the optimization problem, minimizing the energy requires choosing λ as small as possible. In view of (23), this is achieved if λ = ± 2π µM T , where µ M = max {µ j , 1 ≤ j ≤ N ′ }, the direction of the translation depending on the sign of λ, and ψ ± j = 0 if µ j = µ M . Assuming λ > 0 (λ < 0 is handled similarly), we deduce that λ = 2π/T µ M and the solution has only two modes corresponding to v
and is therefore an ellipse drawn in the plane (P (26) is always reduced into an ellipse lying within a two-dimensional plane regardless of the number of links N , which makes the dimension of the shape space arbitrarily large. In addition, the optimal gait in (26) can be written equivalently as sinusoidal inputs:
where ω = 2π/T . The amplitudes a k in (27) are of O(ε), and scale as √ ∆x. Finally, an important property of the optimal solution φ * (t) is that it satisfies P (t) =< P 0φ (t),φ(t) >= 2|α
where P (t) is the mechanical power generated by the swimmer. Equation (28) implies that the optimal gait generates a constant power over the entire cycle. This agrees with a fundamental observation proven in [17] , which states that for any given trajectory in shape space, the time-parametrization associated with constant power is the one that minimizes the total energy expenditure.
Numerical analysis: from Purcell's swimmer to N-link swimmers
In this section, we present numerical results of computing optimal gaits for slender swimmers by using the derivation described above. We use the local drag approximation of resistive force theory [4, 42] for slender links in order to derive a simple and concrete formulation of the dynamics. Our computations are made by using MATLAB. A similar approach, by using the Euler-Lagrange equation, was applied in the paper [20] for the three-sphere swimmer subject to fully resolved, nonlocal hydrodynamic forces.
The numerical code is based on the computation of φ * (t) from formula (26) . First, we derive the dynamics of the swimmer in (1) using resistive force theory [42, 4] . This theory states that the viscous drag force f i and torque m i on the i th slender link of length l under planar motion are proportional to its linear and angular velocities, respectively. Thus, one can write the expression for the drag force and torque exerted on each link:
where v i , ω i are the linear and angular velocities of the i th link, and t i , n i are unit vectors in its axial and normal directions. The resistance coefficients in (29) are c n = 2c t = 4πη/log(l/a) where η is the dynamic viscosity of the fluid and a ≪ l is the radius of the slender links' cross-section. Using (29) , the swimmer's dynamic equations can be derived from force and torque balance, see for instance [26] for Purcell's swimmer and [40] for the general N -link swimmer. Next, we obtain the matrices F θ φ and P 0 in (15), (17) associated with the leading-order expressions for the dynamics and the mechanical energy expenditure. Then it only remains to compute the eigenvalues and eigenvectors of the matrix M in (21) in order to assemble the expression of the optimal gait φ * (t) in (26) . This computation is done numerically in MATLAB.
For comparison of the results, we also compute the optimal gaits by utilizing the BOCOP toolbox of optimal control, which uses direct optimization methods by discretizing times and states [41] . BOCOP applies numerical integration of the full nonlinear dynamic equations (1) and the energy formula (16), without assuming small-amplitude strokes. Thus, this gives an independent check of our analysis which is based on leading-order approximation, and tests its validity for larger amplitudes. The discretized nonlinear optimization problem is solved by the IPOPT solver [45] with MUMPS [46] , while the derivatives are computed by sparse automatic differentiation with CppAD [47] . In the numerical experiments, we used a midpoint (implicit 1st order) discretization with 100 time steps.
Optimal gaits for Purcell's three-link swimmer
Purcell's three-link swimmer is the minimal model of a linked microswimmer. We used the formula (26) in order to compute the energy-optimal gait, which is shown in Fig. 3a as a trajectory in the plane of joint angles (φ 1 , φ 2 ) for ∆x = 0.1l. Snapshots of the swimmer's configuration at quarter-period times are also illustrated on the plot. For comparison, we also computed energyoptimal gaits using BOCOP for different displacements ∆x, and the resulting trajectories scaled by √ ∆x are shown in Fig. 3b . It can be seen from the plot that for small displacements ∆x the optimal gait obtained by BOCOP converges (after scaling) to the one obtained by the formula (26) . Note that we did not constrain the initial conditions of the swimmer in this computation with BOCOP, nor required any symmetry relations of the gait. The only constraint is on zero net rotation and net displacement of magnitude ∆x without a specified direction. The agreement between the two methods of computation confirms the validity of our small-amplitude analysis. When the displacement ∆x is increased further, the energy-optimal gaits obtained with BOCOP begin to deviate significantly from the small-amplitude one. For ∆x = 0.26, the optimal gait (dashed) coincides with the gait obtained by Tam and Hosoi [21] that maximizes Lighthill's efficiency. Notably, this ellipse-shaped gait is "skewed" with respect to our energy-optimal gait. The reason for this fundamental difference is the fact that optimizing Lighthill's efficiency in [21] did not involve a constrained displacement. When ∆x is further increased to an upper limit of ∆x = 0.306, the optimal gait (dash-dotted) deforms into the famous peanutshaped loop obtained in [21] as the maximal-displacement gait. Note that for large displacements, we had to add constraints on symmetries of the gait and initial conditions, otherwise BOCOP began to search for different gaits which are not "simple loops".
We now further analyze the motion of Purcell's swimmer using leading-order terms as studied in [26] . The sinusoidal gait in (27) for the two joint angles can be rewritten as
That is, it has a stroke amplitude of ε and phase difference of ϕ. Using the expansion in ε as explained in [26] under resistive force theory, the leadingorder expressions for displacement ∆x and energy E in a cycle under the gait in (30) are obtained as:
Therefore, for sinusoidal gaits of the form (30), our constrained optimization of minimizing energy for covering a given displacement reduces to minimizing E/∆x, which gives a scalar function of ϕ. Using elementary calculus, the minimum of this function is obtained at optimal phase difference of ϕ * = cos −1 (−11/16) = 133.43
• , and the resulting optimal gait (30) is exactly identical to the one obtained by using the eigenvalue formulation in (26) , which is shown in Fig. 3a. 
Optimal gaits for 5-link swimmer
We now show a comparison between our analytical formulation of optimal gaits in (26) and numerical optimization using BOCOP for the five-link swimmer, whose space of joint angles is four-dimensional. Snapshots of the swimmer's configuration at quarter-period times of the analytical optimal gait for ∆x = 0.1l (a) are shown in Figure 4 . According to our small-amplitude analysis, the optimal gait is planar and lies within the two-dimensional linear subspace S spanned by eigenvectors associated with the pair of imaginary eigenvalues of M with maximal magnitude µ M . In order to compare between our analytically obtained optimal gaits and the BOCOP computations, we first plot in Figure 5a the projection of optimal gaits from the four-dimensional shape space onto the planar subspace S. The optimal gaits were numerically computed by BOCOP for different values of ∆x and then scaled by √ ∆x for comparison with the analytical optimal gait. In order to test the theoretical prediction that optimal gaits should lie within the two-dimensional subspace S, we computed the maximal Euclidean distance d of each optimal gait in R 4 from the plane S. Figure 5b shows a log-log plot of this distance d as a function of ∆x. It can be seen that for small displacements this distance decays to zero as (∆x) 3/2 , indicating that the optimal gaits obtained numerically using BOCOP are indeed converging to planar loops lying within S, in agreement with the prediction of our asymptotic analysis. Conducting numerical computation with BOCOP for larger numbers of links is currently beyond its limitations of memory allocation. Thus, the rest of the computations of optimal gaits in this section for N > 5 were conducted using our analytic eigenvalue solution only. 
Optimal gaits for large-N swimmers
We now show results of optimal gaits for swimmers with N = 11 and N = 101, obtained by solving the eigenvalue problem. Figure 6a shows a single snapshot of both swimmers under the optimal gait for displacement of ∆x = 0.1l. The figure indicates that the optimal gaits look like a travelling wave. In order to test this observation quantitatively, we rewrite the optimal gaits using the sinusoidal representation (27) , and compute the joint amplitudes a k and phase difference between consecutive joints ∆ϕ k = ϕ k+1 − ϕ k . The results of amplitudes and phase differences across the joints for both swimmers are plotted in Figures 6b  and 6c , respectively. Remarkably, the amplitudes a k for both swimmers display a nearly identical and slightly non-uniform symmetric distribution along the swimmer's body, with small monotonic decrease from the swimmer's center towards its ends (up to 14% decrease at ends), see Fig 6b. The phase difference between joints is very close to a uniform value of 120
• , indicating a travelling wave with wavelength of three links. This is further confirmed when computing the optimal gait for increasing numbers of N links for ∆x = 0.01l. Figures 7a  and 7b plots the gait's amplitude and phase difference, respectively, averaged across all swimmer's joints. Note that for a swimmer with discrete links, a waveform with length of integer number of m links corresponds to a phase difference of ∆ϕ = 2π/m. Taking m = 1 or m = 2 result in time-reversible motion, hence the smallest possible integer is m = 3. That is, the energyoptimal gait has the shortest possible wavelength. This result is in agreement with Taylor's observation in [2] .
Finally, we fix the total length L = N l of a swimmer, compute the energyoptimal gait for moving a given displacement of ∆x = 0.01L, and obtain the energy E * along this gait. Figure 8 shows a log-log plot of E * as a function of the links number N . remarkably, it can be seen that for large N , the energy E * decays to zero as 1/N . Analyzing this seemingly counter-intuitive behavior for large N more closely (see Appendix) reveals that the optimal energy indeed for large N . This suggests that the a more suitable performance measure is the scaled optimal energy defined as Q = N E * ∆xL 2 . This quantity, (multiplied by ∆x for better graphical visibility), is also plotted as a function of N as the dashed line in Figure 8 , which indicates that it converges to a finite nonzero value at the limit of large N .
Conclusion
In this work, we have studied optimal periodic strokes of multi-link microswimmers for reaching a given displacement at a given time with minimum energy. Exploiting linearity of Stokes flow and geometric symmetries of the swimmer, the optimization has been formulated as a constrained variational problem, where leading-order expansion of the dynamics leads to optimal solution of an eigenvalue problem. Remarkably, it is proven that energy-optimal strokes for N -link swimmers reduce to ellipses lying within a two-dimensional plane. For Purcell's 3-link swimmer, these strokes are fundamentally different from the large-amplitude optimal strokes obtained by Tam and Hosoi for maximizing displacement or Lighthill's Efficiency. Numerical optimization using BOCOP shows excellent agreement with our analytic expressions for three-and five-link swimmers. For large N swimmers, the optimal strokes become a travelling wave with the shortest possible wavelength of three links, in agreement with the observation made in Taylor's classical work [2] . A noticeable difference from [2] due to the finite length of the swimmer is the slightly non-uniform distribution of energy-optimal wave amplitudes, which decay symmetrically from swimmer's center towards its ends. Possible directions for future extension of the research are comparison with measured strokes of biological swimming microorganisms as in [15, 48] , generalization of the model to inclusion of elasticity as in [27, 28, 29, 49] , and studying optimal control of magnetically-actuated microswimmers [7] . 
Appendix -scaling laws for large N
In order to study scaling of the displacement and energy for large N , we now consider a swimmer with N links of fixed lengths l = 1, under the gait of travelling wave:
φ k (t) = ε sin(ωt + k∆ϕ), for k = 1 . . . N , where ω = 2π/T.
We consider gaits with fixed amplitude ε and phase difference of ∆ϕ = 2π/3. Using our formulation based on resistive-force theory (29), we numerically calculate the displacement ∆x and energy expenditure E along a cycle, as a function of N . The results are shown on log-log scale plots in Figures 9a and 9b . It can be seen that for large N , the displacement ∆x converges to a constant. This is analogous to the "infinite sheet" limit of Taylor's net swimming speed [2] . In addition, ∆x is linear in l and scales quadratically with the stroke amplitude ε as in [2] . The energy expenditure E, however, grows linearly with N . This is because for large N , the interaction between links becomes negligible and each link contributes an equal amount of viscous dissipation. In addition, computation for fixed N and varying links' length l reveals that the energy expenditure scales cubically, as l 3 (plot not shown). This is explained by the following observation. The mechanical power dissipation of each link scales as P i = f i v i where f i is the viscous drag force and v i is the link's linear velocity. The viscous force f i scales as f i = Rv i where R is a viscous resistance coefficient (cf. [10, 42, 4] ). The link's velocity scales as v i ∼ εl/T , while the resistance coefficient R scales linearly with the link's length l. Since total energy dissipation scales as N P i T , we deduce the following scaling laws for large N :
Consider now the case where the required displacement ∆x as well as the total length of the swimmer L = N l, are held fixed while N is varied. That is, the links' length scales as l = L/N . The scaling laws in (33) will now change to
Fixing the displacement ∆x, it is deduced from (33) that for large N , the amplitude ε decays as ∆x N L . Moreover, the energy scales as E ∼ ∆xL 2 N T . This scaling relation explains the decay rate of E * in Figure 8 . Figure 9 : Log-log plots of (a) displacement ∆x and (b) total energy E as a function of links number N , under the traveling-wave input (32) for a chain of N links with equal lengths l = 1.
