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Abstract
The paper is motivated by a problem concerning the monotonicity of insurance premiums
with respect to their loading parameter: the larger the parameter, the larger the insurance
premium is expected to be. This property, usually called loading monotonicity, is satisfied
by premiums that appear in the literature. The increased interest in constructing new
insurance premiums has raised a question as to what weight functions would produce loading-
monotonic premiums. In this paper we demonstrate a decisive role of log-supermodularity
in answering this question. As a consequence, we establish – at a stroke – the loading
monotonicity of a number of well-known insurance premiums and offer a host of further
weight functions, and consequently of premiums, thus illustrating the power of the herein
suggested methodology for constructing loading-monotonic insurance premiums.
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21. Introduction
Let (Ω,A,P) be a probability triplet. The integral E[X] = ∫
Ω
X(ω)P(dω) is known in
the statistical literature as the expectation (or mean) of the ‘random variable’ X : Ω→ R,
and also known in the actuarial literature as the net premium of the ‘loss variable’ X. In
the latter case, X usually takes on non-negative values. In order to avoid mathematical
trivialities of constant worry, throughout this paper except when explicitly noted otherwise,
we work with positive random variables (i.e., X > 0 almost surely) and denote their class
by X+.
The net premium E[X] is the very minimum that the insurer needs to charge customers
for agreeing to accept their risks and have a chance to remain solvent. In fact, in order
to meet various financial obligations, the insurer charges a larger amount; denote it by
H[X]. This defines a functional H : X+ → [0,∞], called premium calculation principle
or, simply, premium. Any premium H such that H[X] ≥ E[X] for all X ∈ X+ is called
non-negatively loaded or, simply, loaded. Loaded premiums are constructed using various
actuarial considerations and mathematical techniques, and we shall next briefly discuss two
of them.
First and arguably one of the oldest general techniques for constructing loaded premiums
is based on the fact that the net premium E[X] can be written – using the Fubini theorem
or the integration by parts formula – as the integral
∫∞
0
P[X > x]dx. (Recall that X ∈ X+;
for real-valued X, we would have a Choquet integral; see Denneberg (1994).) Choose any
function g : [0, 1]→ [0,∞) such that g(s) ≥ s for all 0 ≤ s ≤ 1 and modify the above integral
into
∫∞
0
g(P[X > x])dx, which is a loaded premium, known in the actuarial literature as the
distortion, or Wang’s, premium (e.g., Denuit et al., 2005). The function g : [0, 1] → [0,∞)
is called the distortion function and usually depends on a parameter, called the distortion
parameter, which governs the amount of loading contained in the distortion premium.
The second and fairly recent avenue for constructing loaded premiums has been suggested
by Furman and Zitikis (2008). Just like in the case of the distortion premium, the construc-
tion starts with the net premium E[X] but this time transforming the integrator P(dω) with
a ‘weight’ function w : [0,∞) → [0,∞). This approach gives a new probability measure
Pw(dω) = w(X(ω))P(dω)/E[w(X)], assuming of course that the ‘normalizing’ expectation
E[w(X)] is non-zero, that is, positive. The weighted premium is (Furman and Zitikis, 2008)
Hw[X] =
∫
Ω
X(ω)Pw(dω).
In many special cases of Hw[X] that we find in the literature (see, e.g., Furman and Zitikis,
2008, 2009), the weight function w is indexed with a parameter, which we denote by λ. The
parameter controls the amount of loading and is therefore called the loading parameter.
3After a re-parametrization if necessary, the loading parameter λ can be assumed to be in
(0,∞), with the limiting value of Hw[X] when λ ↓ 0 associated with the net premium E[X].
From now on, therefore, instead of w(x) we work with weight functions x 7→ w(λ, x)
indexed by λ ∈ (0,∞). It therefore becomes natural to start using the notation H[λ,X]
instead of the more cumbersome Hw(λ,·)[X]. That is, let
H[λ,X] =
E[Xw(λ,X)]
E[w(λ,X)]
and denote Λ[w,X] = {λ ∈ (0,∞) : E[Xw(λ,X)] < ∞ and E[w(λ,X)] > 0}, which is
usually an interval, finite or infinite, depending on the cumulative distribution function
(cdf) F of the loss variable X. From the intuitive point of view, we expect that the larger
the parameter λ is, the larger the value of H[λ,X] is. This monotonicity property may not
always hold as it depends on the weight function x 7→ w(λ, x). Later in this paper we shall
specify conditions under which the loading monotonicity of H[λ,X] holds.
A special case of the loading monotonicity property, and one of the basic requirements for
H[λ,X] to satisfy, is the aforementioned non-negative loading property:
H[λ,X] ≥ E[X] for all (λ,X) ∈ (0,∞)×X+.
The property is satisfied whenever the weight function x 7→ w(λ, x) is non-decreasing,
which can be infered from a classical result of Lehmann (1966) stating that the bound
E[u(X)v(X)] ≥ E[u(X)]E[v(X)] holds for all non-decreasing (Borel) functions u and v for
which the expectations are well-defined and finite. In fact, this property is well-known in
Mathematical Analysis under the name of Chebyshev’s integral inequality (see, e.g., Pecˇaric´
et al., 1992; Mitrinovic´ et al., 1993; and references therein) and has been widely utilized when
solving a number of problems in Economics and Finance (see, e.g., Broll et al., 2010; Egozcue
et al., 2010; and references therein) where non-negativity of the covariance Cov[u(X), v(X)]
plays a pivotal role.
The following assumption now becomes natural, and we let it hold throughout the paper
without explicitly mentioning it.
Assumption 1.1. For every (loading) parameter λ > 0, the weight function x 7→ w(λ, x) is
non-decreasing and non-negative, and we also assume that the function is Borel-measurable
so that expectations are calculable.
The rest of the paper is organized as follows. In Section 2 we establish a fundamental for
this paper result stating that log-supermodularity of the function (λ, x) 7→ w(λ, x) implies
loading monotonicity of the premium H[λ,X]. In Section 3 we provide a set of parametric
weight functions that either lead to known insurance premiums or to new ones, and we also
verify log-supermodularity of the functions thus establishing loading monotonicity of the
4corresponding weighted premiums. In Section 4 we work out conditions under which loading
monotonicity turns into loading strict-monotonicity. In Section 5 we specify conditions under
which the function λ 7→ H[λ,X] is right-continuous, and even continuous. Some results of
technical nature are relegated to Section 6.
Given the above outline, one may wonder if our research of monotonicity and continuity
of the function λ 7→ H[λ,X] has been driven by mathematical curiosity or actuarial consid-
erations. The answer is ‘both’. Originally, our interest was inspired by an insurance-related
problem, which subsequently brought in a number of interesting mathematical issues.
To explain the original problem, assume that an insurer favors using H[λ,X] in all in-
house premium calculations and thus wishes to convert into it all the other premiums pi[X]
in use. Hence, for each such pi[X], the insurer wishes to know λ such that H[λ,X] = pi[X].
Depending on the form of H[λ,X], there might be several values of λ that give the equality
H[λ,X] = pi[X], or there might be none such λ. If at least one λ exists, then one may still
wish to know whether this λ is the only one or not. Answering such questions, naturally,
relies on monotonicity and continuity properties of the function λ 7→ H[λ,X], and they in
turn depend on those of the function (λ, x) 7→ w(λ, x) coupled with properties of the loss
variable X. Sorting out these issues in detail is our goal in the present paper. In the context
of the aforementioned distortion premium, the problem has been posed and justified from
the actuarial point of view by Jones and Zitikis (2007).
2. Log-supermodularity and loading monotonicity
To formulate the main result of this section, which is Theorem 2.1 below, we need to
recall some definitions. Function (λ, x) 7→ w(λ, x) is called log-supermodular if (λ, x) 7→
log(w(λ, x)) is supermodular, which is equivalent to saying that L(λ, x) = − log(w(λ, x)) is
submodular. The function (λ, x) 7→ L(λ, x) is submodular if
L(θ, x1) + L(λ, x2) ≤ L(θ, x2) + L(λ, x1) (2.1)
whenever θ ≤ λ and x1 ≤ x2.
The way we have here presented the definition of submodularity is to facilitate computa-
tions. The standard way is in the form of the bound L(y ∧ z) + L(y ∨ z) ≤ L(y) + L(z),
where the minimum y ∧ z and the maximum y ∨ z between the vectors y = (y1, y2) and
z = (z1, z2) are taken coordinatewise. For details on submodular, supermodular, and other
related functions, we refer to, for example, Fujishige (1991), Narayanan (1997), and Topkis
(2001). A number of elementary ways for constructing submodular functions are listed in
Table I on p. 312 of Topkis (1978). Note also that if the function L is sufficiently smooth,
then its submodularity is equivalent to the bound (∂2/∂λ∂x)L(λ, x) ≤ 0 for all (λ, x). We
shall utilize this criterion frequently in this paper.
5The following theorem is a fundamental result in the context of the present paper.
Theorem 2.1. If (λ, x) 7→ w(λ, x) is log-supermodular, then λ 7→ H[λ,X] is non-decreasing.
To prepare for the proof of Theorem 2.1, we need to recall weighted distributions and
some of their properties (see, e.g., Furman and Zitikis, 2008, and references therein). Thus,
assume that we are dealing with a non-decreasing function w, indexed or not. Denote the
cdf of X ∈ X+ by F . The weighted cdf Fw is defined by
Fw(x) =
E[1{X ≤ x}w(X)]
E[w(X)]
,
where 1{S} is equal to 1 if statement S is true and 0 otherwise. Note the equation Fw(x) =∫
Ω
1{X(ω) ≤ x}Pw(dω) connects Fw and Pw in the same way as the original F and P are
connected by the usual definition of the cdf F (x) = P[X ≤ x]. The support of Fw is [0,∞).
The importance of the weighted cdf in the current context is reflected by the fact that if
Xw is a random variable with the cdf Fw, then the weighted premium Hw[X] is the mean
E[Xw]. Indeed, using the Fubini theorem, we have that
Hw[X] =
∫
[0,∞)
E[1{X > x}w(X)]
E[w(X)]
dx =
∫
[0,∞)
(1− Fw(x))dx = E[Xw]. (2.2)
Equation (2.2) plays a major role in establishing Theorem 2.1 as well as some other results
in later sections. The following properties are known (see, e.g., Furman and Zitikis, 2008,
and references therein) and will be used a number of times in this paper:
• For any two non-decreasing and non-negative functions u and w, we have
Fuw = (Fu)w = (Fw)u, (2.3)
where Fuw is the weighted cdf corresponding to the product u(x)w(x) of the two
functions u(x) and w(x).
• For any non-decreasing and non-negative function w, we have Fw ≤ F and, conse-
quently, for any non-decreasing and non-negative functions w and h, we have
Fhw ≤ Fw ≤ F. (2.4)
Proof of Theorem 2.1. We start by showing that L(λ, x) = − log(w(λ, x)) is submodular
if and only if for every pair θ ≤ λ there is a non-decreasing function h = hθ,λ such that
w(λ, x) = h(x)w(θ, x). (2.5)
(We do not know if this reformulation of log-supermodularity has been noted in the literature,
but we find it invaluable in the context of the present paper.) Assuming for the time being
that decomposition (2.5) holds, we next show how to utilize it for proving Theorem 2.1.
Fix any pair θ ≤ λ and let h be a non-decreasing function whose existence is postulated
by decomposition (2.5). In view of bounds (2.4), we have Fw(λ,·) ≤ Fw(θ,·). Using equations
6(2.2), we therefore have E[Xw(λ,·)] ≥ E[Xw(θ,·)] and thus H[λ,X] ≥ H[θ,X], which is the
claim of Theorem 2.1. We are left to demonstrate the equivalence of submodularity of L(λ, x)
and the existence of a non-decreasing function h such that decomposition (2.5) holds.
Fix any pair θ ≤ λ. The submodularity of L(λ, x) implies that, for x1 ≤ x2,
w(θ, x1)w(λ, x2) ≥ w(θ, x2)w(λ, x1). (2.6)
Define y∆ = sup{x ∈ [0,∞) : w(∆, x) = 0} for ∆ ∈ {θ, λ}. If yθ = −∞, that is, if w(θ, x) > 0
for all x, then the existence of the aforementioned function h(x) is trivial. Otherwise, for
every x1 with w(θ, x1) = 0, we choose x2 > yθ, and then bound (2.6) implies w(λ, x1) = 0
thus showing that yθ ≤ yλ. We can now define the sought after function h as follows:
h(x) =
{
0 when x > 0 is such that w(θ, x) = 0,
w(λ, x)/w(θ, x) otherwise.
Note that h is non-decreasing, as is implied by bound (2.6).
Conversely, suppose that there is a non-decreasing function h = hθ,λ such that w(λ, x) =
h(x)w(θ, x). Then yθ ≤ yλ and w(θ, yθ) = 0 imply w(λ, yθ) = 0. For any x1 ≤ x2 we consider
several cases depending on the position of x1 and x2 relative to yθ and yλ, and easily conclude
that bound (2.6) holds. This shows that L(λ, x) = − log(wλ(x)) is submodular, and thus
completes the proof of Theorem 2.1. 
3. Seven classes of weight functions
To show the encompassing nature and power of Theorem 2.1, we next present seven illus-
trative examples of log-supermodular functions. The first three examples correspond to the
Esscher, conditional tail expectation (CTE), and the Kamps premiums, which are excep-
tionally well-known in the actuarial literature. The other four examples are ‘mathematical
inventions’, but their varying convex or concave shapes hint at potential usefulness. More-
over, we have to note that the mathematical literature is not particularly generous with
examples of log-supermodular functions, and thus the ones that we offer here can be viewed
as contributions to the area of Mathematical Analysis and especially of Function Theory.
Since the four weight functions are somewhat complex, we shall supplement their definitions
with graphs.
Example 3.1.
(1) Let w1(λ, x) = e
λx. The corresponding weighted premium H[λ,X] is known in the lit-
erature as the Esscher premium (see, e.g., Denuit et al., 2005, and references therein).
(2) Let w2(λ, x) = 1{x > λ}. The corresponding weighted premium H[λ,X], which can
be written as E[X|X > λ], is known as the conditional tail expectation (CTE). We
refer to Denuit et al. (2005) for detailed information on the CTE premium.
7(3) Let w3(λ, x) = 1− e−x/λ. The corresponding weighted premium H[λ,X] is known as
the Kamps premium (Kamps, 1998; see also Furman and Zitikis, 2008, 2009).
(4) Let w4(λ, x) = e
((1+x)λ−1)/λ − x. The fact that x 7→ w4(λ, x) is non-decreasing for
every λ > 0 is easy to establish.
Figure 3.1. The function x 7→ w4(λ, x). When x ↓ 0, then w4(λ, x) converges
to 1 for every λ > 0.
(5) Let w5(λ, x) =
(
(1 + λ)x − 1)/(xλ). It is easy to show that x 7→ w5(λ, x) is non-
decreasing for every λ > 0.
Figure 3.2. The function x 7→ w5(λ, x). When x ↓ 0, then w5(λ, x) converges
to log(1 + λ)/λ for every λ > 0.
8(6) Let w6(λ, x) = (xλ)/ log(1 + xλ). It is easy to check that x 7→ w6(λ, x) is non-
decreasing for every λ > 0.
Figure 3.3. The function x 7→ w6(λ, x). When x ↓ 0, then w6(λ, x) converges
to 1 for every λ > 0.
(7) Let w7(λ, x) =
log(1+x+λ)
x+λ
x
log(1+x)
. The fact that x 7→ w7(λ, x) is non-decreasing for
every λ > 0 is proved in Lemma 6.4.
Figure 3.4. The function x 7→ w7(λ, x). When x ↓ 0, then w7(λ, x) converges
to log(1 + λ)/λ (same limit as in Figure 3.2) for every λ > 0.
From mathematical definitions and accompanying graphs, we see monotonic features of
the functions wi(λ, x) with respect to λ. Specifically, for every pair θ < λ, we check – in
most cases quite easily – the following properties:
9• w1(θ, x) < w1(λ, x) for all x ∈ (0,∞)
• w2(θ, x) ≥ w2(λ, x) for all x ∈ (0,∞)
• w3(θ, x) > w3(λ, x) for all x ∈ (0,∞)
• w4(θ, x) < w4(λ, x) for all x ∈ (0,∞), which follows from the easy-to-verify inequality
((1 + x)θ − 1)/θ < ((1 + x)λ − 1)/λ
• w5(θ, x) > w5(λ, x) for all x ∈ (0, 1)
w5(θ, x) = w5(λ, x) = 1 when x = 1
w5(θ, x) < w5(λ, x) for all x > 1
• w6(θ, x) < w6(λ, x) for all x ∈ (0,∞)
• w7(θ, x) > w7(λ, x) for all x ∈ (0,∞); see Lemma 6.4
These monotonicity properties play important roles when establishing strict monotonicity
of the corresponding functions λ 7→ H[λ,X] in Section 4. They are also helpful and indeed
decisive when determining the set Λ[w,X] of those λ > 0 for which the premium H[λ,X] is
well-defined and finite.
Certainly, in the context of the present section, it is important to check log-supermodularity
of the seven functions of Example 3.1. This makes the content of the following theorem.
Theorem 3.1. The seven function (λ, x) 7→ wi(λ, x), 1 ≤ i ≤ 7, are log-supermodular.
Proof. In the case of the first two functions of Example 3.1, we shall use the noted (and
proved) fact that (λ, x) 7→ w(λ, x) is log-supermodular if and only if for every pair θ ≤ λ
there is a non-decreasing function h(x) = hθ,λ(x) such that equation (2.5) holds. In the
case of the remaining five functions of Example 3.1, we shall use the fact that the function
(λ, x) 7→ w(λ, x) is log-supermodular if and only if (∂2/∂λ∂x)L(λ, x) ≤ 0 for all (λ, x).
Recall that L(λ, x) = − log(w(λ, x)).
(1) The function w1(λ, x) is log-supermodular. This follows from decomposition (2.5)
with h(x) = e(λ−θ)x, which is an increasing function whenever θ < λ.
(2) The function w2(λ, x) is log-supermodular, which follows from decomposition (2.5)
with h(x) = 1{x > λ}, which is non-decreasing.
(3) The log-supermodularly of w3(λ, x) follows from (∂
2/∂λ∂x)L(λ, x) ≤ 0. Indeed, since
L(λ, x) = − log(1− e−x/λ), we have that
∂2
∂λ∂x
L(λ, x) = −e
−x/λ(e−x/λ − 1 + x/λ)
λ2(e−x/λ − 1)2 < 0.
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(4) The function w4(λ, x) is log-supermodular, for which we first check the equation
−(x+ 1)λ2
(
e−((1+x)
λ−1)/λ
)(
e((x+1)
λ−1)/λ − x
)2 ∂2
∂λ∂x
L(λ, x)
= λ2(x+ 1)λ log(x+ 1)
(
e((x+1)
λ−1)/λ − x
)
+
(
λ(x+ 1)λ log(x+ 1)− (x+ 1)λ + 1)(1− ((x+ 1)λ − 1)x). (3.1)
The right-hand side of equation (3.1) is positive for all λ > 0 and x > 0. This we
formulate as Lemma 6.2 and prove in Section 6.
(5) The function w5(λ, x) is log-supermodular because (∂
2/∂λ∂x)L(λ, x) ≤ 0, which we
prove as follows:
∂2
∂λ∂x
L(λ, x) =
(1 + λ)x−1
((1 + λ)x − 1)2
(
x log(1 + λ) + 1− (1 + λ)x
)
.
Since x log(1 + λ) + 1 − (1 + λ)x < 0 for all λ > 0 and x > 0, this establishes the
result.
(6) The function w6(λ, x) is log-supermodular because (∂
2/∂λ∂x)L(λ, x) ≤ 0. Indeed,
since L(λ, x) = − log(xλ/ log(1 + xλ)) we have that
∂2
∂λ∂x
L(λ, x) =
log(1 + xλ)− xλ
(log(1 + xλ)(1 + xλ))2
< 0.
(7) The function w7(λ, x) is log-supermodular because (∂
2/∂λ∂x)L(λ, x) ≤ 0, which we
prove by first establishing the equation:
−
(
(1 + x+ λ)(x+ λ) log(1 + x+ λ)
)2 ∂2
∂λ∂x
L(λ, x)
=
(
(1 + x+ λ) log(1 + x+ λ)
)2 − (x+ λ)2 log(1 + x+ λ)− (x+ λ)2. (3.2)
The right-hand side of equation (3.2) is positive, which we formulate as Lemma 6.3
and prove in Section 6.
This completes the proof of Theorem 3.1. 
We now reflect upon the above proof in the context of the easily checked fact that:
• L(λ, x) = αf(λαx) is submodular for any non-increasing and concave function f and
any real number α.
Hence, submodularity of − log(w1(λ, x)) follows by choosing α = 1 and f(t) = −t. Note,
however, that submodularity of − log(w3(λ, x)) does not follow from such arguments since,
with α = −1, the function f(t) = log(1− e−t) is increasing, though concave. Submodularity
of − log(w6(λ, x)) does not follow from the arguments either because, with α = 1, the
function f(t) = − log(t/ log(1 + t)) is convex, though decreasing. Finally we note that
submodularity of the weight functions − log(wi(λ, x)), i ∈ {5, 6, 7}, does not follow from any
of the constructions given in Table I on p. 312 of Topkis (1978).
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4. Loading strict-monotonicity
To prove that the function λ 7→ H[λ,X] is (strictly) increasing, we need additional as-
sumptions.
Assumption 4.1. For every x, the function λ→ w(λ, x) is monotonic.
The assumption does not require λ → w(λ, x) to be increasing, nor even non-decreasing,
which at first sight might be somewhat surprising. However, recall the function λ 7→ w5(θ, x).
It might be increasing, decreasing, or constant, depending on the value of x > 0.
Our next assumption imposes a kind of strict monotonicity on the function λ → w(λ, x)
by requiring, loosely speaking, that if there is a point x such that the function is constant,
then the point should not be ‘visible’, that is, the loss variable X should not take on the
value x almost surely.
Assumption 4.2. For every pair θ 6= λ, the set {x ∈ [0,∞) : w(θ, x) = w(λ, x)} has
F -measure zero.
To work out some intuition concerning Assumption 4.2, we look at the seven functions
wi(λ, x) of Example 3.1.
• For every x > 0, w1(θ, x) 6= w1(λ, x) whenever θ 6= λ. Same holds for w3(λ, x),
w4(λ, x), and w6(λ, x).
• We have w2(θ, x) = w2(λ, x) for every x 6∈ (θ, λ] when θ < λ. This implies that
Assumption 4.2 is not satisfied.
• For every x ∈ (0,∞) \ {1}, we have w5(θ, x) 6= w5(λ, x) whenever θ 6= λ. When
x = 1, then w5(θ, x) = w5(λ, x), and we thus need to assume P[X = 1] = 0 in order
to make the point x = 1 ‘invisible’. This is equivalent to assuming the continuity of
F at the point x = 1.
• For every x > 0, we have w7(θ, x) 6= w7(λ, x) whenever θ 6= λ.
The following assumption requires, roughly speaking, the existence of a point in the closure
of the half-line (0,∞) such that all the functions x 7→ w(λ, x) take on one and same positive
value at the point.
Assumption 4.3. For every pair (θ, λ) there exists a point x0 ∈ [0,∞] such that w(λ, x0) =
w(θ, x0) > 0 and the functions x 7→ w(λ, x) and x 7→ w(θ, x) are either both left-continuous
or both right-continuous at x0. (If x0 = 0, then they have to be right-continuous, while if
x0 =∞ they have to be left-continuous.)
Even though the above assumption may look somewhat artificial, and perhaps even
strange, it is nevertheless satisfied by the seven functions wi(λ, x) of Example 3.1:
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• For every i ∈ {1, 4, 6}, we have wi(λ, 0) = 1 for every λ > 0. Thus, x0 = 0. These
functions x 7→ wi(λ, x) are continuous everywhere on (0,∞).
• For every i ∈ {2, 3, 7}, we have wi(λ,∞) = 1 for every λ > 0. Thus, x0 = ∞. The
function x 7→ w2(λ, x) is left-continuous on (0,∞), and the functions x 7→ wi(λ, x)
for i ∈ {3, 7} are continuous everywhere on (0,∞).
• We have w5(λ, 1) = 1 for every λ > 0. Thus, x0 = 1. The function x 7→ w5(λ, x) is
continuous everywhere on (0,∞).
Theorem 4.1. When (λ, x) 7→ w(λ, x) is log-supermodular and Assumptions 4.1–4.3 are
satisfied, then λ 7→ H[λ,X] is increasing.
Proof. We prove by contradiction. Let there be θ < λ such that H[θ,X] = H[λ,X]. This
can be rewritten as E[Xw(θ,·)] = E[Xw(λ,·)]. On the other hand, from bounds (2.4) we have
that Fw(λ,·) ≤ Fw(θ,·) for all x ≥ 0. Hence, the cdf’s Fw(λ,·) and Fw(θ,·) must coincide, except
possibly on a set of Lebesque measure zero. Since these functions are right-continuous, they
should therefore coincide for all x ≥ 0. In other words, we have the equation
E[1{X ≤ x}w(λ,X)]
E[w(λ,X)]
=
E[1{X ≤ x}w(θ,X)]
E[w(θ,X)]
(4.1)
for all x ≥ 0, and thus, in turn,
w(λ, x)
E[w(λ,X)]
=
w(θ, x)
E[w(θ,X)]
(4.2)
for F -almost all x ≥ 0. Combining the latter equation with the right- or left-continuity
postulated in Assumption 4.3, we have that equation (4.2) must hold at x = x0. Since
w(λ, x0) = w(θ, x0) by Assumption 4.3, the expectations E[w(λ,X)] and E[w(θ,X)] coincide.
But then equation (4.2) says that w(λ, x) = w(θ, x) for F -almost all x ≥ 0. This contradicts
Assumption 4.2 and thus finishes the proof of Theorem 4.1. 
Corollary 4.1. For every weight function (λ, x) 7→ wi(λ, x), i ∈ {1, . . . , 7} \ {2}, the corre-
sponding function λ 7→ H[λ,X] is increasing.
The above corollary excludes the weight function w2(λ, x) = 1{x > λ} because it does
not satisfy Assumption 4.2. Nevertheless, we have the following result.
Proposition 4.1. Let w2(λ, x) = 1{x > λ}. If the cdf F is increasing on (0,∞), then the
function λ 7→ H[λ,X] is increasing.
Proof. Equation (4.1) with the weight function w2(λ, x) = 1{x > λ} becomes
P[λ < X ≤ x]
1− F (λ) =
P[θ < X ≤ x]
1− F (θ) , (4.3)
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where θ < λ. Since F is increasing on (0,∞), the denominators on both sides of equation
(4.3) are non-zero, that is, positive. But the numerator of the left-hand side is equal to 0
for all x ∈ (θ, λ]. Hence, the right-hand side should also be equal to 0, which means that
F (x) − F (θ) = 0 for all x ∈ (θ, λ], and thus F (λ) = F (θ) in particular. Since θ < λ, the
latter equation contradicts the assumption that F is increasing, thus concluding the proof
of Proposition 4.1. 
5. Continuity-type results
The motivating actuarial problem at the end of Section 1 demonstrates the importance
of establishing continuity-type results for the function λ 7→ H[λ,X]. These are naturally
connected with continuity-type properties of the function λ 7→ w(λ, x). In this context, we
first look at the seven functions wi(λ, x) of Example 3.1:
• The functions λ 7→ wi(λ, x), i ∈ {1, . . . , 7} \ {2}, are continuous for every x > 0.
• The function λ 7→ w2(λ, x) is right-continuous for every x > 0.
Assumption 5.1. Let λ0 > 0 be such that lim
λ↓λ0
w(λ, x) = w(λ0, x) for F -almost all x > 0.
All the seven functions of Example 3.1 satisfy Assumption 5.1 for every λ0 > 0. To
connect this assumption with the right-continuity of the function λ 7→ H[λ,X], we need to
interchange limit and integration operations. This is taken care by the following assumption.
Assumption 5.2. Let there exist a random variable Y ≥ 0 such that E[Y ] < ∞ and
Xwλ(X) ≤ Y for all λ in a (small) neighbourhood of λ0 > 0.
The seven functions of Example 3.1 satisfy Assumption 5.2 under the following conditions:
• For wi(λ, x), i ∈ {1, 4, 5, 6}, the moment E[Xwi(λ0 + ,X)] is finite for some  > 0.
• For wi(λ, x), i ∈ {2, 3, 7}, the moment E[X] is finite.
The next theorem now becomes obvious and its proof is omitted.
Theorem 5.1. If Assumptions 5.1 and 5.2 are satisfied, then the function λ 7→ H[λ,X] is
right-continuous at λ0.
We next investigate the continuity of the function λ 7→ H[λ,X].
Assumption 5.3. Let λ0 > 0 be such that lim
λ→λ0
w(λ, x) = w(λ0, x) for F -almost all x > 0.
In the case of the seven functions wi(λ, x) of Example 3.1, we have the following notes:
• The functions λ 7→ wi(λ, x), i ∈ {1, . . . , 7} \ {2}, are continuous for every x > 0 and
so Assumption 5.3 is satisfied for all λ0 > 0.
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• The function λ 7→ w2(λ, x) is right-continuous. Assumption 5.3 fails because the
function λ 7→ w2(λ, x) has a jump (of size 1) at the point x. However, if F is contin-
uous on (0,∞), then every singleton {x} has F -measure zero and thus Assumption
5.3 is satisfied for every λ0 > 0.
The proof of the next theorem is elementary and thus omitted.
Theorem 5.2. If Assumptions 5.2 and 5.3 are satisfied, then the function λ 7→ H[λ,X] is
continuous at λ0.
We next present an example showing that the continuity of F in the case of the weight
function w2(λ, x) is crucial for the function λ 7→ H[λ,X] to be continuous. Namely, let
F be the empirical cdf Fn based on a sample x1, . . . , xn. Denote the corresponding order
statistics by x1:n ≤ · · · ≤ xn:n. The function λ 7→ H[λ,X] is not continuous. Indeed, it is
only right-continuous: for every 1 ≤ i ≤ n, the function λ 7→ H[λ,X] takes on the value
(xi:n + · · ·+ xn:n)/(n− i+ 1) when λ ∈ [x(i−1):n, xi:n), with the notation x0:n = 0.
6. Technicalities
Here we have collected technical details that were left out from previous sections.
Lemma 6.1. We have (y + 1) log(y + 1) > y > log(y + 1) for every y > 0.
We shall use Lemma 6.1 a number of times in this section. We omit its proof as it is
elementary.
Lemma 6.2. The right-hand side of equation (3.1) is positive for all λ > 0 and x > 0.
Proof. With the notation y = ((x + 1)λ − 1)/λ, the right-hand side of equation (3.1) is
positive if and only if
λ(λy + 1) log(λy + 1)
(
ey − (λy + 1)1/λ + 1
)
+
(
(λy + 1) log(λy + 1)− λy)((λy + 1)− λy(λy + 1)1/λ) > 0. (6.1)
Note that since λ > 0, we have y > 0 if and only if x > 0. Hence, we need to show that
bound (6.1) holds for all λ > 0 and y > 0. Since (λy+ 1) log(λy+ 1) > λy (see Lemma 6.1),
we have that bound (6.1) follows from
(λy + 1) log(λy + 1)
(
ey − (λy + 1)1/λ
)
− ((λy + 1) log(λy + 1)− λy)y(λy + 1)1/λ > 0,
which can be rewritten as
ey > (λy + 1)1/λ
(
1 + y − λy
2
(λy + 1) log(λy + 1)
)
. (6.2)
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This is an interesting bound on its own, and we shall dwell upon it once the proof of Lemma
6.2 has been finished. To prove bound (6.2), we apply the logarithmic function and see that
the bound is equivalent to g(y) > 0, where
g(y) = y − log(λy + 1)
λ
− log
(
1 + y − λy
2
(λy + 1) log(λy + 1)
)
.
The function g(y) converges to 0 when y ↓ 0, and so to prove its positivity, we show that it
is strictly increasing. For this, we first verify the equation
(λy+1) log(λy+1)g′(y) =
(
(λy + 1) log(λy + 1)− λy)( log(λy + 1)λy2 + λy − log(λy + 1))
(λy + 1) log(λy + 1) + y
(
(λy + 1) log(λy + 1)− λy) .
Using Lemma 6.1, we check that the numerator and denominator in the above ratio are
positive. This implies that g′(y) > 0 and concludes the proof of Lemma 6.2. 
The above proof of log-supermodularity of w4(λ, x) contains an interesting element, which
is related to bound (6.2). Namely, it is well-known from Calculus that, for every y > 0, the
function λ 7→ (λy + 1)1/λ is decreasing and limλ↓0(λy + 1)1/λ = ey. With the establishment
of bound (6.2), we have obtained a lower bound for the relative error of this approximation
of ey. Namely, we have that
ey − (λy + 1)1/λ
(λy + 1)1/λ
> y
(
1− λy
(λy + 1) log(λy + 1)
)
> 0 (6.3)
for all λ > 0 and y > 0.
Lemma 6.3. The right-hand side of equation (3.2) is positive for all λ > 0 and x > 0.
Proof. Substituting y = x + λ, we obtain that the expression on the right-hand side of
equation (3.2) is positive if and only if f(y) > 0, where
f(y) =
(
(1 + y) log(1 + y)
)2 − y2 log(1 + y)− y2.
Since f(y) = 0 when y = 0, we have f(y) > 0 for all y > 0 if the function f is strictly
increasing. For this, we check the equation (1 + y)f ′(y) = g(y), where
g(y) = 2
(
(1 + y) log(1 + y)
)2 − 3y2 + 2(1 + y) log(1 + y)− 2y.
To show that g(y) > 0 for all y > 0, we note that g(0) = 0 and then show that g is strictly
increasing. For this, we check the equation
(1 + y)g′(y) = 4
(
(1 + y) log(1 + y)
)2
+ 4y(1 + y) log(1 + y)− 6y2 + 6(1 + y) log(1 + y)− 6y.
The right-hand side of the equation is positive for all y > 0, which follows from the bound
(y + 1) log(y + 1) > y (see Lemma 6.1). This concludes the proof of Lemma 6.3. 
Lemma 6.4. The function (λ, x) 7→ w7(λ, x) is increasing in x and decreasing in λ.
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Proof. First, a simple calculation shows that
(1 + x)(1 + x+ λ)(x+ λ)2
(
log(1 + x)
)2 ∂
∂x
w7(λ, x)
= x(1 + x)(x+ λ) log(1 + x) + λ(1 + x)(1 + x+ λ) log(1 + x) log(1 + x+ λ)
− x(x+ λ)(1 + x+ λ) log(1 + x+ λ).
From this equation we conclude that
lim
λ→0
∂
∂x
w7(λ, x) = 0,
lim
x→0
∂
∂x
w7(λ, x) =
2λ− λ log(1 + λ)− 2 log(1 + λ) + λ2 log(1 + λ)
2λ2(1 + λ)
> 0.
We have shown in Lemma 6.3 that (∂2/∂λ∂x) log(w7(λ, x)) > 0, which can be rewritten as
∂
∂λ
(
(∂/∂x)w7(λ, x)
w7(λ, x)
)
> 0,
thus implying that the function λ 7→ ((∂/∂x)w7(λ, x))/w7(λ, x) is strictly increasing. But
the function takes on the value 0 at λ = 0, and thus the function is positive for all x > 0
and λ > 0. Since the denominator w7(λ, x) is strictly positive, we have (∂/∂x)w7(λ, x) > 0
for all x > 0 and λ > 0. Consequently, w7(λ, x) is increasing in x.
To show that w7(λ, x) is decreasing in λ, we check the equation
(1 + x+ λ)(x+ λ)2 log(1 + x)
∂
∂λ
w7(λ, x) = x(x+ λ− (1 + x+ λ) log(1 + x+ λ)). (6.4)
Lemma 6.1 implies that the right-hand side of equation (6.4) is negative. This concludes the
proof of Lemma 6.4. 
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