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Abstract
For a projective plane over a field F, we classify all asymmetric linear correlations up to
equivalence under the group of all collineations. The result is derived from the finer equiva-
lence of bilinear forms on three-dimensional spaces. © 2001 Elsevier Science Inc. All rights
reserved.
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0. Introduction
In [1], Kestenband took the projective planes over finite fields, considered all
linear correlations (those with identity companion isomorphisms) except polarities,
and classified the equivalence classes of them under all collineations. In algebraic
terms, once coordinates are introduced, this amounts to taking all invertible non-
symmetric 3  3 matrices A and considering A equivalent to .rCTAC/ with r an
invertible scalar, C an invertible matrix, and  an automorphism of the field. In this
paper, I extend that classification to projective planes over arbitrary fields. The main
idea is that the classification of nonsymmetric bilinear forms, which amounts to the
finer equivalence relation setting A equivalent to CTAC, is essentially known in all
dimensions [2]. This gives us a proof that is less geometric than the method in [1] but
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is easily extended to all fields. In this low dimension, only a few of the possibilities
in [2] occur, and so the presentation here can be self-contained.
1. Symmetry matrices
Let F be a field. Let A be an invertible 3  3 matrix over F. Define S by AT D
AS, or S D A−1AT. Changing A to CTAC changes S to C−1A−1.CT/−1CTATC D
C−1SC. Thus the similarity class of S is an invariant of A under the mappings send-
ing A to CTAC. Clearly we can in fact change S to anything in its similarity class, so
we will be able to fix canonical forms for S.
Suppose then we have a particular S with AT D AS and BT D BS, and we have
B D CTAC for some invertible C. Then
CTACS D BS D BT D CTATC D CTASC;
so SC D CS; and clearly the converse also holds. Thus, we have a systematic ap-
proach to classes under A 7! CTAC:
1. Find all possible similarity classes for S.
2. For a nice S in each class, compute all invertible A with AT D AS.
3. Find all invertible C with CS D SC and compute the changes of A to CTAC.
This sort of idea was carried out in general in [2], except for some special cases
in characteristic 2, where sufficient invariants were determined but were not inde-
pendent. I shall do the one case of that form here in detail together with the other
possibilities; the omitted cases (all impossible) can be analyzed in the same manner.
The low dimension will also allow us to combine several types that would need
separate treatment in general.
2. Possible structures of symmetry matrices
Let 3 C a2 C b C c be the characteristic polynomial of the invertible sym-
metry matrix S. The characteristic polynomial of S−1 is then automatically 3 C
.b=c/2 C .a=c/ C 1=c. But S is similar to ST D A.A−1/T, which is similar to
A−1A.A−1/TA D .A−1/TA D S−1. Thus c D 1=c, b D a=c, and a D b=c. That is,
the characteristic polynomial is either 3 C a2 − a − 1 or 3 C a2 C a C 1.
The first has the form . − 1/.2 C m C 1/, and the second has the form
. C 1/.2 C m C 1/. Of course this second case drops out in characteristic 2.
Note that . − 1/.2 C m C 1/ cannot have repeated roots unless m D 2. Thus
the possible S in the first case must be similar to blocks of companion matrices for
polynomials of the following types:
(I) . − 1/; .2 C m C 1/;
(II) . − 1/; . C 1/; . C 1/ in characteristic =D 2;
(III) . − 1/3;
(IV) . − 1/; . − 1/; . − 1/:
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The general theory in [2] shows in fact that no S in the second case are possible (in
characteristic =D 2); this can be proved directly in the same way that one structure in
the first case will soon be shown impossible. Type (IV) corresponds to the symmetric
matrices A, which give polarities, and (as in [1]) we exclude them.
3. Classes under A 7! CTAC
Theorem 1. Let F be a field. Representatives for the distinct classes of invertible
asymmetric 3  3 matrices under the action A 7! CTAC are:
(I) For each m =D −2;
A D
0
B@
a 0 0
0 e e
0 −.1 C m/e e
1
CA ;
where a is nonzero and determined up to a square factor, and e is nonzero and can
be changed by a norm from the quadratic algebra L D F TU=.2 C m C 1/.
(II)
A D
0
B@
a 0 0
0 0 1
0 −1 0
1
CA ;
where a is nonzero and determined up to a square factor.
(III) If the characteristic is =D2,
A D
0
B@
0 0 c
c −c 0
c 0 0
1
CA ;
where c is nonzero and determined up to a square factor.
If the characteristic is 2,
A D
0
B@
a 0 c
c c 0
c 0 0
1
CA ;
where c is determined up to a square factor and then for each c the a can be changed
to a C c.s2 C s/ for any s.
Proof. In type (I), we take
S D
0
B@
1 0 0
0 0 −1
0 1 −m
1
CA :
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It is trivial to compute that the A with AT D AS are of the form
A D
0
@
a b b
b e e
b −.1 C m/e e
1
A
with .2 C m/b D 0. If m D −2, then −.1 C m/ D 1, and these A are all singular.
Thus such an S (corresponding to blocks for . − 1/; . − 1/2) cannot occur. For
other m, we have just
A D
0
@
a 0 0
0 e e
0 −.1 C m/e e
1
A ;
which is invertible precisely when a and e are nonzero. An equally simple computa-
tion shows that the invertible C with CS D SC are the matrices of the form
C D
0
@
p 0 0
0 t u
0 −u t C mu
1
A
with p and t2 C mtu C u2 nonzero. Computing CTAC shows that the effect is to
replace a by p2a and e by .t2 C mtu C u2/e. If we introduce the quadratic alge-
bra L D F TU=.2 C m C 1/, then the multipliers of e here are exactly the nonzero
norms from L to F.
In more detail, we may observe that when 2 C m C 1 has two distinct roots in
F, all nonzero elements of F occur as norms; when the polynomial is irreducible,
the nonzero norms are a multiplicative subgroup containing all squares; and when
there is a repeated root (which occurs here only when m D 2 in characteristic =D2),
the norms are precisely the squares.
In type (II), we have
S D
0
@
1 0 0
0 −1 0
0 0 −1
1
A ; A D
0
@
a 0 0
0 0 f
0 −f 0
1
A ; C D
0
@
p 0 0
0 t u
0 w x
1
A ;
with af nonzero and p.tx − uw/ nonzero. The effect of changing A to CTAC is to
replace a by p2a and f by f .tx − uw/. Thus f can always be made equal to 1, while
a is independently changed by a square factor.
In type (III), we have
S D
0
@
1 0 0
1 1 0
0 1 1
1
A ; A D
0
@
a 0 c
c −c 0
c 0 0
1
A ; C D
0
@
p 0 0
s p 0
v s p
1
A ;
with c nonzero and p nonzero. Changing A to CTAC will replace c by p2c and a
by p2a C cT2pv C ps − s2U. In characteristic =D2, the v can be chosen to replace a
by 0, and we have just the parameter c determined up to squares. In characteristic 2,
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the situation is somewhat more complicated (and is the one where the invariants in
[2] are not independent). If we fix c (choosing one from each nonzero class modulo
squares), then a can be changed to a C c.s2 C s/, a coset of the additive subgroup of
all s2 C s. 
4. The reduction modulo scaling
The S for rA is the same as for A, so we can look at the different types separately.
In type (I), scaling will reduce a to 1; further scaling by a square will not change
the element modulo norms, so we have exactly one class for each m =D −2 and each
element in K modulo norms from L. In type (II), scaling will reduce the square
class of a to 1 without changing the skew part, and so there will be just one class. In
type (III) and characteristic =D2, scaling will reduce the square class to 1 and thus give
just one class. In characteristic 2, scaling will reduce c to 1. Changing A to CTAC
and scaling back to get c D 1 replaces a by a C s=p C .s=p/2, which just adds to a
an arbitrary element in fs2 C s j s 2 F g:
5. The final result
All we need to do now is to see which of the distinct classes in the last section
can be taken to each other by field automorphisms. This is trivial to check, and we
obtain the following conclusion:
Theorem 2. Let F be a field. Under the group of all collineations, each asymmetric
linear correlation of the projective plane over F is equivalent to exactly one of those
constructed as follows:
(I) Of the elements m in F not equal to −2; choose one from each equivalence
class under automorphisms of F. For that m, consider the multiplicative group mod-
ulo norms
F =ft2 C mtu C u2 j t; u 2 F; t2 C mtu C u2 =D 0g;
and choose one e from each equivalence class of these under the automorphisms of
F preserving m. Take then the correlation given by
0
@
1 0 0
0 e e
0 −.1 C m/e e
1
A :
(II) Take the correlation given by
0
@
1 0 0
0 0 1
0 −1 0
1
A :
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(III) If the characteristic of F is =D2, take
A D
0
@
0 0 1
1 −1 0
1 0 0
1
A :
If the characteristic is 2, take the matrices
A D
0
@
a 0 1
1 1 0
1 0 0
;
1
A
where one a is chosen from each equivalence class of the action of the automor-
phisms of F on F=fs2 C s j s 2 F g.
Over a finite field, much of this description becomes simpler. In case (I), we know
that all norms from quadratic field extensions are surjective, so there is just one class
under scaling for each m =D 2. Allowing change by all collineations identifies the
classes for m and all mpk , where p is the characteristic. For m D 2 in characteristic
=D2, there are two choices of e, as the automorphisms act trivially on the two-ele-
ment group of square classes. In case (III) and characteristic 2, there are two classes,
since the automorphisms act trivially on the two-element group of classes modulo
all s2 C s.
The results of Kestenband [1] can be matched with those in Theorem 2 by com-
puting S D A−1AT for the matrices he derives by a different approach. Specifically,
in characteristic =D2, his L is our type (II), his M is our type (III), and his N and P are
our type (I) with m D 2. His Q is our type (I) with m C 2 a square =D4 (the square of
his ), and his R is the rest of type (I) with m C 2 his fixed nonsquare ! times the
square of his . In characteristic 2, his V and W are our type (III), and his S is our type
(I) with our m the square of his . Computing S for the asymmetric bilinear forms
given by Corbas and Williams [3] over finite fields will also show how to match them
with the forms in Theorem 1.
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