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SINGULAR LANGMUIR-HINSHELWOOD REACTION-DIFFUSION 
PROBLEMS: STRONG ADSORPTION UNDER 
QUASI-ISOTHERMAL CONDITIONS* 
JOSE M. VEGAf AND AMABLE LlNANt 
Abstract. We consider the steady state reaction-diffusion problem for a permeable catalytic particle 
with Langmuir-Hinshelwood kinetics under isothermal and quasi-isothermal conditions. It is known that 
there may be multiple solutions due to either strong adsorption or external thermal effects; in the first 
case, an arbitrarily large number of solutions may appear for symmetric pellets in two and three dimensions. 
An asymptotic analysis provides analytical expressions for the response curve of the particle and for the 
multiplicity bounds. The approximate results compare quite well with those computed numerically, even 
in cases in which the gauge functions of the approximation scheme are of the logarithmic type. 
1. Introduction. This paper deals with the description of symmetric concentration 
and temperature profiles in a symmetric permeable particle where a catalytic decompo-
sition reaction, of the Langmuir-Hinshelwood (L-H) type, is taking place under 
isothermal or quasi-isothermal conditions. 
In the isothermal case, the conservation equation for the single reactant is (see 
Aris [1]) 
0.1) £ + / M£ i r» 
ax x ax Lk + yJ 
with the boundary conditions 
(1.2) (&) - 0 , y ( l ) - l . 
Here, x and y are the nondimensional distance to the center of the pellet and 
the reactant concentration, and / equals 0, 1 and 2 for slab, cylindrical and spherical 
geometries of the problem. The Damkohler number, <£2, is the ratio between the 
characteristic diffusion and reaction times, and k~x measures the influence of the 
adsorption process on the global reaction rate—the chemical reaction is catalyzed by 
the solid and takes place only with the reactant in the adsorbed state at the internal 
surface of the particle. We shall be concerned with the limiting case lc-+0 which 
corresponds to a dominant role of the adsorption process. Fractional values of the 
reaction order, n, may appear when more complicated reaction mechanisms are 
modelled by this kinetic law. 
As the main characteristics of the concentration profiles, we mention the observ-
able reaction rate per unit volume, if/, and the effectiveness factor, TJ, which are given 
by 
^ = ^
2
 = (/ + l ) ( ^ ) . 
\dx/x=i 
When the catalytic pellets are packed in a bed reactor whose characteristic length 
is several times the radius of the particles, they may be seen, in first approximation, 
as distributed sinks of reactant—and sources of products—of an intensity given by ifj 
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or 17 (see Froment [2]). The curves *A~<£ or r\-<t> are then sufficient to study the 
evolution of the composition of the interstitial fluid surrounding the particles along 
the reactor. We shall be mainly concerned with thpse response curves. 
Numerical computations of (1.1)—(1.2), most of them for n = 0, - 1 (see Aris [1] 
and references given there), have shown that multiple steady states may appear when 
n is negative, for sufficiently small values of k and </>2 in some interval. At least for 
spherical geometry, a large number of solutions have been observed as k -> 0 and cf>2 
approaches a certain critical value [3], [4]. This fact suggests that the response curve 
might be similar to those presented by Copelowitz and Aris [5] for exothermic 
Arrhenius laws and large activation energies; the asymptotic structure of the latter 
was analyzed by Linan and Urrutia [6] and Kapila et al. [7], [8]. This conjecture, 
which is shown to be true in this paper, leads to an interesting parallelism between 
thermal and adsorption effects. 
In an abstract context, Brauner and Nikolaenko [9], presented a qualitative 
analysis of a problem very similar to (1.1)—(1.2). In particular, they proved that, for 
n = - 1 and sufficiently small values of k, there exist minimal and maximal branches 
of the response curve, the former for <\>2 ^  (/>} and the latter for cf>2 ^  <f>%, where <\>\ -> 0 
as k-+0. In [10], [11] they replaced the first member of (1.1) by Ly, where L is a 
positive, selfadjoint second order elliptic operator, and considered arbitrary values 
of n. 
By using the contraction mapping principle, Ho [12] presented some conditions 
ensuring uniqueness of solution of (1.1)—(1.2) in the case n = -l. His estimate for the 
lower multiplicity bound appears to be too conservative for small values of k (see 
[4]); we shall see in fact that the actual behavior is <\>\ ~ (In (1/fc))"1, instead of <\>\ ~ k2. 
The singular limit <£2-» 00 was studied by Murray [13], [14] for AT = 0 and arbitrary 
shapes of the particle. 
In §§ 2-4 we present a singular perturbation analysis of the problem (1.1)—(1.2) 
in the limit k-+0. For those details of the analysis not given explicitly in the text, we 
refer to [15], where a study of the regular limit k -> 00 may also be found. 
Since the response curve if/-(/>2 is expected to exhibit multiplicity in both if/ and 
<f>2', it is advisable to use neither t// nor cf>2 as independent variable for the description 
of the curve, to avoid singularities of higher order terms which would appear at the 
bending points in any perturbation scheme. Instead, we shall seek parametric repre-
sentations of the type (i//(t), </>2(t)), where the parameter t is to be chosen according 
to the expected peculiarities of the regime under consideration. Then, not only the 
reactant concentration, y, but also cf>2 shall be expanded in terms of the small parameter 
k (see, for example, (2.1) below). As a consequence, the problems giving the corrections 
to the leading order term in the expansion^ will depend on undefined parameters— 
Si, $2,''', etc.—which may be determined by imposing an arbitrary additional condi-
tion to every higher order term which is considered. 
Nonisothermal effects are usually introduced in (1.1) by means of a dependence 
on temperature of the parameters <f>2 and k (see [1]); a second conservation equation 
giving the temperature distribution within the particle is then necessary. The governing 
equations are 
n *\ </2c ,1 dc _ 1 / d2t j dt\ _ 2 c exp [y(f - l)/f] 
(
'
}
 dx2 x dx p\dx2 x dx) [l+Kacexp[-ya(t-l)/t]}2' 
where, for simplicity in the presentation, we have considered only the case n = -l, 
and an Arrhenius dependence on temperature of </>2 and k. The boundary conditions 
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are 
(1.4) ^ = ^  = 0 atx = 0, 
ax ax 
(1.5)
 a(l-c) = ^ , v(\-t) = ^_ a t j c = 1 
ax ax 
Here, c and t are the nondimensional reactant concentration and temperature, and 
the Damkohler number <&2 and the preexponential adsorption constant Ka play the 
same roles as those of </>2 and k~x in the isothermal case. The Prater number, (3, is 
the ratio between the characteristic diffusion and conduction times, while y and ya 
are nondimensional activation energies—or temperatures—associated with the 
chemical reaction and adsorption processes. The Sherwood (Nusselt) number cr{y) is 
a nondimensional ratio between internal and external mass (heat) transfer resistances. 
As in the isothermal case, one is interested mainly in the effectiveness factor rj and 
the observable reaction rate $, 
(i.6) ^ = ( i + t f a r 2 < & ^ = ( / + i ) ( ^ ) . 
\dx/x=i 
The model (1.3)—(1.5) has received considerable attention in the literature (see 
[3], [4], [16] and references given there). It was first proposed to model carbon 
monoxide oxidation over platinum catalysts, which is the main reaction in automotive 
pollution abatement efforts. Further experimental evidence showed that several hydro-
carbons, such as ethylene and propylene, follow similar rate laws when oxidized over 
noble metal catalysts (see [4]). 
In § 5 we shall analyze the problem (1.3)—(1.5) under the assumptions, 
(1.7) (i) yf3,yaf3^0, (ii) Ka + <x>, (iii) < r , ^oo . 
The first one leads to the quasi-isothermal particle approximation, in which the 
variation of the Arrhenius exponents within the particle may be neglected, while the 
effect of the temperature jump between the surface of the particle and the surrounding 
fluid must be taken into account; for a justification of the validity of this approximation 
in most gas-solid catalytic reactions, see for example [17]. The strongly nonisothermal 
particle approximation, y/3-»oo, will be considered elsewhere [18]. Assumption (ii) 
leads to the strong adsorption effects limit, and assumption (iii) is not essential in the 
analysis; it has been introduced because it is usually satisfied in practice (see [1]). 
One may consider expressions of Langmuir-Hinshelwood kinetics of a more 
general type than that written in the second member of (1.1) (see [1]), namely, 
k + l\P~n
 p ^2(k + l\p-na0 + a1y + >- + yp-1 <•* '-$$ * *-m y) \k + yJ a0 + a:i + * •- + 1 
and the corresponding nonisothermal forms. However, the particular case we consider 
includes the main features of the singular limit k -> 0 and avoids unnecessary algebraic 
complications. The results of the paper remain valid for the first law in (1.8) with 
slight modifications. The analysis of § 2 is no longer valid for the second law because 
the similarity properties that make it possible are lost; the remaining part of the paper 
stands after small changes. 
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2. The approximation by power law kinetics. We examine first some simple cases 
in which the reaction rate may be considered of the potential type in first approxima-
tion. Let us seek the expansions 
(2.1) y = y0 + fcy1 + - • •, </, = (/ + l)y'(l) = </,0+ £</,! + • . . , <£2 = A0(l + fc<5i + • . •) 
and insert them into (1.1)—(1.2) to get a sequence of resursive problems. The leading 
one is 
(2.2) y'^jx-1y'o=Koyl yo(0) = 0, y(l) = l . 
The differential equation in (2.2) is the so-called Emden-Fowler equation, whose 
similarity properties allow the reduction of (2.2) to a canonical initial value problem, 
independent of A0 and yo(0), which may be chosen to be autonomous when using 
transformations of the type first introduced by Emden [19]. Emden's pioneering results 
were extended by Fowler [20], Hopf [21] and Chandrasekhar [22]; for a recent 
generalization see Joseph and Lundgren [23]. In the context of chemically reacting 
systems, the problem (2.2) has been considered in a number of works [24]-[26]. See 
[1] and [27] for further references. 
The equation and the boundary conditions (b.c.) at x = 0 in (2.2) are invariant 
under the two-parameter continuous group of transformations 
(2.3) Ao-^aiAo, yo^otlyo, x-^a\xax2~nx. 
This fact suggests the introduction of the new variables 
(2.4) co=^, 6 = Kx2yr\ * = l n P y , 
yo Vyo(0)/ 
which are chosen to be invariant under the group and to take meaningful values at 
x = y0 = 1 (see (2.7) below). When using s as the independent variable, (2.2) may be 
written as 
,„ ^ dco , . 6 dd , , x / l 20 (2.5) — = l - 7 - a > + - , — = (AT-1 )0+—, 
as a) as 0) 
(2.6) lim - = lim — = 2 as s -» 0+, 
s ( / + 1)J 
(2.7) «Ao = (/ + l)yo(l) = (/ + l)*>(s), A<> = 0(s), y0(0) = exp(-5) , 
where (2.6) has been obtained from a local analysis of the regular solution of (2.2) 
at x = 0, and (2.7) from the b.c. at x = l. Closed form solutions of (2.5)-(2.6) for 
several values of n and / are given in the Appendix. 
The well-posed initial value problem (2.5)-(2.6) determines the single-valued 
functions co(s) and 6(s) for s e [0, oo[. Then, according to (2.1), (2.7) provides, through 
the parameter s, a first approximation of the response curve \\f-4>2 we are looking 
for. The shape of that curve and information about existence and unicity of solution 
of (2.2) may be obtained by a geometrical study, in the phase plane of (2.5), of the 
integral curve that leaves the origin with a slope 0/co = / + l (see (2.6)). We present 
here only the results, which are shown with solid lines in Fig. 1 (see [15] for details). 
If AT ^  1 the curve a) — 6 covers the complete range of values of 6, while if AT < 1, it 
approaches the critical point (0C, coc) as s -> oo, where 
, 9 i n „c 2 [ 2 + ( 1 - A T ) ( / - 1 ) ] c 2 
(2.8) 6 = 72 > & =-. 
( 1 - A T ) 1-AT 
LANGMUIR-HINSHELWOOD REACTION-DIFFUSION PROBLEMS 1 0 5 1 
FIG. 1. The curves ca-d satisfying (2.5)-(2.6) and (2.13)-(2.14) . For slabs, in (a), 
curves 1-8 correspond respectively ton< - 3 , n = - 3 , - 3 < n ^ - 2 , -2<n^-l, -l<n^ - 1 / 3 , - 1 / 3 < n < 
0, 0 ^  n < 1 and l^n. For cylinders (spheres), in (b), curves 1-4 correspond to n^-1,-1 <n<0, 0^n<l 
and l^n (n^-1, -1< n < (11 -8V2) /7 , ( l l - 8 V 2 ) / 7 ^ « < 1 and l ^ n ) . 
for / = 1, 2 or / = 0 and n > - 1 ; for / = 0 and n ^ - 1 , 6C = 0, <oc = l._The critical point 
is of the spiral type if / = 1 and n<0 or / = 2 and n <( l l -8 \ /2) /7 , and a node 
otherwise. The nodal point is approached from below if /' = 0 and n ^ 0, / = 1 or / = 2, 
with slopes ( l -n ) /2 ( l + n), ( l-Vn)/2 or 2 ( l - n ) / ( 5 - n + V l + 22n-7n2), respec-
tively, and a>(0) is a single-valued function for 0 e [0, 0C]. For / = 0 and n <0, a>(0) 
has two branches in some interval [0C, 61] and the critical point is approached from 
above if n>-3, with slopes ( l -n ) /2 ( l + n) if -l/3^n<0, 1 if - l ^ n < - l / 3 , 
1/(2 + n) if - 2 < n < - 1 and +oo if - 3 < n ^ - 2 , while it is approached from below if 
n ^ - 3 , with slopes - 1 if n = - 3 and -oo if n < - 3 . 
Therefore, if n < 1, (2.2) provides solutions only if <£2 is smaller than a certain 
finite limiting value, with multiple_solutions for (f>2 in a certain interval if / = 0, 1 and 
A < 0 or / = 2 and n <( l l -8V2)/7 . The upper multiplicity bound, or ignition 
limit, is given by 
(2.9) 0/ = 0(*/)[l + O(*)], 
where 5/ is the value of s at the first maximum of the function 0(s). In Table 1 we 
give several values of 0(sj) for representative values of n and /, as obtained from 
numerical computations of (2.5)-(2.6). 
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T A B L E 1 
Values ofd{s!) to be used in (2.9) and (2.22) 
N. y 
n N. 
-.5 
- 1 
-2 
0 
.889 
.586 
.350 
1 
1.964 
1.310 
.789 
2 
3.166 
2.138 
1.300 
The concentration profile corresponding to a point of the curve if/-<f>2, i.e., to a 
value of s, is easily obtained from (2.4) in terms of the function 0(s). It is given 
parametrically by 
(2.10) y0 = exp(s-s), x = yj-— exp ^ J, SG[0 ,S ] . 
The solutions of (2.2) considered so far are not the only continuously differentiable 
ones. It has been pointed out (see Aris [1]) that, when allowing discontinuities in the 
second derivative, a new type arises for - 1 < n < 1. They are calculated from 
(2.11) yS+A-'y^AoyS, yo(*r) = yo(*r) = 0, y0(D = l, 
where the position of the free boundary, jcr, is to be calculated as a function of <f>2 (xr 
is more conveniently used to describe parametrically the response curve if/ — (f>2). They 
are limiting solutions of (1.1)-(1.2) consisting of three distinguished regions: an internal 
equilibrium region, for x < xr, where the concentration y is exponentially small, an 
external power law reaction region, for x > xr, where y ~ 1, and a L-H reaction region, 
for x -xr ~ k, where y ~ k. When expanding <f>2, if/ and the reactant concentration at 
the potential reaction region as 
(2.12) <£2 = A0(l+A*<5i + - • •), y = yo+^yi + - • •, <A = <AO+A"/'I + - • •, 
where y, = kn+1, kink or k, depending on whether -l<n<0, n=0 or 0<n<l, y0 
is given by (2.11). The b.c. at x = xr come from the matching conditions with the L-H 
reaction region, and the form of the second term in the expansions fi, from higher 
order terms matching requirements. 
Since the differential equation and the b.c. at x = xr in (2.11) are invariant under 
the group (2.3), when using the variables <o and 6 defined in (2.4) and the new 
independent variable, 
• - © • 
the problem (2.11) may be written in the form 
(2.13) ^ = ( l - / > - o > 2 + 0, ^=(n-l)0a>+2e, 
at at 
(2.14) l i m ( l - n ) ^ = l i m ( 1 ~ n ) f =2 as r->0+, 
(1 + n) 
(2.15) <Ao = (/ + l M a Ao = 0(O, *r = exp(-r) , 
and, similarly to the former case, a first approximation of the response curve <A~<£2 
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is given by (2.15), with the functions (o(t) and 6(t) calculated from the initial value 
problem (2.13)-(2.14); closed form expressions of a>(t) and 6(t) for several values of 
n and j are given in the Appendix. The shape of the response curves is obtained again 
by a geometrical study, in the phase plane, of the integral curve of (2.13) that 
approaches infinity with a behavior (l + fl)a>2/0-»las0-»oo. The results are sketched 
by dotted lines in Fig. 1. As f->oo, the curves approach the critical point (6C, coc) 
where 6C and a>c_are given by (2.8), which is a spiral point if j = 1 and n < 0 or j = 2 
and n <( l l -8V2)/7 , and a node otherwise. The node is approached from above 
with slopes (l-w)/2(l + w), (l-V»)/2 and 2(l-w)/(5-wWl+"22w-7w2) for 
7 = 0, 1 and 2, respectively. Therefore, there exist solutions of this new type only for 
values of <f>2 greater than a certain limiting value, the solution being multiple in a 
certain interval if / = 1 and n < 0 or j = 2 and n < (11 - 8V2)/7. The lower multiplicity 
bound, or extinction limit, is given by 
(2.16) 0 | = | 1 ± ^ + . . . ify = Q, 4>E = e(tE) + --- if/ = l ,2, 
where TE is the value of t at the first minimum of the function 6(t). It may be shown 
that 0(f£)-»O as n-*-l+; this fact may be regarded as an indication of the solution 
of the case n^-1. From numerical computations in (2.13)-(2.14) we obtain, for 
n = - . 5 , 
"0(7E) = L624 if/ = 1, 0(7E) = 2.916 i f /= 2. 
Parametric representations of the concentration profiles, similar to those given in 
(2.10), may be easily obtained. 
Higher order terms of the expansions (2.1) and (2.12) lead also to canonical initial 
value problems when using invariance properties under transformation groups which 
are not so evident as in the leading term case. For the sake of brevity, we consider 
only the second term of (2.1), which is given by 
(2.17)yr+/x-1yl=»Aoyo"-1f ( 1""+ g l ) y° + ^ ^ - f y 1 l , y i(0) = y i( l) = 0. 
L n n J 
The general solution of (2.17) satisfying the b.c. at x = 0 is obtained as 
(2 ^ + ( i - » ) ( i - y o ) + ( i z » M + C y m > 
\-n n 2n 
y\H = xy'o +2y0/(n -1) satisfies the homogeneous part of the equation. We have now 
two additional constants to determine, 8\ and C, with only one condition, yi(l) = 0. 
As was indicated in the Introduction, an arbitrary additional condition should be 
imposed; we choose C = 0, and then 
,2.19) CO,
 Sl,J±^Ml. 
Then, <Ai is readily obtained, from (2.18)-(2.19), as 
(2.20) »1 = ( j + 1 ) y ; ( i )=° :" ) ( 1 -" ) [ A , ' -^ 1 ) ' , i ( 1 > - ' , ? ( 1 ) 1 . 
Observe that if we had chosen 81 = 0 as an additional condition, then C = 
(fl-l)yo(l)/2fl[yo(l) + 2 / (n - l ) ] , which becomes unbounded as yb(l) approaches 
2/(1 -n), at the bending points of the response curve. We have introduced the 
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parameter Si precisely to avoid such singularities. When taking into account (2.7), 
(2.19)-(2.20) lead to the following parametric representation in terms of s: 
(2.21) Si = - (l-nfco(s) U + l)(l-n)[6(s)-U + l)<o(s)-<o
2(s)] 
Yn ' * " Tn • 
The corrected value of the ignition limit is then 
(2.22) 4>2i = 0 ( s x ) [ l -k(l-nfa>(Sj) In 0(k
2)] 
with si as defined right after (2.9). It is easily seen from (2.5) that 
2 
(O(ST) = 
\-n 
The asymptotics (2.1) and (2.12) lose their character as approximations of sol-
utions of (1.1)-(1.2) as y0(0)->0 and *r->0, respectively. This occurs in regions of the 
response curve that depend on n. 
Case 1. <f>2»lifn>l.A direct asymptotic analysis of (1.1 HI.2) is possible in 
this case (see [13] and (5.9) below). It may be seen that the leading term of (2.1) is 
still valid. 
Case 2. A narrow region of the phase plane, near the critical point (6C, CDC), if 
n>l. The leading terms in (2.1)-(2.12) are still valid there if / = 1 or 2, or / = 0 and 
n > - 1 . For y = 0 and n ^ - 1 it is necessary to analyze this narrow region to obtain 
the extinction limit; this point will be commented upon in § 3.1. Of course, when the 
response curve is of the spiral type, its topology near the critical point will appear 
drastically modified after a careful analysis, namely, the number of solutions will be 
finite at any <\>2 for a small, but fixed, value of k; however, all those solutions, whose 
number depends strongly on k, will be unstable (see Jackson [28]). 
3. The response curve for n = - 1 . A detailed analysis of the response curve in 
this critical case will be carried out in this section. We shall show that it is of the type 
sketched in Fig. 2. A comparison with Fig. 1 shows that the shape of the response 
(a ) (b) 
FIG. 2. The response curve for (a) slabs, (b) cylinders and spheres, in the case n =* -1 and the limit k->0. 
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curve is essentially the same as that of the case - 1 <n <0, the difference being that 
now the extinction limit is <pE« 1. The lower part of the curve, corresponding to the 
ignition regime, has already been analyzed in § 2. We now proceed with the description 
of the remaining parts. 
The results of this section will be given in terms of the small parameter 
^ 1_ 
*~ Ink' 
3.1. The extinction regime. The solution in this regime provides the upper part 
of the response curve in Fig. 2. A typical concentration profile y(x) will be like sketch 
3 in Fig. 3, consisting of three separate parts: an internal equilibrium region, for 
0 < xr - x ~~ 1, where y vanishes to any algebraic order in k, an external frozen region, 
FIG. 3. Concentration profiles in the case n = - 1 and the limit k^>0 for (1) the ignition regime, (2) the 
third regime and (3) the extinction regime. 
for 0 < x - xr ~ 1, where the reaction rate vanishes to the first order in e, and a reaction 
zone, for x -xr^ke~1/2, where y ~k. We shall describe the curve i//-<f>2 by calculat-
ing both i// and <f>2 in terms of xr. The latter is expected to be of the order of e; then 
we seek the expansions 
(3.1) <£2 = eA0(l + S1e + - • •), (A = (/ + l)y'(l) = <Ao + s<Ai + - * * • 
Frozen region (outer solution). When the outer expansion 
(3.2) y = yo + eyi + ---
as well as (3.1) are inserted into (1.1)—(1.2), y0 and yi are found to satisfy 
(3.3) yo+/*"Vo = 0, yo(*r) = 0, y0(D = l, 
(3.4) y'l +/jc-1y i = A0yo\ yi(*r) = yid) = 0, 
where a part of the matching conditions with the reaction region below have been 
anticipated in the b.c. at x -xr in (3.3). The b.c. at x - xr in (3.4) is the additional 
condition we impose to define Su recall our comment in the Introduction. Integration 
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of (3.3M3.4) and substitution into (3.2) yield 
(3.5a) y = ^ f l +
 e A 0 ( l - i ) 2 ' l n ^ + . . - l for/ = 0, 
l n ( * r / * ) [ \ . 2/t x2f, X-Xr J X\ X*' ~X* 1 , 1 
(3.5b) 
for/ = 1, 
2 ' 
(3.5c y= ——!-r+eAo(l-*,) *? In Jt-x, + - + - + — A +••• 
x(l-^:r) L x 2 6 x J 
for / = 2 
where 
1 \ l-x2r / (
«
) = r (^7-7=1)* a = j ( z ) + 2x 2 lnjcr' 
6 =JCr l n ( l - J C r ) + * '"' — , C =JC? lp(l-JC r) + 2 l + 4jcr-4jcr 3 ,„/i x , xr(l + 4jcr) 
The asymptotic behavior of y at x = xr is easily obtained from (3.5a, b, c). For 
matching purposes it is more convenient to write the following asymptotic expressions 
of (x-xr) in terms of the intermediate variable y, k « y « 1: 
(3.6a) x-xr = (l-xr)y[l-eA0(l-xr)2lny + O(e2)], 
(3.6b) 
x -xr = -xr In xry[ 1 -eA0x2r (Inxr)2jIn y + In ( ^ ^ ) - a - l U o ( y ) + OU2)l , 
(3.6c) 
jc-jcr = j c r ( l - j c r )y^ 
for / = 0, 1 and 2, respectively. 
Reaction region (inner solution)* When using the inner variables 
(3.7) z=£, * - ^ ^ , 
k 4 k 
(1.1) may be written, except for exponentially small terms, in the form 
(3.8) d z A0(l + e<5i + - • -)z 
d£2 (1+*)2' 
While the matching conditions with the equilibrium region, where z is exponentially 
small, are 
(3.9) l i m z = l i m ^ = 0 as£-*-oo. 
dt; 
Equations (3.8)-(3.9) yield, upon two integrations, 
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with 
/(z) = ln(l + z) + (l + z ) " 1 - l , 
where a is a constant of integration that we shall not need to determine. The asymptotic 
behavior of (3.10) may be obtained upon integration by parts 
(3.11) V 2 ^ ( l
 + f+ . . .){-^=[l+^ + o ( 7 l y ) 2 ] » S 2 . » . 
When taking into account the definition of £ given by (3.7), (3.11) yields the following 
expression for x — xr in terms of the intermediate variable y: 
(3.12) x-Xr = y(2A0r^[l-e{ln9+2Sl-2Ko(e)]. 
Identification between (3.12) and (3.6a, b, c), i.e., matching with the frozen zone, 
yields A0 and Si in terms of xr for / = 0, 1 and 2. A further substitution into (3.1) gives 
(3.13a) ^ 2 = 2 ( 1 - J C ) 2 ( 1 + 2 £ + ' ' '}' / = 0 , 
<313W • 1 - s ^ [ M h ( ^ ) + 5 f = z - J ® } + - • • ] • '-'• 
<3-1M *2-2ti^di+<*''+llx'lT~Y••]• '-2-
The derivative at the surface y'(l) is easily obtained in terms of xr from (3.5a, b, c). 
Then we get, upon substitution in (3.1), 
(3.14a) (A = ( l - x r r 1 ( l + | + - - - ) , / = 0, 
(3.14b) M^n^ffln^---]' '-1' 
(3.14c) ^ = 3 x r ( l - ^ r 1 [ l + £ ( 1 + 6 y ^ ) + - • • ] , 7 = 2. 
Equations (3.13)-(3.14) provide the relation if/-</>2m this regime, as it is sketched 
in Fig. 2 (branches PE and P.EA). 
For / = 0, the asymptotics (3.13a), (3.14a) breaks down only for xr ~ k; therefore 
it is valid near the point 
(3.15a) ^ | = £+£ 2 + . . . , ^B = i + £ + . . . 
except for terms of the order of k, which are not considered here since they are 
exponentially small compared with e. On the other hand, since the expansion (2.1) 
breaks down for (/>2« 1, the validity of the ignition branch OIE near E must be 
questioned. A direct analysis of (1.1)—(1.2) for y (0) ~ k and </>2~£ shows that, except 
for terms of the order of k, the response curve is of the type (^  = l + <£2 + <£4 + ***, 
and approaches the point E as y(0)-*0. Therefore, the point E, with coordinates 
given by (3.15a), is the extinction limit for the slab geometry. The jump in the 
derivatives of the curve il/-(/>2 that appears at the point E comes from the fact that 
we are neglecting terms of the order of k which would smooth down the response curve. 
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For cylinders and spheres, the extinction limit corresponds to the minimum of 
<f>2 in (3.13b, c). For/ = 1, it is reached at xr = e~x; since J(e) = 3.143, 
(3.15b) <£i = 3.695s(l + .510s + - • •), (^ = 2(1 +3.195s+ • • •). 
For / = 2, the minimum is reached at xr = 1/2 and 
(3.15c) <£i = M l + .140s + - • •), (fe = 3(l + 2.333s + - • •). 
The analysis above remains valid when xr approaches 1, as may be easily seen; 
therefore (3.13)-(3.14) give the upper branch in Fig. 2 also for <£2-»oo. The analysis 
remains valid, too, for xr -» 0, xr» k, if/ = 0, as mentioned before. For/ = 1,2, however, 
xr cannot be too small; (3.13b, c) show that the assumption (/>2« 1 at the frozen region 
may be maintained only if 
j t2 lnjt r»e for y = l, x2»e for /= 2. 
Smaller values of xr require a different analysis to describe the branch AC in Fig. 2. 
We present that analysis in the next section for spherical geometry; similar ideas apply 
to the case/ = 1. 
3.2. A third regime for spherical geometry. This regime provides the branch AC 
in Fig. 2b, which will turn out to be very close to the branch OC associated with the 
ignition regime. The manner in which the extinction regime solution broke down 
suggests the existence of a thin reaction region where y ~ k, placed around a position 
x = xr ~e
1/2
. The concentration profiles will be as in sketch 2 in Fig. 3, consisting of 
four distinguished zones: an equilibrium region, for 0 <xr -x ~ 1, where y is exponen-
tially small compared with k\ a Langmuir-Hinshelwood (L-H) reaction region, for 
x-xr~k, where y~k; a. frozen region for 0<x-xr~e1/2, where y ~ l ; and an 
external power law reaction region, for 0 < x — xr ~ 1, where y ~ 1. The concentration 
profile for a point such as 2 of the segment AC will differ significantly from that 
corresponding to a point 1 only in a small core, where y comes down to very small 
values; this core includes the first three regions described above. Since the structure 
of the L-H reaction region and that of the frozen region are similar to those of § 3.1, 
we shall omit some details in the sequel. 
Let us introduce the following stretching for the independent variable in the 
frozen region 77 and for the position of the L-H region, rjr: 
-1/2 -1/2 
7] = e x, rjr^e xr, 
and describe the branch AC by calculating both <f>2 and i// in terms of rjr. We seek 
the expansions 
(3.16) 0 2 = AO(1 + E 1 / 2 5 I + - • •), «A=i3yW = «Ao + £1 /Vi + - * * • 
Langmuir-Hinshelwood reaction region. When using the variables 
/ \ 1/2 
-L
 r_X-Xr^7]-7]r)e 
Z
~k' * k k 
(1.1) may be written, except for exponentially small terms, in the form (3.8) with e 
replaced by e1/2> and the matching conditions with the equilibrium region, again in 
the form (3.9). The solution (3.10) and the asymptotic behavior (3.11) remain valid 
when we replace e by e1/2; the latter may be written also in the form 
(3.17) v-Vr = H2A0)-1/2[l-L^+()(elny)], 
valid for k«y«l. 
LANGMUIR-HINSHELWOOD REACTION-DIFFUSION PROBLEMS 1 0 5 9 
Frozen region. When the expansion 
(3.18)
 y = y o + e
1 / 2 y i + . . . 
and the stretching (3.16) are inserted into (1.1)—(1.2), the following problems result 
for y0(ri) and yi(v)-
(3.19) y'l +2r]~ly'i = 0, yfar) = 0, i = 1,2, 
where a part of the matching conditions with the L-H reaction region is anticipated 
in the b.c. yo(r]r) = 0; the additional condition is now yi(rjr) = 0. Integration of (3.19) 
and substitution into (3.18) lead to 
(3.20) y = (v-Vr)v~\ao + e1/2a1 + --), 
where the constants of integration a0 and ai are to be calculated. From (3.20), the 
following asymptotic expression is obtained: 
(3.21) v-Vr = wao1[l-«iao1e1/2 + 0(y)l 
valid for k«y« 1. Identification between (3.21) and (3.17) provides a0 and ax in 
terms of rjr9 Ai and 5i. A further substitution into (3.20) yields 
/ 1/2o v 
(3.22) y = T7rV2A0T7-1(T7-T7r)(l + - ^ - i + - • -J. 
Observe that y approaches a constant value as 77 -> 00. 
Potential reaction region. This region appears for x ~ y ~ 1, thus occupying almost 
the whole particle. We insert the expansion 
y = yo+e1 / 2yi + ---
into (1.1)—(1.2) to obtain the following problems for y0(x) and yi(jc): 
(3.23) y5+2jT 1yo=A 0yo 1 , 
(3.24) y0(0) = VrJ2A~o, y0(D = l, 
(3.25) y?+2jc"1yi = -A 0 yo 2 (y i -5 iy 0 ) , 
(3.26) lim y * + ^ ~ = 0 asjc->0, yi(l) = 0, 
T7rV2A0 x 2 
where the b.c. at JC = 0 have been obtained from the matching conditions with the 
solution of the frozen region (3.22). 
Observe that the leading problem posed by (3.23)-(3.24) is precisely that appear-
ing in (2.2)—the condition yo(0) = 0 coming from (3.24)—which provides the branch 
OC in Fig. 2b except for terms of the order of k. Therefore the branch AC follows 
OC except for terms of the order of e1/2, that are given by higher order terms in 
(3.16), beginning with Si and ^1. This will appear clearer in the sequel. 
As in § 2, we use similarity properties to solve (3.23)-(3.24). When using the 
dependent variables co and 6 defined in (2.4), and the independent variable 
V T ^ A J ' ^rV2 (/ 
(3.23) may be written in the form (2.5)-(2.7) except for the last equation in (2.7) that 
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must be replaced by 
exp (-5) (3.27) vr = 
y/26(s) ' 
giving 7]r in terms of the parameter s. 
A solution of the linear equation (3.25) satisfying the b.c. at x = 0 is obtained to 
be 
2A07]3r , ,A 3 Cy'odx 
L 1 yiHX Jo 3 
- yiH 
(3.28) 
2 Jo yiK 2 Jo y\Hy 
where the solution of the homogeneous part of (3.25) is given by 
yiH = xyo-y0. 
The b.c. at x = 1 in (3.26) provides 5i, while i//i = (/' + l)yi (1) may be obtained 
by differentiation in (3.28). When taking into account the definitions of co, 6 and s, 
and (2.7) and (3.27), the following expressions of Si and i//i in terms of the parameter 
s are obtained: 
Aa>-l)e-3' „, , x f s V 3 s 2 u 2 - 3 w (3.29)
 Sl = - 2 ^ - ^ 2 ( a i - l ) [ S f _ > ~ — ^ 
V20 Jo V20 ( w - 1 ) 
3.30 (Ai = 3 = — * *—7= + (0-(o2-(o)\ - = - Tzrdsl 
L V20 V2#a>-1) J o V 2 0 ( " - D J 
As s-»0, the asymptotics (3.16) match with (3.1), as is easily seen. As s->oo, 
81 and if/\ vanish; this was to be expected because the asymptotics (2.1), giving the 
branch OC, do not break down until s ~ l n (1/k), which happens for <£2-2 — 6-2~ 
k3/2; an analysis similar to that presented in [8] would show that the branches OC 
and AC join each other at the point C of coordinates (<£2, if/) = (2, 3). Although up 
to this approximation the number of solutions appears to be infinite at <j>2 = 2, it is 
clear that this number is always finite for nonzero k; we do not attempt to carry out 
the refined analysis required to calculate this finite number. 
4. The response curve for n <—1. A similar analysis to that presented in § 3 
might be carried out for this case, with qualitatively analogous results. In particular, 
for the extinction regime, we would obtain in first approximation 
-n-1 2(1 + 0(n)) 
2cnxr{mxr) ln ( l /x r ) 
IAI~\ J* k~"~1 <•> > m \\ 1 3^,(1+ Q(^)) 
( 4 > 1 C )
 *
 =2cnXHl-Xr)2{1 + 0{(J'))' ^ l-Xr ' J=2> 
where n = k'1'", k\r\k and k for n > - 2 , « = - 2 , n < - 2 , respectively, and 
_ f°° z<fe _ 1 
(
 ' °
n
 Jo (1 + z) 1 -" »(« + l ) -
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The extinction values of <j>2 are given in first approximation by 
i —\—n | —1—n 2 QK~l~n 
(A<1\ rk2 - - A2-" ^ rk2 -™L 
v+>3) < P E - — , (f>E-—~ , (f>E- ; — 
for / = 0, 1 and 2 respectively. 
5. The quasi-isothermal case. In this Section, we shall consider the problem 
(1.3)-(1.5) under the assumptions (1.7). 
Let us begin by introducing the new variables and parameters 
c - t y ya pcs 
y=—> T=7> ys=~r> y*s=—, &=—> 
cs is is is is 
( 5 1 1 exp[y afe- l ) /^] ^2 = j , 2 expEyfc-i)//,] 
Kacs ' * {i+Kacscxp[-Ya(ts-i)/ts]}2' 
where cs = c(l), ts = t(l), to write (1.4)-(1.5) in the form 
d2yldy_ 1 (d2Tj dT\_J_2 (k + l)2y exp[y,(T-l)/T] (5.2) dy{]dy_ 1 /d'T ^ j dT\  -2 (kl 
dx2 x dx Bs\dx2 x dx I {k + Bs\dx x d ) {k + y exp [-yas{T- 1)/T]f' 
(5.3) ^ = ^ = 0 atx = 0. 
dx dx 
The boundary conditions at x = 1 are of the Dirichlet type (see (5.1)): 
(5.4)
 y(l) = T(l) = l. 
From the first equation (5.2) and the b.c. (5.3)-(5.4) we obtain the so-called 
Prater relation, 
(5.5) r = l + f t ( l - y ) . 
Equation (5.5) and the b.c. (1.5) provide the following expressions for cs and ts: 
(5.6) cs = \l+7^-\\ ,s = 1+^[1+^U"V 
L (/ + l)o-J (/ + 1VL (; + l)o-J 
showing, in particular, that cs ^  1, ts g 1. Therefore, the hypothesis (1.7i) leads to 
(5.7) y « A « l , y s f r« l . 
On the other hand, the Prater relation allows us to write (5.2) in terms of y: 
d2y i ' dy_j>2 (fc + i ) 2 y e x P [ Y A ( i - y ) / q + f t - f t y ) ] 
dx2 x dx * {k + yexp[-YasBs(l-y)/(l + Bs-Bsy)^24 
When we take into account (5.7), (5.8) becomes 
d2y j dy
 2lk + \ 
dx2 
+ L *1
 = ^ ( | ± l \ 2 y ( 1 + 0(ySs, rash)), 
x dx \k + y/ 
which in first approximation is precisely (1.1), which has been analyzed in previous 
sections for k« 1. According to (5.1) and (5.6), the assumption (1.7ii) implies that 
k «1 at least for if/ ~ 1; k may be no longer small if i// is large enough, but then a 
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direct asymptotic analysis (see [13]) shows that 
(5.9) *4(T!>+I>>¥-*TT)~<I+O*-'»-
Then we have to distinguish two main regimes for the response curve. 
5.1. Isothermal regime. If (A~l> then (1.7iii) and (5.6) show that ts = cs-\ in 
first approximation; therefore, the response curve ^ — <I>2 is identical, to the leading 
order, to the curve ^ ~ <£2 calculated in previous sections. The incipient nonisothermal 
effects may be taken into account by using (5.1) and (5.6) in conjunction with the 
relation i(/-(t>2 obtained in §§ 2-4. 
5.2. Nonisothermal regime. This regime appears for i// ~ a » 1 and i//»a. The 
relation (/r-<£2 is now calculated from (5.9); (5.1) and (5.6) then lead to the following 
parametric representation of the curve t£-3>2: 
2 
(5.10) <D2 = i 
(5.11) 
*Hul) e x pr i+e+fM> J( °(tr * )} 
ln{l+TT?exp[-1 + ^ + ^ /Jj-l/{l+—exp[1 + ^ + ^ / J ) 
(A = (/+lV 1+f 
(5.12) 
-+ya = 
where g = t///(j + l)cr. An asymptotic analysis of (5.10)—(5.11) shows that there are 
multiple solutions of this regime if y exceeds a certain critical value yc which depends 
on the remaining parameters. A first approximation of yc, except for terms of the 
order of Ka1, is found to be 
f(i+^)2f xp*<v, 
\ v J pa 
[4 if per > v. 
If ya ~ 1, as is usually the case in practice, the upper multiplicity bound is given, 
in first approximation, by 
while the lower multiplicity bound is given by 
K2a (p\2 2 f (Y + 2 r a )a + l .,/3o-
--—— — a+exp i f—>land 
(5.14) 
where 
*IH y (1 + frr/vY 2 + 7a< 0*1 v 
cr Ka 
exp 
I" (y + 2ya)/8cr/y] (l + 3)exp(A3) 
I l+jScr/i^ J( l + S)ln(l + 5 ) - l otherwise, 
(y + 2 y J / 8 ^ [ ya(fitr/v) ] 
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and S is calculated as the unique positive root of 
8 + 2 
(l + «rln( l + 8 ) - l - 8 = A. 
6. Conclusions. An asymptotic analysis of the problem (1.1)—(1.2) for k-*0 has 
been carried out in §§ 2-4. It has been shown that the response curve exhibits 
multiplicity of solutions for ^ in a certain interval [(f>E, <l>i] and for k sufficiently small 
if n <0 and / = 0, 1 or n < (11 -8>/2)/7 and / = 2. The multiplicity bounds, <f>E and 
4>h are of practical interest; their asymptotic values, together with their numerically 
computed ones found in the literature, are plotted versus k, in Fig. 4, for the important 
case n = - 1 , and for / = 0 and 2. The error is under 5% except for (f>E and / = 0, when 
it is roughly 20%—still reasonably good for practical purposes—even for the second 
approximation. The extinction limit (f>E for / = 2 deserves two remarks. First, observe 
that, while <t>E>\ for k>0.0003, the first approximation is fairly good even for 
k = 0.05; this is somewhat surprising since the approximate value of (f>E was derived 
in § 3.1 with the assumption—which of course is asymptotically true—that the chemical 
reaction is frozen outside the reaction zone, which implies that <f>E«l. Secondly, 
observe that, except for extremely small values of k, the first approximation is better 
25 
2 n a - APPROXIMATION
 wjt 
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10" lO"3 
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K 
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1(T 10" 
FIG. 4. Isothermal ignition and extinction limits, fa and <f>E, versus k, as given by (2.22) and (3.15) 
— and numerically computed . 
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than the second one; thus it is advisable in this case to use only the leading term of 
the expansions (3.13c), (3.14c) to describe the response curve. 
As indicated in the Introduction, the response curve for isothermal particles 
appears to be, in this limit of strong adsorption effects, of a type similar to that of 
Arrhenius kinetics for large thermal effects; the main difference is that in our case 
the cylindrically symmetric geometry also exhibits a spiral behavior in its response 
curve, leading to a large number of solutions when <t>2 approaches a certain critical 
value. Nevertheless, only the maximal and minimal branches are expected to be stable 
(see Jackson [28]); therefore, from the physical point of view, the qualitative behavior 
of the three geometries is quite the same. 
For nonisothermal particles, (1.3)—(1.5) have been analyzed in § 5 under the 
assumptions (1.7). We have shown that the response curve consist of two distinguished 
parts. In a first isothermal one, for tA~l, it is identical to the response curve for 
isothermal particles in first approximation. In a second nonisothermal part, for ij/»l, 
a second multiplicity zone may appear if the parameter y exceeds a certain critical 
value yc, whose asymptotic expression has been derived. This criterion has been used 
to plot the bifurcation diagram of Fig. 5. First approximations to the lower and upper 
multiplicity bounds have been obtained and graphed in Fig. 6, for the important case 
UNIQUENESS 
p <j/v 
0 1 i i i i i i i i i i i i i 1 — i — i — i — i i * i i 
3 5 10"1 2 3 5 1 2 3 
FIG. 5. Bifurcation diagram for the nonisothermal regime. 
The results obtained above have been used to construct the response curves 
plotted in Fig. 7, were the effectiveness factor rj, which is more frequently employed 
in the chemically reacting systems literature, has been preferred to describe the particle 
response; we have used the observable reaction rate ij/ through the paper because of 
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5 10 15 20 
FIG. 6. Ignition and extinction limits, 4>7 and 4>E, in the nonisothermal regime for the case ya ~ 1. 4>E 
is given by the upper curve if (3a > v and ya + y/2 < (1 + (3o~/ v)2v/(3o~, and by the lower one otherwise. 
its direct significance as the slope of the concentration profile at the surface of the 
particle. The response curves were formed by the smooth merging into one another 
of the various segments corresponding to the regimes we have discussed. The large 
value of Ka was chosen for the spiral behavior to become apparent; observe, however, 
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FIG. 7. Response curves for y = 16, ya = 1, Ka = 1000. Curves 1-6 correspond respectively to (/?, cr, P) = 
(0, oo, - ) , (.005,180, 2), (.005,180,1), (.005, 200, .75), (.005, 90, .45), (.005, 30, .4). 
that the decay to the critical point is so fast that only an extremely fine resolution 
would reveal the existence of more than a very few solutions—if the refined asymptotic 
analysis required to describe precisely the neighborhood of the critical point were 
made. The values of the remaining parameters were selected to have every possible 
relative situation of the two multiplicity zones. 
Finally, let us point out that the high number of nondimensional parameters of 
the problem would make it very uncomfortable to obtain qualitative information— 
which is necessary to establish design criteria—from a purely numerical analysis. 
Moreover, our results apply precisely when the boundary layers of the concentration 
profiles would require a very careful selection of the net of integration to avoid large 
errors due to fast variations of the derivatives. The advantages of asymptotic results 
would be even more evident when one analyzes the whole reactor. Then, the conserva-
tion equations of the single particle should be integrated at every point of the net of 
integration of the equations giving the composition and temperature of the interstitial 
fluid. Several nondimensional parameters describing the characteristics of the reactor 
should be added and the number of integrations to be made would be drastically 
increased. 
Appendix 
Closed form solutions for problem (2.5)-(2.6). 
• n=0: <o=-^— = 2(l-e-s). 
0 + 1) 
_
 f ^ 
• / = 0, n =—1: <o=J2sd=2s/se~s \ e"2 du. 
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(O 
/ = 0, / is*-l : 
= Jj^{l-e-(n^) = ALy/e(n + l)s_l f1 u-in+3)/2in + 1){1_uyl/2du 
»n + 1 n + 1 Je-<«+i>s 
may be written more explicitly in the following cases: 
- if (» + 3)/2(» + l) = pelM, 
a> 
_(2p-2)\ e s j
 in+i)s A , -(«+UMPY1 r l ( r - l ) ! r(„+1), 
[ (p- l ) ! ] 2n + l C LVL rt{2r)\4p-r-ie 
1 . l W l - -(n + l)s 
+
 4 p - l l n i - V l - e - ( " + 1 ) s ' 
if -(/» + 3)/2(/» +1) = q € IM U {0}, 
w =-
2
 („_1)s/2r i _(n+1)si « (- l) rq![l- e-< n + 1 , s] (n + l)s-ir [l-<r (n+1)s] S 
n + l J , - 0 (2r + l)r!(flf-r)! 
. /' = 1, n = 1: V<?hitfiftlw = /o(V^) = es, 
where Jo and h are modified Bessel functions. 
/' = 2, n = l: M
'
 S = lnl^-> 
0 ,-. . - 2s/ 2s 
th-Je ' v V# 
• ; = 2 , n = 5 : - = w(l + w) = e"(ez -1) . 
Closed form solutions for problem (2.13)-(2.14). 
. y = 0: ^
 = a,
2a + n)
 = 2 ( 1 + w ) ( 1 _ w ) _ 2 ( 1 _ g _, ) 2 
. / = l , n = 0 : 4
 = 2(l-e 2') = 1 _ g - 2 » ( 1 + 2 f ) -
~ 6 2 ( 1 — £ ) „ „ _7r ^ -3r 
• =2,n=0: - = — - = l - 3 e 2' + 2e . 
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