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ABSTRACT
System-Level Analysis of Autonomous UAV Landing Sensitivities in GPS-denied
Environments
by
Terran R. Gerratt, Master of Science
Utah State University, 2020
Major Professor: Randall Christensen, Ph.D.
Department: Electrical and Computer Engineering
This paper presents a system-level analysis of navigation errors in an autonomous
UAV carrier-landing scenario with an emphasis on fixed-wing aircraft. The paper focuses
on typical sensors used in UAV landings which include an IMU, GPS, camera, and lidar.
To accurately model the carrier’s behavior, data from the Office of Naval Research SCONE
project is used to represent a typical carrier that would be used in a landing scenario.
The analysis is accomplished using a Monte Carlo simulation and an extended Kalman
filter to estimate the position, velocity, and attitude of both UAV and carrier. Particular
interest is placed on the relative state covariances between the two vehicles three seconds
prior to landing. The landing system’s sensitivity to onboard sensor errors, GPS signal
dependence, and passive fiducial numbers are analyzed by varying sensor grade and posi-
tion measurement availability. The results of the analysis enable the development of less
expensive landing systems without compromising safety or accuracy.
(117 pages)
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PUBLIC ABSTRACT
System-Level Analysis of Autonomous UAV Landing Sensitivities in GPS-denied
Environments
Terran R. Gerratt
This paper presents an analysis of the navigation accuracy of an fixed-wing Unmanned
Aerial Vehicle (UAV) landing on a aircraft carrier. The UAV is equipped with typical
sensors used in landing scenarios. Data from the Office of Naval Research is used to accu-
rately capture the behavior of the aircraft carrier. Through simulation, the position and
orientation of both the UAV and carrier are estimated. The quality of the UAV’s sensors
are varied to determine the sensitivity of these estimates to sensor accuracy. The system’s
sensitivity to GPS signals and visual markers on the carrier is also analyzed. These results
allow designers to choose the most economical sensors for landing systems that provide a
safe and accurate landing.
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CHAPTER 1
INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are progressively becoming more popular in many
fields including military operations, commercial use, and even among hobbyists. Because
of the rapidly growing prevalence and technological advancements behind them, UAVs are
becoming more intelligent with greater capabilities.
With relatively new breakthroughs in drone1 design and autopilot software, UAVs are
now able to fly fully autonomous missions. These missions can range from simple waypoint
following [1] to area surveying [2] and building inspection [3]. However, among the most
difficult maneuvers in regard to unmanned flight is the autonomous landing. The landing
problem can become even more complicated if the UAV is attempting to land on a moving
runway such as a delivery truck or an aircraft carrier.
This paper discusses a system-level analysis of navigation errors in an autonomous
UAV carrier-landing scenario. The focus will be on fixed-wing aircraft rather than multi-
rotor Vertical Take-off and Landing (VTOL) platforms. The decision to focus on fixed-
wing aircraft stems from the aircraft’s inability to land without a carefully planned flight
trajectory, which leads to more stringent navigation requirements and several opportunities
for research. The information and results in this paper provide a thorough analysis of the
aircraft/carrier relative estimation system and will enable the development of less expensive
landing systems, without compromising safety or accuracy.
1.1 Objectives
With the previous statement as motivation, this work covers and discusses the following
three objectives:
1The terms “drone” and “UAV” will be used interchangeably in this work.
21. The implementation of an extended Kalman filter that estimates the navigation states
of both the UAV and the carrier.
2. The quantification of navigation errors as a function of onboard sensor grade.
3. The analysis of the system’s sensitivity to GPS denied environments.
These objectives are accomplished based on a specific system architecture and sensor
configuration. Based on the information found in Chapter 2, the following sensors were
chosen for the UAV sensor suite: an Inertial Measurement Unit (IMU), a monocular RGB
camera, a flash lidar, and a GPS. These sensors were chosen to represent a UAV capable of
autonomous landings.
Thus while focusing on the above objectives, the presented research identifies relation-
ships between navigation errors, sensor grade, and sensitivity to position measurements.
This will enable designers to select the lowest cost system for a given set of requirements.
1.2 Overview
The remaining chapters of this paper will discuss details pertaining to the project.
Chapter 2 reviews the current state of the art in UAV carrier landing scenarios as well as
common sensor configurations. This project will focus on a specific sensor configuration
which will be further discussed in Chapter 3. This chapter will also cover the materials and
design methods. Chapter 4 defines the coordinate frames and state vectors used throughout
the paper. Chapter 5 explains the details and implementation of the Kalman filter, while
Chapter 6 is dedicated to the verification thereof. Chapter 7 focuses on the results of the
paper’s objectives. Finally, Chapter 8 summarizes and reiterates the importance of the
project.
CHAPTER 2
LITERATURE REVIEW AND BACKGROUND
To better understand the estimation requirements for the landing problem discussed in
the introduction, a review of the current state of the art in autonomous UAV landing will
be discussed in this chapter.
There are many techniques in the literature for ship-relative localization of incoming
UAVs which will be detailed in the following sections. The first section discusses techniques
requiring additional infrastructure or sensors attached to the runway. The next section is
similar to the first, but these methods require only passive fiducials on the landing zone
rather than radios, cameras or other sensors. Section 2.3 covers computer-vision methods
for recognizing and tracking the desired landing point. Finally, a section on lidar-aided
relative navigation is presented.
As a note, not all of the references and methods discussed here are specific to fixed-wing
ship landings. However, the research and designs therein are worth mentioning to introduce
common techniques in UAV research that may have impracticalities when applied to fixed-
wing aircraft.
2.1 Offboard Sensors
Having additional sensors and hardware on the runway has many benefits for au-
tonomous landing. First off, these systems generally have more computational power avail-
able versus a small embedded computer on the UAV. This extra computational power can
lead to more accurate and faster recognition algorithms to aid in the estimation process [4].
Secondly, cameras and other tracking systems on the runway are less prone to vibrations
and unknown geometries than systems using sensors mounted directly on the UAV [4]. An-
other benefit that comes from placing sensors on the landing zone rather than the UAV is
increased sensor availability. UAV onboard sensors are commonly limited in size, weight,
4and power consumption, whereas these limitations are obsolete by placing required sensors
offboard. Not only can heavier and larger sensors be used, but the quantity of such sensors
is not limited when placed on the runway. This allows arrays of sensors to work together
for more accurate measurements [5].
Another approach for gathering state information is by using radios to directly com-
municate between the ground station and the UAV. With systems such as the one discussed
in [6], relative position information can be obtained through pseudo-range and angle of ar-
rival measurements. This direct line of communication reduces estimation errors since the
data is being transmitted in real time as the UAV prepares to land.
2.2 Passive Fiducials
Another common system architecture in UAV landings is to place passive fiducials near
the landing location. Rather than splitting the computation between the ground station and
the UAV, this approach requires all data processing to take place directly on the UAV. This
method can be less error prone because it does not rely on direct communication between
the ground station and the aircraft, which can also reduce latency issues in the system.
In applications that require only short range position estimates, high-contrast 2D Aug-
mented Reality (AR) markers are able to provide full relative position and orientation
measurements from the marker to the UAV [7]. This idea was extended in [8] by embedding
multiple markers within a single fiducial and produced much smaller navigation errors than
using a single marker.
A downside to AR markers is that from long distances the tags are imperceivable and
are thus accurate only at relatively short distances. This limitation makes this method
impractical for fixed-wing landings as these aircraft generally require relative pose data at
further distances. To overcome these shortcomings, the research carried out in [9] details
how leveraging infrared cameras and known visible points on an aircraft carrier can provide
ship-relative localization at further distances. Their research determined that a minimum
of three passive fiducials were needed to determine the relative position of the UAV.
52.3 Computer-Vision Tracking
In contrast to the above two subsections, computer-vision tracking methods require no
additional infrastructure on the landing zone. However, these methods often rely heavily on
computer software and camera images that enable simple monocular cameras to recognize
and track specific physical features in a video stream. This approach can be employed to
guide a UAV towards the desired landing target using only cameras and common computer-
vision methods such as the hough transform [10] and RANSAC algorithm [11]. An example
of this is found in [12] where an RGB camera and onboard image processing were used to
detect and track the runway even if only a small portion was visible. The researchers then
implemented a glide-slope controller to guide the UAV to the runway.
Another computer-vision method for gathering UAV state information is referred to as
optical flow. This method compares successive camera images to determine the pose of the
aircraft relative to objects in the images. As discussed in [13], this can be computationally
extensive and, if objects in the images are also moving, can become quite complicated. A
common assumption with this method is that relative to the high velocity of the UAV, the
objects in the images can be treated as stationary and thus simplify the problem.
To reduce some of the computational complexity, some computer-vision techniques
consist of a camera and lidar working together. Introducing the lidar provides direct range
information from the UAV to the landing zone. The research conducted in [14] shows that a
camera and lidar can be used independently for target detection and tracking. When used
together, both sensors produce redundant and complementary state information for a more
robust system. This allows for a infrastructure-free ship deck landing.
2.4 Lidar-Aided Relative Navigation
Using lidar in aiding drone landings is not uncommon [15], [16], [17]. Lidar also has
applications with spacecraft to survey the surface of celestial objects and determine safe
locations for landing [18].
As briefly discussed in Section 2.3, it is common in the literature to use both a camera
and lidar for navigation. The research presented in [15] uses a monocular vision camera for
6estimating the horizontal position of the landing zone, while the lidar is used primarily for
gathering altitude information. Leveraging the height estimate, the descent velocity of the
UAV can also be computed based on lidar measurements.
Similarly, [19] combines the range measurements from a lidar with a visual tracking
sensor to obtain a simple and low-cost guidance system. This system is capable of deter-
mining distance to the carrier and orientation of the ship deck by targeting a narrow-band
light source placed along the landing zone. By combining these sensor measurements, an
accurate relative estimate of the carrier can be determined.
In [20], a lidar is used for position measurements when a GPS signal is lost. This is
accomplished by relying on inertial measurements and by calculating the coordinates of
specific points in the environment. These measurements are then used to determine the
UAV’s location. However, these position measurements tend to drift and errors grow over
time without GPS updates.
Given the information in this chapter, a specific system architecture and sensor mea-
surements were chosen and implemented throughout this project. This is further discussed
in Chapter 3.
CHAPTER 3
MATERIALS AND METHODS
This chapter focuses on the system setup, the sensor configuration, and the methods
used to obtain the project objectives as stated in Chapter 1. The project takes the cur-
rent state of the art in UAV autonomous carrier landings as addressed in Chapter 2, and
determines the navigation sensitivity to sensor errors and environmental factors. This is ac-
complished by implementing a simulation environment where the estimator can be used to
produce accurate and repeatable results. The choice to implement the project in simulation
also allows testing many different scenarios in a controlled environment.
In the attempt to avoid confusion, the first section will define notation and conventions
used throughout the paper. The sensors used in the navigation system and reasons for the
chosen sensor suite will be discussed in section 3.2. The next section, will briefly cover the
carrier data used to propagate the carrier’s state information throughout the simulation.
Finally, the last section of the chapter discusses the EKF and Monte Carlo simulation used
to produce the desired results and achieve the paper’s objectives.
3.1 Notation and Conventions
In this paper, all vectors are assumed to be column vectors and are denoted with an
underline i.e. x. A dotted variable, i.e. x˙, denotes a time derivative. An estimate of
a variable is denoted with a hat above the variable i.e. xˆ, while a measured variable is
denoted above with a tilde i.e. x˜.
Direction cosine matrices, also referred to as rotation matrices, are used to represent
a rotation between two coordinate frames. These matrices are denoted by an R where the
subscript is the starting frame and the superscript is the ending frame. For example, the
rotation matrix Rnb describes a rotation from the b frame to the n frame.
8Quaternion Conventions
Rotations will also be described using a unit quaternion denoted by a q. Quaternions
follow the same same subscript and superscript notation as a rotation matrix. For example,
qnb represents a rotation from the b frame to the n frame. It should be noted that each
quaternion follows the Hamilton convention with
q , q0 + q1iˆ+ q2jˆ + q3kˆ
and when expressing the quaternion in vector form, the scalar is the first element followed
by the vector portion.
q ,
q0
q
 =

q0
q1
q2
q3

A rotation matrix can be created from a quaternion by equation 3.1.1.
R(q) =

q20 + q
2
1 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q
2
0 − q21 + q22 − q23 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23
 (3.1.1)
A quaternion conjugate is denoted as q∗ and is defined per equation 3.1.2.
q∗ ,

q0
−q1
−q2
−q3

(3.1.2)
9Quaternion multiplication can be computed as follows:
Given two quaternions
p ,
p0
p
 and r ,
r0
r

q = p⊗ r =
 p0r0 − p · r
p× r + p0r + r0p
 (3.1.3)
where × and · denote a cross product and dot product respectively.
Equations 3.1.1 - 3.1.3 can also be seen in [21].
There can be many definitions of misalignment error in a rotation matrix or quaternion.
These can vary depending on which frame is considered misaligned. The definitions for
misalignment error used throughout this paper are defined in the following equations which
produce equivalent representations of misalignment error.
Rnb , [I − (θnb×)] Rˆnb (3.1.4)
qnb ,
 1
−12δθnb
⊗ qˆnb (3.1.5)
3.2 Sensor Suite
Given the background discussed in Chapter 2, a specific sensor suite was chosen for
this project that represented common autonomous landing techniques in the literature.
The following sensors were chosen to be used and modeled in this project: an Inertial
Measurement Unit (IMU), a monocular RGB camera, a flash lidar, and a GPS. All of these
sensors are rigidly fixed to the body of the UAV thus requiring no additional offboard sensors
on the carrier. However, the carrier is assumed to have passive fiducials in predetermined
locations on the ship deck.
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Fig. 3.1: Use of lidar measurement to determine carrier attitude
The IMU is used to propagate the UAV’s position, velocity, and attitude states in
between measurement updates from the GPS, camera, and lidar. The camera provides
line-of-sight (LOS) measurements from the aircraft to the passive fiducials on the carrier.
As is typical with most unmanned vehicles, the GPS provides position measurements.
The lidar usage in this project is somewhat unconventional. Instead of using the lidar
for range measurements, it is used in estimating the carrier’s attitude.1 This is accomplished
in three steps. First, a point cloud of the carrier is created using the flash lidar. Next, a
geometric plane is fit to the points that lie on the runway of the ship deck. More information
on this process can be found in [23]. Finally, the plane’s nominally upward unit vector is
extracted containing the current attitude of the carrier. A visual of the lidar measurement
can be seen in Figure 3.1.
The decision to use passive fiducials was due to the relative simplicity of the design
architecture as opposed to the other methods presented in Chapter 2. This method does
not require active infrastructure such as radar or communication links on the ship deck and
aside from the additional passive markers on the carrier, keeps the entire landing system
onboard the UAV. This means the resulting system is more portable and can be integrated
1A similar concept using “beam emitters” can be seen in [22].
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into existing carrier systems with minimal modifications. Another reason for the passive
fiducials method is that it allows the system to be scaled to smaller platforms that do not
possess the required computational power for computer-vision tracking methods. Again,
this allows the system to be applied to many different aircraft rather than targeting a
specific platform.
3.3 Carrier Model
To accurately model the carrier’s behavior in simulation, pose data has been collected
from various classes of ships commonly used in the United States Navy. This data was
collected and compiled by the Office of Naval Research (ONR) as part of the Systematic
Characterization of the Naval Environment (SCONE) project and was created using state of
the art nonlinear seakeeping prediction code (LAMP). This work will focus on the Generic
Carrier (CVN) ship class which represents typical aircraft carrier hulls. The dataset is used
in this work to provide representative motion of the aircraft carrier in the simulation as well
as aid in the design of motion models for the extended Kalman filter.
3.4 Estimation and Simulation
Results of the simulation focus on the relative position, velocity and attitude covari-
ances at three seconds prior to the UAV touchdown. This is accomplished using an indirect
extended Kalman filter (EKF) and a Monte Carlo simulation. The measurements available
to the EKF are camera observations of the passive fiducials on the carrier and lidar-based
attitude measurements of the ship deck. The lidar measurements are assumed to be pre-
processed to extract the normal vector of the deck plane as discussed in Section 3.2. The
sensitivity of these covariances to measurement accuracy and frequency are illustrated as a
function of onboard sensor grade.
The successful implementation of the EKF satisfies the first design objective mentioned
in the introduction while the analysis of the onboard sensor sensitivity achieves the second
objective.
The method for achieving the third objective is to analyze the system’s sensitivity to
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environmental factors. In the scope of this project, environmental factors will include two
cases. The first is the sensitivity of the system to GPS-denied environments where the
amount of time without a GPS signal is varied to determine the system’s sensitivity and
dependence on position measurements. The second case under the environmental factors
focuses on the system’s navigation errors while varying the number of fiducials on the ship
deck. As with the analysis of the onboard sensors, the performance is evaluated based
on relative UAV/carrier covariances rather than absolute covariances. The idea of relative
covariances is further explained in Section 5.8.
Thus, the research presented in this work enables designers to select system components
which minimize cost while maintaining mission-specific navigation error requirements.
CHAPTER 4
STATE DEFINITIONS
This chapter is dedicated to the design model and the variables of interest referred to
in this project. The actual value of these variables are grouped into a vector which will be
referred to as the truth state vector. The EKF estimates the values of these variables and
produces an estimated state vector. The difference between truth and estimated vectors is
known as the error state vector.
Section 4.1 explains the relationships between the various coordinate frames in the
project. The next section, 4.2, covers the variables in the state vectors. The last section
of this chapter discusses the error definitions of the state vector which will later be used in
the EKF validation.
4.1 Coordinate Frames
In order to make sense of the variables contained in the state vector, it is necessary
to first define the coordinate frames that the variables will be expressed in. Figure 4.1
illustrates the relationships between the six coordinate frames used in this project. All
coordinate frames adhere to the right-hand rule with the x-axis denoted by the dashed line
in Figure 4.1. The I frame is the inertial frame which is earth-fixed and aligned with the
North, East and down directions. The n (navigation) frame is aligned with the I frame,
but is fixed at the center of mass of the UAV. The b (body) frame is coincident with the
n frame at the UAV’s center of mass, but the x-axis points out the nose of the UAV and
rotates with the body of the aircraft. The c (carrier) frame behaves like the b frame, but
is attached to the carrier instead of the UAV, with the x-axis pointing out the front of the
carrier. The final two frames are attached to the camera (k frame) and the lidar (l frame)
which are both rigidly fixed to the UAV. In this paper, the origin of these two frames are
assumed to be coincident with the origin of the b frame. Thus, the kb and the lb vectors are
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Fig. 4.1: Coordinate frame diagram
zero which means that these sensors are assumed to be a the center of mass of the UAV.
Although it it not realistic to have both the camera and lidar fixed at the center of mass of
the UAV, eliminating these lever arms simplifies the analysis without significantly affecting
the results of the study. This is largely due to the magnitude of the position vectors that
dominate the geometry in the landing scenario.
4.2 State Vectors
The truth, estimated, and error state vectors are denoted as x, xˆ, and δx respectively.
Each vector is an 14× 1 column vector, but will be represented as a transposed row vector
as shown below. Table 4.1 details each of the variables contained in the state vector.
x =
[
pn vn qnb ba bg q
b
k q
b
l p
n
c
vnc q
n
c ω
c
cx/n α
c
cx/n ω
c
cy/n ω
c
cz/n
]T
xˆ =
[
pˆn vˆn qˆnb bˆa bˆg qˆ
b
k qˆ
b
l pˆ
n
c
vˆnc qˆ
n
c ωˆ
c
cx/n αˆ
c
cx/n ωˆ
c
cy/n ωˆ
c
cz/n
]T
δx =
[
δpn δvn δθnb δba δbg δθ
b
k δθ
b
l δp
n
c
δvnc δθ
n
c δω
c
cx/n δα
c
cx/n δω
c
cy/n δω
c
cz/n
]T
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Table 4.1: State variable descriptions
Variable Name Description
pn Position of the UAV as expressed in the navigation frame
vn Velocity of the UAV as expressed in the navigation frame
qnb Quaternion from the body frame to the navigation frame
ba Accelerometer bias in the body frame
bg Gyroscope bias in the body frame
qbk Quaternion from the camera frame to the body frame
qbl Quaternion from the lidar frame to the body frame
pn
c
Position of the carrier as expressed in the navigation frame
vnc Velocity of the carrier as expressed in the navigation frame
qnc Quaternion from the carrier frame to the navigation frame
ωccx/n Angular velocity about the x-axis of the carrier with respect to
the navigation frame as expressed in the carrier frame
αccx/n Internal state used in the calculation of ω
c
cx/n
ωccy/n Angular velocity about the y-axis of the carrier with respect to
the navigation frame as expressed in the carrier frame
ωccz/n Angular velocity about the z-axis of the carrier with respect to the
navigation frame as expressed in the carrier frame
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Each variable denoted with an underline within the state vectors are 3 × 1 vectors
themselves. For example, pn denotes the position of the UAV expressed in the navigation
frame. This vector contains the x, y, and z positions of the UAV. For simplicity, the state
vectors can be consolidated and represented as
x =
[
xu xp xc
]T
(4.2.1)
where the elements xu, xp, and xc are defined as
xu =
[
pn vn qnb
]T
(4.2.2)
xp =
[
ba bg q
b
k q
b
l
]T
(4.2.3)
xc =
[
pn
c
vnc q
n
c ω
c
cx/n α
c
cx/n ω
c
cy/n ω
c
cz/n
]T
(4.2.4)
4.3 Error Definitions
The matrix equations in this section show the relationships between the truth, esti-
mated, and error state vectors. Since the EKF can only produce an estimate of the state,
the value of the truth vector, x, is a small perturbation from the estimated value xˆ. This
small perturbation is referred to as the error state or δx. In many cases, this relationship
is simply additive as in the case for the position state, pn = pˆn + δpn. The equation for the
truth quaternion requires a quaternion multiplication of the estimated quaternion and a δq
term which is defined in equation 4.3.1.
δqyx ,
 1
−12δθyx
 (4.3.1)
where δqyx is a small perturbation in the quaternion that represents a rotation from the x
frame to the y frame. The variables x and y are used as placeholders to represent each
of the δq terms found below. The full mapping from estimated state and perturbations to
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truth state is shown in equation 4.3.2.
x =

pˆn + δpn
vˆn + δvn
δqnb ⊗ qˆnb
bˆa + δba
bˆg + δbg
δqbk ⊗ qˆbk
δqbl ⊗ qˆbl
pˆn
c
+ δpn
c
vˆnc + δv
n
c
δqnc ⊗ qˆnc
ωˆccx/n + δω
c
cx/n
αˆccx/n + δα
c
cx/n
ωˆccy/n + δω
c
cy/n
ωˆccz/n + δω
c
cz/n

(4.3.2)
Where ⊗ denotes quaternion multiplication.
The estimated state can be defined in terms of the truth state and a small perturbation
from that state. Thus the mapping for xˆ is defined as follows where * denotes the quaternion
conjugate.
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xˆ =

pn − δpn
vn − δvn
(δqnb )
∗ ⊗ qnb
ba − δba
bg − δbg
(δqbk)
∗ ⊗ qbk
(δqbl )
∗ ⊗ qbl
pn
c
− δpn
c
vnc − δvnc
(δqnc )
∗ ⊗ qnc
ωccx/n − δωccx/n
αccx/n − δαccx/n
ωccy/n − δωccy/n
ωccz/n − δωccz/n

(4.3.3)
The final variation of these matrix mappings is a function of truth and estimated
state and produces the perturbation. In most cases, this is accomplished by subtracting
the estimated state from the truth vector, however, another quaternion multiplication is
required for the quaternion elements in the vector. Equation 4.3.4 shows this mapping.
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δx =

pn − pˆn
vn − vˆn
δθnb
ba − bˆa
bg − bˆg
δθbk
δθbl
pn
c
− pˆn
c
vnc − vˆnc
δθnc
ωccx/n − ωˆccx/n
αccx/n − αˆccx/n
ωccy/n − ωˆccy/n
ωccz/n − ωˆccz/n

(4.3.4)
where δθyx , −2× [qyx ⊗ (qˆyx)∗](2 : 4)
The (2 : 4) notation denotes the extraction of the 2 - 4 elements of the resulting 4×1
column vector. The variables x and y are used as placeholders to represent each of the δθ
terms in equation 4.3.4.
The following chapter covers how the state vector evolves over time governed by the
state propagation equations.
CHAPTER 5
NAVIGATION AND STATE ESTIMATION
This chapter is dedicated to the development and implementation of the extended
Kalman filter. Sections 5.1 and 5.2, present the nonlinear equations governing how the state
vectors propagate through time. Section 5.3 includes the nonlinear models representing the
camera, lidar, and GPS measurements used in the EKF. Sections 5.4 and 5.5, take the
nonlinear design and measurement models and linearizes them to produce models that are
easily integrated into the EKF. This linearization process also provides a way to accurately
propagate the state covariances. Section 5.6 documents the covariance propagation, while
the following Section, 5.7, presents the Kalman update equations and briefly discusses
the recursive Kalman filter loop. The final section in this chapter documents the relative
covariance transforms.
5.1 Nonlinear Truth State Propagation
Each of the states within the state vector require a differential equation to mathemat-
ically describe how the state evolves over time. These equations are explained below in the
order they appear in the state vector.
The derivative of the UAV position is the UAV velocity.
p˙n = vn (5.1.1)
The derivative of the UAV’s velocity is the specific force on the UAV, denoted as νb,
plus gravity. However, since the acceleration needs to be expressed in the navigation frame,
this value is then multiplied by the rotation matrix Rnb .
v˙n = Rnb ν
b + gn (5.1.2)
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The quaternion dynamics relating the body frame and the navigation frame requires
a quaternion multiplication of the original quaternion scaled by 1/2 and an augmented
quaternion of zero and the angular velocity of the body frame. This relationship is shown
below.
q˙nb =
1
2
qnb ⊗
 0
ωb
 (5.1.3)
The next two equations are first order Markov processes for the accelerometer and the
gyroscope biases. The derivative of these biases are easily calculated by scaling their value
by their respective time constants with the addition of a noise term, n.
b˙a = −
1
τa
ba + na (5.1.4)
b˙g = −
1
τg
bg + ng (5.1.5)
The following two quaternions represent the rotation from camera frame to the body
frame as well as from the lidar frame to the body frame. Since these two frames are rigidly
attached to the UAV body frame, they do not evolve over time.
q˙bk =
[
0 0 0 0
]T
(5.1.6)
q˙bl =
[
0 0 0 0
]T
(5.1.7)
Equations 5.1.1 - 5.1.7 are once again consolidated into matrix form
x˙u =

vn
Rnb ν
b + gn
1
2q
n
b ⊗
 0
ωb


(5.1.8)
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x˙p =

− 1τa ba + na
− 1τg bg + ng[
0 0 0 0
]T
[
0 0 0 0
]T

(5.1.9)
The derivative of the variables contained in xc as defined in equation 4.2.4, correspond
to the carrier states. For the truth vector, these values are read from a file containing the
data recorded on an aircraft carrier as discussed in Section 3.3. This data was collected and
compiled by the Office of Naval Research (ONR) and made public to academic researchers.
Thus, the recorded carrier data was used as the truth rather than propagating these values
in simulation.
Similar UAV dynamics can be found in [24]. However, the velocities used in this paper
are expressed in the navigation frame which yield slightly different equations. The equations
used in the navigation filter to estimate these values are described in the next section.
5.2 Nonlinear Navigation Differential Equations
The equations governing the UAV states in this section are almost identical to the
truth state propagation equations without the noise terms. The estimated state propagation
equations for these states are shown below:
˙ˆxu =

vˆn
Rˆnb (ν˜
b − bˆa) + gn
1
2 qˆ
n
b ⊗
 0
ω˜b − bˆg


(5.2.1)
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˙ˆxp =

− 1τa ba
− 1τg bg[
0 0 0 0
]T
[
0 0 0 0
]T

(5.2.2)
As seen from above, the only difference between these equations and their truth coun-
terparts are equations for the velocity and attitude. These two equations now subtract off
their corresponding biases from their measurements ν˜b and ω˜b which are defined below in
5.2.3 and 5.2.4 from the accelerometer and gyroscope respectively.
ν˜b , νb + ba + ην (5.2.3)
ω˜b , ωb + bg + ηω (5.2.4)
where η
ν
and η
ω
are the noise corruptions in the sensors themselves.
The estimated state equations for position and attitude of the carrier are identical to
the UAV truth state equations 5.1.1 and 5.1.3.
˙ˆpn
c
= vˆnc (5.2.5)
˙ˆqnc =
1
2
qˆnc ⊗
 0
ωˆc
 (5.2.6)
The velocity of the carrier is slightly different. Since the velocity of the carrier is
assumed to be nominally constant throughout the simulation, the propagation of this state
is modeled as a random walk as shown below.
˙ˆvnc = nvc (5.2.7)
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The remaining states are related to the angular velocity of the carrier where ωccx/n,
ωccy/n, and ω
c
cz/n are the velocities about their respective axes. The roll of the carrier
about the x-axis has a resonant peak at a specific frequency which behaves like a second
order Markov process. Because of the second order system, αccx/n is used as an internal
state for the dynamics of the carrier about this axis. The natural frequency, ωn, and the
damping ratio, ζ, are tuning parameters used to accurately describe the roll of the carrier.
The pitch and yaw of the carrier are modeled using a first order Markov as was done
with the accelerometer and gyroscope biases. The following four equations describe these
relationships.
˙ˆωccx/n = αˆ
c
cx/n (5.2.8)
˙ˆαccx/n = −ω2nωˆccx/n − 2ζωnαˆccx/n + nωcxω2n (5.2.9)
˙ˆωccy/n = −
1
τωcy
ωˆccy/n + nωcy (5.2.10)
˙ˆωccz/n = −
1
τωcz
ωˆccz/n + nωcz (5.2.11)
Thus the equation for ˙ˆxc is as follows
˙ˆxc =

vˆnc
nvc
1
2 qˆ
n
c ⊗
 0
ωˆc

αˆccx/n
−ω2nωˆccx/n − 2ζωnαˆccx/n + nωcxω2n
− 1τωcy ωˆccy/n + nωcy
− 1τωcz ωˆccz/n + nωcz

(5.2.12)
Section 6.3 contains more information on the process of determining the tuned carrier
parameters.
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5.3 Nonlinear Measurement Models
The UAV has three sensors onboard that require a model to represent their measure-
ments: the camera, the lidar and the GPS. The models for each of these sensors will be
discussed below.
Camera
The camera provides a line-of-sight (LOS) measurement from the UAV to the carrier
landing zone. The camera model is shown below in equation 5.3.1
z˜k =
lx/lz
ly/lz
+ ηk (5.3.1)
where l is the LOS vector from the UAV camera frame to the fiducial in the carrier frame
and nk is the camera noise. l must be expressed in the camera frame and can be defined as
follows:
lk , pk
c
+ rkf − pk
Adding a few rotation matrices is required to express the above equation in terms of states
in the state vector. The resulting equation becomes:
lk , RkbRbnpnc +R
k
bR
b
nR
n
c r
c
f −RkbRbnpn (5.3.2)
Which can equivalently be expressed as:
lk , RkbRbn
(
pn
c
+Rnc r
c
f − pn
)
(5.3.3)
Lidar
Similar to the camera, the lidar provides a range measurement from the UAV lidar
frame to the carrier frame. The lidar produces a point cloud of the ship deck which is then
converted to a unit normal vector, u. This normal vector is the measurement extracted
from the lidar and is defined in 5.3.4.
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uc ,

0
0
−1
 (5.3.4)
Since this vector is defined in the carrier frame, its values are constant and always points in
the negative z direction of the carrier frame. As was done with the camera measurement, the
normal vector is then rotated into the lidar frame to produce the following lidar measurement
model:
z˜l = LmR
l
bR
b
nR
n
c u
c + η
l
(5.3.5)
where Lm is a matrix that maps the 3 dimensional unit vector to the x and y components
of the lidar frame
Lm ,
1 0 0
0 1 0
 (5.3.6)
GPS
The final model describes the GPS measurements of the UAV. As this information is
already in the state vector, the model is simply the pn vector with additional noise.
z˜gps = p
n + η
gps
(5.3.7)
Residuals
Now that each of the measurement models have been formed, the estimate of these
models are defined with the same equations except with values from the xˆ vector instead
of x and without the noise terms.
ˆ˜zk =
lˆx/lˆz
lˆy/lˆz
 (5.3.8)
ˆ˜zl = Rˆ
l
bRˆ
b
nRˆ
n
c uˆ
c (5.3.9)
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ˆ˜zgps = pˆ
n (5.3.10)
With all the measurements and measurement estimates defined, the residuals are com-
puted as follows:
Resk , z˜k − ˆ˜zk (5.3.11)
Resl , z˜l − ˆ˜zl (5.3.12)
Resgps , z˜gps − ˆ˜zgps (5.3.13)
5.4 Linearized Design Model
Now that the nonlinear models have been defined, they must be linearized about the
current state estimate to develop linear perturbation models of the state dynamics and
measurements. This section covers the linearization of the design and discussed in Sec-
tion 5.2. This is accomplished by expanding the nonlinear equations about the current
estimated states. The linear system is produced by subtracting the nominal states and can-
celing second-order terms which results in a first-order linearization of the system dynamics.
Appendix A.4 discusses the validity of this linear approximation.
The x˙ equation can be defined by taking the derivative of each of the states in equation
4.3.2. Recalling the definitions for ν˜b and ω˜b from equations 5.2.3 and 5.2.4, and substituting
in equations 5.1.1 - 5.1.7 for the UAV states and 5.2.5 - 5.2.11 for the carrier states yields
the following equations.
˙ˆp+ δp˙n = vˆn + δvn (5.4.1)
˙ˆvn + δv˙n = [I − (θnb×)] Rˆnb
(
ν˜b − bˆa − δba − ην
)
+ gn (5.4.2)
d
dt

 1
−12δθnb
⊗ qˆnb
 = 1
2
 1
−12δθnb
⊗ qˆnb ⊗
 0
ω˜b − bˆg − δbg − ηω
 (5.4.3)
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˙ˆ
ba + δb˙a = −
1
τa
(
bˆa + δba
)
+ na (5.4.4)
˙ˆ
bg + δb˙g = −
1
τg
(
bˆg + δbg
)
+ ng (5.4.5)
d
dt

 1
−12δθbk
⊗ qˆbk
 = 1
2
 1
−12δθbk
⊗ qˆbk ⊗

0
0
0
0

(5.4.6)
d
dt

 1
−12δθbl
⊗ qˆbl
 = 1
2
 1
−12δθbl
⊗ qˆbl ⊗

0
0
0
0

(5.4.7)
˙ˆp
c
+ δp˙n
c
= vˆnc + δv
n
c (5.4.8)
˙ˆvnc + δv˙
n
c = [I − (θnc×)] Rˆnb (−nvc) (5.4.9)
d
dt

 1
−12δθnc
⊗ qˆnc
 = 1
2
 1
−12δθnc
⊗ qˆnc ⊗
 0
ωcc/n − δωcc/n − nωc
 (5.4.10)
˙ˆωccx/n + δω˙
c
cx/n = αˆ
c
cx/n + δα
c
cx/n (5.4.11)
˙ˆαccx/n + δα˙
c
cx/n = −ω2n
(
ωˆccx/n + δω
c
cx/n
)
− 2ζωn
(
αˆccx/n + δαˆ
c
cx/n
)
(5.4.12)
˙ˆωccy/n + δω˙
c
cy/n = −
1
τωcy
(
ωˆccy/n + δω
c
cy/n
)
+ nωcy (5.4.13)
˙ˆωccz/n + δω˙
c
cz/n = −
1
τωcz
(
ωˆccz/n + δω
c
cz/n
)
+ nωcz (5.4.14)
For each of the equations listed above except the quaternions and velocities, the cor-
responding linear equation is produced by subtracting the nominal states as expressed in
equation 5.2.12. This is known as a perturbation linearization. The velocity and quaternion
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equations require a more involved derivation and can be found in appendices A.1 and A.2
respectively. The final linear equations are shown below:
δp˙n = δvn (5.4.15)
δv˙n =
[
Rˆnb
(
ν˜b − bˆa
)]
× δθnb − Rˆnb δba − Rˆnb ην (5.4.16)
δθ˙
n
b = Rˆ
n
b δbg + Rˆ
n
b ηω (5.4.17)
δb˙a = −
1
τa
δba + na (5.4.18)
δb˙g = −
1
τg
δbg + ng (5.4.19)
δθ˙
b
k =
[
0 0 0
]T
(5.4.20)
δθ˙
b
l =
[
0 0 0
]T
(5.4.21)
δp˙n
c
= δvnc (5.4.22)
δv˙nc = nvc (5.4.23)
δθ˙
n
c = −Rˆnc δωc (5.4.24)
δω˙ccx/n = δα
c
cx/n (5.4.25)
δα˙ccx/n = −ω2nδωccx/n − 2ζωnδαccx/n + nωcxω2n (5.4.26)
δω˙ccy/n = −
1
τωcy
δωccy/n + nωcy (5.4.27)
δω˙ccz/n = −
1
τωcz
δωccz/n + nωcz (5.4.28)
Now that the system is linear, the above equations can be represented as a matrix, F ,
in the following form.
δx˙ = F (xˆ) δx+Bw (5.4.29)
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where F is a 34 × 34 element matrix defined in equation 5.4.30 as a 2 × 2 block-diagonal
matrix.
F =
 Fu,p 021×10
013×24 Fc
 (5.4.30)
where the Fu,p and Fc matrices are defined below:
Fu,p =

03×3 I3×3 03×3 03×3 03×3 03×9
03×3 03×3 Cθnb −Rˆnb 03×3 03×9
03×3 03×3 03×3 03×3 Rˆnb 03×9
03×3 03×3 03×3 − 1τa I3×3 03×3 03×9
03×3 03×3 03×3 03×3 − 1τg I3×3 03×9
06×3 06×3 06×3 06×3 06×3 06×9

(5.4.31)
Fc =

I3×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 R1 03×1 R2 R3
01×3 01×3 0 1 0 0
01×3 01×3 −ω2n −2ζωn 0 0
01×3 01×3 0 0 − 1τωy 0
01×3 01×3 0 0 0 − 1τωz

(5.4.32)
where Cθnb is the cross product matrix defined as Cθ
n
b
,

0 −c3 c2
c3 0 −c1
−c2 c1 0
 and

c1
c2
c3
 ,
Rˆnb
(
ν˜b − bˆa
)
The elements Rnc1 , R
n
c2 , and R
n
c3 are the first, second, and third columns of the rotation
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matrix from the carrier to the navigation frame, Rnc . For reference, the complete F matrix
is shown in Appendix A.3
The noise vector, w, is an augmentation of all the process noise vectors, while B is the
process noise coupling matrix that maps the noise vector to the error state as is defined as
B =
 Bu,p 024×6
010×12 Bc
 (5.4.33)
Bu,p =

03×3 03×3 03×3 03×3
−Rˆnb 03×3 03×3 03×3
03×3 Rˆnb 03×3 03×3
03×3 03×3 I3×3 03×3
03×3 03×3 03×3 I3×3
06×3 06×3 06×3 06×3

(5.4.34)
Bc =

I3×3 03×1 03×1 03×1
03×3 03×1 03×1 03×1
01×3 0 0 0
01×3 ωn2 0 0
01×3 0 1 0
01×3 0 0 1

(5.4.35)
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w =

η
ν
η
ω
na
ng
nvc
nωcx
nωcy
nωcz

(5.4.36)
5.5 Linearized Measurement Model
The same procedure was followed for linearizing the measurement models as described
in Section 5.3. The discrete measurements were linearized to produce a matrix equation of
the form
δz = H (xˆ) δx+Gν (5.5.1)
where H is an 7×34 matrix that maps the perturbation state δx to the linear measurement
perturbation, δz. Similarly, G maps the measurement noise vector, ν to δz. Appendix
B contains the derivations for each of the sensor measurements and further discusses the
validity of this linear approximation.
The H matrix is defined as follows
H (xˆ) =
[
Hu,p Hc
]
(5.5.2)
Hu,p =

−Dp 02×3 Dθnb 02×6 Dθbk 02×3
02×3 02×3 −Dl 02×6 02×3 −Dl
I3×3 03×3 03×3 03×6 03×3 03×3
 (5.5.3)
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Hc =

Dp 02×3 Dθnc 02×4
02×3 02×3 Dl 02×4
03×3 03×3 03×3 03×4
 (5.5.4)
where the 3 × 3 block matrices Dp, Dθnb , Dθbk , Dθnc , and Dl are defined below. The I3×3
element denotes a 3× 3 identity matrix.
Hlos ,

1
lkz
0 − lkx
(lkz)
2
0 1
lkz
− lky
(lkz)
2
 (5.5.5)
Dp , HlosRˆkb Rˆbn
Dθnb , −Dp
[(
pˆn
c
×
)
+
(
Rˆnc r
c
f×
)
− (pˆn×)]
Dθbk
, −HlosRˆkb
[(
Rˆbnpˆ
n
c
×
)
+
(
RˆbnRˆ
n
c r
c
f×
)
−
(
Rˆbnpˆ
n×
)]
Dθnc , Dp
(
Rˆnc r
c
f×
)
Dl , LmRˆlbRˆbn
(
Rˆnc u
c×
)
where rcf is the vector from the origin of the carrier frame to a fiducial of interest on the
carrier.
The derivation of the above equations are shown in Appendix B.
5.6 Covariance Propagation
This section is dedicated to the propagation of the state covariances where equation
5.6.1 shows the governing differential equation
P˙ = F (xˆ)P + PF T (xˆ) +BQBT (5.6.1)
34
Recall that F is the linearized system dynamics matrix, B is the process noise coupling
matrix (equation 5.4.33), and Q is the noise Power Spectral Density (PSD), which is defined
as a block diagonal matrix shown in equation 5.6.2.
Q =

Qν 03×3 03×3 03×3 03×3 0 0 0
03×3 Qω 03×3 03×3 03×3 0 0 0
03×3 03×3 Qa 03×3 03×3 0 0 0
03×3 03×3 03×3 Qg 03×3 0 0 0
03×3 03×3 03×3 03×3 Qvc 0 0 0
0 0 0 0 0 Qωcx 0 0
0 0 0 0 0 0 Qωcy 0
0 0 0 0 0 0 0 Qωcz

(5.6.2)
with each of the diagonal terms defined as:
Qν = V RW
2 (I3×3)
Qω = ARW
2 (I3×3)
Qa =
2σ2a,ss
τa
(I3×3)
Qg =
2σ2g,ss
τg
(I3×3)
Qvc = CV RW
2 (I3×3)
Qωcx = 3.2e
−6 (see Section 6.3)
Qωcy =
2σ2cy,ss
τωcy
Qωcz =
2σ2cz,ss
τωcz
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The parameters used in the above equations were chosen to match typical values from
sensor datasheets or calculated to fit the SCONE datasets. These values, as well as other
parameters used in the verification of equation 5.6.1, are tabulated and explained in Section
6.3.
5.7 Kalman Update
The equations governing the Kalman update step are discussed in this section. The
following equations are computed for each of the sensor measurements at every Kalman
update.
The Kalman gain, K, is a weighting matrix that multiplies the measurement residuals
to update the error state vector, δxˆ+. This relationship is shown in equation 5.7.1 where
the Kalman gain is defined by equation 5.7.2.
δxˆ+ = K
[
z˜ − h (xˆ−)] (5.7.1)
K = P−HT
(
xˆ−
) [
H
(
xˆ−
)
P−HT
(
xˆ−
)
+GRGT
]−1
(5.7.2)
Recall that G is the matrix that maps the measurement noise, ν, to the residuals. The R
matrix is a diagonal matrix of the measurement variance. The diagonal values for the R
matrices are shown in Table 6.2.
The covariance is also updated using the Kalman gain as defined below in equation
5.7.3.
P+ =
[
I −KH (xˆ−)]P− [I −KH (xˆ−)]T +KGRGTKT (5.7.3)
Using the equations discussed above, the state estimate vector, xˆ, is then updated
by correcting the errors. This is accomplished by using the updated error state vector
and the mapping defined in 4.3.2 to create the a posteriori state estimate. At this point,
the measurement residuals are updated and the a posteriori estimate becomes the a priori
estimate for the next measurement.
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5.8 Relative Covariance Transforms
Because this project focuses on a UAV/carrier landing scenario, the absolute position
of either vehicle is not as important as the relative position from one to the other. It is
thus necessary to compute the relative covariances for the position, velocity, and attitude
between the two vehicles. This is accomplished with the following equations.
Prel,p = ApPA
T
p (5.8.1)
Prel,v = AvPA
T
v (5.8.2)
Prel,a = AaPA
T
a (5.8.3)
where
Ap =
[
I3×3 03×18 −I3×3 03×10
]
(5.8.4)
Av =
[
03×3 I3×3 03×18 −I3×3 03×7
]
(5.8.5)
Aa =
[
03×6 I3×3 03×18 −I3×3 03×4
]
(5.8.6)
These relative covariances will be further analyzed in Section 6.6.
CHAPTER 6
FILTER VALIDATION
The EKF is a sophisticated algorithm with many components. To produce valid and
trustworthy results, it is necessary to confirm that the EKF behaves as expected. This is
most conveniently accomplished by checking individual pieces of the EKF. This chapter
presents a procedure for checking individual elements of the EKF implementation discussed
in Chapter 5. Section 6.1 presents a method of checking the error state vector and the
matrix mapping equations for consistency. The next section confirms the nonlinear state and
measurement propagation. Section 6.4 validates the measurement residuals. The final two
sections present the simulation parameters and Monte Carlo plots to validate the estimation
capability.
6.1 Error State Vector Validation
The three matrix equations 4.3.2 - 4.3.4 provide a useful method for validating the state
vectors in the EKF. Since these equations are used for validation, it is necessary to check
for consistency between the equations themselves. This is accomplished by first manually
adding errors to the estimated vector using equation 4.3.3. Then by applying equation
4.3.4, the estimated errors are calculated and verified that they are equal to the errors
that were manually added in the previous step. The final check is to apply these errors in
equation 4.3.2 to ensure that the output is equal to the initial truth state. The results of
this validation step are recorded in Table 6.1
The δx column in Table 6.1 is the difference between the initial value of the state
variable and the value after injecting and removing the errors via the mapping equations.
The results of the table show that these equations are consistent and produce the expected
output. The quaternions in the state vector exhibit a small difference rather than a per-
fect mapping because of the first-order approximation used in the perturbation equations.
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Table 6.1: Mapping equation validation
Variable Name δx
pn 0.0
vn 0.0
qnb 1.110299228302966e-16
ba 0.0
bg 0.0
qbk 2.452840257200934e-18
qbl 1.936866724003709e-18
pn
c
0.0
vnc 0.0
qnc 1.359739955510518e-16
ωccx/n 0.0
αccx/n 0.0
ωccy/n 0.0
ωccz/n 0.0
However, based on the magnitude of this error, the inconsistency is negligible.
6.2 Nonlinear State Propagation
This section discusses the results of the truth state propagation equations and validates
that the measurement models previously described are consistent.
Using the simulation, a flight trajectory was generated that resembles a typical landing
approach. The UAV begins at an altitude of 120 meters and for the first 30 seconds,
performs an “S” maneuver to aid in the calibration of the EKF. For the next 30 seconds,
the UAV follows a glide slope that leads the aircraft to a reference point on the ship deck.
Figure 6.1 shows the flight trajectory used in the simulation.
In the absence of measurement noise, the residuals should be zero. Figures 6.2 - 6.3
show the measurement residuals for the camera and lidar. As shown in these plots, the
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error has negligible magnitude indicating that the nonlinear state propagation equations
are consistent and accurate. Figures 6.4 and 6.5 show perfect consistency for the GPS
residuals and insignificant errors in the estimation of the UAV’s position, velocity, and
attitude states. The minimal errors in the residual plots indicate that the measurement
models and estimates are consistent.
The plots for the UAV parameter states were left out of this section as they were
identically zero for all time and provided no further insight. The plots have been included
in Appendix C.1 for completeness.
At this stage, the carrier state estimates were replaced with the carrier truth data in
order to get the measurement residual plots to behave as expected. Any misalignment in
the carrier estimates would manifest themselves as a measurement error. To confirm that
the measurements were working properly, the errors in the carrier estimate were zeroed out
for this validation step and thus their corresponding plots were not included.
Fig. 6.1: UAV flight trajectory
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Fig. 6.2: Camera residual propagation
Fig. 6.3: Lidar residual propagation
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Fig. 6.4: GPS residual propagation
6.3 Simulation Parameters
To verify that the error state covariance propagation is correct, a Monte Carlo simula-
tion was implemented. After running 125 cycles of the simulation, the propagation of the
error covariance was compared with the ensemble statistics of the error propagated using
the nonlinear equations presented in Section 5.1. This simulation requires many tuning
parameters with the values of these parameters displayed in the following tables.
Table 6.3 presents the UAV’s accelerometer parameters while Table 6.4 shows the corre-
sponding parameters for the gyroscope. Both sensors were modeled as a first order Markov
process and therefore require a time constant for the sensor bias, a standard deviation of
the steady-state value, and a random-walk noise strength. Table 6.5 contains the carrier’s
parameters as recorded in SCONE datasets. These values were determined by plotting the
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Fig. 6.5: UAV state residual propagation
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Table 6.2: Measurement parameters
Parameter X Y Z Units Description
σcam 0.007 0.007 - rad 3σ camera uncertainty
σlidar 0.005 0.005 - rad 3σ lidar uncertainty
σgps 1.0 1.0 3.0 m 3σ GPS uncertainty
Table 6.3: Accelerometer parameters
Parameter Value Units Description
τa 60.0 sec Accelerometer bias time constant
σa,ss 0.001 g 3σ steady-state accelerometer bias
VRW 0.06 m/s/
√
hr 3σ velocity random walk
PSD of the carrier’s attitude and fitting a curve to the data. In the case of the carrier’s
x-axis, a second order equation was required to accurately model the behavior. The mag-
nitude of the PSD for the y and z axes was significantly smaller than the x-axis and thus a
first order Markov was chosen as an approximation for these two axes. This PSD analysis
can be seen in Figure 6.6.
The final Table, 6.6, displays the Kalman filter’s initial uncertainty values for the given
states. These values were used to initialize the covariance propagation equation discussed
in Section 5.6. Most of these values were chosen based off of similar values found in [24]
or typical tactical grade sensors such as [25]. The camera and lidar are assumed to be
mechanically aligned and therefore have very small misalignment errors. The carrier values
were chosen to be conservative to observe the covariances clamping down as a result of the
EKF update.
Table 6.4: Gyroscope parameters
Parameter Value Units Description
τg 60.0 sec Gyroscope bias time constant
σg,ss 1.0 deg/hr 3σ steady-state gyroscope bias
ARW 0.07 deg/
√
hr 3σ angle random walk
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Table 6.5: Carrier parameters
Parameter Value Units Description
CVRM 0.045 m/s/
√
hr 1σ carrier velocity random walk
Qcx 3.2e
−6 rad2/s3 Carrier roll PSD strength
ζcx 0.0200 unitless Carrier roll damping ratio
ωncx 0.0503 Hz Carrier roll cut-off frequency
τwcy 1.000 sec Carrier attitude rate time constant about y-axis
σcy,ss 3.7e
−4 rad/s 1σ steady-state carrier attitude rate about y-axis
τwcz 1.000 sec Carrier attitude rate time constant about z-axis
σcz,ss 7.1e
−4 rad/s 1σ steady-state carrier attitude rate about z-axis
Table 6.6: State initial uncertainty values
Parameter X Y Z Units
UAV position 1.00 1.00 3.00 m
UAV velocity 0.10 0.10 0.10 m/sec
UAV attitude 0.10 0.10 0.10 rad
Accelerometer bias 0.001 0.001 0.001 g
Gyroscope bias 1.00 1.00 1.00 deg/hr
Camera attitude 0.001 0.001 0.001 rad
Lidar attitude 0.001 0.001 0.001 rad
Carrier position 30.0 10.0 10.0 m
Carrier velocity 6.00 1.00 1.00 m/sec
Carrier attitude 0.20 0.20 0.20 rad
Carrier angular velocity 0.20 0.20 0.10 rad/s
Carrier angular acceleration 0.0001 - - rad/s2
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Fig. 6.6: Carrier attitude PSD analysis
6.4 Residual Verification
At this point, it is necessary to validate that the residuals behave as expected. Each
of the measurement residuals should be zero-mean, white noise, and have a covariance
consistent with the residual covariance matrix. To verify these characteristics are met, a
single Monte Carlo simulation was ran with the parameters listed in Tables 6.3 - 6.6.
Figures 6.7 - 6.9 show the measurement residuals after a single Monte Carlo run. The
camera residuals were only processed when the fiducials on the ship deck were within the
field of view of the onboard camera. At the beginning of the simulation when the UAV is
performing the “S” maneuver, there are certain times when the camera is unable to see the
fiducials. Thus Figure 6.7 shows no residual at these times.
The figures show that the residuals have all the expected characteristics and are there-
fore valid to be used in the Kalman update step.
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Fig. 6.7: Camera residuals
Fig. 6.8: Lidar residuals
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Fig. 6.9: GPS residuals
6.5 Covariance Propagation
For small errors, the propagation of the error covariance using equation 5.6.1 should
match the ensemble statistics of errors propagated through the nonlinear equations. Figures
6.10 - 6.12, show “hairline” plots for the UAV and carrier position, velocity, and attitude
states. The red dotted-lines are the ±3σ of the estimation errors, and each gray “hair”
is a single Monte Carlo run. These plots are used to verify that the ensemble statics are
consistent with the propagated covariance and are zero-mean.
To create variability in the carrier’s states, each Monte Carlo run started at a random
index in the SCONE dataset. The values at this random index were then subtracted off
from the carrier’s states to ensure that at the end of the simulation the UAV would land
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on the carrier regardless of the starting index in the SCONE data.
Each of the UAV plots produced expected results with the large percentage of hairs
staying within the 3σ bounds. The down-velocity subfigure does show some inconsistency
as the mean of the hairs is slightly biased. This bias can also be seen in the down-position
subfigure since the position is directly related to the UAV’s velocity.
In general, the carrier state plots are more conservative than the UAV state plots. This
can been seen where the errors are slightly smaller than the 3σ bounds. The inconsistencies
in the carrier states are likely due to the approximation of the chosen equations to model
the carrier’s behavior as recorded in the SCONE data files. However, since the covariance
values are conservative, these approximations do not present any problems once the Kalman
update is active. This can be seen in the Section 6.6.
Since the carrier’s angular acceleration about the x-axis is a second order system, it
has a natural frequency which is apparent in the oscillating behavior found in the carrier’s
North attitude subfigure in Figure 6.12. This behavior propagates upward, influencing the
carrier’s velocity and attitude plots which are consistent with the expected behavior for
this axis. This angular acceleration plot as well as the remaining state plots are included
in Appendix C.2.
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Fig. 6.10: UAV and carrier positions
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Fig. 6.11: UAV and carrier velocities
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Fig. 6.12: UAV and carrier attitudes
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6.6 State Estimation
This section shows the hairline plots for each of the states with the Kalman filter
processing sensor measurements. The Monte Carlo simulation was set to run 125 cycles
with each hairline representing the estimation error for the corresponding state. This section
focuses on the relative position, velocity, and attitude states from the UAV to the carrier.
This is because the position of the carrier relative to the oncoming UAV carries more
importance in a landing scenario than the absolute position of either vehicle. Appendix C.3
contains the remaining plots for completeness.
The majority of hairlines stay within the 3σ bounds for all of the relative states. There
are a few hairs that stray out of bounds in the position and velocity plots, but with the
introduction of the lidar, the relative attitude plots tighten down extremely well.
Since the velocity directly influences the carrier’s position, the inconsistency in these
plots is likely caused by a common inadequacy in the way the carrier’s velocity was modeled.
This is potentially due to an over simplification that was made when modeling the carrier’s
velocity contained in the dataset. However, even with the inconsistency, the filter covariance
adequately represents the ensemble statistics of the estimation errors for each relative state.
Table 6.7 shows two carrier parameters that were adjusted once the Kalman update
step was active. These values were tuned such that the 3σ bounds accurately represented
the covariances. Previously, Qcx,truth and Qcx,nav were set to the same value which can be
seen in Table 6.5.
Table 6.7: State estimation parameters
Parameter Value Units Description
Qcx,truth 3.2e
−5 rad2/s3 Carrier roll PSD strength
Qcx,nav 8.0e
−4 rad2/s3 Carrier roll PSD strength
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Fig. 6.13: Relative position and velocity estimate
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Fig. 6.14: Relative attitude estimate
CHAPTER 7
RESULTS
This chapter is dedicated to the results pertaining to the design objectives presented
in the introduction. With the first objective complete and verified as discussed in Chap-
ters 5 and 6, the primary focus in this chapter is to present the results of the navigation
error analysis. This chapter includes plots for the Root Sum Square (RSS) of the three
components in each relative state. The RSS covariance is defined as:
σRSS ,
√
(σx)2 + (σy)2 + (σz)2 (7.0.1)
For completeness, Appendix D includes the plots for each component in every relative state
whereas this chapter focuses primarily on the RSS of each relative state.
This chapter is split into two sections. The first will focus on the navigation sensitivity
to onboard sensor grades. The second section will focus on the sensitivity to environmental
factors. This includes the amount of time without a GPS lock and the number of fiducials
on the ship deck.
7.1 Sensor Grade Sensitivity
This section presents the results of the navigation sensitivity to onboard sensor grades.
The same general procedure was followed for each study. Three separate instances of the
simulation were ran with a differing magnitude of errors in the sensor. The error magnitude
is representative of the sensor’s quality and measurement accuracy and ranges from low
to high grade. In regard to the IMU, the grades low, medium, and high correspond to
consumer, tactical, and navigation grades respectively. During a specific sensor study,
the measurements from the remaining sensors were active and processed as normal with
the medium grade sensor values. For the sensor grade sensitivity studies, the GPS was
disabled after 30 seconds to simulate the potential loss of position measurements prior to
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Table 7.1: Sensor grade specifications
Parameter Low Grade Medium Grade High Grade Units
IM
U
σa,ss 0.01 0.001 0.0001 g
VRW 0.6 0.06 0.006 m/s/
√
hr
σg,ss 10.0 1.0 0.1 deg/hr
ARW 0.7 0.07 0.007 deg/
√
hr
C
am
er
a
σcam,x 0.07 0.007 0.0007 rad
σcam,y 0.07 0.007 0.0007 rad
L
id
ar σlidar,x 0.05 0.005 0.0005 rad
σlidar,y 0.05 0.005 0.0005 rad
the UAV landing. Table 7.1 contains the parameters for each onboard sensor and grade
where the medium grade column contains the values used for filter validation in Chapter
6. The medium grade IMU values were based off of a typical tactical grade device, [25].
The medium grade camera values were calculated based on the number of pixels in an HD
resolution image. The lidar values are highly dependent upon the plane fitting algorithm
used in the lidar measurement. Since the implementation of this algorithm is not in the
scope of this paper, these values were chosen similar to the values calculated for the camera.
In every case, the low grade sensor values are a magnitude higher than the medium grade
while the high grade values are a magnitude lower to represent a broad range of device
fidelity.
With the EKF validated, the analysis parameters were varied to assess their effect on
the state covariances. In this work, the state covariances 3 seconds prior to touchdown
were selected as a reference time which is denoted by the vertical line at approximately 65
seconds in the following plots. The covariances at this reference time in the simulation will
be the primary comparison value.
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7.1.1 IMU Grade
This subsection analyzes the effect of IMU grade on the estimation covariances. Figures
7.1 and 7.2 show the RSS relative position, velocity, and attitude of the UAV and carrier. In
all three plots, the difference between a tactical and a navigation grade IMU is negligible.
The consumer grade IMU performs slightly worse than the others when estimating the
relative position and velocity once the GPS signal is lost. As the UAV continues to approach
the carrier, the covariances start to converge. At 3 seconds prior to landing, the position
covariances are similar for all three grades. However, the velocity covariances at the reference
time are improved slightly when using a navigation grade IMU over a consumer grade.
Fig. 7.1: IMU study - RSS relative position
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Fig. 7.2: IMU study - RSS relative velocity and attitude
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7.1.2 Camera Errors
This subsection analyzes the effect of camera grade on the estimation covariances.
Figure 7.3 shows the RSS relative position, velocity, and attitude states. As expected,
having a higher fidelity camera produces smaller relative covariances. In contrast to the
IMU study, the high grade has a significant improvement over both the medium and low
grade cameras. In the case of the relative position, the covariances improve by roughly a
factor of 60 at the reference time from the low grade to the high grade camera. This is a
large improvement and is highly dependent upon the magnitude of errors in the camera.
It can also be seen in the relative attitude plot that the camera grade has a significant
affect on the covariances. A similar result can be seen by the lidar measurement which is
primarily used for attitude determination. This effect will be further analyzed in Section
7.2.2.
7.1.3 Lidar Errors
Since the lidar measurement is used solely for the carrier attitude determination, the
RSS relative position and velocity covariances are practically identical between the different
lidar grades. The difference between a medium and high grade lidar is rather insignificant.
The difference between high and low is a bit more dramatic with an improvement of a factor
of 3. Figure 7.4 shows the results of this study.
Even with an improvement in covariances from low to high grade, it can be seen that
this particular system architecture is largely insensitive to lidar errors. However, it is shown
in Section 7.2.2 that having a lidar onboard significantly reduces the attitude covariances
and reduces the number of required fiducials placed on the ship deck.
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Fig. 7.3: Camera study - RSS relative position, velocity, and attitude
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Fig. 7.4: Lidar study - RSS relative position, velocity, and attitude
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7.2 Environmental Sensitivity
This section analyzes the navigation sensitivity to GPS-denied environments. The first
study addresses the sensitivity of the system to the amount of time without a GPS signal.
This shows how dependent the system is on position measurements. The second study
covers the system’s navigation errors while varying the number of fiducials placed on the
ship deck.
7.2.1 GPS-denied
This section processes all onboard sensor measurements, but varies when the UAV loses
GPS signal. Figure 7.5 shows the results of this study. As expected, the longer the UAV
goes without position measurements, the larger the absolute position covariances become
for both the UAV and the carrier. A similar trend is also seen in the relative velocities.
The attitude plot shows the same behavior, but the magnitude on the covariances is small
enough that the effect is arguably negligible. It should be noted that in all three cases, even
though the absolute covariances increase as the amount of time without GPS increases, the
relative covariances stay constant. In spite of being highly sensitivity to GPS errors for
absolute position, the relative position between the UAV and carrier is largely unaffected.
This is an important characteristic for a reliable and robust landing system.
7.2.2 Fiducial Number
This study focuses on determining the sensitivity to the number of fiducials on the ship
deck. It can be seen in Figure 7.6, that the more fiducials placed on the deck, the smaller
the relative position, velocity, and attitude covariances. This study was performed first
with the camera only, and a second time with the lidar enabled. In the case of the relative
position, the system requires three or more fiducials to achieve the same covariances as using
the lidar. The relative velocity covariances become equal when at least two fiducials are
used. The lidar has a much more dramatic improvement for the relative attitude. In fact
even when using six fiducials on deck, the camera-only covariances never reach the same
value as the system with the lidar.
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Fig. 7.5: GPS study - RSS relative position, velocity, and attitude
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Fig. 7.6: Fiducial study - RSS relative position, velocity, and attitude
CHAPTER 8
CONCLUSION AND FUTURE WORK
8.1 Conclusion
In this paper a system-level analysis of UAV carrier landing sensitivities is discussed.
Background information and the current state of the art in autonomous landing for UAVs
is briefly reviewed. A common sensor configuration is chosen to represent UAVs in a carrier
landing scenario with passive fiducials placed on the carrier deck. The sensitivity of this
system to sensor errors and environmental factors is studied to determine tolerable errors
in navigation.
In particular, the sensitivity of the relative UAV/carrier state covariances are analyzed
as a function of IMU grade, camera errors, and lidar errors. In the scope of this work,
environmental factors includes two cases. The first is the sensitivity of the system to GPS-
denied environments where the amount of time without a GPS signal is varied to determine
the system’s sensitivity and dependence on position measurements. The second case focuses
on the system’s navigation errors while varying the number of fiducials on the ship deck.
From the simulation results, it is shown that the relative position and velocity of the
UAV and carrier are more sensitive to errors in the camera than the onboard IMU. The
system is largely insensitive to lidar errors, however having a lidar onboard significantly
decreases attitude covariances and reduces the number of required fiducials placed on the
ship deck. The study also shows that even in GPS-denied environments, the system is able
to keep the relative covariances low which is an important characteristic for a reliable and
robust landing system.
With the results from the analysis and application specific requirements, designers can
determine tolerable errors and choose appropriate sensors to create systems at a lower cost
without compromising landing accuracy.
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8.2 Future Work
In most applications involving a lidar, the lidar is used to produce range measurements.
In this work it was used solely for attitude determination. A possible extension to this work
could extract more information from the lidar including range measurements to the ship
deck as well as aid in determining the UAV’s altitude along the landing approach. This
would lead to a more accurate estimate of the relative position for precise landings.
Further research could also be conducted in determining the optimal placement of
fiducials on the carrier. In this work, an attempt was made to strategically place the fiducials
on the deck. Throughout the work it became apparent that not all fiducials configurations
resulted in the same spread of covariances. Further research in this area would provide more
insight for fiducial placement and number of required fiducials to keep relative covariances
low for a safe and accurate landing.
Another potential study could include a control law to guide the aircraft to the desired
location on the carrier. This would further validate the results in this work and provide a
measure of what magnitude of estimate errors are tolerable in carrier landing scenarios.
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APPENDICES
APPENDIX A
Error State Linearization
This appendix contains linearization derivations for the velocity and quaternion equa-
tions. The last section also displays the complete F matrix used in the linear system.
A.1 Velocity Linearization
This section shows the error state vector differential equation for the velocity equations
using the perturbation method described in the introduction of Section 5.4. The UAV
velocity uses this derivation directly, while the carrier velocity follows a similar derivation.
The only difference is that the carrier does not have an accelerometer onboard to measure
the carrier’s acceleration. Thus, the (ν˜b − bˆa − δba − na) term is replaced with (ωˆc + δωc)
which ends up simplifying the procedure to a degree.
Starting from equation 5.4.2
˙ˆv
n
+ δv˙n =
[
I − (θnb×)
]
Rˆnb
(
ν˜b − bˆa − δba − na
)
+ gn (A.0.1)
Distributing the first term yields
˙ˆv
n
+ δv˙n = Rˆnb
(
ν˜b − bˆa − δba − na
)
− (δθnb×) Rˆnb
(
ν˜b − bˆa − δba − na
)
+ gn (A.0.2)
Subtracting the velocity component of equation 5.2.1
δv˙n = Rˆnb (−δba − na)− (δθnb×) Rˆnb
(
ν˜b − bˆa − δba − na
)
(A.0.3)
Reversing the cross product
δv˙n = Rˆnb (−δba − na) +
[
Rˆnb
(
ν˜b − bˆa − δba − na
)]
× δθnb (A.0.4)
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Eliminating second order terms to produce a first-order approximation
δv˙n = Rˆnb (−δba − na) +
[
Rˆnb
(
ν˜b − bˆa
)]
× δθnb (A.0.5)
Rearranging to arrive at final result
δv˙n =
[
Rˆnb
(
ν˜b − bˆa
)]
× δθnb − Rˆnb δba − Rˆnb na (A.0.6)
A.2 Quaternion Linearization
This section shows the error state vector differential equation for the quaternion equa-
tions using the perturbation method described in the introduction of Section 5.4. The
derivation below is specifically for the quaternion qnb , however, it applies to all quaternions
in the state vector.
Recalling equation 5.1.3
d
dt
(qnb ) =
1
2
qnb ⊗
 0
ωb
 (A.0.7)
where qnb =
 1
−12δθnb
⊗ qˆnb
Substituting this value into equation 4.3.2 produces
d
dt

 1
−12δθnb
⊗ qˆnb
 = 1
2
 1
−12δθnb
⊗ qˆnb ⊗
 0
ωb
 (A.0.8)
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Expanding ωb and adding the perturbation results in 5.4.3
d
dt

 1
−12δθnb
⊗ qˆnb
 = 1
2
 1
−12δθnb
⊗ qˆnb ⊗
 0
ω˜b − bˆg − δbg − ng
 (A.0.9)
To simplify notation, let δq ,
 1
−12δθnb

d
dt
(δq ⊗ qˆnb ) =
1
2
δq ⊗ qˆnb ⊗
 0
ω˜b − bˆg − δbg − ng
 (A.0.10)
Applying the product rule on the left-hand side yields
δq˙ ⊗ qˆnb + δq ⊗ ˙ˆqnb =
1
2
δq ⊗ qˆnb ⊗
 0
ω˜b − bˆg − δbg − ng
 (A.0.11)
Splitting the quaternion on the right into two parts
δq˙ ⊗ qˆnb + δq ⊗ ˙ˆqnb =
1
2
δq ⊗ qˆnb ⊗

 0
ω˜b − bˆg
+
 0
−δbg − ng

 (A.0.12)
Distributing the quaternion-multiply operator on the right-hand side
δq˙ ⊗ qˆnb + δq ⊗ ˙ˆqnb =
1
2
δq ⊗ qˆnb ⊗
 0
ω˜b − bˆg
+ 1
2
δq ⊗ qˆnb ⊗
 0
−δbg − ng
 (A.0.13)
Substituting in the attitude component of equation 5.2.1
δq˙ ⊗ qˆnb + δq ⊗ ˙ˆqnb = δq ⊗ ˙ˆqnb +
1
2
δq ⊗ qˆnb ⊗
 0
−δbg − ng
 (A.0.14)
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Canceling out common terms on both sides of equation
δq˙ ⊗ qˆnb =
1
2
δq ⊗ qˆnb ⊗
 0
−δbg − ng
 (A.0.15)
Right multiplying both sides of the equation by (qˆnb )
∗ yields
δq˙ =
1
2
δq ⊗ qˆnb ⊗
 0
−δbg − ng
⊗ (qˆnb )∗ (A.0.16)
The last three terms on the right-hand side can equivalently be expressed with rotation
matrices as follows
δq˙ =
1
2
δq ⊗
 0
−Rˆnb δbg − Rˆnb ng
 (A.0.17)
Substituting in the definition for δq
 1
−12δθ˙
n
b
 = 1
2
 1
−12δθnb
⊗
 0
−Rˆnb δbg − Rˆnb ng
 (A.0.18)
Performing the quaternion multiplication yields
 1
−12δθ˙
n
b
 = 1
2
 −12δθnb
(
−Rˆnb δbg − Rˆnb ng
)
−12δθnb ×
(
−Rˆnb δbg − Rˆnb ng
)
− Rˆnb δbg − Rˆnb ng
 (A.0.19)
Factoring out the 12 and canceling on both sides of the equation 2
−δθ˙nb
 =
 −12δθnb
(
−Rˆnb δbg − Rˆnb ng
)
−12δθnb ×
(
−Rˆnb δbg − Rˆnb ng
)
− Rˆnb δbg − Rˆnb ng
 (A.0.20)
Equating the second component of the matrices
− δθ˙nb = −
1
2
δθnb ×
(
−Rˆnb δbg − Rˆnb ng
)
− Rˆnb δbg − Rˆnb ng (A.0.21)
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Canceling out the second order terms to arrive at the final result
δθ˙
n
b = Rˆ
n
b δbg + Rˆ
n
b ng (A.0.22)
A.3 Linearized F Matrix
The complete F matrix as discussed in Section 5.4.
F =

03×3 I3×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 C −Rˆnb 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 Rˆnb 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 − 1τa I3×3 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 − 1τg I3×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 I3×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×1 03×1 03×1 03×1
03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 03×3 R1 03×1 R2 R3
01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 0 1 0 0
01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 −ω2n −2ζωn 0 0
01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 0 0 − 1τωy 0
01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 01×3 0 0 0 − 1τωz

where C is the cross product matrix defined as C ,

0 −z y
z 0 −x
−y x 0
 and

x
y
z
 , Rˆnb
(
ν˜b − bˆa
)
The elements R1, R2, and R3 are the first, second, and third columns of the rotation
matrix from the carrier to the navigation frame, Rnc .
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A.4 Linearization Validation
The linear system described above was validated in simulation. This was accomplished
by injecting errors into the system and propagating both the nonlinear equations and the
corresponding linear equations. The time constants for the first order Markov equations
were set to 1/10 of the simulation time to allow the equations to vary over a single Kalman
cycle. Stopping the simulation after this cycle, the values of δxnonlinear and δxlinear were
recorded and can be seen in Table A.1 with the last column displaying the error between
them.
As seen from the table, the difference between the two sets of equations are negligi-
ble for most of the states. Since the carrier truth states are read in from a file instead of
being propagated with truth equations, their errors are more difficult to analyze and deter-
mine if the linear approximation is accurate enough for the purpose of this study. These
discrepancies are further evaluated in Chapter 6.
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Table A.1: Linear system validation
Variable Name δxlinear δxnonlinear Error
1.2 1.1993 0.00070429
δpn 2.1521 2.1506 0.0015336
3.2949 3.2962 -0.0012571
0.29994 0.29853 0.0014106
δvn 0.10557 0.10254 0.0030317
0.29222 0.29471 -0.0024913
0.0099997 0.0099979 1.7492e-06
δθnb 0.020001 0.019998 3.4867e-06
0.030001 0.029996 5.2574e-06
4.4538e-07 4.4538e-07 0
δba 8.9075e-07 8.9075e-07 0
1.3361e-06 1.3361e-06 0
2.2011e-10 2.2011e-10 0
δbg 4.4021e-10 4.4021e-10 0
6.6032e-10 6.6032e-10 0
0.01 0.0099983 1.7495e-06
δθbk 0.02 0.019997 3.4991e-06
0.03 0.029995 5.2486e-06
0.01 0.0099983 1.7495e-06
δθbl 0.02 0.019997 3.4991e-06
0.03 0.029995 5.2486e-06
1.1 1.1027 -0.0026836
δpn
c
2.2 2.2414 -0.041369
3.3 3.3079 -0.0078574
0.1 0.10598 -0.0059808
δvnc 0.2 0.28102 -0.081023
0.3 0.30876 -0.0087553
-0.041466 -0.043795 0.0023284
δθnc 0.014839 0.015533 -0.00069326
0.029299 0.028934 0.00036456
δωccx/n 0.049948 0.049693 0.00025503
δαccx/n -0.0049471 -0.0055738 0.00062662
δωccy/n 1.5848e-06 -0.00035573 0.00035732
δωccz/n 7.9239e-07 0.00061737 -0.00061658
APPENDIX B
Measurement Model Linearization
This appendix contains linearization derivations for the the measurement models dis-
cussed in Section 5.5.
B.1 Line-of-Sight Linearization
This section linearizes the LOS measurement produced from the camera mounted on
the UAV. The derivation used both Jacobians and perturbations to arrive at the final result.
Starting from
z˜k =
lˆkx/lˆkz
lˆky/lˆ
k
z
 (B.0.1)
Defining intermediate function
hlos
(
lk
)
=
lkx/lkz
lky/l
k
z
 (B.0.2)
Defining the nominal
ˆ˜zk , hlos
(
lˆ
k
)
(B.0.3)
Defining the perturbations
z˜k , ˆ˜zk + δzk (B.0.4)
lk , lˆk + δlk (B.0.5)
Substituting perturbations into original equation yields
ˆ˜zk + δzk = hlos
(
lk + δlk
)
(B.0.6)
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Performing a first-order Taylor Series expansion
ˆ˜zk + δzk ≈ hlos
(
lˆ
k
)
+
(
∂hlos
∂lk
∣∣∣∣
lk=lˆk
)
δlk (B.0.7)
Subtracting the nominal
δzk =
(
∂hlos
∂lk
∣∣∣∣
lk=lˆk
)
δlk (B.0.8)
Performing the jacobian and letting it equal Hlos
Hlos ,

1
lkz
0 − lkx
(lkz)
2
0 1
lkz
− lky
(lkz)
2
 (B.0.9)
Substituting in Hlos
δzk = Hlosδl
k (B.0.10)
Now linearizing δlk starting from
lk = RkbR
b
n
(
p
c
+Rnc r
c
f − pn
)
(B.0.11)
Defining the nominal
lˆ
k
= Rˆkb Rˆ
b
n
(
pˆ
c
+ Rˆnc r
c
f − pˆn
)
(B.0.12)
Defining the perturbations
lk = lˆ
k
+ δlk (B.0.13)
pn = pˆn + δpn (B.0.14)
pn
c
= pˆn
c
+ δpn
c
(B.0.15)
Rbk ,
[
I −
(
δθbk×
)]
Rˆbk =⇒ Rkb , Rˆkb
[
I +
(
δθbk×
)]
(B.0.16)
Rnb , [I − (δθnb×)] Rˆnb =⇒ Rbn , Rˆbn [I + (δθnb×)] (B.0.17)
Rnc , [I − (δθnc×)] Rˆnc (B.0.18)
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Substituting perturbations into original δlk equation yields
lˆ
k
+ δlk = Rˆkb
[
I +
(
δθbk×
)]
Rˆbn [I + (δθ
n
b×)]
(
pˆn
c
+ δpn
c
+ [I − (δθnc×)] Rˆnc rcf − pˆn − δpn
)
(B.0.19)
Expanding
lˆ
k
+δlk =
[
Rˆkb + Rˆ
k
b
(
δθbk×
)] [
Rˆbn + Rˆ
b
n (δθ
n
b×)
] (
pˆn
c
+ δpn
c
+
[
Rˆnc − (δθnc×) Rˆnc
]
rcf − pˆn − δpn
)
(B.0.20)
Further expanding while removing higher order terms
lˆ
k
+ δlk =Rˆkb Rˆ
b
npˆ
n
c
+ Rˆkb Rˆ
b
nδp
n
c
+ Rˆkb Rˆ
b
nRˆ
n
c r
c
f − Rˆkb Rˆbn (δθnc×) Rˆnc rcf − Rˆkb Rˆbnpˆn
− Rˆkb Rˆbnδpn + Rˆkb Rˆbn (δθnb×) pˆnc − Rˆkb Rˆbn (δθnb×) Rˆnc rcf − Rˆkb Rˆbn (δθnb×) pˆn
+ Rˆkb
(
δθbk×
)
Rˆbnpˆ
n
c
+ Rˆkb
(
δθbk×
)
RˆbnRˆ
n
c r
c
f − Rˆkb
(
δθbk×
)
Rˆbnpˆ
n
(B.0.21)
Canceling the nominal
δlk =Rˆkb Rˆ
b
nδp
n
c
− Rˆkb Rˆbn (δθnc×) Rˆnc rcf − Rˆkb Rˆbnδpn + Rˆkb Rˆbn (δθnb×) pˆnc − Rˆkb Rˆbn (δθnb×) Rˆnc rcf
− Rˆkb Rˆbn (δθnb×) pˆn + Rˆkb
(
δθbk×
)
Rˆbnpˆ
n
c
+ Rˆkb
(
δθbk×
)
RˆbnRˆ
n
c r
c
f − Rˆkb
(
δθbk×
)
Rˆbnpˆ
n
(B.0.22)
Making use of the cross product property a × b = −b × a and rearranging so δx is on the
right
δlk =
[
Rˆkb Rˆ
b
n
]
δpn
c
−
[
Rˆkb Rˆ
b
n
(
−Rˆnc rcf×
)]
δθnc −
[
Rˆkb Rˆ
b
n
]
δpn
+
[
Rˆkb Rˆ
b
n
(
−pˆn
c
×
)]
δθnb +
[
Rˆkb Rˆ
b
n
(
−Rˆnc rcf×
)]
δθnb −
[
Rˆkb Rˆ
b
n
(−pˆn×)] δθnb
+
[
Rˆkb
(
−Rˆbnpˆnc×
)]
δθbk +
[
Rˆkb
(
−RˆbnRˆnc rcf×
)]
δθbk −
[
Rˆkb
(
−Rˆbnpˆn×
)]
δθbk
(B.0.23)
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Simplifying and grouping terms as products of δx
δlk =
[
Rˆkb Rˆ
b
n
]
δpn
c
−
[
Rˆkb Rˆ
b
n
(
−Rˆnc rcf×
)]
δθnc −
[
Rˆkb Rˆ
b
n
]
δpn
−
[
Rˆkb Rˆ
b
n
((
pˆn
c
×
)
+
(
Rˆnc r
c
f×
)
− (pˆn×))] δθnb
−
[
Rˆkb
((
Rˆbnpˆ
n
c
×
)
+
(
RˆbnRˆ
n
c r
c
f×
)
−
(
Rˆbnpˆ
n×
))]
δθbk
(B.0.24)
Letting the δx coefficients be grouped into matrix form and letting it equal Hl
Hl ,
[
− Rˆkb Rˆbn 03×3 −Rˆkb Rˆbn
((
pˆn
c
×
)
+
(
Rˆnc r
c
f×
)
− (pˆn×)) 03×3
03×3 −Rˆkb
((
Rˆbnpˆ
n
c
×
)
+
(
RˆbnRˆ
n
c r
c
f×
)
−
(
Rˆbnpˆ
n×
))
03×3
Rˆkb Rˆ
b
n 03×3 Rˆkb Rˆ
b
n
(
Rˆnc r
c
f×
)
03×1 03×1 03×1 03×1
] (B.0.25)
Substituting Hl
δlk = Hlδx (B.0.26)
Recalling δzk = Hlosδl
k and substituting δlk as defined above
δzk = HlosHlδx (B.0.27)
This leads to the final linearization in matrix form where Hk , HlosHl
δzk = Hkδx (B.0.28)
B.2 Lidar Linearization
This section linearizes the lidar measurement produced from the lidar mounted on the
UAV.
Starting from
z˜l = LmR
l
bR
b
nR
n
c u
c (B.0.29)
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where uc =
[
0 0 −1
]T
and Lm =
1 0 0
0 1 0

Defining the nominal
ˆ˜zl , LmRˆlbRˆbnRˆnc uc (B.0.30)
Defining the perturbations
z˜l , ˆ˜zl + δzl (B.0.31)
Rbl ,
[
I −
(
δθbl×
)]
Rˆbl =⇒ Rlb , Rˆlb
[
I +
(
δθbl×
)]
(B.0.32)
Rnb , [I − (δθnb×)] Rˆnb =⇒ Rbn , Rˆbn [I + (δθnb×)] (B.0.33)
Rnc , [I − (δθnc×)] Rˆnc (B.0.34)
Substituting perturbations into original equation yields
ˆ˜zl + δzl = Lm
(
Rˆlb
[
I +
(
δθbl×
)]
Rˆbn [I + (δθ
n
b×)] [I − (δθnc×)]
)
Rˆnc u
c (B.0.35)
Expanding
ˆ˜zl + δzl = Lm
([
Rˆlb + Rˆ
l
b
(
δθbl×
)] [
Rˆbn + Rˆ
b
n (δθ
n
b×)
] [
Rˆnc − (δθnc×) Rˆnc
])
uc (B.0.36)
Further expanding while removing higher order terms
ˆ˜zl+δzl = LmRˆ
l
bRˆ
b
nRˆ
n
c u
c−LmRˆlbRˆbn (δθnc×) Rˆnc uc+LmRˆlbRˆbn (δθnb×) Rˆnc uc+LmRˆlb
(
δθbl×
)
RˆbnRˆ
n
c u
c
(B.0.37)
Canceling the nominal
δzl = −LmRˆlbRˆbn (δθnc×) Rˆnc uc + LmRˆlbRˆbn (δθnb×) Rˆnc uc + LmRˆlb
(
δθbl×
)
RˆbnRˆ
n
c u
c (B.0.38)
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Making use of the cross product property a × b = −b × a and rearranging so δθ is on the
right
δzl =
[
−LmRˆlbRˆbn
(
−Rˆnc uc×
)]
δθnc +
[
LmRˆ
l
bRˆ
b
n
(
−Rˆnc uc×
)]
δθnb +
[
LmRˆ
l
b
(
−RˆbnRˆnc uc×
)]
δθbl
(B.0.39)
Simplifying to arrive at linear result
δzl =
[
LmRˆ
l
bRˆ
b
n
(
Rˆnc u
c×
)]
δθnc −
[
LmRˆ
l
bRˆ
b
n
(
Rˆnc u
c×
)]
δθnb −
[
LmRˆ
l
b
(
RˆbnRˆ
n
c u
c×
)]
δθbl
(B.0.40)
Letting the δx coefficients be grouped into matrix form and letting it equal Hl
Hl ,
[
02×6 −LmRˆlbRˆbn
(
Rˆnc u
c×
)
02×9 −LmRˆlb
(
RˆbnRˆ
n
c u
c×
)
02×6 LmRˆlbRˆ
b
n
(
Rˆnc u
c×
)
02×4
]
(B.0.41)
This leads to the final linearization in matrix form
δzl = Hlδx (B.0.42)
B.3 GPS Linearization
This section shows the linearization of the UAV GPS measurements. Since the mea-
surement is already linear the error state vector differential equation is produced without
much computation.
Starting from
z˜gps = p
n (B.0.43)
Defining the nominal
ˆ˜zgps , pˆn (B.0.44)
Defining the perturbations
z˜gps , ˆ˜zgps + δzgps (B.0.45)
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pn , pˆn + δpn (B.0.46)
Substituting perturbations into original equation yields
ˆ˜zgps + δzgps = pˆ
n + δpn (B.0.47)
Canceling the nominal
δzgps = δp
n (B.0.48)
Defining Hgps
Hgps ,
[
I3×3 03×31
]
(B.0.49)
Putting final linearization in matrix form to arrive at result
δzgps = Hgpsδx (B.0.50)
B.4 Linearization Validation
As was done with the linearization of the design model in Section 5.4, the measurement
linearization was validated in simulation to ensure that the approximation is accurate.
After running the simulation over a single Kalman cycle and injecting errors into the state
estimates using equation 4.3.3, the linear residuals were compared to the nonlinear residuals.
The results are found in Table B.1.
Restating the nonlinear residuals which were defined in equations 5.3.11 - 5.3.13 as
δzk,nonlinear , z˜k − ˆ˜zk (B.0.51)
δzl,nonlinear , z˜l − ˆ˜zl (B.0.52)
δzgps,nonlinear , z˜gps − ˆ˜zgps (B.0.53)
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Table B.1: Linear measurement validation
Measurement δzlinear δznonlinear Error
LOSx 0.013086 0.015454 -0.0023678
LOSy -0.012642 -0.01132 -0.0013219
Lidarx -0.0013904 -0.0013932 2.7988e-06
Lidary 0.00099393 0.00099097 2.9584e-06
GPSx 1 1 0
GPSy 2 2 0
GPSz 3 3 0
with the linear residuals being defined in equation 5.5.1 while neglecting the noise term
δzlinear , Hδx (B.0.54)
which is an augmentation of all three measurements.
As seen in Table B.1, the errors in the LOS measurements are small, but may not be
small enough. This is likely due to the necessity of estimating the position of the carrier
which introduces additional rotations and lever arms for the vector sum. These discrepancies
will be further evaluated in Section 6.6. As for the lidar measurements, the errors are orders
of magnitude less than the residuals which signifies they are consistent with the nonlinear
measurements. The errors in the GPS are zero since the measurement model was linear to
begin with and thus the nonlinear and linear residuals are identical.
APPENDIX C
Filter Validation
This appendix includes additional EKF validation plots that were not included in
Chapter 6 for brevity.
C.1 Nonlinear State Propagation
This section contains additional nonlinear propagation plots. See Section 6.2 for more
information.
Fig. C.1: UAV parameter state errors
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C.2 Covarinace Propagation
This section contains additional hairline covariance plots. See Section 6.5 for more
information.
Fig. C.2: Accelerometer and gyroscope biases
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Fig. C.3: Camera and lidar misalignment
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Fig. C.4: Carrier attitude rates
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C.3 State Estimation
This section contains additional estimation hairline plots. See Section 6.6 for more
information.
Fig. C.5: UAV and carrier positions estimate
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Fig. C.6: UAV and carrier velocities estimate
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Fig. C.7: UAV and carrier attitudes estimate
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Fig. C.8: Accelerometer and gyro bias estimate
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Fig. C.9: Camera and lidar misalignment estimate
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Fig. C.10: Carrier attitude rates estimate
APPENDIX D
Results
D.1 IMU Grade
Fig. D.1: IMU study - Relative position and velocity
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Fig. D.2: IMU study - Relative attitude
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D.2 Camera Errors
Fig. D.3: Camera study - Relative position and velocity
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Fig. D.4: Camera study - Relative attitude
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D.3 Lidar Errors
Fig. D.5: Lidar study - Relative position and velocity
101
Fig. D.6: Lidar study - Relative attitude
102
D.4 GPS-denied
Fig. D.7: GPS study - UAV and carrier position, velocity, and attitude
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Fig. D.8: GPS study - Relative position, velocity, and attitude
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D.5 Fiducial Number
Fig. D.9: Fiducial study - UAV and carrier position, velocity, and attitude
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Fig. D.10: Fiducial study - Relative position, velocity, and attitude
