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Abstract
In this paper we present a new method to solve the 2D generalized Stokes problem in terms of the stream function and the vorticity.
Such problem results, for instance, from the discretization of the evolutionary Stokes system. The difﬁculty arising from the lack
of the boundary conditions for the vorticity is overcome by means of a suitable technique for uncoupling both variables. In order
to apply the above technique to the Navier–Stokes equations we linearize the advective term in the vorticity transport equation
as described in the development of the paper. We illustrate the good performance of our approach by means of numerical results,
obtained for benchmark driven cavity problem solved with classical piecewise linear ﬁnite element.
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1. Introduction
Expressing the incompressible Navier–Stokes equations in terms of variables other than velocity and pressure
becomes a good alternative for solving them numerically, provided one is able, not only to uncouple the new ﬂow
variables, but also to derive reliable discrete counterparts. In this respect the classical stream function and vorticity
formulation of these equations in 2D space is a very good example: effective uncoupling schemes to solve this sys-
tem were studied since the seventies, such as the well-known Glowinski–Pironneau method based on the inﬂuence
matrix technique. However, until very recently the best way to represent both variables in order to obtain optimal
numerical approximations remained an open problem. Since the early nineties the authors attempted to bring about
appropriate answers to the question of deriving optimal ﬁnite element methods to approximate the stream function and
vorticity formulation of the stationary incompressible Navier–Stokes equations. In this paper they ﬁrst present a new
method to solve the 2D generalized Stokes problem in terms of these two variables. The main feature of this method
is to overcome the difﬁculty arising from the lack of boundary conditions for the vorticity on a non-slip boundary. This is
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achieved by means of a suitable technique for uncoupling both variables. Error estimates derived for approximations
of the resulting uncoupled system based on equal order ﬁnite elements are equivalent to those previously derived by
the authors for the analogous methodology applying to the stationary case. In order to apply the above technique to the
Navier–Stokes equations, we linearize the system as described in Section 5.
Let us begin by recalling the problem to solve: given a ﬁeld of volumetric forces f with f (., t) ∈ [L2()]2 for any
time t, and denoting by  the kinematic viscosity of the ﬂuid occupying a bounded simply connected domain  of R2
with boundary  assumed to be Lipschitz continuous, we wish to ﬁnd the stream function  and the vorticity  such
that ⎧⎪⎨⎪⎩

t
− = curl f and − =  in ,
= g0 and 
n
= g1 on ,
(1)
where g0(., t) ∈ H 3/2() and g1(., t) ∈ H 1/2() are functions determined from the given velocity on  for every t,
together with an appropriate initial condition at time t = 0.
Many authors contributed to the study of the Stokes system in terms of the stream function and the vorticity in the
stationary case. In this context we refer in particular to [1,8]. In this paper we will generalize our results [4,3] to the
time-dependent problem.
An Euler-type implicit discretization in time of system (1) gives us the following problem :⎧⎨⎩
n − n−1 − n = t curl f˜ n and − n = n in ,
n = g˜ n0 and
n
n
= g˜ n1 on ,
(2)
where = t , n = 1, 2, . . . , with 0 given, and F˜ n(.) := F(nt, .) for any function F(., t).
Assuming that n−1 is known, problem (2) is a modiﬁed Stokes problem. In this paper we study it by redeﬁning
= n and = n, g0 = g˜ n0 , g1 = g˜ n1 , that is, the problem⎧⎨⎩
− = g and − =  in ,
= g0 and 
n
= g1 on , (3)
where g ∈ H−1(), g0 ∈ H 3/2(), g1 ∈ H 1/2() are given.
2. Variational and uncoupling techniques
Like in [3], in order to derive a variational formulation of system (3) we consider the set X()= { ∈ L2(); ∈
H−1()}. Contrary to the steady Stokes problem, X() is equipped here with the norm ‖u‖ = ‖u‖0 + ‖∇u0‖0,
where ‖·‖0 = (·, ·)1/20 , (·, ·)0 denoting the standard inner product of L2(). ‖ · ‖ is associated with the inner product
(, 	) = (, 	)0 + (0, 	0)1, where 0 in H 10 () is uniquely deﬁned by
(0, v)0 + (0, v)1 = (, v)0 − 〈, v〉 ∀v ∈ H 10 (). (4)
(·,·)1 and 〈·, ·〉 denote, respectively, the standard inner product of H 10 () and the duality product between H−1() and
H 10 (), respectively.
We note that H 10 () is a closed subspace of X() equipped with the norm ‖.‖. Its complementary subspace is the
following one:
X() = { ∈ L2();H= 0 where H = I − 
}.
We shall also work with the space of harmonic functions:
XH() = { ∈ L2();= 0}.
Using standard arguments, from the theory of Hilbert spaces, we may uniquely write every function  ∈ X() as a
sum of the form = 0 +  where 0 ∈ H 10 () is uniquely deﬁned by (4) and  ∈ X().
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Let us set  = 0 + , where 0 ∈ H 10 () and  ∈ X(). We recall that H/ ∈ H−1/2() and H/n/ ∈
H−3/2() ∀H ∈ XH() (cf. [2]).
The variational form associated with system (3) is⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Find (0,,) ∈ H 10 () × X() × H 1g0() such that
(i) (0,)0 + (0,)1 = 〈g,〉 ∀ ∈ H 10 (),
(ii) (, H )0 = −(0, H )0 − 〈g1, H 〉1/2 +
〈
g0,
H
n
〉
3/2
∀H ∈ XH(),
(iii) (, 0)1 = (0 + , 0)0 ∀0 ∈ H 10 (),
(5)
where H 1g0() = {v ∈ H 1(); v| = g0} and 〈·,·〉s denotes the duality product between H−s() and Hs() with
s ∈ R+.
Proposition 1. Problem (5) has a unique solution (0,,), which is such that the ﬁeld (,0 +) is the unique
solution of system (3).
Proof. The proof follows the same arguments as in [2]. 
3. Discretized variational problems
Throughout this section the authors develop in detail and reﬁne the analysis of the ﬁnite element approximations of
problem (3) given in [5].  will be a polygonal domain. Let {Th}h be a quasi-uniform family of triangulations of 
with mesh step size h< 1. We introduce the ﬁnite element spaces deﬁned by
Yh = {vh ∈ L2(); vh|K ∈ Pk(K) ∀K ∈ Th},
Vh = Yh ∩ C0(),
Vh,g = {vh ∈ Vh; vh = hg on , hg(p) = g(p) ∀p ∈ Eh},
Mh = Vh ∩ H 10 (),
where Pk(K) denotes the space of polynomials of degree less than or equal to k, deﬁned in an element K and Eh is the
numbered set of all the nodes used to deﬁne the degrees of freedom of Vh that lie on . Finally, we deﬁne
XhH = {uh ∈ Vh, (∇uh,∇vh)0 = 0 ∀vh ∈ Mh},
Xh = {uh ∈ Vh, (uh, vh)0 + (∇uh,∇vh)0 = 0 ∀vh ∈ Mh}.
We note that Vh ⊂ H 1() and Mh ⊂ H 10 (), but XhH is not a subset of XH() and Xh is not a subset of X().
The discrete version of problems (5(i)–5(iii)) are set as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Find (h0,h ,
h) ∈ Mh() × Xh () × Vh,g0() such that
(i) (h0,h)0 + (h0,h)1 = 〈g,h〉 ∀h ∈ Mh,
(ii) (h , hH )0 = −(h0, hH )0 − 〈g1, hH 〉1/2 +
〈
g0,
hH
n
〉
3/2
∀hH ∈ XhH ,
(iii) (h, h0)1 = (h0 + h , h0)0 ∀h0 ∈ Mh.
(6)
The analysis of the above problem is studied in detail in [6].
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3.1. Implementation aspects
In order to compute h0, h and 
h
, we have to compute a basis of space XhH and another one of the space Xh . In
the following paragraph, we describe how to compute these bases. The intersection of the closure of the elements of Th
with  form a partition of the latter, say
∑
h, into straight segments. We denote by Nh the number of segments of
∑
h.
We have
∑
h =
⋃
K∈Th(K ∩ ). We denote by i , i = 1, . . . , Nh the elements of
∑
h, numbered in a certain manner.
Let us associate with
∑
h the space Sh deﬁned by
Sh = {v ∈ C0(); v|i ∈ Pk(i ) (∀i ∈
∑
h)}.
We denote by {i}kNhi=1 the basis of Sh deﬁned by{
i ∈ Sh,
i (Pj ) = ij (∀Pj ∈ Eh, 1jkNh).
Now we consider the function i ∈ XH() (respectively, i ∈ X()) such that i =i on, 1 ikNh (respectively
i = i on , 1 ikNh). This function can be approximated by hi (respectively, i,h ), namely, the solution of the
problem{Find hi ∈ Vh,i such that
(∇hi ,∇vh)0 = 0 (∀vh ∈ Mh)
(respectively,{Find i,h ∈ Vh,i such that
(i,h , vh)0 + (∇i,h ,∇vh)0 = 0 (∀vh ∈ Mh)
)
.
Note that hi ∈ XhH (respectively, i,h ∈ Xh ), and moreover {hi }kNhi=1 (respectively, {i,h }kNhi=1 ) deﬁnes a basis of XhH
(respectively, Xh ).
The following algorithm describes how to compute h0, h and h.
Algorithm. Step 1:
For i = 1, . . . , kNh compute hi :
{Find hi ∈ Vh,i such that
(∇hi ,∇h)0 = 0 (∀h ∈ Mh).
Step 2:
For i = 1, . . . , kNh compute i,h :
{Find i,h ∈ Vh,i such that
(i,h ,h)0 + (∇i,h ,∇h)0 = 0 (∀h ∈ Mh).
Step 3:
Compute h0 by solving the problem
{Find h0 ∈ Mh such that
(h0,h)0 + (∇h0,∇h)0 = (g,h)0 (∀h ∈ Mh).Step 4:
In order to compute h =
∑kNh
i=1 i
i,h
 , we solve the linear system AX = b with
Aij = (i,h , hj )0 1 i, jkNh, bi = −(h0, hi )0 +
∮

g0
hi
n
−
∮

g1
h
i , X = (i )1 ikNh .
Step 5:
Compute h :
{Find h ∈ Vh,g0 such that
(∇h,∇h)0 = (h0 + h ,h)0 (∀h ∈ Mh).
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4. Further remarks
(1) It may seem unpractical a priori to use ﬁnite dimensional spaces of test functions approximately harmonic such
as XhH , and approximately Helmotzien such as Xh , to solve the Stokes problem. Notice however that our aim is to solve
the Navier–Stokes equations. In this context the computation of a basis for XhH and of Xh together with the matrix
associated with Step 4 represents just a small amount of the whole computational effort of the numerical solution.
These computations followed by the factorization of the above-mentioned matrix are actually just a preprocessing to
be done once for all at the beginning of the iterative solution as described in [4].
(2) The matrix A in Step 4 is symmetric and full, but one may apply an iterative method like conjugate gradient for
solving the corresponding linear system. This is a favorable approach here since at each time step one starts from a
reasonable initial guess, namely the solution of the previous time step.
(3)Another advantage of the present approach is the fact that it lends itself naturally to a set of approximation spaces
of the unknown ﬁelds other than equal order.
5. Extension to the Navier–Stokes equations
Let us ﬁrst recall the Navier–Stokes equations expressed in the stream function and the vorticity formulation.⎧⎪⎨⎪⎩

t
− + curl(∇) = curl f and − =  in ,
= g0 and 
n
= g1 on .
(7)
The Euler-type fully implicit discretization in time of the above system (7) gives us the following problem:⎧⎨⎩
n − n−1 − n + t curl(n∇n) = t curlf˜ n and − n = n in ,
n = g˜ n0 and
n
n
= g˜ n1 on .
Assuming that n−1 is known, we study the above system by redeﬁning = n and = n, g0 = g˜ n0 , g1 = g˜ n1 , that
is, the problem⎧⎨⎩
− + t curl(∇) = g and − =  in ,
= g0 and 
n
= g1 on ,
where g ∈ H−1(), g0 ∈ H 3/2(), g1 ∈ H 1/2() are given.
If we look for  such that = 0 + , the system becomes coupled, contrary to the generalized Stokes problem.
So in order to overcome this difﬁculty, we linearize the system as follows (cf. [4]).
First we initialize the unknowns to zero, that is 00,h = 0,h = 0h = 0.
Then for n = 1, 2, . . ., from n−1,h to n−1h we compute n0,h ∈ Mh, n,h ∈ Xh () and nh ∈ Vh,g0 as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(n0,h,h)0 + (∇n0,h,∇h)0 + t ((n0,h · ∇n−1h ), curl(h))0 = (f, curlh)0
−t ((n−1,h · ∇n−1h ), curl(h))0 ∀h ∈ Mh,
(n,h, 
h
H )0 = −(n0,h, hH )0 − 〈g1, hH 〉−1/2,1/2 +
〈
g0,
hH
n
〉
−3/2,3/2
∀hH ∈ XhH (),
(∇nh,∇h)0 = (n0,h + n,h,h)0 ∀h ∈ Mh.
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6. Numerical experiments
To illustrate the performance of our approach, we conclude this paper with some numerical results obtained in the
framework of driven cavity problem.We only include the equal order method with k=1, for which convergence results
were established in [6].
First we consider the stationary Stokes problem with exact solution in  = [0, 1] × [0, 1], namely f (x, y) =
44[4 cos(2x) cos(2y)−cos(2x)−cos(2y)],(x, y)=sin2(x)sin2(y) and(x, y)=−22[sin2(y) cos(2x)+
sin2(x) cos(2y)]. In this example the mesh is 30 × 30 criss-cross, we recall that the criss-cross mesh is constructed
by dividing  into N × N subsquares which are then partitioned into four subtriangles by their diagonals, and we ran
a sufﬁcient number of time steps to reach a stationary solution, within reasonable accuracy.
In Fig. 1 we display the contours of the approximate vorticity and the streamlines of the approximate solution for
t = 0.05, respectively, on the left and on the right. To compare the exact and the approximate solution, we display
them along the ﬁrst diagonal (see Fig. 2).
Now in order to compare our results to the results existing in the literature (cf. [7,9]), we study the driven cavity
ﬂow for different Reynolds numbers, namely, Re = 100, 400 and 1000. The meshes used are, respectively, 30 × 30,
50 × 50 and 60 × 60 criss-cross mesh. In Figs. 3 and 4, we display the streamlines and the vorticity contours for
Re = 100 at various non-dimensional times, namely 3, 10 and 50. In Figs. 5 and 6, we display the streamlines and the
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Fig. 1. Approximate vorticity and approximate stream function.
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Fig. 2. Exact and approximate solution along the ﬁrst diagonal.
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Fig. 3. Vorticity contours for Re = 100 at various non-dimensional times.
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Fig. 4. Stream function contours for Re = 100 at various non-dimensional times.
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Fig. 5. Vorticity contours for Re = 400 at various non-dimensional times.
vorticity contours for Re = 400 at various non-dimensional times, namely 3, 10 and 50. In Figs. 7 and 8, we display
the streamlines and the vorticity contours for Re = 1000 at various non-dimensional times, namely 3, 10 and 50. For
this test problem a fair comparison of our computational results is provided by the celebrated papers [7,9]. Actually
their own results and conclusions are similar to ours, namely the aspect of the vorticity contours and the streamlines,
in particular the observation that recirculations appear at the lower corners as the Reynolds number increases.
436 F. Ghadi et al. / Journal of Computational and Applied Mathematics 215 (2008) 429–437
5 10 15 20 25 30 35 40 45 50
5
10
15
20
25
30
35
40
45
50
5 10 15 20 25 30 35 40 45 50
5
10
15
20
25
30
35
40
45
50
5 10 15 20 25 30 35 40 45 50
5
10
15
20
25
30
35
40
45
50
Fig. 6. Stream function contours for Re = 400 at various non-dimensional times.
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Fig. 7. Vorticity contours for Re = 1000 at various non-dimensional times.
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Fig. 8. Stream function contours for Re = 1000 at various non-dimensional times.
We note that the vorticity transport equation involves a convection term which becomes more and more dominant
as the Reynolds number of the ﬂow increases. It is well known that, due to such dominant convection term, Galerkin
ﬁnite element leads to spurious oscillations in the solution. To minimize such oscillations, we can employ streamline-
upwind/Petrov–Galerkin (SUPG) schemes. In our case we did not observe any spurious oscillation.
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7. Conclusion
In this study, the 2D time-dependent incompressible Navier–Stokes equations in stream function and vorticity
formulation are solved numerically. The numerical results obtained show the good behavior of our method and validate
the theoretical study made in [6]. These encouraging preliminary results show and conﬁrm the qualitative contribution
of our approach.
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