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A CONSTRUCTION OF ALMOST AUTOMORPHIC MINIMAL
SETS
ROMAN HRIC AND TOBIAS JA¨GER
Abstract. We describe a general procedure to construct topological exten-
sions of given skew product maps with one-dimensional fibres by blowing up
a countable number of single points to vertical segments. This allows to pro-
duce various examples of unusual dynamics, including almost automorphic
minimal sets of almost periodically forced systems, point-distal but non-distal
homeomorpisms of the torus (as first constructed by Rees) or minimal sets of
quasiperiodically forced interval maps which are not filled-in.
1. Introduction
Minimal sets and minimal transformations can be considered as the smallest
building blocks of a dynamical system, and consequently their study has a long
tradition in topological dynamics [1, 2, 3]. An important subclass of minimal trans-
formations are the almost periodic ones, which can be defined by being conjugate to
a minimal isometry and present the most regular type of minimal dynamics [4]. An
equivalent definition is to require that the family of iterates is equicontinuous. A
natural generalisation is given by the notion of almost automorphy. While its orig-
inal definition has a rather technical flavour, Veech Structure Theorem [5] allows
to state it in a very conceptual way: A map f is almost automorphic if and only if
it is semiconjugate to an almost periodic map g by an almost 1-1 factor map.
Probably the simplest examples of almost automorphic, but not almost periodic
minimal sets occur for Denjoy examples on the circle T1 = R/Z. We say a circle
homeomorphisms f is of Denjoy type if its rotation number is irrational and it
exhibits a wandering open interval. In this case, there exists a unique minimal set
M ⊆ T1, which is a Cantor set. Further, there is an order-preserving semiconjugacy
h from f to the irrational rotation which collapses the intervals in T1 \M , gaps, by
sending them to single points, while being injective elsewhere. Hence, as the only
points in M with common image are the endpoints of gaps, the map h is almost 1-1
and the irrational rotation is an almost periodic almost 1-1 factor. Apart from these
basic examples, almost automorphic dynamics often occurs in dynamical systems
of intermediate complexity. In particular, a very rich class of examples is obtained
from hull constructions for quasicrystals or aperiodic tilings.
The focus of this article lies on almost automorphic minimal sets which occur in
continuous skew product transformations of the form
(1.1) f : Θ×X → Θ×X , f(θ, x) = (α(θ), fθ(x))
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with an almost periodic homeomorphism α on the base. We say f is an α-forced in-
creasing interval map if X ⊆ R is an interval and all fibre maps fθ are strictly mono-
tonically increasing. When α is just an irrational rotation, we speak of quasiperiodic
forcing.
Given A ⊆ Θ × X , we let Aθ = {x ∈ X | (θ, x) ∈ A} and say that A is
pinched if there exists θ ∈ Θ with #Aθ = 1. Then it is easy to see that any
pinched minimal set is almost automorphic, since in this case an almost 1-1 factor
map to (Θ, α) is simply given by the projection π1 : Θ × X → Θ to the first
coordinate. For almost periodically forced increasing interval maps, the converse
is true as well. In fact, in this case every minimal set is pinched, and hence also
almost automorphic [6, 4]. Note that for more general almost periodically forced
maps the situation is quite different, and this can already be seen by looking at
forced circle homeomorphisms. For example, the direct product of an irrational
rotation and a Denjoy homeomorphism f0 on the circle has a unique minimal set
M (assuming incommensurability of the rotation numbers), which is the product of
T1 with the minimal Cantor set M̂ of f0. Hence, this set is not pinched – Mθ = M̂
is uncountable for all θ – but it is almost automorphic since it has the irrational
translation on T2 as an almost 1-1 factor.
Almost automorphic minimal sets of pinched type were first observed by Mil-
lions˘c˘ikov [7] and Vinograd [8] in certain linear cocycles over almost periodic base
flows. They occur frequently in natural parameter families of real-analytic skew
products over irrational rotations, as later shown by Herman [9] for SL(2,R)-
cocycles and by Fuhrmann [10] in a more general setting (see also [11, 12]). How-
ever, all these constructions make it difficult to produce examples with prescribed
additional properties. Since there are quite a few open problems concerning the
structure of almost automorphic minimal sets, such a freedom in the construction
would be highly desirable.
Our aim here is to describe a general blow-up procedure which allows to create
almost automorphic minimal sets in skew product systems, starting from almost
periodic ones. We say Γ ⊆ Θ×X is an f -invariant curve if there exists a continuous
function γ : Θ → X such that Γ = {(θ, γ(θ)) | θ ∈ Θ}. Note that in this case π1
conjugates f|Γ to α. The main result is the following.
Theorem 1.1. Let α be an almost periodic minimal homeomorphism of an infinite
compact metric space Θ, and f : Θ×I→ Θ×I an α-forced increasing interval map.
Assume that Γ = {(θ, γ(θ)) | θ ∈ Θ} is an f -invariant curve with γ : Θ → int I.
Then there exists a topological extension fˆ : Θ× I→ Θ× I of f with the factor map
h from fˆ to f , h(θ, x) = (θ, hθ(x)), such that the following holds:
(i) fˆ is an α-forced increasing interval map;
(ii) all the fibre maps hθ are non-decreasing;
(iii) h is injective on the complement of h−1(Γ);
(iv) for a countable number of points in Γ the preimage under h is a vertical
segment, for all other points in Γ it is a singleton;
(v) h−1(Γ) does not contain any graph of a continuous curve η : Θ→ I;
(vi) h−1(Γ) is pinched and contains an almost automorphic minimal set
which is not almost periodic.
The proof is based on a similar but more technical construction that was used
in [13] to produce different examples of transitive but non-minimal skew product
transformations. We hope that the method will turn out useful in order to address
further related problems as well. For this reason, we try to present the main idea as
clearly as possible and develop it in several steps. In Section 3 we first show how a
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simple version of the construction can be used to produce Denjoy homeomorphisms
of the circle. In Section 4 we then give the proof of Theorem 1.1 for the case of
increasing interval maps forced by irrational rotations. The modifications needed
to treat more general forcing in order to prove Theorem 1.1 are then discussed in
Section 5.
One of the most obvious questions concerning the structure of pinched almost
automorphic minimal sets is the following. Given a minimal set M of a minimally
forced increasing interval map f , let
(1.2) ϕ−M (θ) = infMθ and ϕ
+
M (θ) = supMθ .
Then it is a direct consequence of monotonicity that
(1.3)
[
ϕ−M , ϕ
+
M
]
=
{
(θ, x) ∈ Θ×X | x ∈
[
ϕ−M (θ), ϕ
+
M (θ)
]}
is f -invariant, and
[
ϕ−M , ϕ
+
M
]
is pinched since M is. The question is whether M =[
ϕ−M , ϕ
+
M
]
? If the answer is yes, M is called filled-in. This problem was first
observed by Herman in [9] (see also [6]). Examples where the answer is positive
were given by Bjerklo¨v [11], but counterexamples have not been described yet.
However, in the proof of Theorem 1.1 it is not difficult to ensure that the interiors
of the vertical segments appearing in (iv) do not belong to the minimal set. Hence,
we obtain the following.
Proposition 1.2. There exist almost automorphic minimal sets of quasiperiodically
forced increasing interval maps which are not filled-in.
The proof is again given in Section 4. We also note that continuous-time exam-
ples with analogous properties can be obtained as suspension flows of discrete-time
maps.
Finally, we give two further applications to demonstrate the flexibility of the
construction. In Section 6 we discuss some consequences of Theorem 1.1 in the
light of the Sharkovsky Theorem for minimally forced interval maps. In particular,
we provide an example which shows that periodic orbits of unforced interval maps
cannot simply be replaced by periodic continuous curves in the forced setting, and
hence more sophisticated concepts have to be used as in [14]. In Section 7, we
reproduce some examples of point-distal but non-distal torus homeomorphisms due
to Rees [15]. We say a homeomorphism f of a compact metric space (X, d) is distal
if infn∈N d(f
n(x), fn(y)) > 0 for all x 6= y ∈ X . A point x ∈ X is called distal if
infn∈N d(f
n(x), fn(y)) > 0 for all y ∈ X , and f is called point-distal if there exists
a distal point.
Proposition 1.3 (Rees, [15]). There exist point-distal but non-distal almost auto-
morphic minimal homeomorphisms of the two-torus.
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2. Preliminaries
For a homeomorphism f of a topological space X we define the orbit of a point
x ∈ X to be the set Orbf (x) := {f
n(x) |n ∈ Z} (we omit the subscript for a fixed
f). We also put xn := f
n(x) for n ∈ Z. A subset A ⊆ R is called syndetic if the
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connected components of R \ A are uniformly bounded in length. Given a home-
omorphism f of a compact metric space (X, d), a point x ∈ X is almost periodic
(sometimes called uniformly or syndetically recurrent) if for all neighbourhoods U
of x the set N(x, U) = {n ∈ Z | fn(x) ∈ U} is syndetic. A homeomorphism
f is called pointwise almost periodic if every point is almost periodic, and f is
called almost periodic if the set N(f, ε) = {n ∈ Z | d(fn, IdX) < ε} is syndetic
for all ε > 0. As mentioned before, this is equivalent to the equicontinuity of
{fn | n ∈ Z}. Further, in this case f is an isometry with respect to the metric dˆ
given by dˆ(x, y) := supn∈Z d(f
n(x), fn(y)), which is equivalent to d. Consequently,
IdX : (X, d)→ (X, dˆ) conjugates f to an isometry [1, 2].
A homeomorphism f is called almost automorphic if there exists a point x ∈ X
such that whenever the limit x˜ = limk→∞ f
nk(x) exists for some sequence (nk)k∈N
of integers, then x = limk→∞ f
−nk(x˜). As mentioned above, the Veech Structure
Theorem [5] states that f is almost automorphic if and only if it has an almost 1-1
factor which is almost periodic. Here, we say (Y, g) is a factor of (X, f) if there
exist a continuous surjection h : X → Y , called a semiconjugacy or factor map,
such that h ◦ f = g ◦ h. Conversely, (X, f) is called a (topological) extension of
(Y, g) in this case. The map h is called almost 1-1 if the set of points y ∈ Y with
exactly one preimage under h is dense in Y , and (Y, g) is called an almost 1-1 factor
in this case. A minimal set M is called almost periodic (almost automorphic) if f|M
is almost periodic (almost automorphic).
Now, let f be an α-forced increasing interval map. An f -invariant graph is an
invariant set Γ of the form Γ = {(θ, γ(θ) | θ ∈ Θ}, where γ : Θ → I is a Borel
measurable function. Note that the invariance of Γ implies that
(2.1) fθ(γ(θ)) = γ(α(θ)) for all θ ∈ Θ .
If γ is continuous, then Γ is an f -invariant curve in the sense defined above. It is
known that if α is almost periodic minimal, then the f -invariant curves are exactly
the almost periodic minimal sets of f [1, 2].
3. The basic construction: Denjoy’s examples revisited
Denjoy homeomorphisms of the circle are usually constructed by ‘blowing up’
one (or at most countably many) orbits of an irrational rotation to wandering
intervals. The resulting system is then semiconjugate to the original rotation, and
the corresponding factor map collapses exactly the blown up intervals while being
injective elsewhere. Depending on the way this basic idea is formalised, the flavour
of this construction can be more combinatorial, topological or analytic.
Starting point for our construction is an implementation with a strong measure-
theoretic accent. In the case of Denjoy examples, we start by defining a measure
which has an atomic part, supported by the orbit we want to blow up, and a
Lebesgue part to give the measure full topological support. More precisely, we
fix an irrational rotation R : T1 → T1 and an arbitrary starting point x0 and let
xn = R
n(x0) for all n ∈ Z. Given a sequence of strictly positive weights (an)n∈Z
with
∑
n∈Z an < 1, we let b := 1−
∑
n∈Z an > 0 and define
(3.1) ν :=
∑
n∈Z
anδxn + bLebT1
where δx denotes the Dirac measure at x. Now, instead of directly constructing
the Denjoy homeomorphism f , we first use ν to construct the semiconjugacy h
which we use later to define f as an extension of R. As mentioned, in order to
do so it should collapse a sequence of intervals (which will later be wandering)
and map them to the points xn of the blow-up orbit. It turns out that we can
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g h
0 1 0 1x0 h−1{x0}
Figure 1. The distribution function g on the left and its left-inverse,
the quantile function h, on the right. Atoms of µ correspond to discon-
tinuities of g and to plateaus of h.
define h to be the quantile function of ν, which is the left-inverse of the distribution
function (see Figure 1). More precisely, we assume without loss of generality that
0 /∈ {xn |n ∈ Z} and let
(3.2) h(x) := min{y ∈ T1 | ν[0, y] ≥ x} ,
where we identify T1 with [0, 1) for taking the minimum. Note that if we let
g(y) := ν[0, y], then due to the Lebesgue component of ν the distribution function
g is strictly increasing with discontinuities of size an at the atoms xn, and we have
h ◦ g = IdT1 . The details are given in Lemma 3.1 below. For the use in the later
sections, it also includes the case where ν is non-atomic.
If we now let In := h
−1{xn} =: [cn, dn], then h is injective on the set
(3.3) A := T1 \
⋃
n∈Z
[cn, dn) .
In fact, h is even a bijection from A to T1, and we can therefore define a map f˜ on
A by
(3.4) f˜ := h−1|A ◦R ◦ h|A .
As shown in Lemma 3.2 below, this map f˜ is uniformly continuous and strictly
order-preserving on A. Further, we have
(3.5) f˜(cn) = h
−1
|A ◦R ◦ h|A(cn) = h
−1
|A ◦R(xn) = h
−1
|A (xn+1) = cn+1
for all n ∈ Z. We can therefore extend f˜ to a continuous map f : T1 → T1 by
sending each interval In to In+1 in a continuous and monotone way. As we will
see below, this yields a homeomorphism of the circle, and since the intervals In are
wandering by construction, f is the desired Denjoy example.
We prove the above claims in the following three lemmas, which will also be
useful in the later sections. Suppose X is a topological space, equipped with a
Borel probability measure ν. The topological support of ν is defined as
supp(ν) := {x ∈ X | ν(U) > 0 for any open neighbourhood U of x} .
If ν{x} > 0 we call x an atom and say ν is atomic in x. We call ν non-atomic if it
has no atoms. Given a measurable map h : X → X we denote the push-forward of
ν by h∗ν := ν ◦ h−1, that is h∗ν(A) := ν(h−1A).
6 R. HRIC AND T. JA¨GER
Lemma 3.1. Let X = I or T1 and suppose ν is a probability measure on X. Then
(3.6) h(x) := min{y ∈ X | ν[0, y] ≥ x}
satisfies h∗LebX = ν. Moreover
(i) if supp(ν) = X then h is continuous and surjective. In this case h−1{y} =
[ν[0, y), ν[0, y]];
(ii) if ν is non-atomic then h is injective.
It follows from (i) and (ii) that when ν is both non-atomic and has full topological
support, then h is a homeomorphism with inverse h−1(y) = ν[0, y].
Here, if X = T1 we again identify T1 with [0, 1) for taking the minimum in (3.6).
Note that this minimum exists due to continuity from the right of y 7→ ν[0, y].
Proof. Suppose h is defined by (3.6). Then for any y ∈ X we have
h−1[0, y] = {x ∈ X | h(x) ∈ [0, y]} = {x ∈ I | ν[0, y] ≥ x} = [0, ν[0, y]] .
Consequently LebX(h
−1[0, y]) = ν[0, y] and hence h∗LebX = ν. In order to show
(i), assume that supp(ν) = X . Then
h−1[0, y) = {x ∈ X | h(x) < y}
= {x ∈ X | ∃z < y : x ≤ ν[0, z]}
= {x ∈ X | x < ν[0, y)} = [0, ν[0, y)) .
Analogously we get h−1(y, 1] = (ν[0, y], 1], and this yields the formula for h−1{y}.
Furthermore, we see that preimages of open intervals are open, and hence h is
continuous. Finally, if ν in non-atomic then for every y ∈ X we obtain h−1{y} =
{ν[0, y]}, so h is injective in this case. 
Lemma 3.2. The map f˜ defined in (3.6) is strictly order-preserving and uniformly
continuous on A.
Proof. First, f˜ is strictly order-preserving on A since this is true for h, h−1|A and R.
In order to prove the uniform continuity, we take arbitrary x, x′ ∈ A and look how
their distance changes under the action of f˜ . We assume without loss of generality
that d(x, x′) = LebX [x, x
′] (x′ is close to x from the right) and use that h∗LebX = ν
by Lemma 3.1 to obtain
(3.7) d(x, x′) = ν[h(x), h(x′)] = b d(h(x), h(x′)) +
∑
xn∈[h(x),h(x′)]
an .
Now, since h ◦ f = R ◦ h by definition, we obtain in the same way that
(3.8) d(f˜(x), f˜(x′)) = b d(R(h(x)), R(h(x′))) +
∑
xn∈[R(h(x)),R(h(x′))]
an .
Since the rotation R is an isometry and xn ∈ [R(h(x)), R(h(x
′))] is equivalent to
xn−1 ∈ [h(x), h(x
′)], we can rewrite the last line as
(3.9) d(f˜(x), f˜ (x′)) = b d(h(x), h(x′)) +
∑
xn∈[h(x),h(x′)]
an+1 .
Thus
d(f˜(x), f˜ (x′)) = d(x, x′) +
∑
xn∈[h(x),h(x′)]
an+1 −
∑
xn∈[h(x),h(x′)]
an
< d(x, x′) +
∑
xn∈[h(x),h(x′)]
an+1 .
(3.10)
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Now fix ε > 0, choose N ∈ N such that
∑
|k|≥N+1 ak < ε/2 and let
δ = min{ε/2,min{ak | |k| ≤ N + 1}} .
Note that by (3.7) the fact that d(x, x′) < δ implies that xn /∈ [h(x), h(x
′)] for all
n ≤ N + 1. Taking x, x′ ∈ A arbitrary such that d(x, x′) < δ, the first term on the
right side in (3.10) is obviously smaller than ε/2, and the same is true for the second
one because from xn ∈ [h(x), h(x
′)] we get that |n| > N+1 and thus |n+1| ≥ N+1.
Consequently, we obtain that d(x, x′) < δ implies d(f˜(x), f˜(x′)) < ε. Since δ did
not depend on x, x′, this shows the uniform continuity of f˜ . 
Lemma 3.3. The map f˜ defined in (3.4) can be extended to an orientation-
preserving circle homeomorphism f with wandering intervals In. Further, f is
semiconjugate to R.
Proof. In fact, there is almost nothing to prove anymore. The map f˜ is strictly
order-preserving of A, and by (3.5) it maps the left endpoint cn of the intervals
In to cn+1. The right endpoints dn are not contained in A a priori, but if we
extend f˜ continuously to the closure of A then by monotonicity and continuity dn
has to be sent to dn+1 as well. Therefore, we may extend f˜ further by defining
f|(cn,dn) : (cn, dn) → (cn+1, dn+1) in a more or less arbitrary way (as long as it is
monotone and continuous).
The equation h ◦ f˜ = R ◦ h holds on A by definition, and since h collapses the
gaps In = [cn, dn] to single points it extends to all of T
1, independently of the
choice of f|int(In). Finally, since f(In) = In+1 for all n ∈ Z and all these intervals
are disjoint, they are obviously wandering. 
4. Construction of almost automorphic minimal sets
The following theorem is the core result of the paper. Due to the particular
attention paid to qpf systems, and also for the sake of readability, we formulate this
result specifically in this setting. However, it can be straightforwardly generalized
for a wider class of driving forces, and this is done in the next section. We first
construct a special extension fˆ of a given qpf system f with required properties.
For understanding how the changed dynamics exactly works, the crucial part of
the proof is the one concerned with the continuity of fˆ . As a corollary of the
construction, we obtain an example of an almost automorphic minimal set which
is not filled-in.
We work with maps strictly monotone on the fibers. These may not be homeo-
morphisms since they may fail to be surjective, but in this case we can easily modify
the system to get a homeomorphism without affecting the original dynamics — we
simply extend the map linearly on the fibers to a bigger annulus such that the
resulting map is a homeomorphism there. Hence, for our purposes we can assume,
without loss of generality, our maps to be homeomorphisms.
Theorem 4.1. Let f : A→ A be a qpf increasing interval map and Γ = {(θ, γ(θ)) |
θ ∈ T1} an f -invariant curve with γ : T1 → int I. Then there exists a topological
extension fˆ : A → A of f with a factor map h from fˆ to f , h(θ, x) = (θ, hθ(x)),
such that the following holds:
(i) fˆ is a qpf increasing interval map;
(ii) all the fibre maps hθ are non-decreasing;
(iii) h is injective on the complement of h−1(Γ);
(iv) for a countable number of points in Γ the preimage under h is a vertical
segment, for all other points in Γ it is a singleton;
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A
ϕ
Γ
ψ
θ∗
Figure 2. Choice of the functions ϕ and ψ.
(v) h−1(Γ) does not contain any graph of a continuous curve η : T1 → I;
(vi) h−1(Γ) is pinched and contains an almost automorphic minimal set
which is not almost periodic.
Proof. Denote by R the driving irrational rotation of the system and put θn :=
Rn(θ) for θ ∈ T1 and n ∈ Z. Analogously to the previous section, fix a sequence
(an)n∈Z of strictly positive weights such that
∑
n∈Z an < 1 and put b := 1 −∑
n∈Z an > 0. Fix an arbitrary θ
∗ ∈ T1 and choose continuous functions ϕ, ψ :
T1 → I with the following properties (compare Figure 2):
(1) ψ ≤ γ ≤ ϕ;
(2) ϕ = γ (ψ = γ) on a left (right) neighborhood of θ∗;
(3) ψ < ϕ on T1 \ {θ∗}.
We will define a new measure µ on A via its fibre measures µθ, that is, we first
define a family (µθ)θ∈T1 and then we let µ(A) :=
∫
T1
µθ(Aθ)dθ for any measurable
set A ⊆ A. To that end, we first define a measure µ0 on A via its fibre measures
µ0θ∗ := δγ(θ∗) and µ
0
θ :=
Leb|[ψ(θ),φ(θ)]
ϕ(θ) − ψ(θ)
for θ 6= θ∗ .
In particular, this means that µ0θ varies continuously with θ in the weak topology
and it is non-atomic for θ 6= θ∗. Now define fiber measures of µ using push-forwards
of previous measures
µθ :=
∑
n∈Z
anµ
n
θ + bLebI
where
µnθ := f
n∗
R−n(θ)µ
0
R−n(θ) = µ
0
R−n(θ)f
−n
θ .
Note here that by convention (fn
R−n(θ))
−1 = f−nθ . It is easy to check that the
resulting measure µ can altervatively be defined by
µ :=
∑
n∈Z
anµ
n + bLebA where µ
n := fn∗µ0 = µ0f−n .
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Definition and continuity of h. Define the map h : A → A by h(θ, x) = (θ, hθ(x))
where
(4.1) hθ(x) := min{y ∈ I | µθ[0, y] ≥ x} .
To see the continuity of h on A we can consider the sequence of maps h(k), k ∈ N,
defined in completely analogous fashion to the way how h is defined via µ, but this
time with measures µ(k) :=
∑k
m=−k anµ
n +
(
1−
∑k
m=−k an
)
LebA. All the maps
h(k) are continuous due to the construction of the µn – note that the mappings
θ 7→ µnθ are continuous with respect to the weak topology – and they converge on
A uniformly to h.
Definition and continuity of fˆ . First, we define fˆ in a natural way on a dense
subset Λ ⊆ A and then extend it to a continuous map on the whole space by using
uniform continuity on the subset.
For all θ /∈ Orb(θ∗), the measure µθ is non-atomic, hence hθ is invertible by
Lemma 3.1(ii). Hence, h is invertible on Λ := (T1 \ Orb(θ∗)) × I. Now define
fˆ : Λ→ Λ by fˆ := (h|Λ)
−1 ◦ f ◦ (h|Λ). We claim that fˆ is uniformly continuous on
Λ and thus extends to a continuous map on T1 × I.
In order to show this, we first write what exactly fˆ(θ, x) does:
(θ, x)
h
7−→ (θ, hθ(x))
f
7−→ (R(θ), fθ(hθ(x)))
h−1
7−→
(
R(θ), h−1
R(θ)(fθ(hθ(x)))
)
=
(
R(θ), µR(θ)[0, fθ(hθ(x))]
)(4.2)
Since in the first variable we have an isometry, it is sufficient to prove that fˆ is
uniformly continuous in the second coordinate. Hence, we have to prove that for
any ε > 0 there exists δ > 0 such that for any θ, θ′ ∈ T1 and any x, x′ ∈ I
(4.3) |x− x′| < δ and d(θ, θ′) < δ
implies
(4.4)
∣∣µR(θ)[0, fθ(hθ(x))] − µR(θ′)[0, fθ′(hθ′(x′))]∣∣ < ε .
To compare the expressions for the preimage and the image in (4.3) and (4.4),
we realize that x = h−1θ (hθ(x)) = µθ[0, hθ(x)] (since hθ is invertible on each fibre
considered). In order to unfold (4.3) and (4.4) into the respective series, according
to the definition of µθ, we use the abbreviation
(4.5) rn := rn(θ, θ
′, x, x′) :=
(
µ0R−n(θ)f
−n
θ [0, hθ(x)] − µ
0
R−n(θ′)f
−n
θ′ [0, hθ′(x
′)]
)
.
Note that due to the construction of µ0 the function rn depends continuously on
its arguments θ, θ′, x and x′ whenever θ 6= Rn(θ∗) 6= θ′. This will be crucial in the
following. We obtain
P := |x− x′| = |µθ[0, hθ(x)] − µθ′ [0, hθ′(x
′)]|
=
∣∣∣∣∣
∑
n∈Z
anrn + b (hθ(x) − hθ′(x
′))
∣∣∣∣∣
(4.6)
and
I := |µR(θ)[0, fθ(hθ(x))] − µR(θ′)[0, fθ′(hθ′(x
′))]|
=
∣∣∣∣∣
∑
n∈Z
anrn−1 + b (fθ(hθ(x))− f
′
θ(hθ′(x
′)))
∣∣∣∣∣
(4.7)
where in (4.7) we used the identity
µ0R−n(R(θ))f
−n
R(θ)[0, fθ(hθ(x))] = µ
0
R−n+1(θ)f
−n+1
θ [0, hθ(x)] .
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Before providing precise estimates, let us now first describe the main idea. We
have to show that if P is small and θ and θ′ are close then I is small as well. Since
h and f are uniformly continuous on A, we will get an easy control over the two
Lebesgue terms. To compare the rest, we take into account that the terms with big
|n| do not contribute much, since
∑
|n|≥N an → 0 as N → ∞. Terms with small
|n| may contribute more, but due to the continuity properties of the rn this is only
possible if θ or θ′ are close to Rn(θ∗). Again by assuming θ and θ′ to be close, we
can ensure that this happens for at most one small integer n∗, so there is at most
one big term in (4.6). However, since the sum P is small, this term cannot be too
big either, hence in the end all the contributions in (4.6) are small. Finally, when
going from P to I all the terms are only multiplied by a factor an/an−1, which
leads to I being small as well.
In order to give precise estimates, fix ε > 0. Take N1 ∈ N such that
(4.8)
∑
|n|≥N1
an < ε/8 .
Let a := max{1, an/an−1 | |n| ≤ N1 + 1} and choose δ1 ∈ (0, ε/8) such that for
δ ≤ δ1 in (4.3) the Lebesgue terms in (4.6) and (4.7) are always smaller than ε/8a.
At the same time, choose N2 ≥ N1 such that
(4.9)
∑
|n|≥N2
an < ε/8a .
Further, choose δ2 ∈ (0, δ1) such that d(θ, θ
′) < δ2 implies the existence of at most
one n∗ ∈ N with |n∗| ≤ N2 + 1 and min{d(θ,R
n∗−1(θ∗)), d(θ′, Rn
∗−1(θ∗))} < δ2 —
eg. take δ2 ≤
1
2 min
2N2+1
k=1 d(R
k(θ∗), θ∗)).
Now, according to the remark made after (4.5), there exists δ3 ∈ (0,min{δ2, ε/8a})
with the property that if d(θ, θ′) < δ3 and both θ and θ
′ are δ3-apart from R
n(θ∗),
then both anrn and an+1rn and are smaller than ε/16aN2.
In particular, the two last facts together imply that if δ ≤ δ3 in (4.4), then there
exists at most one n∗ ∈ N with |n∗| ≤ N2 and an∗rn∗−1 ≥ ε/16aN2. If n
∗ ≤ N1,
then using the smallness of the Lebesgue part of (4.4) and (4.8), we obtain
I ≤ an∗rn∗−1 +
∣∣∣∣∣∣
∑
|n|≤N1,n6=n∗
anrn−1
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∑
|n|>N1
anrn−1
∣∣∣∣∣∣
+ b|fθhθ(x) − fθ′hθ′(x
′)| ≤ an∗rn∗−1 +
ε
2
.
(4.10)
Note that if n∗ > N1 or if n
∗ with the above properties does not exist, then we
immediately obtain I < ε/2. Otherwise, we obtain from (4.6) and the fact that
P < δ < δ3 < ε/8a that
an∗−1rn∗−1 ≤ P +
∣∣∣∣∣∣
∑
|n|≤N2,n6=n∗−1
anrn
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∑
|n|>N2
anrn
∣∣∣∣∣∣
+ b|hθ(x) − hθ′(x
′)| ≤
ε
2a
.
Consequently, since |n∗| ≤ N1 and thus an∗/an∗−1 ≤ a, we have that an∗rn∗−1 ≤
ε/2. Plugging this into (4.10) yields I ≤ ε. Thus, we obtain altogether that δ < δN
implies I ≤ ε, as required.
Strict monotonicity of fˆ . The strict monotonicity of fˆ is equivalent to its invertibi-
lity. In order to prove this, it suffices to show that fˆ−1 is uniformly continuous on
Λ as well, since it then extends to a continuous function on the closure and provides
an inverse for fˆ on all of A. However, since fˆ−1 = h−1 ◦ f−1 ◦ h on Λ, this follows
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in exactly the same way as the uniform continuity of fˆ|Λ in the preceeding step.
The only difference is that f is replaced by f−1.
The map fˆ is obviously an extension of f via h since h◦fˆ = f◦h holds on Λ by the
definition of fˆ and it carries over to the closure of Λ by continuity. Thus, we have
now constructed h and fˆ with the properties stated in (i) and (ii). Properties (iii)
and (iv) follow easily from Lemma 3.1(i), since the fibre measures µθ have atoms
placed exactly on the points γ(θ∗n), n ∈ Z. Property (vi) is a direct consequence of
(v), see Section 2, such that it only remains to prove (v).
Non-existence of continuous curves in h−1(Γ). Recall that by Lemma 3.1(i) we
have
h−1{γ(θ)} = [µθ[0, γ(θ)), µθ[0, γ(θ)]] .
We will show that
(4.11) lim
θրθ∗
µθ[0, γ(θ))− lim
θցθ∗
µθ[0, γ(θ)] = a0 .
This implies immediately that any curve contained in h−1(Γ) must have a discon-
tinuity of size a0 at θ
∗ (and hence, by invariance, discontinuities of size an at all
θn).
It follows from the definition of µ0 and the continuity of γ that the mapping
θ 7→ µ0θ[0, γ(θ)] is continuous on T
1 \ {θ∗}. Consequently, for the push-forwards
µn, n 6= 0, the mappings θ 7→ µnθ [0, γ(θ)] are continuous on T
1 \ {θ∗n} and, in
particular, have θ∗ as a continuity point. Hence θ∗ is a continuity point of θ 7→
(µ− a0µ
0)θ[0, γ(θ)]. Therefore, we obtain
lim
θրθ∗
µθ[0, γ(θ))− lim
θցθ∗
µθ[0, γ(θ)] =
= lim
θրθ∗
µ0θ[0, γ(θ))− lim
θցθ∗
µ0θ[0, γ(θ)] = a0
where the last equality follows from (2) and the definition of µ0. 
Remark 4.2. Note that the preimage of Γ under h in the above construction is
homeomorphic to T1. A qualitative picture is given in Figure 3 . In order to make
this precise, we represent T1 by [0, 1) to define the infimum of a subset. With this
convention, we let
η(θ) = b θ +
∑
θn∈[0,θ)
an ηˆ(t) = inf{θ | η(θ) ≥ t} .
Note that thus η is a right inverse of ηˆ. Further, we let
γ+(θ) = sup{x ∈ I | (θ, x) ∈ h−1(Γ)}
and finally
ξ : T1 → h−1(Γ) , t 7→
(
ηˆ(t) , γ+(ηˆ(t)) − (t− η(ηˆ(t))
)
.
The fact that this provides a homeomorphism ξ between T1 and h−1(Γ) can now
be checked easily.
Since the vertical segments in h−1(Γ) are wandering, this means that ξ is a
conjugacy between fˆ|h−1(Γ) and a Denjoy counterexample on the circle. Using well-
known results on these maps, we obtain the following direct consequence of this
remark.
Corollary 4.3. Under the assumptions of the previous theorem, h−1(Γ) contains
exactly one minimal set. This set is almost automorphic, not almost periodic, and
not filled-in.
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A
h−1(Γ)
θ∗
Figure 3. A schematic picture of the set h−1(Γ).
Remark 4.4. We note that a slight modification of the above proof of Theorem 4.1
also allows to produce examples where h−1(Γ) is filled-in. In order to do so, the
functions ϕ and ψ only have to be chosen such that points θ with ϕ(θ) = γ(θ) > ψ(θ)
and points θ′ with ϕ(θ) > γ(θ) = ψ(θ) both accumulate on θ∗ from both sides. This
will make the set h−1(Γ) ‘oscillate’ close to θ∗ in such a way, that the whole vertical
segment over θ∗ is contained in the closure of h−1(Γ) \ ({θ∗} × I).
For the use in Section 6, we finally apply Theorem 4.1 to a quasiperiodically
forced increasing map f which maps the annulus strictly inside itself and has a
unique continuous invariant curve Γ as its global attractor, that is, Γ =
⋂
n∈N f
n(A).
The resulting extension fˆ then has no continuous invariant curves at all, and its
global attractor is the pinched set h−1(Γ). This leads to the following
Corollary 4.5. There exists a quasiperiodically forced increasing interval map fˆ
with the following properties:
• fˆ has no continuous invariant curves;
• fˆ(A) ⊆ intA;
•
⋂
n∈N fˆ
n(A) is pinched and thus contains a unique almost automorphic min-
imal set M .
5. More general forcing
The above construction can be adapted to more general forcing processes. De-
pending on what exactly we assume about the forcing, we get different properties
for the resulting system.
In fact, to obtain Theorem 1.1 we only need to introduce slight modifications in
the definition of the functions ϕ, ψ : Θ → I in the proof of Theorem 4.1. Since we
do not have one-dimensional structure and left and right neighborhoods on Θ in
general case, we have to change property (2) as follows:
(2’) ϕ|S = γ|S and ψ|T = γ|T ,
where S := {σn ∈ Θ |n ∈ N} and T := {τn ∈ Θ |n ∈ N} are two pairwise disjoint
sets with σn and τn converging to an arbitrarily chosen point θ
∗ ∈ Θ. An explicit
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way how to define such functions is
ϕ(θ) := γ(θ) + c dist(θ, S) and ψ(θ) := γ(θ)− c dist(θ, T ) ,
where c > 0 is a suitable scaling constant.
In this situation, replacing the rotation R by an almost periodic minimal home-
omorphism α of a compact metric space Θ, we can apply the proof of Theorem
4.1 without changes obtaining all the properties (i)-(vi). However, the minimal set
obtained in the end does not have to be non-filled-in, since the weaker condition
(2’) does not suffice to guarantee this.
We can apply the construction even in more general situations concerning the
forcing (Θ, α). Let us assume that Θ is an arbitrary compact metric space and α is
a homeomorphism of Θ with an aperiodic point θ∗ which is not isolated. Still, all
the properties from Theorem 4.1 hold but the last one. Even now, the set h−1(Γ)
is pinched and it is in fact an invariant closed set projecting onto the whole driving
space. Minimality of α is only needed to ensure that it contains a minimal set
projecting onto Θ, and almost periodicity is only used to ensure that this minimal
set is almost automorphic.
Under the weakest assumptions mentioned, using the modified construction
above, we produce an example of an α-forced increasing interval map, a topo-
logical extension of the original one, possesing an invariant closed set projecting on
the whole driving space such that it does not contain any graph of a continuous
curve.
All the mentioned results can be also easily adapted for the case of α-forced
circle homeomorphisms, ie. instead of increasing maps on interval fibers we consider
orientation preserving homeomorpisms on circle fibers.
6. A remark concerning a Sharkovsky-like theorem for qpf Maps
One of the most fundamental results in one-dimensional dynamics is the Shar-
kovsky Theorem
Theorem 6.1 (Sharkovsky, 1964). Suppose a continuous interval map f has a
periodic orbit of least period n. Then f has periodic orbits of least period m for all
m ∈ N smaller than n in the Sharkovsky ordering
1 ⊳ 2 ⊳ 22 ⊳ . . . 22 · 7 ⊳ 22 · 5 ⊳ 22 · 3 ⊳ . . . 2 · 7 ⊳ 2 · 5 ⊳ 2 · 3 ⊳ . . . 7 ⊳ 5 ⊳ 3 .
In the context of skew product dynamics, it is a natural question to ask whether
this result can be generalised in a suitable way to forced interval maps of the
form (1.1). If the base dynamics are aperiodic, an immediate problem that arises is
to determine a suitable class of objects that would play the role of periodic orbits in
this setting. A positive result in this direction given in [14] is based on the concept
of core strips. Unfortunately the definition of these objects is rather technical, and
we refrain from stating it here. More natural analogues of periodic orbits would
be closed curves of the form Γ = {(θ, γ(θ)) | θ ∈ T1} with continuous γ : T1 → I.
However, the following simple construction shows that, even in the quasiperiodic
case, it is not possible to obtain a Sharkovsky Theorem for forced interval maps
by replacing periodic points with periodic curves. It can therefore be seen as a
motivation for the use of the more complicated core strips in [14].
Proposition 6.2. There exists a quasiperiodically forced interval map which has a
three-periodic continuous curve, but no invariant continuous curve.
Proof. We start our construction with the direct product of an irrational rotation
R and an interval map g such that
• g has a three-periodic orbit;
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1
g
1
2
0 1
2
x0 1
Figure 4. The map g with 3-periodic orbit {0, 1
2
, 1} and unique and
attracting fixed point x0.
• g has a unique fixed point x0, which is repelling;
• g is strictly increasing in a neighbourhood of x0.
See Figure 4 for an example.
Now, first note that if two periodic curves of F = R × g intersect, then by
minimality of R they have to coincide. Hence, two periodic curves are either equal
or disjoint. This implies in particular that all periodic curves of F are constant,
since for any periodic curve Γ = {(θ, γ(θ)) | θ ∈ T1} and any ρ ∈ T1 the curve Γρ
parametrised by γρ : θ 7→ γ(θ + ρ) is periodic as well and therefore must equal Γ.
Hence, the periodic curves of F correspond exactly to the periodic points of g, and
in particular F has a unique invariant curve Γ0 = T
1 × {x0}.
Since x0 is attracting, there exist a−, a+ ∈ I such that a− < g(a−) < x0 <
g(a+) < a+ and [a−, a+] does not contain any three-periodic point. Let A0 :=
T1 × [a−, a+] and Â0 := F (A0) = T
1 × [g(a−), g(a+)].
Suppose now that fˆ is a quasiperiodically forced increasing interval map with the
properties given by Corollary 4.5. Let Â := fˆ(A) ⊆ A. Choose a homeomorphism
h1 : A → A0 of the form h(θ, x) = (θ, hθ(x)) which has increasing fibre maps hθ
and satisfies h1(Â) = Â0. Then define F̂ by
F̂ (θ, x) =


F (θ, x) if (θ, x) /∈ A0
h1 ◦ fˆ ◦ h
−1
1 if (θ, x) ∈ A0
.
In other words, we replace the dynamics of F on A0 by those of fˆ , thus ‘destroying’
the continuous invariant curve in A0. Hence, the resulting map F̂ has no continuous
invariant curves anymore. However, it still has the three-periodic invariant curves
corresponding to the three-periodic orbit of g, since these were not affected by the
construction. 
7. Reproduction of some examples by Rees
Given a homeomorphism f : X → X on a metric space (X, d), a point x ∈ X is
called distal if infn∈Z d(f
n(x), fn(y)) > 0 for any y ∈ X , y 6= x. A homeomorphism
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f is called point-distal if there exists a distal point, and it is called distal if all points
in X are distal (as in the case of isometry).
In [15], Rees constructed point-distal, but non-distal minimal homeomorphisms
of the torus. Her examples are, in fact, skew product transformations of the form
f : T2 → T2, (θ, x) 7→ (θ+ ω, fθ(x)) with irrational ω ∈ T
1. Furthermore, they are
semi-conjugate to an irrational rotation R : (θ, x) 7→ (θ + ω, x + ρ) on the torus,
and the semi-conjugacy h from f to R is bijective except on a countable union of
vertical segments which are mapped to a single orbit of the rotation. The union of
these segments equals the set of non-distal points, all other points are distal. One
may say that these examples are obtained by blowing up the points of an orbit of
the rotation R to vertical segments.
Although the techniques employed in Section 4 are quite different from those
used by Rees, they can easily be adapted in order to reproduce such examples.
Proposition 7.1 (Rees). There exists a point-distal, non-distal minimal transfor-
mation of the two-torus.
Sketch of the proof. We construct µ in a similar fashion as in Theorem 4.1. Start
with an irrational rotation f of T2 and fix a point z∗ = (θ∗, x∗) ∈ T2. Without loss
of generality we may assume that the orbit of z∗ does not intersect the line T1×{0}.
Now cut the torus T2 along T1×{0} to get the annulus A. We define h on A exactly
as we did in the proof of Theorem 4.1 and then we go back to T2 by gluing A along
T1 × {0}. Absence of atoms at 0 for the fibre measures ensures continuity of the
resulting torus map h. Denote by f1 the rotation given by f in the first coordinate.
We define fˆ : Λ→ Λ on Λ := T2 \ (Orbf1(θ
∗)× T1) by fˆ := (h|Λ)
−1 ◦ f ◦ (h|Λ). In
exactly analogous way as before we show uniform continuity of fˆ on Λ (and fˆ−1 as
well), thus fˆ extends to a homeomorphism of the whole T2.
It is easy to see now, as pointed out in the paragraphs above, that non-distal
points of fˆ are exactly those given by the h-preimages of the atoms of µ while the
rest is formed by distal points of fˆ . 
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