Abstract. We construct a non-normal affine monoid together with its modules associated with a negative definite plumbed 3-manifold M . In terms of their structure, we describe the H 1 (M, Z)-equivariant parts of the topological Poincaré series. In particular, we give combinatorial formulas for the Seiberg-Witten invariants of M and for polynomial generalizations defined in [LSz15] .
1. Introduction 1.1. Let M be a closed oriented plumbed 3-manifold associated with a connected negative definite plumbing graph Γ. Assume that M is a rational homology sphere, ie. Γ is a tree and all the plumbed surfaces have genus zero. Let V be the set of vertices of Γ, δ v is the valency of the vertex v ∈ V, and N is the set of nodes consisting of vertices with δ v ≥ 3. We consider the plumbed 4-manifold X associated with Γ. Its second homology L is freely generated by the classes of 2-spheres {E v } v∈V , its second cohomology L ′ by the (anti)dual classes {E *
We consider the (equivariant) topological Poincaré series Z H (t) = l ′ ∈L ′ p l ′ t 1.2. The topological Poincaré series appeared in several articles studying invariants of normal surface singularities, cf. [CDGZ08, CDGZ04, N08, N12, S15]. It is a topological tool giving 'some' information on analytic invariants associated with the singularity. For special classes of singularities (see [CDGZ99, N08, N12] ), this series coincides with its 'analytic counterpart' (cf. Section 3.2). This strong parallelism makes interesting connections between the geometry and topology of singularities. Moreover, motivates the following completely topological question as well: how one can recover invariants of M from the associated topological Poincaré series?
In the spirit of the aforementioned parallelism, [N11] proved that the Seiberg-Witten invariants of M can be given as multivariable periodic constants of the series (see Section 6.1.3 for details). This result was reinterpreted in [LN14] by showing that the Seiberg-Witten invariants appear as coefficients of a multivariable Ehrhart polynomial of certain polytope associated with the manifold M . One of the outcomes of this interpretation is a reduction for the number of variables of the series and defines reduced series Z h (t N ) for any h ∈ H, reflecting on the complexity of the manifold M (see Sections 3.3 and 6.1.4). Very recently, a decomposition of the topological Poincaré series into polynomial and 'negative degree' parts was given in [LSz15] , providing an effective calculation of the Seiberg-Witten invariants from the reduced series.
1.3. The main motivation of our work can be explained by the following comparison. In [LSz15] , the polynomial part of Z h (t N ) for a fixed h ∈ H, in particular the corresponding Seiberg-Witten invariant of M , is computed from the equivariant zeta function f H (t) by summing up equivariant polynomials associated with vertices and edges of the graph Γ and then considering the equivariant parts of the result. In fact, the reduction helps in minimizing the number of polynomials which have to be summed up.
In this article we use another approach, extending the idea of [LN14] . First, we decompose the equivariant Poincarés series into its equivariant parts and reduce the number of variables to get Z h (t N ). Then the reduced series can be presented as a (non-equivariant) rational fraction. Finally, we compute the desired polynomial part by summing up certain polynomial datas associated with the rational fraction and the graph Γ. The fundamental difference between the two approaches is when the equivariant decomposition happens.
This approach leads to the construction of the sets M a indexed by some 'lifts' a associated with h ∈ H. There is a distinguished set M 0 corresponding to the class 0 ∈ H which has the structure of a non-normal affine monoid. In general, M a is an M 0 -module of rank equals with the number of nodes. We study their structure by describing the set of holes M a \ M a , where M a is the normalization of M a , see Section 4.
First of all, we describe the equivariant decomposition of the topological Poincaré series and express the h-equivariant parts Z h (t N ) as binomial sums of (fine) Hilbert series associated with certain filtered pieces of the modules M a , which in fact motivates their construction. Then we give a rational representation of Z h (t N ) using generating functions associated with the holes of M a .
We derive from this representation a combinatorial formula for the polynomial part of Z h (t N ), in particular for the Seiberg-Witten invariant, in terms of the polynomial data given by the holes of M a . This is a generalization of the formula found in [LN14, Section 7.4] for special cases.
On the other hand, we would like to emphasize that presumably the structure of the non-normal affine monoid and its modules will be an important tool studying the connections between the topology and geometry of normal surface singularities. In order to support this, we show that our construction applied to the minimal embedded resolution graph of an irreducible plane curve singularity gives back the (analytic) semigroup associated with the singularity. This makes possible to think about a parallelism between modules with Seiberg-Witten invariants associated with links of normal surface singularities and semigroups with delta invariants associated with plane curve singularities. Moreover, we also discuss the role of the numerical semigroup of Seifert homology spheres given by our construction, mentioning results from [CK14] and [LN1x] .
1.4. The structure of the article is the following: in Section 2 we explore the necessary technical ingredients related to the combinatorics of the graph Γ, such as generalized Seifert invariants and explicit description of the generators, relations and lifts of the group H. Section 3 contains some details and preliminary results about topological Poincaré series, and we discuss the equivariant decomposition with explicit calculation of the reduced series. Section 4 gives the construction and study the structure of the non-normal affine monoid and its modules associated with M . Section 5 deduces the rational representation of the series which induces the formulas for polynomial parts and Seiberg-Witten invariants presented in Section 6. Notice that we illustrate the theory of the article on examples presented in Sections 4.3, 5.1, 6.4 and 6.5. Finally, Section 7 illustrates the role of our construction by discussing two examples: semigroups of plane curve singularities and semigroups of Seifert homology spheres. 
Links and graphs of normal surface singularities
Let (X, o) be a complex normal surface singularity and we consider the minimal good resolution π : X → X with dual graph Γ. That is, in the exceptional divisor every (−1)-curve must intersect at least three other irreducible components. We assume that the link M is a rational homology sphere. Hence, Γ is a tree and all the irreducible exceptional divisors have genus 0.
2.1. Arithmetics of the graph Γ. Let V be the set of vertices of Γ and denote δ v the valency of the vertex v, ie. the number of edges adjacent to it. We consider two subsets of V: the set of nodes N := {n ∈ V | δ n ≥ 3} and the set of ends E := {u ∈ V | δ u = 1}. The chains are connected components of the graph obtained by deleting the nodes and their adjacent edges. Legs are chains containing an end-vertex. For any n ∈ N we denote by N n the set of nodes which are connected to n by a chain. Similarly, let E n be the set of ends connected to n by their legs. Their cardinalities will be δ n,N = |N n | and δ n,E = |E n |. Hence, δ n = δ n,N + δ n,E . We also distinguish the subset of (higher complexity) nodes N := {n ∈ N | δ n,N ≥ 2}.
Since Γ is a tree, for any two vertices v, w ∈ V there is a unique minimal connected subgraph [v, w] with vertices {v i } k i=0 such that v = v 0 and w = v k . Similarly, we also introduce notations [v, w), (v, w] and (v, w) for the complete subgraphs with vertices
2.1.1. We consider the lattice L := H 2 ( X, Z), which is freely generated by the classes of the irreducible exceptional divisors {E v } v∈V . This lattice comes with a nondegenerate negative definite intersection form I := [(E v , E w )] v,w . The vertex v of Γ is decorated with b v := I vv ∈ Z <0 . Moreover, in the case δ v ≤ 2 we have b v ≤ −2, since Γ is the minimal good resolution graph. Set
lattice, freely generated by the (anti-)duals {E * v } v∈V , where we prefer the convention (E * v , E w ) = −1 for v = w, and 0 otherwise. The class of an element l ′ ∈ L ′ will be denoted by [l ′ ] ∈ H.
2.1.2. The determinant of a subgraph Γ ′ ⊆ Γ is defined as the determinant of the negative of the submatrix of I with rows and columns indexed with vertices of Γ ′ , and it will be denoted by det Γ ′ .
In particular, det Γ := det(−I) = |H|. The inverse of I has entries (I −1 ) vw = (E * v , E * w ), all of them are negative. Moreover, they can be computed as (cf. [EN85, page 83 and §20])
We set the following 'edge' cases: det [v,v) = det (v,v] 
The proof is based on standard calculations, therefore we omit from here. Special cases are proved in [N05, 10.2].
2.1.3. Generalized Seifert invariants. Some determinants associated with subgraphs will play a special role in the sequel and they are defined as follows. Recall that for a subgraph r r r r
with vertices {v i } s i=1 and k i ≥ 2 for all i the arithmetical properties of the graph can be encoded by the normalized Seifert invariant (α, ω), where 0 < ω < α and gcd(α, ω) = 1, using Hirzebruch/negative continued fraction expansion
In particular, the plumbed 3-manifold associated with the above graph itself is the lens space L(α, ω). We also consider ω satisfying ω ω ≡ 1 (mod α), 0 < ω < α. Clearly, these invariants are graph determinants, namely α = det [v1,vs] , ω = det [v2,vs] 
Similarly to the case of star-shaped plumbing graphs, ie. M is a Seifert 3-manifold (cf. [JN83, N05]), we encode the information of Γ by the normalized Seifert invariants of the chains and legs and the orbifold Euler numbers attached to the nodes n ∈ N . In fact, for any n ∈ N it is convenient to consider the maximal star-shaped subgraphs Γ n of Γ which contains only one node n ∈ N :
where n i ∈ N n (1 ≤ i ≤ s n ) and u j ∈ E n (1 ≤ j ≤ d n ). We denote the normalized Seifert invariants of the legs (n, u j ] by (α uj , ω uj ). Moreover, the chain (n, n i ) connecting the nodes n and n i considered as leg of Γ n has normalized Seifert invariant (α n,ni , ω n,ni ), while considered as leg of Γ ni has invariant (α ni,n , ω ni,n ) with relation ω n,ni ω ni,n = α n,ni τ n,ni + 1. Notice that α n,ni = α ni,n and τ n,ni = τ ni,n .
2.1.4. Orbifold intersection matrix. We define the orbifold Euler number of the star-shaped subgraph Γ n by
Notice that e n < 0 for any n ∈ N , since Γ n itself is negative definite being a subgraph of a negative definite graph Γ. One can collect these informations by defining the orbifold intersection matrix I orb = (I orb n,n ′ ) n,n ′ ∈N associated with Γ as
Then I orb is again negative definite and det
Furthermore, one has
2.2. The group H: generators and relations. We introduce a partial order on N such that for any two nodes n, n ′ ∈ N connected by a chain we pick n < n ′ or n ′ < n. Using this partial order for any n < n ′ we denote by n n ′ the vertex on the chain (n, n ′ ) such that (E n , E n n ′ ) = 1. When (n, n ′ ) = ∅ then n n ′ = n ′ . In the sequel, we will need the following identities expressing relations regarding E * v 's using determinants of respective subgraphs of Γ. They were considered in [LN14, Lemma 7.1.2] too, hence we omit their proof.
Lemma 2.2.1. Assume we have a connected negative definite plumbing tree Γ as in 2.1.
(a) Let n ∈ N and u ∈ E n . Then for any v ∈ [n, u) we have
In particular, we have E *
In particular, for the vertex m on the chain (n,
2.2.1. We introduce short notation g v := [E * v ] for classes of dual basis elements in H. With these notation the class of every
by Lemma 2.2.1. We call a = n∈N a n E *
Thus, using the idea of Neumann [Neu83] and [LN14, 7.1], the group H = L ′ /L can be presented with generators
and relations
In particular, a = v a v E * v and x = v x v E * v are reduced lifts of the same group element h ∈ H if and only if there are ℓ n , ℓ u , ℓ n n ′ ∈ Z such that
Remark 2.2.2. For any class h ∈ H we will consider the unique representative r h ∈ L ′ characterized
. In general, r h is not a reduced lift of h.
Remark 2.2.3. The group H can be generated by elements g u , u ∈ E. Indeed, we choose a special partial order on nodes of the graph Γ in the following way. We fix a 'root' node and we orient all of its outgoing paths away from the root. Then the partial order is defined such that the tail of an oriented chain is greater then its head. We proceed with induction on the number of the nodes of the graph. In every step we choose a minimal node n. If E n = ∅ then we express g n from a relation R u , u ∈ E n , otherwise there must be n < n in the original graph Γ, hence we express g n from the relation R nn . Moreover, either we have a unique node n ′ > n and in this case g n n ′ is expressed from R n n ′ , or n is the root node which finishes the induction. At the end of each step we remove the chain [n, n ′ ) together with all legs attached to n in order to get a new graph with one node less.
2.2.2.
Projections. In Section 3.3 we will consider the reduction of the Poincaré series to only node variables, which involves the use of the projection π N : R E v v∈V → R E n n∈N along the subspace spanned by E v for v / ∈ N . Therefore, we introduce the projection c a := π N (a) of a reduced lift a. One can express c a with the basis {π
Furthermore, in terms of basis {E n } n∈N we can write c a = n∈N c n E n with
Note that Lemma 2.2.1 implies that the difference of an element l ′ ∈ L ′ and its reduced transform a lies on the sublattice Z E v v / ∈N . Thus, the projections of l ′ and a by π N coincide, hence c a = π N (l ′ ) and we use notation c n (l ′ ) = c n for the corresponding coefficients in the basis {E n } n∈N . In particular, for the unique representative r h of h we have c n (r h ) ∈ [0, 1) for all n ∈ N , and these values are uniquely determined by h.
3. Topological Poincaré series
coefficients in the group ring Z[H]. We consider the equivariant zeta function
Its multivariable Taylor expansion at the origin Z H (t) is called the topological Poincaré series associated with the graph Γ and it has of form Z 
which is generated over Z ≥0 by the duals
3.2. Motivation and history. The topological Poincaré series was introduced by the work of Némethi [N08] , motivated by the following fact: we may consider the equivariant divisorial Hilbert series H(t) of a normal surface singularity (X, o) with fixed resolution graph Γ. The key point connecting H(t) with the topology of the link M (or the graph Γ) is introducing the series
. Then the (non-equivariant) series Z(t) := h∈H Z h (t) is the 'topological candidate' for P(t). They agree for several singularities, e.g. for splice quotients (see [N12] ), which contain all the rational, minimally elliptic or weighted homogeneous singularities.
More details regarding the analytic motivation can be found in [CDGZ04, CDGZ08, N08, N12].
3.3. The reduced Poincaré series. László and Némethi [LN14, Theorem 5.4.2] proved that from 'Seiberg-Witten invariant point of view' (see Section 6.1.4) the number of variables can be reduced to |N |. Therefore, we will mainly consider the reduced zeta function and reduced Poincaré series given by
Remark 3.3.1. It is important to emphasize that the number of variables of the reduced zeta function, or series, is a 'combinatorial measurement' for the complexity of M . Moreover, for some singularities (X, o) whose link is M , the reduced series can be compared with other series (or invariants) giving information about the analytic type, cf. [N08] .
3.4. The decomposition of the reduced Poincaré series. We will use multiplicative notation for the group H when we consider Z[H]-coefficients of the zeta function f H and the Poincaré series Z H . Note that by Lemma 2.2.1(a) for u ∈ E n we have (
N . Therefore, we can write
Taking its Taylor expansion at the origin we get
where the sum is over the set
In particular, the h-equivariant part of Z H (t N ) equals
where
To describe X h more explicitely, we fix a reduced lift a of h (cf. Section 2.2.1) and we define an affine lattice
Moreover, for any n ∈ N consider the quasilinear function
Then we have the following parametrization of X h .
Proposition 3.4.3. (a) There is a bijection
given by x n = N a (ℓ, n) for any n ∈ N and x u = α u a u − ω u ℓ n α u for any u ∈ E.
(b) We have
(c) Finally, the h-equivariant part of the reduced Poincaré series equals
Remark 3.4.5.
(a) In fact, one can write (3.4.4) in the form
if we regard
to be the generalized binomial coefficient. (b) In Section 4 we give a more explicit description of the set S a , which will lead to the rational form of Z h (t N ) in Subsection 5.
Proof. (a) Since both x and a are reduced lifts of h, there are ℓ u , ℓ n , ℓ n n ′ ∈ Z such that (R ′ u ), (R ′ n ) and (R ′ n n ′ ) hold with x n n ′ = 0 (cf. Section 2.2.1). We can eliminate ℓ u 's and ℓ n n ′ 's as follows. The relation (R ′ n n ′ ) is equivalent with (3.4.7) a n n ′ ≡ ℓ n + ω n ′ ,n ℓ n ′ (mod α n,n ′ ) and
The conditions 0 ≤ x u < α u and (R ′ u ) are equivalent with (3.4.8)
Moreover, by substituting ℓ n n ′ from (3.4.7) and ℓ u from (3.4.8) into (R ′ n ) we get x n = N a (ℓ, n). Thus, we have defined a map from S a → X h . To show that this map is invertible, note that (3.4.9)
where A n was considered in (2.2.4) as the coefficient of the projection c a = π N (a) in the {E * n } n∈N -basis. We can write (3.4.9) in matrix form x n + u∈En
which can be reformulated simply as Remark 3.4.11. (a) In the case when M is a Seifert rational homology sphere, or equivalently, the graph Γ is star-shaped, the reduced Poincaré series has only one variable associated with the central vertex n of Γ. Since
we can rephrase (3.4.6) with
The formula was given in this form in [LN14] . Similar computations for Seifert manifolds can be found also in Némethi and Nicolaescu [NN04] and Neumann [Neu83] . 3.5. Alternative decomposition. We discuss an alternative decomposition of the Poincaré series, which emphasizes more the relation with non-normal affine monoids and also simplifies the proof of Lemma 4.2.4. Thus, we write the reduced zeta function in such a way that for every node n the term (1 − g n t E * n N ) appears in the denominator, that is
It yields Taylor expansion at the origin
where k = n∈N k n E * n and the latter sum runs over the index set
For simplicity, we introduce short notations (−1)
kn δn,N −1 kn and 0 ≤ k ≤ δ − 1 instead of 0 ≤ k n ≤ δ n,N − 1 for all n ∈ N . Consequently, the h-equivariant part equals
where X h (k) = {y ∈ X (k) | [y] = h}. Similarly to Proposition 3.4.3, we have a bijection
given by y n = N a (ℓ, n) for any n ∈ N and y u = α u a u − ω u ℓ n α u for any u ∈ E, which yields the following form of the Poincaré series
Non-normal affine monoids and modules
One can consider the 'normalization' of the quasilinear function N a (ℓ, n) by introducing the linear function
In particular, notice that for any n ∈ N with δ n,E = 0 we have equality N a (ℓ, n) = N a (ℓ, n). Associated with the pair (Γ, a), we define the sets
Moreover, if we consider the real cone
Remark 4.0.1. Notice that by Remark 2.2.3 we can choose a such that every a n n ′ = 0, hence for such an a the lattice Z N (a) is independent of a. Lemma 4.1.1. Fix κ ≥ 0 and a reduced lift a. Then there exists v n ∈ M 0 , n ∈ N such that R ≥0 v n n∈N = C orb and satisfying the following properties: for any ℓ ∈ M a one has
Proof. We can choose v n = λ n π N (E * n ) for λ n sufficiently large. Indeed, for
. By (2.1.3) note that N 0 (v n , n ′ ) = 0 for any n ′ = n, which implies (a). Finally, we have
Remark 4.1.2. (a) The vectors v n given in the above proof does not depend on a, hence they can be chosen for all a. (b) Alternatively, we can construct rather smaller vectors {v n } n∈N also satisfy (a) and (b). Require the vanishing {ω u v n,n ′ /α u } = 0 only for u ∈ E n ′ n ′ = n, and assume N 0 (v n , n) ≥ 0. Moreover,
is the semiopen cube generated by {v n } n∈N . Then one can check that these conditions imply (a) and (b).
We define the sets 
4.2.
Multi-index filtration and generating series. We consider a filtration {M a (k) | k ∈ Z E * j j∈J } on the M 0 -module M a associated with a fixed index set J ⊂ N by defining the submodules
, moreover for any I ⊂ J we have
where we use notation E * I := i∈I E * i . One can also consider the associated graded object
We also define the generating set of holes of the graded pieces as follows. We fix k and we choose vectors v n ∈ Z E n ′ n ′ ∈N for any n ∈ N satisfying the properties of Lemma 4.1.1 for the lift a − k and parameter κ = 1, in particular N a (ℓ + v n , n) ≥ k n + 1. Then, for every subset I ⊇ J we set
The next lemma gives a rational form of the series H Ma(k) and H gr k Ma in terms of holes.
Lemma 4.2.4.
Proof. Remark 4.2.1 and Corollary 4.1.4 applied for M a−k deduce the formula of (a). For part (b) we give an inclusion-exclusion formula for gr k M a , which will imply the formula for
inclusion-exclusion formula for gr k M a will be deduced from the following, given by the Proposition 4.1.3(b),
by intersecting it with L a−k . Therefore, we deduce the identity
Indeed, for ℓ = ℓ 0 + i / ∈I ′ λ i v i in the left hand side of (4.2.5) we have 0 ≥ N a−k (ℓ, j) = N a−k (ℓ 0 + λ j v j , j) for any j ∈ J \ I ′ , which implies λ j = 0 by the choice of vectors v n , n ∈ N (cf. Lemma 4.1.1(b)). Furthermore, we have inclusion-exclusion formula for the graded holes
Finally, combining the above results we get
which implies the formula for H gr k Ma (t N ).
Example (part I).
Consider the following plumbing graph Γ:
Notice that H is trivial, hence we describe the non-normal affine monoid M 0 associated with a = 0. Let n 1 , n 2 , n 3 be the nodes of Γ and denote by v 11 , v 12 , v 21 , v 31 , v 32 the corresponding ends as shown on the above figure. The generalized Seifert invariants are the followings: (α v11 , ω v11 ) = (2, 1), (α v12 , ω v12 ) = (3, 1), (α n1,n2 , ω n1,n2 ) = (9, 1), (α v21 , ω v21 ) = (2, 1), (α n2,n3 , ω n2,n3 ) = (13, 1), (α v31 , ω v31 ) = (2, 1) and (α v32 , ω v32 ) = (3, 1). Then,
Through the example we will use short notation (ℓ 1 , ℓ 2 , ℓ 3 ) for ℓ = ℓ 1 E n1 + ℓ 2 E n2 + ℓ 3 E n3 . One can take the generators for any λ i ∈ Z ≥0 . The computations were performed using Maple. 
Rational representation of
In this section we express Z h (t N ) with rational functions given by the structure of the filtered M 0 -module M a . We assume that δ n,N ≥ 1 for every n ∈ N and consider the filtration in Section 4.2 associated with the subset N ⊂ N .
In the next theorem we give two formulas for Z h (t N ). The first uses generating series of the submodules M a (k), while the second formula is a rational representation in terms of generating functions associated with the graded pieces gr k M − a, I of the holes. This will be the core of the combinatorial formulas for the polynomial parts and Seiberg-Witten invariants given in Section 6.3. Recall the notations (−1)
Theorem 5.0.1. Let a be a reduced lift of h ∈ H.
(a) Let {v n } n∈N be a set of vectors satisfying properties of Lemma 4.1.1 for every lift a − k with 0 ≤ k ≤ δ − 1 and parameter κ = 0, ie. N a (ℓ + v n , n) ≥ k n for all n ∈ N and ℓ ∈ M a−k . Then
.
(b) Let {v n } n∈N be a set of vectors satisfying properties of Lemma 4.1.1 for every lift a − k with 0 ≤ k ≤ δ − 2 and parameter κ = 1, ie. N a (ℓ + v n , n) ≥ k n + 1 for all n ∈ N and ℓ ∈ M a−k . Then
Proof. (a) By the alternative decomposition (3.5.2) we have
Applying Lemma 4.2.4(a), we get the desired rational form.
Finally, Lemma 4.2.4(b) implies the formula.
Remark 5.0.2. Sometimes it is simpler to choose 'universal' generators v n of M 0 satisfying the properties of Lemma 4.1.1(a) and N 0 (v n , n) ≥ δ n − 1 for every n ∈ N . In general, they are larger, but their properties are easier to check.
Example (part II).
We use all the notations and calculations from Section 4.3. Recall that the chosen generators of M 0 are v 1 = (62, 28, 24), v 2 = (84, 42, 36) and v 3 = (24, 12, 14) . Consider the filtration defined by Section 4.2 associated with the subset N = {n 2 }. Then, Theorem 5.0.1 (b) implies the following rational form t (62,28,24) )(1 − t (24,12,14) ) −
where gr 0 M − 0,I = {ℓ ∈ ∩ Z 3 (0) | N 0 (ℓ, n i ) < 0 ∀n i ∈ I \ n 2 and N 0 (ℓ, n 2 ) = 0} for every {n 2 } ⊆ I ⊆ {n 1 , n 2 , n 3 }. Thus, calculating the above associated graded sets we get 6.1.1. Spin c -structures. Recall that X is a smooth 4-manifold with boundary M , and let σ can be the canonical spin c -structure on X. Its first Chern class c 1 (
The set of spin c -structures We denote by sw σ (M ) the Seiberg-Witten invariants of M indexed by the spin c -structures σ ∈ Spin c (M ).
Recall that we have defined the Lipman cone S
is generated over Z ≥0 by the duals E * v . Moreover, for any
since all the entries of E * v are strictly positive.
6.1.3. Counting functions and Seiberg-Witten invariants. For any h ∈ H we define the counting function of the coefficients of
It is well defined, since the finiteness of above sum follows from (6.1.1). By a powerful result of Némethi [N11] we know that if
In other words, Q h (x) is a multivariable quadratic polynomial on L with constant term
which is called the normalized Seiberg-Witten invariant of M associated with h ∈ H (cf. [OSz03, N05, N11] ). Furthermore, [LN14] gives the following interpretation: there exists a conical chamber decomposition of the real cone S
. This allows to define the multivariable periodic constant by pc Cτ (Z h ) := Q Cτ h (0) associated with h ∈ H and C τ . Moreover, Z h (t) is rather special in the sense that all Q Cτ h are equal for any C τ . In particular, we say that there exists the periodic constant pc 
6.1.5. Decomposition into 'polynomial and negative degree' parts [LSz15] . Lemma 22 and 23 of [LSz15] guarantee the existence of the following unique decompositions:
h (t N ) with respect to the variable t n , associated with any n ∈ N ,
(t N ) with respect to variables t n and t n ′ associated with any chain (n, n ′ ) connecting the neighbouring nodes n and n ′ . has negative degree with respect to variable t n .
These special decompositions associated with the nodes n ∈ N and the chains (n, n ′ ) induce a unique decomposition
with the following special properties:
6.2. Polynomial and numerical datas associated with M a . In the sequel, for any h ∈ H we choose a lift a so that c a ∈ n∈N [0, 1)E n , ie. it is uniquely determined by h. We fix the generators {v n } n∈N as in Theorem 5.0.1.
For any ℓ ∈ M a ⊂ Z N and I ⊆ N we associate the generating function
Then one can associate a polynomial P ol n (ℓ,I) (t N ) with any n ∈ N , which is defined as the polynomial part of the function H (ℓ,I) with respect to t n , given by the unique decomposition proved in [BN10, Lemma 7.0.2] (see also [LSz15, Lemma 22] ). The explicit form of the polynomial can be deduced by division with remainder with respect to the variable t n (other variables are considered as coefficients): we write uniquely
such that R n is supported on n∈I [0, 1)π n (v n ) as a one-variable polynomial in t n . We define pc n (ℓ,I) := P ol n (ℓ,I) (1). We also consider the polynomial part P ol nn ′ (ℓ,I) of H (ℓ,I) associated with a chain (n, n ′ ). Removing (n, n ′ ) from Γ we get two subgraphs Γ n and Γ n ′ containing n and n ′ , respectively. Let N (Γ n ) and N (Γ n ′ ) be the set of nodes of the respective subgraphs. Then, there are α, β ∈ R >0 E n , E n ′ such that π n,n ′ (v n ) for n ∈ I ∩ N (Γ n ) and π n,n ′ (v n ) for n ∈ I ∩ N (Γ n ′ ) are positive integral multiples of the vectors α and β, respectively. This condition together with [LSz15, Lemma 23] guarantee the unique decomposition
with the following conditions:
as two-variable polynomial in t n and t n ′ . We define the numerical data pc 
) is the periodic constant of (the Taylor expansion of) the two-variable function H (ℓ,I) | t n ′′ =1,n ′′ =n,n ′ associated with the chamber R >0 α, β (cf. [LN14] ).
Finally, we consider the polynomial
and the constant pc (ℓ,I) := P ol (ℓ,I) (1) associated with the pair (ℓ, I).
6.3. Formulas for polynomial parts and Seiberg-Witten invariants. The decomposition of Z h presented in Section 6.1.5 together with Section 6.2 and Theorem 5.0.1(b) imply the following formulas Corollary 6.3.1.
In particular, one gets Corollary 6.3.2.
Remark 6.3.3. In fact, when Γ has only two nodes, the previous formula agrees with the combinatorial formula from [LN14, Corollary 7.4.2].
6.4. Example (part III). According to the decompositions (6.2.1) and (6.2.2) and definition (6.2.4), the polynomial datas which contribute to the polynomial part of Z(t N ) are the followings:
P ol ((85,41,37),{n1,n3}) (t N ) = t (−1,1,−1) ; P ol ((85,41,37),{n3}) (t N ) = −t (61,29,23) − t (37,17,9) − t (13,5,−5) ; P ol ((31,14,12),{n3}) (t N ) = −t (7,2,−2) ; P ol ((73,35,30) Computing the determinant of the graph we find that H has order 9. Moreover, g v = 0 for v ∈ {v 11 , n 1 , n 2 , n 3 , v 31 } since corresponding rows of I −1 has integer entries, ie. E * v ∈ L. Furthermore, we can compute the following relations for the remaining generators g n12 = −g v12 , g n23 = −g v32 and 3g v12 = 3g v32 = 0, whence H ≃ Z 3 × Z 3 . Let us choose the group element h = g v12 + g v32 and a = E * v12 + E * v32 as its reduced lift to demonstrate the computation of P h (t N ) and sw norm h (M ). We will use through this example the short notation (ℓ 1 , ℓ 2 , ℓ 3 ) for ℓ = ℓ 1 E n1 + ℓ 2 E n2 + ℓ 3 E n3 . The generalized Seifert invariants are (α v11 , ω v11 ) = (2, 1), (α v12 , ω v12 ) = (3, 1), (α n1,n2 , ω n1,n2 ) = (9, 1), (α v21 , ω v21 ) = (3, 1), (α n2,n3 , ω n2,n3 ) = (12, 1), (α v31 , ω v31 ) = (2, 1) and (α v32 , ω v32 ) = (3, 1). By Combining inequalities we get −18 ≤ ℓ 1 < 21, −6 ≤ ℓ 2 ≤ 9, −10 ≤ ℓ 3 < 11, hence −24 ≤ ℓ 1 + ℓ 2 < 30 and −16 ≤ ℓ 2 + ℓ 3 < 20. Since ℓ ∈ Z N (a), the possible values are ℓ 1 + ℓ 2 ∈ {−18, 9, 0, 9, 18, 27} and ℓ 2 + ℓ 3 ∈ {−12, 0, 12}, respectively. The inequalities −6 ≤ ℓ 1 − 2ℓ 2 < 3 and −4 ≤ ℓ 3 − ℓ 2 < 2 restrict the possible triplets ℓ = (ℓ 1 , ℓ 2 , ℓ 3 ) to (−12, −6, −6), (−13, −5, −7), (−14, −4, −8), (0, 0, 0), (−1, 1, −1), (−2, 2, −2), (12, 6, 6), (11, 7, 5) and (10, 8, 4). However, M − a,∅ = {(−14, −4, −8), (0, 0, 0), (−1, 1, −1)}, since these are the only triplets satisfying 0 ≤ −4ℓ 1 + 17ℓ 2 − 3ℓ 3 < 36. Denote N a (ℓ) := (N a (ℓ, n 1 ), N a (ℓ, n 2 ), N a (ℓ, n 3 )) = ( This gives the rational form of the topological Poincaré series associated with h Z h (t N ) = t (4,2,2) + t (17,7,9) + t (18,6,10)
(1 − t (21,6,6) )(1 − t (6,3,9) ) − t (17, 7, 9) 1 − t (6,3,9) − t (17,7,9)
1 − t (21,6,6) + t (17,7,9) .
By Section 6.2 the polynomial datas appearing above are P ol ((17,7,9),{n3}) (t N ) = −t (11,4,0) −t (5,1,−9) , P ol ((17,7,9),{n1}) (t N ) = −t (−4,1,3) , P ol ((17,7,9),∅) (t N ) = t (17, 7, 9) . Hence, Corollary 6.3.1 and 6.3.2 the vertex v r has δ vr = 3 which takes into account the information on the knot K ⊂ S 3 as well.
Similar calculation as in Section 3.4 shows that the reduced Poincaré series equals
where the filtration on M Γg is associated with N g = {v 2 , . . . , v r−1 }. Moreover, this induces the following correspondence between the semigroup M g and the affine monoid M Γg .
Theorem 7.1.2. The projection π vr (gr 0 M Γg ) ⊂ Z ≥0 is a numerical semigroup equal with M g .
Proof. The definition above and the A'Campo formula [AC75] deduce that the one-variable series Z g (t) := Z Γg (t Ng ) | tv=1,v =vr = ℓ∈gr 0 MΓ g t πv r (ℓ) is the expansion of the monodromy zeta function
