Like all heritage documents, papyri are the subject of an in-depth study by scientists. While large volumes of papyri have been digitized and indexed, many are still waiting to be so. It takes time to study a papyrus mainly because they are rarely available in one piece. Papyrologists must review a large number of fragments, find those that go together and then assemble them to finally analyze the text. Unfortunately, some fragments no longer exist. It is then a time consuming puzzle to solve, where not all the pieces are available and where fragments boundaries are not perfectly matching.
INTRODUCTION
The papyri studied here are coming from Egyptian mummies. These documents were written around the third century BCE and their supports were afterwards reused to make mummy casings called "Cartonnages". These casings were painted funeral ornaments decorating the mummies. A funeral mask made up of several dozen papyri fragments can be seen on the left of Figure 3 . Papyrus being an expensive and rare resource at that time, these ornaments were made with documents that did not bear interest anymore since they were already covered with writing. Figure 1 : Definition of terms related to the study of papyri. This image shows a papyrus composed of 10 fragments. On each fragment we extract patches that will be used to train our network. For example on fragment 10 we extract 7 patches Modern Papyrologists are interested in studying the content of these papyri in order to obtain information on the economic activity of the region from which they come : agricultural production, tax policy . . . In order to analyse their textual content, the ornaments were in the past torn apart but are nowadays carefully separated. Figure 3 shows on the right an example of fragments extracted from an ornament. For several decades, hundreds of fragments coming from a large number of administrative documents have been extracted. This results in a complex puzzle in which some pieces are missing and most are very damaged. Papyrologists have no choice but to resolve this complex puzzle before being able to analyse the writings. The amount of fragments to be analysed makes the assembly task beyond the scope of manual work only. They need to be assisted with a digital process for reconstructing the papyri. Methods already exist to solve puzzle-type problems. They mainly tackle the cases in which the documents are contemporary and all the pieces are available, which is not the case with papyrus fragments. In addition, most of them are hand-crafted methods. A strong knowledge of the content of the image is necessary in order to be able to adjust all the parameters, making these methods difficult to generalize.
In this article, we describe the first version of a tool that aims to help the Papyrologists to sort the fragments according to an image similarity criterion. Our main contribution is the creation of a process providing a list of similar fragments for a requested fragment. For that purpose, we tuned a deep siamese neural network architecture. As presented in figure 1 1 , a papyrus can be composed of many fragments on which we extract patches. Figure 2 describes how our network is trained. We extract several patches from each fragment. We train the network on carefully selected pairs of patches belonging to the same papyrus and patches of fragments coming from different papyri.
RELATED WORK
The problem addressed in this work is a first step towards solving lots of puzzles of which all the pieces are mixed together. It is first necessary to identify which pieces come together in the same puzzle before tackling the assembly process. In the context of our work, we have multiple papyri (our puzzles) that have been torn apart in several fragments (our pieces) that are all mixed up together. The puzzle problem has mainly been studied in the context of natural images. This objective of reconstructing an image from many fragments is addressed as a np-hard optimization problem where, like in [17] , pieces of fragments of photos are matched then arranged using shape and image content information. Recently, methods based on deep neural networks [20] open the way to other approaches.
In the specific context of document image reconstruction, some researchers have been interested in torn newspapers [19] but most focused on the reconstruction of typewritten documents shredded by a machine [3] . Indeed, in the past many documents (military archives, intelligence services) have been shredded to make information disappear. These fragments were digitized for historical purposes and must be reassembled so that historians can analyze them. This research area was very active in the early 2010's, a competition has even been initiated. It has been created by the U.S. Defence Advanced Research Projects Agency (DARPA) [6] .
The puzzle problem can be addressed in different ways. One is to consider it as an optimization problem. In [7, 11] , the authors propose relatively similar approaches to automatically resolve the puzzle. They first extract and approximate the contours. As they are in a context where all the fragments are available with contours that perfectly match from one fragment to another, they propose to model the problem as a cost function to minimize, like a similarity measure between puzzle pieces contours. 1 Image taken from the University of Michigan Library Digital Collections Another way is to apply greedy methods to solve the puzzle. In [18] , features are computed on contours of each fragment : contour length, color histogram . . . these features are used to train a SVM (Support-Vector Machine) to find matching pairs of points of adjacent fragments. The alignment between fragments is done using a graphical modeling (vertex=fragment, edge=alignment) by trying Figure 4 : The architecture of Papy-S-Net. The input images are of size 128x128x3, each pooling operation (red squares) divides the dimension of the images by 2, each convolution operation uses a kernel of size 3x3. We use ReLU activation functions everywhere except for the last layer, which uses Softmax for binary classification. The weights of the two branches are shared and their outputs are combined by taking the absolute value of the element wise difference of the flattened outputs of each branch. This vector is then given to a Softmax two layers fully-connected network.
to find a spanning tree in it. The greedy methods assume that the dataset size remains reasonable.
As far as we know, most of computer science papers dealing with papyrus image analysis like [2, 9] aim to improve the digitalization process of physical documents and then to carry out image processing algorithm in order to be able to clearly distinguish the ink from the letters and the background pixels. Only few recent papers like [16] detail methods which are going further than just enhancing the image readability. Indeed, they present a deep architecture to precisely segment the fragment without being disturbed by the presence of the ruler, color charts and the scotch tape that hold the fragment on the support. They also propose to use a classical image retrieval process where features like : the size, the shape and SIFT descriptors are used to compare the fragments with each other. This fragment comparison allows to find the exact copies of previously digitized fragments (with a different acquisition protocol).
A DEEP SIAMESE NEURAL NETWORK TO MATCH PAPYRUS FRAGMENTS 3.1 Siamese architectures
Siamese networks are a special kind of neural networks having the particularity to contain two (or more) identical sub-networks (sometimes called branches). In a siamese network the layers arrangement is the same across the sub-networks, all their parameters are constrained to the same values. The goal is to define a similarity metric to decide if the inputs are similar or not. Siamese networks originally have been designed to compare handwritten signatures [5] with great success. More recently, they have been getting increasingly popular with applications in face recognition [21] , object tracking [4] or analysis of medical images [8] .
More recently, siamese networks have been used by Kassis [12] to align portions of the same text coming from two different documents and to find matching words pairs. Zhong et al. [23] use siamese and pseudo-siamese networks to perform word spotting in handwritten historical documents. We can also note [1] which uses autoencoders together with siamese networks for automatic signature verification.
Architecture of Papy-S-Net
The proposed siamese architecture was inspired by the architecture presented by Koch et al. in [14] , where a deep siamese network is used for one-shot learning of handwritten characters from a variety of languages (see the Omniglot dataset, introduced in [15] ). This architecture is designed to work on dataset which's structure resembles the Omniglot dataset images, that is black on white images containing characters. Our dataset is very different. Although also containing characters, they are written on papyri, which contain a lot of texture information (see Figure 2 ) that can be exploited for better recognition. We describe here the architecture of Papy-S-Net and how and why it differs from Koch et al. 's.
Papy-S-Net (a diagram of the architecture can be seen on Figure  4 2 ) consists of two identical convolution / pooling branches with shared weights, meaning that at any time, every corresponding neuron weights are the same between the two branches. Contrary to Koch et al.'s architecture, we choose to have two consecutive convolutional layers before applying the max pooling operation every time. Indeed, each pooling operation reduces the size of the image (by a factor of 2 in our case), which reduces the amount of details available. Thus, multiplying sequential convolution operations before pooling allows for a finer representation of the data at each scale. This is useful to capture local details, such as texture, as well as global information on the image, such as writing style.
After flattening the outputs of the convolutional parts of the network, we compute the element-wise absolute difference of the two feature vectors. Some siamese networks perform a concatenation of these vectors instead of this absolute difference (i.e. [22, 23] ), but trying it out, we noticed it created an asymmetry in the results : permuting the input branches on the same pair of patches outputted different results.
As we do not really want a similarity score as in most siamese networks, but rather a 2-by-2 classification of which patches come from which fragments, we choose the output of Papy-S-Net to be a 2 classes Softmax function ([dissimilar, similar]) after the two fullyconnected layers. This, combined with the use of the cross-entropy loss function, tends to push the classification scores to extremes (close to 0 and close to 1) which makes the decision process easy (no need for an expertly tuned threshold), but removes the possibility of manually adjusting the threshold to filter false positives.
For training, we use a batch size of 64, a learning rate of 0.0001 and the AdamOptimizer [13] Tensorflow implementation. We train for 80 epochs as accuracy and loss values stabilize around this number and the performance do not improve by training for longer. At each epoch during training, the batches are recomputed, randomizing the order in which the network sees all the positive and negative pairs available in the training set. The validation set is fixed at the beginning of training, and the validation accuracy is computed on all the set at the end of each epoch. All the experiments presented in the next sections are done on an Nvidia Titan X (Pascal) with 12GB of video memory and using Tensorflow version 1.13.
Dataset creation process
In the context of deep learning, a large dataset is needed for correctly training a model. A model is considered good if it can generalize well to new data it has never seen before. It means that it has learned the underlying concept represented in the data it was trained on, and did not just memorize the data, which would be Overfitting.
Our dataset consists of just over 500 papyrus fragments (from now on, this dataset will be called B500). The papyri are from the University of Michigan Library Digital Collections. These papyri have very varied contents since they come from different periods (from 600 years BCE to 400 years CE), they have been written in different languages (Coptic, Greek, Arabic, Hebrew, Hieratic, Latin and Demotic) and are of different sizes. They have also been digitized at different times with different settings. Because real ground truth dataset is very difficult to obtain in our context, we choose to create our ground truth automatically by extracting patches from the fragments. As the fragments differ in size, we obtain a different number of patches for each of them. In order to be accepted as part of the dataset, a patch needs to contain at least 80% of material (i.e. less than 20% of background). This approach allows us to generate enough ground truth to train the deep siamese neural network. The goal of the network is now to decide if two different patches come from the same fragment. In order to test if the results are influenced by the presence or absence of text in the patches, we conduct the experiments with three sets created with different patch extraction approaches : a set of patches all containing text, a set of patches containing only texture (no text) and a set with randomly selected patches (no constrains on the presence or not of text).
In order to extract only patches containing text or patches not containing text, we need a way to locate the lines of text in the papyrus fragments. We used the first part of ARU-Net [10] to do so. Results can be seen in Figure 5 . With this information, we can now extract three different kinds of (non overlapping) patches on which to perform the experiments. Random patches are extracted without any constraints. Without text patches are selected so that they do not contain text, only background (papyrus texture). With text patches are selected so that they all do contain text. All the extracted patches do not contain borders because we do not want to learn the shape of the fragments but their contents. We extract as many non overlapping patches which satisfy their respective constraints as possible for each fragment. Naturally, we get a lot more of Random patches than of Without text or With text. To be able to compare the results, we need to have roughly the same amount of data for the three approaches. We therefore randomly discard patches in the Random class until getting the same number of patches in the three classes. It is important to note that the number of patches extracted per fragment can vary quite a lot depending on the size of the given fragment, ranging from 2, for the smallest ones, to 123 for the biggest ones.
We then prepare our datasets by following the classic Train / Validation / Test split. We first split the dataset into [Train / Validation], 90% and [Test], 10%. We get about 1000 patches coming from about 50 fragments for the Test set. The [Train / Validation] part is then split in Train, 80% and Validation, 20%, giving us about 8500 patches for the Train set and about 2000 patches for the Validation set. For these sets, we create the same number of similar (patches coming from the same fragment) and dissimilar (patches coming from different fragments) pairs. Batches for training are pre-computed at each new epoch, we ensure that all examples of the Train set are seen at each epoch in a random order by associating two patches for each patch in the set, one similar and one dissimilar. We also add the permutation of each created pair to the dataset. Finally, statistics on the Test set are computed on all the possible pairs permutations on the set.
EXPERIMENTS AND RESULTS
We compare the results obtained on Papy-S-Net and Koch et al. 's architectures with our three patches extraction approaches on two test datasets. As can be seen on Figure 9 , the best accuracy performance is achieved with our method on patches containing text after 70 epochs. This seems to be confirmed by Figures 6 and 7 .
It is interesting to note that we respectively obtain globally better results when trained with Random patches than with Without text patches, our model being slightly better or very close most of the time. However, we can notice an improvement on Papy-S-Net when trained on patches With text. As can be seen on Figures 6 and  7 , Papy-S-Net outperforms Koch et al. 's for all metrics in this case, and actually almost outperforms every other approaches (see bold numbers). We tested the different approaches on two datasets.
Random
Without The first one is the Test part of each training for each patch extraction method, as explained in section 3.3. We can see on Figure 6 that the best True positive, False Positive, True Negative and False Negative rates are obtained when training Papy-S-Net on patches With text, and most of the worst rates are obtained when training Koch et al.'s architecture on patches With text. While the performance difference between these two examples is quite significant (between 8 and 10 percentage points), the respective performance differences between the Random and With text approaches exist, but is smaller. Taking into account the overall pre-processing cost to detect the baselines in order to extract patches all containing text, which in itself can probably be improved and brings its own uncertainties, the Random approach seems to bring acceptable results. However, random being what it is, this approach may not cope well with papyri containing little text, as it would statistically tend to extract lots of patches only containing texture, which is the worst performing approach with our model. In this case, we would recommend the With text approach.
Without The second one is a subset of the aforementioned Test part on which we know that different fragments actually belong to the same papyrus, let's call it RealUseCase. This dataset contains 60 fragments belonging to 19 papyri. This is closer to a real world case, where we have different fragments and we try to find which belong to the same papyrus. The B500 dataset was used to train the model, this dataset is emulating the real work of Papyrologists. Knowing the ground truth information of the correct belongings of the fragments, we can see if patches are correctly classified in their corresponding papyrus, which is composed of two or more fragments. Again, as can be seen on Figure 7 the With text patch extraction approach. The names (such as "greek016") represent a papyrus composed of at least two different fragments. Figure 8 shows correct and incorrect pairings on the RealUseCase dataset in the form of a confusion matrix. For each papyrus, we compare the extracted patches to the other patches of all other papyri and register which pairs were considered as "similar" and increment the number in the corresponding case of the matrix, which is afterwards normalized. We can see on the diagonal that the patches are mostly classified in the correct papyri. Interestingly, the papyrus "greek012" seems to attract a lot of false positives, especially on other papyrus containing greek language. One reason for that could be because 96 patches were extracted on this papyrus, which is a lot more than most of the others, making this class statistically more likely to be classified incorrectly. Another reason could be that the network implicitly learns some language classification skills.
CONCLUSION AND FUTURE WORK
With the introduction of Papy-S-Net, we have proposed a promising method for sorting papyri fragments in terms of their belonging to the same papyrus. Along with the siamese network itself, we proposed a patch based methodology in order to prepare the datasets, and concluded that training the network using patches all containing text yielded the best matching results. The pre-processing phase needed for this approach can be very much improved, for example, by accurately segmenting the papyri, we could be more precise in selecting patches without background.
Papy-S-Net is a good first step towards the final goal of our research, which is actually reconstructing the puzzle. It can already be used to perform a significant sorting process on existing fragments databases, however we still suffer from a too high false negative rate for the needs of the Papyrologists, it is indeed worst to incorrectly discard fragments than to accept wrong fragments which could be further filtered by other means. This issue could be addressed by a more linear output of the network, giving the ability to express doubt about the result instead of classifying binarily. We also want to continue this work by experimenting with patch level data augmentation which, combined with better pre-processing, may greatly improve the current results.
