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Abstract
This paper discusses a prey–predator system with strongly coupled nonlinear diffusion terms. We give a
sufficient condition for the existence of positive steady state solutions. Our proof is based on the bifurcation
theory. Some a priori estimates for steady state solutions will play an important role in the proof.
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1. Introduction
Let Ω be a bounded domain in RN (N  1) with a smooth boundary ∂Ω . We are concerned
with the following strongly coupled reaction–diffusion system:
(P)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ut = Δ[(1 + αv)u] + u(a − u − cv) in Ω × (0, T ),
vt = Δ
[(
μ + 1
1 + βu
)
v
]
+ v(b + du − v) in Ω × (0, T ),
u = v = 0 on ∂Ω × (0, T ),
u(·,0) = u0  0, v(·,0) = v0  0 on Ω,
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tem (P) is a Lotka–Volterra prey–predator model with nonlinear diffusion effects. From such
an ecological point of view, the unknown functions u and v represent the population densi-
ties of a prey and a predator, respectively. In the reaction terms, a and b denote the birth
rates of the respective species, c and d denote the prey–predator interactions. In the first
equation, the nonlinear diffusion term αΔ(uv) describes a tendency such that prey species
keep away from high-density areas of predator species. This nonlinear term αΔ(uv) is usu-
ally referred as the cross-diffusion term. A competition population model with such cross-
diffusion terms was first proposed by Shigesada, Kawasaki and Teramoto [34]. Since their
pioneering work, many authors have studied population models with cross-diffusion terms
from various mathematical viewpoints, e.g., the global existence of time-depending solutions
[1,4,10–12,25,35], the steady state problems [16,22–24,27,29,32,33], and the stability analy-
sis for steady states [13,14,37]. In the second equation, the fractional type nonlinear diffu-
sion Δ( v1+βu ) models a situation in which the population pressure of the predator species
weakens in high-density areas of the prey species. To our knowledge, there are few works
on such fractional type nonlinear diffusion effects in the field of reaction–diffusion sys-
tems. It should be noted that some prey–predator models with the linear diffusion terms
have been extensively studied by many mathematicians: For example, see [2,6–8,17–21,30,
36] for the same reaction term in (P), and [3,9,26,28] for the Holling–Tanner reaction term
case.
In the present paper, we will discuss the associate steady state problem with (P):
(SP)
⎧⎪⎪⎨
⎪⎪⎩
Δ[(1 + αv)u] + u(a − u − cv) = 0 in Ω,
Δ
[(
μ + 1
1 + βu
)
v
]
+ v(b + du − v) = 0 in Ω,
u = v = 0 on ∂Ω.
Among other things, we are interested in the positive solutions of (SP). It is said that (u, v) is
a positive solution of (SP) if u > 0 and v > 0 in Ω . From the viewpoint of the prey–predator
model, a positive solution (u, v) implies a coexistence steady state. Hence, it is important to
study the positive solution set of (SP). We aim to obtain a sufficient condition of coefficients
(α,β,μ,a, b, c, d) for the existence of positive solutions of (SP). Our approach to the proof is
based on the bifurcation arguments. In this paper, we will regard the coefficient a as a positive
bifurcation parameter. Our strategy is to seek a bifurcation point on the semitrivial solution sets
by using the local bifurcation theory [5]. Here, the semitrivial solution means a solution (u, v)
such that either u or v vanishes in Ω . It is well known that the following problem
Δu + u(a − u) = 0 in Ω, u = 0 on ∂Ω (1.1)
has a unique positive solution u = θa if and only if a > λ1, where λ1 denotes the least eigenvalue
of −Δ under the homogeneous Dirichlet boundary condition. Hence, (SP) has a semitrivial solu-
tion (u, v) = (θa,0) if a > λ1. Additionally, it is easily verified that (SP) has another semitrivial
solution (u, v) = (0, (μ + 1)θb/(μ+1)) if b > (μ + 1)λ1. Here, θb/(μ+1) represents a positive
solution of (1.1) with a replaced by b/(μ + 1). In this paper, we will find a positive func-
tion a∗ = a∗(b, c, d,β,μ) such that the positive solutions bifurcate from the semitrivial solution
(u, v) = (θa,0) at a = a∗, if b < (μ + 1)λ1. On the other hand, if b > (μ + 1)λ1, we will get
another function a∗ = a∗(b, c, d,α,μ) such that the positive solutions bifurcate from the other
semitrivial solution (u, v) = (0, (μ+ 1)θb/(μ+1)) at a = a∗. By combining with the global bifur-
cation theory [31] and some a priori estimates for positive solutions, we will also prove that the
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globally with respect to a. In this manner, we will know that (SP) admits at least one positive
solution if b < (μ + 1)λ1 (respectively b > (μ + 1)λ1) and a > a∗ (respectively a > a∗).
This paper is organized as the follows: In Section 2, we give a sufficient condition of coef-
ficients (α,β,μ,a, b, c, d) for the existence of positive solutions of (SP). This condition is the
main result of our paper. In Section 3, we give some a priori estimates for positive solutions
of (SP). In Section 4, we will discuss the local bifurcation phenomena of the positive solution
set from the semitrivial solution (u, v) = (θa,0) or (u, v) = (0, (μ + 1)θb/(μ+1)). In Section 5,
we prove the main result by using the preliminary results obtained in the previous sections. The
global bifurcation theory [31] is also a powerful tool in our proof. Henceforth, we will use λ1(q)
to denote the least eigenvalue of the problem
−Δu + q(x)u = λu in Ω, u = 0 on ∂Ω,
where q(x) is a continuous function in Ω . We simply write λ1 instead of λ1(0).
2. Coexistence region
In this section, we give a sufficient condition for the existence of the positive solutions of (SP).
The following theorem gives the condition and our main result of the paper:
Theorem 2.1. If a  λ1, then (SP) has no positive solution. When a > λ1, (SP) has a positive
solution if the following condition (2.1) holds true:
λ1
(
− (b + dθa)(1 + βθa)
μ(1 + βθa) + 1
)
< 0 and λ1
(
c(μ + 1)θb/(μ+1) − a
1 + α(μ + 1)θb/(μ+1)
)
< 0. (2.1)
Here, it is defined that θb/(μ+1) ≡ 0 when b (μ + 1)λ1.
It is necessary to explain the meaning of Theorem 2.1. Assuming a and b as positive parame-
ters, we introduce the following two sets in the (a, b) plane:
S1 :=
{
(a, b) ∈R2+: λ1
(
− (b + dθa)(1 + βθa)
μ(1 + βθa) + 1
)
= 0 for a  λ1
}
, (2.2)
S2 :=
{
(a, b) ∈R2+: λ1
(
c(μ + 1)θb/(μ+1) − a
1 + α(μ + 1)θb/(μ+1)
)
= 0 for b (μ + 1)λ1
}
. (2.3)
Lemmas 2.2 and 2.3 yield the profiles of curves S1 and S2, respectively. We will prove these
lemmas in the final section (Section 6).
Lemma 2.2. The set S1 forms a bounded curve and possesses the expression
S1 =
{
(a, b) ∈R2+: a = a∗(b) for 0 < b (μ + 1)λ1
}
,
where a = a∗(b) is a certain positive continuous function for b ∈ (0, (μ + 1)λ1], which satisfies
the following properties:
(i) a = a∗(b) is monotone decreasing with respect to b ∈ (0, (μ + 1)λ1);
(ii) a∗((μ + 1)λ1) = λ1, limb→0 a∗(b) ∈ (λ1,∞).
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Lemma 2.3. The set S2 is an unbounded curve and can be expressed by
S2 =
{
(a, b) ∈R2+: a = a∗(b) for b (μ + 1)λ1
}
,
where a = a∗(b) is a positive continuous function for b ∈ [(μ + 1)λ1,∞), which satisfies the
following properties:
(i) a∗(b) is a monotone increasing function with respect to b ∈ ((μ + 1)λ1,∞);
(ii) a∗((μ + 1)λ1) = λ1, limb→∞ a∗(b) = ∞.
By allowing these monotone profiles of S1 and S2, one can deduce the following from The-
orem 2.1: If (a, b) lies in a region R surrounded by S1 and S2, (SP) has a positive solution (see
Fig. 1). In the linear diffusion case (α = β = 0), R corresponds to the exact coexistence region
shown by Li [17] (see also López-Gómez and Pardo [20]). From the viewpoint of the bifurcation
theory, we will prove that positive solutions bifurcate from (u, v) = (θa,0) when (a, b) crosses
the S1 curve. Similarly, positive solutions also bifurcate from (u, v) = (0, (μ+ 1)θb/(μ+1)) when
(a, b) moves across S2. Furthermore, each bifurcation branch of positive solutions extends glob-
ally in the direction of R. This is a reason why one can find a positive solution in R. We will give
the bifurcation structure of positive solutions in Sections 4 and 5.
A glance at (2.2) shows that the set S1 depends on β , but is independent of α. In order to
study the β-dependence of S1, we denote the curve a = a∗(b) (obtained in Lemma 2.2) by a =
a∗(b,β). The next result yields the monotone and limiting behavior of S1 with respect to β .
Proposition 2.4. For any fixed b ∈ (0, (μ + 1)λ1], a = a∗(b;β) is strictly monotone decreasing
with respect to β > 0. Furthermore, there exists a monotone decreasing continuous function
a = a(b) (b ∈ [0,μλ1]) such that a(b) > λ1 for b ∈ [0,μλ1), a(μλ1) = λ1; also,
lim
β→∞a∗(b,β) =
{
a(b) if b ∈ [0,μλ1],
λ1 if b ∈ [μλ1, (μ + 1)λ1], (2.4)
uniformly for b ∈ [0, (μ + 1)λ1].
Proposition 2.4 implies that the coexistence region R spreads as β increases. It is also an
interesting problem to derive the nonlinear effect of large β on the bifurcation structure of the
positive solutions. We will discuss this problem in a forthcoming paper [15].
On the other hand, (2.3) implies that S2 depends on α, but is independent of β . Hence, we
denote a = a∗(b) (Lemma 2.3) by a = a∗(b,α). The next result asserts that R narrows as α
increases.
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Proposition 2.5. Let b = b∗(a,α) be the inverse function of a = a∗(b,α) for any fixed α > 0.
Then, for any a ∈ (λ1,∞), b = b∗(a,α) is strictly monotone decreasing with respect to α > 0,
which satisfies limα→∞ b∗(·,α) = (μ + 1)λ1 uniformly on each compact set contained in
[λ1,∞).
3. A priori estimates
In this section, we first introduce a semilinear elliptic system equivalent to (SP). Next, we give
some a priori estimates of positive solutions of the semilinear system. These a priori estimates
will play an important role in the proof of Theorem 2.1.
Assume (α,β) = (0,0) in (SP). Since we are interested in nonnegative solutions, it is conve-
nient to introduce two unknown functions U and V as
U = (1 + αv)u and V =
(
μ + 1
1 + βu
)
v. (3.1)
There exists a one-to-one correspondence between (u, v) 0 and (U,V ) 0; their relations can
be described as follows:
u = u(U,V )
= −(αV + 1) + μ(βU − 1) +
√
(1 + μ − μβU + αV )2 + 4(1 + μ)βU(αV + μ)
2β(αV + μ) ,
v = v(U,V )
= αV − 1 − μ(βU + 1) +
√
(1 + μ − μβU + αV )2 + 4(1 + μ)βU(αV + μ)
2α(1 + μ) . (3.2)
As long as we are concerned with nonnegative solutions, (SP) is rewritten in the following equiv-
alent form:
(EP)
{
ΔU + u(a − u − cv) = 0 in Ω,
ΔV + v(b + du − v) = 0 in Ω,
U = V = 0 on ∂Ω,
where u = u(U,V ) and v = v(U,V ) are understood to be functions of (U,V ) defined by (3.2).
It can be easily shown that (EP) has two semitrivial solutions
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(U,V ) = (0, (μ + 1)2θb/(μ+1)) for b > (μ + 1)λ1,
in addition to the trivial solution (U,V ) = (0,0).
We will derive some a priori estimates for the positive solutions of (EP) and (SP).
Lemma 3.1. Suppose that (U,V ) is a positive solution of (EP) and that (u, v) is a positive
solution of (SP). Then,
0 < u(x) < U(x)M = M(a) := (c + αa)
2
4αc
, (3.3)
0 < V (x) (μ + 1)(b + dM), (3.4)
0 < V (x) < v(x)
(
1 + 1
μ
)
(b + dM), (3.5)
for all x ∈ Ω .
Proof. Let x0 ∈ Ω be a maximum point of U(x), namely, maxx∈Ω U(x) = U(x0). Since 0 −ΔU(x0) = u(x0)(a − u(x0) − cv(x0)),
u(x0) a and v(x0)
a − u(x0)
c
. (3.6)
Thus, it follows that
max
x∈Ω
U(x) = (1 + αv(x0))u(x0) 1
c
(
c + αa − αu(x0)
)
u(x0).
The right-hand side is regarded as a function of X = u(x0). By taking its maximum for 0X  a
(in view of (3.6)), we can obtain (3.3). Suppose that maxx∈Ω V (x) = V (x1) for a certain x1 ∈ Ω .
By observing that
0−ΔV (x1) = v(x1)
(
b + du(x1) − v(x1)
)
,
we see that v(x1) b + du(x1). Therefore, it follows that
V (x) =
(
μ + 1
1 + βu(x)
)
v(x)
(
μ + 1
1 + βu(x1)
)(
b + du(x1)
) (3.7)
for all x ∈ Ω . Assume the right-hand side of (3.7) to be a function of X = u(x1). We can obtain
(3.4) by deriving the upper bound of the function for 0X M . Since we have
v(x) 1
μ
(
μ + 1
1 + βu(x1)
)(
b + du(x1)
)
for all x ∈ Ω
from (3.7), we also obtain (3.5). Thus, the proof of Lemma 3.1 is complete. 
The next lemma yields a positive lower bound for V (x) in a special case when b > (μ+1)λ1.
Lemma 3.2. Let (U,V ) be a positive solution of (EP). If b > (μ + 1)λ1, then V (x) 
μ2θb/(μ+1)(x) for all x ∈ Ω .
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Recall that
v(b − v) = V
μ + 11+βu
(
b − V
μ + 11+βu
)
> V
(
b
μ + 1 −
V
μ2
)
in Ω.
Thus, we have
−ΔV > V
(
b
μ + 1 −
V
μ2
)
in Ω.
Using the well-known comparison result (e.g., [6, Lemma 1]), we obtain the assertion. 
We also obtain the nonexistence region of positive solutions of (SP):
Lemma 3.3. If a  λ1 or (1 + βM(a))(b + dM(a)) λ1, then (EP) (or equivalently, (SP)) has
no positive solution. Here, M(a) is the positive number defined in (3.3).
Proof. Suppose for contradiction that (U,V ) is a positive solution of (EP) for the case (1 +
βM(a))(b + dM(a)) λ1. Since uU M(a) by Lemma 3.1,
v(b + du − v) = V (1 + βu)(b + du − v) < (1 + βM(a))(b + dM(a))V
in Ω . Then, by taking the inner product of L2(Ω) with V , we obtain∫
Ω
|∇V |2 dx < (1 + βM(a))(b + dM(a))∫
Ω
V 2 dx. (3.8)
Since
∫
Ω
|∇V |2  λ1
∫
Ω
V 2 by Poincaré’s inequality, (3.8) obviously yields a contradiction.
Using U(a − u − cv)/(1 + αv) < aU in Ω , one can similarly derive the assertion for the case
a  λ1. 
4. Bifurcations from semitrivial solutions
In this section, we will obtain bifurcation points on the semitrivial solution sets of (EP) by
regarding a as a parameter. Let a be a bifurcation parameter and assume that all other constants
are fixed. With respect to (EP), we will obtain a positive solution branch that bifurcates from the
semitrivial solution curve{
(U,V,a): (U,V ) = (θa,0), a > λ1
}
or{
(U,V,a): (U,V ) = (0, (μ + 1)2θb/(μ+1)), a > λ1}.
From Lemma 2.2, if b < (μ + 1)λ1, there exists a unique a∗ ∈ (λ1,∞) such that
λ1
(
− (b + dθa∗)(1 + βθa∗)
μ(1 + βθa) + 1
)
= 0. (4.1)
On the other hand, if b > (μ + 1)λ1, Lemma 2.3 yields a unique a∗ ∈ (λ1,∞) such that
λ1
(
c(μ + 1)θb/(μ+1) − a∗
1 + α(μ + 1)θ
)
= 0. (4.2)b/(μ+1)
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−Δφ∗ − (b + dθa∗)(1 + βθa∗)
μ(1 + βθa) + 1 φ∗ = 0 in Ω, φ∗ = 0 on ∂Ω,
∫
Ω
φ2∗ dx = 1
and
−Δφ∗ + c(μ + 1)θb/(μ+1) − a
∗
1 + α(μ + 1)θb/(μ+1) φ
∗ = 0 in Ω, φ∗ = 0 on ∂Ω,∫
Ω
φ∗2 dx = 1, (4.3)
respectively. For p > N , we define Banach spaces X and Y as{
X := [W 2,p(Ω) ∩ W 1,p0 (Ω)] × [W 2,p(Ω) ∩ W 1,p0 (Ω)],
Y := Lp(Ω) × Lp(Ω).
Lemma 4.1. Assume that a > λ1. Then, the following local bifurcation properties hold true:
(i) Let b < (μ + 1)λ1. Then, positive solutions of (EP) bifurcate from the semitrivial solution
curve {(θa,0, a): a > λ1} if and only if a = a∗. To be precise, all positive solutions of (EP)
near (θa∗ ,0, a∗) ∈ X ×R can be expressed as
Γ∗ =
{(
θa∗ + s
(
ψ + Uˆ (s)), s(φ∗ + Vˆ (s)), a(s)): 0 < s  δ}
for some ψ ∈ X and δ > 0. Here, (Uˆ(s), Vˆ (s), a(s)) is a smooth function with respect to s
and satisfies (Uˆ (0), Vˆ (0), a(0)) = (0,0, a∗) and
∫
Ω
Vˆ (s)φ∗ = 0.
(ii) Let b > (μ + 1)λ1. Then, positive solutions of (EP) bifurcate from the semitrivial solution
curve {(0, (μ + 1)2θb/(μ+1), a): a > λ1} if and only if a = a∗. More precisely, all positive
solutions of (EP) near (0, (μ + 1)2θb/(μ+1), a∗) ∈ X ×R are given by
Γ ∗ = {(s(φ∗ + U˜ (s)), (μ + 1)2θb/(μ+1) + s(χ + V˜ (s)), a(s)): 0 < s  δ}
for some χ ∈ X and δ > 0. Here, (U˜(s), V˜ (s), a(s)) is a smooth function with respect to s
and satisfies (U˜ (0), V˜ (0), a(0)) = (0,0, a∗) and ∫
Ω
U˜(s)φ∗ = 0.
Proof. For a > λ1, let f (u, v) = u(a − u − cv) and g(u, v) = v(b + du − v). Here, u and v
are regarded as functions with respect to (U,V ) (see (3.2)). By Taylor’s expansion at the centre
(U∗,V ∗), we reduce differential equations of (EP) to the form(
ΔU
ΔV
)
+
(
f (u(U∗,V ∗), v(U∗,V ∗))
g(u(U∗,V ∗), v(U∗,V ∗))
)
+
(
f ∗u f ∗v
g∗u g∗v
)(
u∗U u∗V
v∗U v∗V
)(
U − U∗
V − V ∗
)
+
(
ρ1(U − U∗,V − V ∗)
ρ2(U − U∗,V − V ∗)
)
=
(
0
0
)
, (4.4)
where f ∗u := fu(u(U∗,V ∗), v(U∗,V ∗)), u∗U := uU(U∗,V ∗), and the other notations are defined
by similar rules. Here, ρi(U −U∗,V −V ∗) (i = 1,2) are smooth functions such that ρi(0,0) =
ρi(U,V )(0,0) = 0. Since the differentiation of (3.1) yields(
1 0
0 1
)
=
(
1 + αv αu
− βv μ + 1
)(
uU uV
v v
)
,(1+βu)2 1+βu U V
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u∗U u∗V
v∗U v∗V
)
=
(
1 − α(1+βθa)θa
μ(1+βθa)+1
0 1+βθa
μ(1+βθa)+1
)
. (4.5)
We note that f (θa,0) = θa(a − θa) = −Δθa and g(θa,0) = 0. Hence from (4.5), letting
(U∗,V ∗) = (θa,0) and U := U − θa in (4.4) implies that(
ΔU
ΔV
)
+
(
a − 2θa − (αa+c−2αθa)(1+βθa)θaμ(1+βθa)+1
0 (b+dθa)(1+βθa)
μ(1+βθa)+1
)(
U
V
)
+
(
ρ1(U,V ;a)
ρ2(U,V ;a)
)
=
(
0
0
)
, (4.6)
where ρi(U,V ;a) (i = 1,2) are smooth functions satisfying
ρ1
(U,V )
(0,0;a) = ρ2
(U,V )
(0,0;a) = 0 for all a > λ1. (4.7)
We define a mapping F :X ×R→ Y using the left-hand side of (4.6):
F(U,V,a) =
(
ΔU + (a − 2θa)U − (αa+c−2αθa)(1+βθa)θaμ(1+βθa)+1 V + ρ1(U,V,a)
ΔV + (b+dθa)(1+βθa)
μ(1+βθa)+1 V + ρ2(U,V,a)
)
. (4.8)
Since (U,V ) = (θa,0) is a semitrivial solution of (EP), F(0,0, a) = 0 for a > λ1. It follows
from (4.7) and (4.8) that the Fréchet derivative of F at (U,V,a) = (0,0, a) is given by
F(U,V )(0,0, a)
(
h
k
)
=
(
Δh + (a − 2θa)h − (αa+c−2αθa)(1+βθa)θaμ(1+βθa)+1 k
Δk + (b+dθa)(1+βθa)
μ(1+βθa)+1 k
)
.
From (4.1), we see that KerF(U,V )(0,0, a) is nontrivial for a = a∗ and that
KerF(U,V )(0,0, a∗) = span{ψ,φ∗}.
Here, ψ is defined by
ψ = −(−Δ − a∗ + 2θa∗)−1
{
(αa∗ + c − 2αθa∗)(1 + βθa∗)θa∗
μ(1 + βθa∗) + 1
φ∗
}
,
where (−Δ − a∗ + 2θa∗)−1 is the inverse operator of −Δ − a∗ + 2θa∗ with the homogeneous
Dirichlet boundary condition on ∂Ω . (Recall that −Δ − a∗ + 2θa∗ is invertible; e.g., [6].) If
(h˜, k˜) ∈ RangeF(U,V )(0,0, a∗),⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Δh + (a∗ − 2θa∗)h −
(αa∗ + c − 2αθa∗)(1 + βθa∗)θa∗
μ(1 + βθa∗) + 1
k = h˜ in Ω,
Δk + (b + dθa∗)(1 + βθa∗)
μ(1 + βθa∗) + 1
k = k˜ in Ω,
h = k = 0 on ∂Ω
for some (h, k) ∈ X. It is well known that the second equation has a solution k if and only if∫
Ω
k˜φ∗ = 0. For such a solution k, the first equation has a unique solution h because −Δ− a∗ +
2θa∗ is invertible. Then, it follows that codim RangeF(U,V )(0,0, a∗) = 1. In order to use the local
bifurcation theory of Crandall–Rabinowitz [5] at (U,V,a) = (0,0, a∗), we need to verify
F(U,V ),a(0,0, a∗)
(
ψ
)
/∈ RangeF(U,V )(0,0, a∗).φ∗
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(U,V ),a
(0,0, a∗) = 0, some elementary calculations from (4.8) enable us to
obtain
F(U,V ),a(0,0, a∗)
(
ψ
φ∗
)
=
(
(1 − 2 ∂θa
∂a
|a=a∗)ψ − ∂∂a { (αa+c−2αθa)(1+βθa)θaμ(1+βθa)+1 }|a=a∗φ∗
{μd(1+βθa)2+β(2dθa+b)+d{μ(1+βθa)+1}2 }
∂θa
∂a
|a=a∗φ∗
)
.
For contradiction, we assume that there exists k ∈ W 2,p(Ω) ∩ W 1,p0 (Ω) such that
Δk + (b + dθa∗)(1 + βθa∗)
μ(1 + βθa∗) + 1
k =
{
μd(1 + βθa)2 + β(2dθa + b) + d
{μ(1 + βθa) + 1}2
}
∂θa
∂a
∣∣∣∣
a=a∗
φ∗.
By multiplying the above equation by φ∗ and integrating the resulting expression, we have∫
Ω
{
μd(1 + βθa)2 + β(2dθa + b) + d
{μ(1 + βθa) + 1}2
}
∂θa
∂a
∣∣∣∣
a=a∗
φ2∗ = 0, (4.9)
which is impossible. This is because the left-hand side of (4.9) must be positive due to the strict
increasing property of θa with respect to a. Since U = U − θa , the assertion (i) can be obtained
by applying the local bifurcation theorem [5]. We note that the possibility of other bifurcation
points except a = a∗ is excluded by virtue of the Krein–Rutman theorem. When b > (μ + 1)λ1,
we can obtain the assertion (ii) by a similar bifurcation approach. 
5. Completion of the proof of Theorem 2.1
In this section, we will complete the proof of Theorem 2.1 by using the results from the
previous sections. First, we will extend the local bifurcation branches Γ1 and Γ2 (obtained in
Lemma 4.1) as global solution branches. From these extensions, we obtain the following propo-
sition.
Proposition 5.1. If b < (μ + 1)λ1 and a > a∗, (EP) possesses at least one positive solution. If
b > (μ + 1)λ1 and a > a∗, (EP) possesses at least one positive solution.
Proof. Let b satisfy b < (μ + 1)λ1. For the local bifurcation branch Γ∗ obtained in Lemma 4.1,
let Γˆ∗ be a maximum extension of Γ∗ in the direction a > λ1 as a solution curve of (EP). Ac-
cording to the global bifurcation theory (Rabinowitz [31]), one of the following two properties
must hold true:
(i) Γˆ∗ is unbounded in X ×R;
(ii) Γˆ∗ meets the trivial or a semitrivial solution curve at a certain point except for (u, v, a) =
(θa∗ ,0, a∗).
We introduce the following positive cone
P :=
{
(u, v): u > 0, v > 0 in Ω, and
∂u
∂ν
< 0,
∂v
∂ν
< 0 on ∂Ω
}
,
where ν is the unit outward normal to ∂Ω . Assume that (uˆ, vˆ, aˆ) ∈ Γˆ∗ satisfies (uˆ, vˆ) ∈ ∂P and
aˆ > λ1. Then, it follows that uˆ 0, vˆ  0 in x ∈ Ω and
uˆ(x0)vˆ(x0) = 0 at some x0 ∈ Ω (5.1)
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∂uˆ
∂ν
(x1)
∂vˆ
∂ν
(x1) = 0 at a certain x1 ∈ ∂Ω. (5.2)
By applying the strong maximum principle to (EP), it is possible to prove that each of (5.1) and
(5.2) leads to uˆ ≡ 0 or vˆ ≡ 0.
We now recall that positive solutions of (EP) bifurcate from the semitrivial solution curve
{(θa,0, a): a > λ1} and no positive solution bifurcates from the other semitrivial solution curve
{(0, (μ + 1)2θb/(μ+1), a): a > λ1}. In addition, it is easily verified that the trivial solution is non
degenerate. Therefore, we deduce that (uˆ, vˆ, aˆ) = (θa∗ ,0, a∗), which contradicts (ii). Thus (ii) is
excluded and (i) must be satisfied. By allowing the boundedness for positive solutions of (EP)
(Lemma 3.1) and the nonexistence result of positive solutions in the range a < λ1, we can prove
that Γ∗ must be extended with respect to a > λ1 as a positive solution curve of (EP). This global
bifurcation property enables us to find at least one positive solution if a > a∗.
When b > (μ + 1)λ1 and a > a∗, we can obtain the existence result of positive solutions of
(EP) in a similar manner. Thus, the proof of Proposition 5.1 is complete. 
From a one-to-one correspondence between (u, v)  0 and (U,V )  0 in (3.1), Proposi-
tion 5.1 immediately implies Theorem 2.1.
6. Monotone behaviors of S1 and S2
6.1. Proofs of Lemmas 2.2 and 2.3
In view of (2.2), we put
S(a, b) := λ1
(
− (b + dθa)(1 + βθa)
μ(1 + βθa) + 1
)
. (6.1)
Then, it follows from θλ1 = 0 that
S(λ1, b) = λ1
(
− b
μ + 1
)
= λ1 − b
μ + 1 . (6.2)
For each compact set K in Ω ,
lim
a→∞
1
a
{−(b + dθa)(1 + βθa)
μ(1 + βθa) + 1
}
= − d
μ
uniformly in K
(for e.g., see Dancer [6, Lemma 1]). Therefore, for any fixed b ∈R,
lim
a→∞S(a, b) = −∞. (6.3)
Here, we note that
∂
∂a
{
− (b + dθa)(1 + βθa)
μ(1 + βθa) + 1
}
= −μd(1 + βθa)
2 + β(b + 2dθa) + d
{μ(1 + βθa) + 1}2
∂θa
∂a
. (6.4)
Recall that both mappings q → λ1(q) :C(Ω) → R, and a → θa : [λ1,∞) → C(Ω) are strictly
increasing. Thus, it follows from (6.4) that
Sa(a, b) < 0 for all (a, b) ∈ [λ1,∞) ×R+. (6.5)
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ally, since S(a, b0) is monotone decreasing with respect to a, we know that S(a, b0) < 0 for all
a  λ1.
On the other hand, if 0  b0 < (μ + 1)λ1, S(λ1, b0) > 0 by (6.2). So along with (6.3), the
intermediate theorem enables us to obtain a unique a = a0 ∈ (λ1,∞) such that S(a0, b0) = 0
and Sa(a0, b0) < 0. Therefore, with the aid of the implicit function theorem, we can construct a
smooth function a = a∗(b) such that{
a∗(b0) = a0,
S(a∗(b), b) = 0 for all b ∈ [b0 − δ, b0 + δ],
with a certain δ > 0. Since b0 ∈ [0, (μ + 1)λ1) can be assumed arbitrarily, there exists a unique
smooth function a = a∗(b) such that
S(a∗(b), b) = 0 for b ∈ [0, (μ + 1)λ1). (6.6)
By differentiating (6.6) with respect to b, we obtain
Sa(a∗(b), b)a′∗(b) + Sb(a∗(b), b) = 0. (6.7)
We note that for any a  λ1 and x ∈ Ω , a mapping b → −(b + dθa(x))(1 + βθa(x))/{μ(1 +
βθa(x)) + 1} is strictly decreasing for b ∈ [0, (μ + 1)λ1). This implies that Sb(a, b) < 0. Along
with Sa(a, b) < 0, (6.7) implies that a′∗(b) < 0 for all b ∈ [0, (μ+ 1)λ1). It is easily verified that
a((μ + 1)λ1) = λ1. Then the proof of Lemma 2.2 is accomplished.
Similarly, we can prove Lemma 2.3. On account of (2.3), we set
S˜(a, b) := λ1
(
c(μ + 1)θb/(μ+1) − a
1 + α(μ + 1)θb/(μ+1)
)
.
By using a procedure similar to that in the proof of Lemma 2.2, it is possible to construct a
smooth function b = b∗(a) such that{
S˜(a, b∗(a)) = 0, (b∗)′(a) > 0 for all a ∈ [λ1,∞),
b∗(λ1) = (μ + 1)λ1, lima→∞ b∗(a) = ∞.
We can obtain the desired function a = a∗(b) as the inverse function of b = b∗(a). Thus, the
proof of Lemma 2.3 is complete.
6.2. Proof of Proposition 2.4
In this subsection, we prove Proposition 2.4. In order to derive the β-dependence of S1 defined
by (2.2), we precisely denote a = a∗(b) (Lemma 2.2) and S(a, b) (see (6.1)) by a = a∗(b,β) and
S(a, b,β), respectively. Since the function −(b + dθa)(1 + βθa)/{μ(1 + βθa) + 1} is strictly
decreasing with respect to β for any fixed (a, b), the monotone property of q → λ1(q) implies
that
Sβ(a, b,β) < 0. (6.8)
By differentiating S(a∗(b,β), b,β) = 0 with respect to β , we have
∂βa∗(b,β) = −Sβ(a∗(b,β), b,β)
Sa(a∗(b,β), b,β)
.
Thus it follows from (6.5) and (6.8) that
∂βa∗(b,β) < 0 for all (b,β) ∈
[
0, (μ + 1)λ1
]×R+. (6.9)
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lim
β→∞S(a, b,β) = λ1
(
−b + dθa
μ
)
= λ1
(
−dθa
μ
)
− b
μ
, (6.10)
because for each compact set K ⊂ Ω ,
lim
β→∞
−(b + dθa)(1 + βθa)
μ(1 + βθa) + 1 = −
b + dθa
μ
uniformly in K .
We will prove that a∗(b,β) converges to the constant λ1 uniformly in b ∈ [μλ1, (μ + 1)λ1]
as β → ∞. In order to derive this property, it is sufficient to show that limβ→∞ a(μλ1, β) = λ1
because a = a∗(b,β) is monotone decreasing with respect b. From (6.2) and (6.3), we know that
for any β > 0,
S(λ1,μλ1, β) = λ1
μ + 1 > 0 and lima→∞S(a,μλ1, β) = −∞, (6.11)
respectively. Let ε be any small positive number. By letting (a, b) = (λ1 + ε,μλ1) in (6.10), we
see that
lim
β→∞S(λ1 + ε,μλ1, β) = λ1
(
−dθλ1+ε
μ
)
− λ1 < 0. (6.12)
It should be noted that a∗(μλ1, β) is a unique zero of S(a,μλ1, β); so that
S
(
a∗(μλ1, β),μλ1, β
)= 0.
Therefore, from (6.11) and (6.12), the intermediate theorem ensures a large B = B(ε) > 0 such
that λ1 < a∗(μλ1, β) < λ1 + ε if β  B . Hence, it follows that
lim
β→∞ maxb∈[μλ1,(μ+1)λ1]
a∗(b,β) = lim
β→∞a∗(μλ1, β) = λ1,
namely, a∗(b,β) uniformly converges to λ1 in b ∈ [μλ1, (μ + 1)λ1] as β → ∞.
When b ∈ [0,μλ1 − ε], it follows from (6.10) that
lim
β→∞S(a, b,β) = λ1
(
−dθa
μ
)
− b
μ
 λ1
(
−dθa
μ
)
− λ1 + ε
μ
. (6.13)
Since lima→λ1 λ1(−dθa/μ) = λ1, (6.13) enables us to find a small positive number δ = δ(ε)
such that limβ→∞ S(a, b,β) > 0 for all (a, b) ∈ [λ1, λ1 + δ] × [0,μλ1 − ε]. Along with (6.8),
we know that
S(a, b,β) > 0 for all (a, b,β) ∈ [λ1, λ1 + δ] × [0,μλ1 − ε] ×R+. (6.14)
Because of S(a∗(b,β), b,β) = 0, we must deduce from (6.14) that
a∗(b,β) > λ1 + δ for all (b,β) ∈ [0,μλ1 − ε] ×R+. (6.15)
It follows from (6.9) and (6.15) that there exists a certain function a = a(b) such that
lim
β→∞a∗(b,β) = a(b) for all b ∈ [0,μλ1 − ε]. (6.16)
Next, we prove that (6.16) is uniformly convergent in [0,μλ1 − ε]. In order to accomplish the
proof, it is sufficient to show that a = a(b) is monotone decreasing in [0,μλ1], from Dini’s theo-
rem. Since a = a∗(b,β) is a strictly decreasing continuous function with respect to b for any fixed
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Therefore, there exists a function b = b(a) such that
lim
β→∞b∗(a,β) = b(a) for all a ∈
[
0, a(0)
]
.
Then, by letting β → ∞ in
S
(
a, b∗(a,β),β
)= λ1
(
−{b∗(a,β) + dθa}(1 + βθa)
μ(1 + βθa) + 1
)
= 0,
we obtain
λ1
(
−b(a) + dθa
μ
)
= 0. (6.17)
One can easily verify that (6.17) is equivalent to
b(a) = μλ1
(
− d
μ
θa
)
.
Thus, since b = b(a) is a monotone decreasing continuous function, its inverse function a =
a(b) possesses the same property. Therefore, Dini’s theorem ensures that (6.16) is uniformly
convergent. Thus the proof of Proposition 2.4 is complete.
In a similar manner, Proposition 2.5 can be proved. Hence, we omit it.
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