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Resumen
Uno de los problemas más importantes en la estad́ıstica aplicada es el de la compara-
ción del vector de medias entre una o más poblaciones. En el caso multivariable existen
soluciones, una de ellas es el estad́ıstico T 2 de Hotelling, el cual depende del supuesto de
normalidad de las poblaciones. La distribución Normal Sesgada Multivariable ha probado
ser un modelo útil en algunas situaciones prácticas importantes, por ejemplo en la medición
de ciertas variables antropométicas. Se pretende construir una prueba de hipótesis para
comparar el vector de medias de poblaciones normales sesgadas. También se estudiará el
comportamiento de esta prueba y se comparará con el estad́ıstico que asume normalidad
mediante un estudio de simulación. De igual forma se ilustrará su uso utilizando la base
antropométrica ACOPLA95.
Palabras clave: Robustez, Estad́ıstico T 2 de Hotelling, Distribución Normal Sesgada
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Abstract
One of the most important problems in applied statistics is the means vector compa-
rison among one or more populations. In some practical situations, the Multivarate Skew
Normal Distribution could be an useful model, for example when we have anthropometric
variables. We pretend to build a hypothesis test to compare the means of skew normal
populations. By simulation, we also study the performance of these test and we compare it
with the statistic that assume normality. With some variables of an anthropometric data
base (ACOPLA95) we illustrate the use of these hypotheses test.
Keywords: Robustness, Hotelling’s T 2 Test, Skew Normal Distribution
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valores para el parámetro de sesgamiento, γ . . . . . . . . . . 19
2.2. Porcentaje de muestras que exceden el nivel de significancia
nominal α =0.01, para comparaciones con una población, con-
siderando las distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼
N(0, 1), SN(1), SN(5), SN(10) . . . . . . . . . . . . . . . . . 23
2.3. Porcentaje de muestras que exceden el nivel de significancia
nominal α =0.05, para comparaciones con una población, con-
siderando las distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼
N(0, 1), SN(1), SN(5), SN(10) . . . . . . . . . . . . . . . . . 24
2.4. Porcentaje de muestras que exceden el nivel de significancia
nominal α =0.1, para comparaciones con una población, con-
siderando las distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼
N(0, 1), SN(1), SN(5), SN(10) . . . . . . . . . . . . . . . . . 25
2.5. Diferencias entre los porcentajes de muestras que exceden el
nivel de significancia nominal α =0.01, usando los grados de
libertad dados en la ecuación 1.6 y los propuestos por Mardia 27
2.6. Diferencias entre los porcentajes de muestras que exceden el
nivel de significancia nominal α =0.05, usando los grados de
libertad dados en la ecuación 1.6 y los propuestos por Mardia 28
2.7. Diferencias entre los porcentajes de muestras que exceden el
nivel de significancia nominal α =0.1, usando los grados de
libertad dados en la ecuación 1.6 y los propuestos por Mardia 29
6
Diana Marcela Pérez Valencia
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Una de las tareas que el usuario de la estad́ıstica realiza con regularidad
es hacer pruebas de hipótesis acerca del vector de medias de una población
o la comparación entre los vectores de medias de dos poblaciones. En el caso
en el que las poblaciones provienen de distribuciones normales, el estad́ıstico
T 2 de Hotelling es la mejor opción. Sin embargo, hay situaciones en las que
los datos se ajustan mejor a distribuciones multivariables diferentes y se hace
necesario evaluar el comportamiento de la prueba T 2 ante cambios distribu-
cionales de los datos.
Se pretende estudiar la robustez del estad́ıstico T 2 de Hotelling ante cambios
en la distribución de los datos, espećıficamente se trabajará en el caso de
datos normales sesgados. Esto se desea lograr al buscar comparar la prueba
de razón de verosimilitud de comparación de medias de poblaciones normales
sesgadas, deducida de manera anaĺıtica y la prueba usando el estad́ıstico T 2
de Hotelling.
En el caṕıtulo 1 se hace una revisión sobre los conceptos básicos de la prueba
T 2 de Hotelling tanto para el caso de una población como el de dos po-
blaciones y sobre la distribución normal sesgada multivariada. Además, se
muestran algunos de los autores que han trabajado sobre la robustez de este
estad́ıstico y las conclusiones a las que llegaron. En el caṕıtulo 2 se desarro-
lla un estudio de simulación basado en la extensión del trabajo de Everitt
(1979), al considerar resultados para la distribución normal sesgada con di-
ferentes parámetros de sesgo. En el caṕıtulo 3 se hace el desarrollo anaĺıtico
de la prueba de razón de verosimilitud bajo el supuesto de que los datos
provienen de distribuciones normales sesgadas. Esta prueba de razón de ve-
rosimilitud es comparada v́ıa simulación con la prueba T 2 de Hotelling en
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el caṕıtulo 4. Finalmente, en el caṕıtulo 6 se muestran las conclusiones más
relevantes halladas a partir de los resultados de este trabajo y se plantean
algunas recomendaciones para trabajos futuros en el tema.
1.1. Marco Teórico
En esta sección se presentan algunos conceptos básicos sobre la Prueba
T 2 de Hotelling, la distribución Normal Sesgada y algunas conclusiones im-
portantes de investigaciones realizadas sobre la robustez del estad́ıstico T 2
de Hotelling.
1.1.1. Prueba T 2 de Hotelling
En muchas ocasiones estamos interesados en saber qué tan parecidas son
dos poblaciones en promedio, teniendo en cuenta varias caracteŕısticas de
cada población simultáneamente. Por ejemplo, considere el caso en el cual se
desea saber si los hombres (Población 1) y las mujeres (Población 2) tienen,
en promedio, la misma estatura, peso, ı́ndice de masa corporal e ı́ndice cintu-
ra cadera, es decir, estamos interesados en probar la hipótesis H0 : µH = µM ,
donde µi = (µ̄est.i µ̄peso.i µ̄imc.i µ̄icc.i)
′, i = H, M .
Hotelling (1931), propuso una generalización del estad́ıstico t de Student,
en el cual se pasa de comparaciones para la media de una caracteŕıstica en
una población, a comparaciones simultáneas en una o dos poblaciones nor-
males. Gracias a este gran aporte, ahora podemos dar respuesta a problemas
como el planteado anteriormente, donde las variables pueden estar o no corre-
lacionadas.
La prueba T 2 de Hotelling parte del supuesto que las poblaciones a compa-
rar son muestras p-variadas de n observaciones independientes, normalmente
distribuidas y con matrices de varianzas-covarianzas iguales, Σ1 = Σ2.
La prueba T 2 de Hotelling es la Prueba de Razón de Verosimilitud (LRT) de
nivel α de H0 : µ = µ0, para el caso de una población normal, ó H0 : µ1 = µ2,
para el caso de dos poblaciones normales. Una de las propiedades más impor-
tantes de este estad́ıstico es que es invariante1 ante transformaciones lineales
1(Definición tomada de Casella & Berger (2002)). Sea F = f(x|θ) : θ ∈ Θ un conjunto
de pdf’s para X, y sea G el grupo de transformaciones del espacio muestral χ. Entonces
F es invariante bajo el grupo G si para cada θ ∈ Θ y g ∈ G existe un único θ′ ∈ Θ tal que
Universidad Nacional de Colombia 10
Diana Marcela Pérez Valencia
de las variables.
A continuación se presenta, de forma general, la construcción de la prue-
ba para los dos casos arriba mencionados.
Prueba T 2 para una Muestra (H0 : µ = µ0)
Sea x1,x2, ...,xn una muestra aleatoria p-variada de una Np(µ, Σ). La
prueba de razón de verosimilitud (Likelihood Ratio Test, LRT) que rechaza
















donde k es desconocido tal que la prueba tiene un nivel de significancia α, y






















Desarrollando λ, se puede llegar a la forma del estad́ıstico T 2 de Hotelling,
dada por
T 20 = n(x̄− µ0)′S−1(x̄− µ0) ∼ T 2p,n−1 (1.5)
Puesto que no se tienen tablas para la T 2, entonces se recurre a la relación




T 20 > F1−α,p,n−p (1.6)
Y = g(X) tiene la distribución f(y|θ′) si X tiene la distribución f(x|θ).
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Prueba T 2 para dos Muestras (H0 : µ1 = µ2, con Σ1 = Σ2)
Sea x1,x2, ...,xn una muestra aleatoria p-variada de una Np(µ1, Σ) y sea
y1,y2, ...,ym una muestra aleatoria p-variada de una Np(µ2, Σ). La prueba
















donde q es desconocido tal que la prueba tiene un nivel de significancia α, y
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(yi − µ̂2)(yi − µ̂2)′
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n + m− 2
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S (1.12)





(x̄1 − x̄2)′S−1(x̄1 − x̄2) ∼ T 2p,n−p−1 (1.13)




T 20 > F1−α,p,n−p−1 (1.14)
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1.1.2. Distribución Normal Sesgada
Azzalini & Dalla-Valle (1996), elaboran una descripción sobre la distri-
bución Normal Segada 2 (NS) y sus propiedades, hacen un desarrollo sobre
el cálculo de su función de densidad para el caso p-variado y muestran una
aplicación a partir de datos reales provenientes de una distribución bivariada.
La distribución Normal Sesgada es una familia de distribuciones que inclu-
yen la normal, con un parámetro adicional de sesgamiento, γ. Aśı, en el caso
univariado, Z ∼ NS(γ), si su función de densidad está dada por (ver ejemplo
en Figura 1.1.),
φ(z; γ) = 2φ(z)Φ(γz) (z ∈ R) (1.15)
donde,
φ(z): función de densidad de una N(0, 1)
Φ(z): función de distribución de una N(0, 1)
γ: parámetro de sesgamiento (−∞,∞)
Observe que cuando γ = 0, la densidad resultante corresponde a la de
una N(0, 1).
Azzalini (1985), deriva algunas propiedades de interés sobre la distribución
Normal Sesgada, entre ellos,




















, −0,995 < γ1 < 0,995 (1.19)
2En el software estad́ıstico R Development Core Team (2007), Azzalini (2007) hace
todo un desarrollo computacional de la distribución Normal Sesgada en el paquete sn, el
cual posee varias funciones para el caso univariado y multivariado, incluyendo funciones
de graficación.
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Figura 1.1: Función de Densidad de una distribución NS(γ = 8). Caso univaria-
do
Ahora, si consideramos el caso multivariado, Azzalini & Dalla-Valle (1996),
muestran que cuando cada una de las componentes de z = (z1 z2 ... zp)
′ es
NS, entonces
zi = δi|x0|+ (1− δ2i )1/2xi ∼ NS(γ(δi)) (1.20)
donde las x′is ∼ N(0, 1) independientes (con matriz de correlación Ψp×p, si
(δ1, ..., δp) están entre -1 y 1). Aśı la función de densidad resultante queda
dada por (ver ejemplo en Figura 1.2.),
fp(z) = 2φp(z; Σ)Φ(γ
′z) (1.21)
Luego Z ∼ NSp(γ, Σ), con γ vector de parámetros de forma y parámetro
de dependencia Σ y cuya función generadora de momentos, valor esperado y
varianza, respectivamente, son:


















V[Z] = Σ− µzµ′z (1.24)
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Figura 1.2: Gráfico de Contorno de la Función de Densidad de una NS-Bivariada
Azzalini & Capitanio (1999), justifican el uso de este tipo de distribuciones
al mostrar algunas dificultades a las que se enfrentan los analistas cuando
desean lograr normalidad multivariada. Dentro de estas dificultades cabe
mencionar:
Puesto que las transformaciones se hacen sobre cada componente por
separado, es dif́ıcil esperar una normalidad conjunta.
Las variables transformadas son más dif́ıciles de interpretar, especial-
mente cuando cada variable es transformada empleando una función
diferente.
Las transformaciones para normalidad y heteroscedasticidad son, con
frecuencia, diferentes.
Es aśı como se trata de extender algunos de los métodos clásicos a la clase
de distribuciones Normales Sesgadas, la cual parece tener gran éxito en casos
en los que los datos presentan una distribución unimodal con cierto sesgo.
Universidad Nacional de Colombia 15
Diana Marcela Pérez Valencia
1.2. Estado del Arte
Entre los autores que han trabajado sobre el tema de la robustez del es-
tad́ıstico T 2 de Hotelling, se encuentra Srivastava (1958), quien estudia el
efecto de la no normalidad al tratar de controlar los errores tipo I y II en
inferencias con muestras univariadas. Estudia el efecto del sesgo y la kurtosis
en poblaciones no-normales. Los resultados de este estudio muestran cómo
las medidas del sesgo y la kurtosis afectan la potencia de la prueba, espe-
cialmente la del sesgo. También verifica que cuando se tienen tamaños de
muestra grandes disminuye el efecto de la no-normalidad sobre la potencia
de la prueba.
Holloway & Dunn (1967), estudian, v́ıa simulación, la robustez del estad́ıstico
T 2 ante cambios en las matrices de varianzas-covarianzas y en tamaños de
muestra de las poblaciones, teniendo como base muestras de distribuciones
normales multivariadas y una potencia dada. Ellos concluyeron que a medida
que se incremente el número de variables o a medida que el tamaño de las
muestras disminuye, el nivel de significancia aumenta. Tal y como lo mostra-
ron Hopkins & Clay (1963), el nivel de significancia de la prueba es cercano
al nivel real cuando los tamaños de las muestras de las dos poblaciones son
iguales, aunque no ayuden mucho a mantener la potencia de la prueba.
Chase & Bulgren (1971), estudian la robustez del estad́ıstico T 2 para una
muestra proveniente de diferentes distribuciones bivariadas, incluyendo mues-
tras de poblaciones sesgadas y correlacionadas. Se concluye que las distribu-
ciones altamente sesgadas no se aproximan bien por medio la T 2 de Hotelling.
Mardia (1975), estudia las interrelaciones entre las medidas del sesgo y la
kurtosis multivariadas al expresarlas en términos de los ángulos y las distan-
cias de Mahalanobis. Mardia muestra cómo éstas medidas dan un significado
al interpretar varios estudios Monte Carlo sobre el efecto de la no-normalidad
en el estad́ıstico T 2 de Hotelling. Por ejemplo, en el caso de una y dos mues-
tras de tamaños pequeños concluye que:
La prueba T 2 de Hotelling es robusta.
La prueba T 2 de Hotelling para una muestra es más sensible al sesgo
que a la kurtosis.
La prueba T 2 de Hotelling para dos muestras es más sensible al sesgo
si n1 6= n2.
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Everitt (1979), muestra cómo el estad́ıstico T 2 de Hotelling es más robusto
para el caso de dos muestras (se quiere probar H0 : µ1 = µ2) que para el
caso de una muestra (se quiere probar H0 : µ = µ0), cuando se relajan los
supuestos de normalidad. Este resultado se logra a través de un estudio de
simulación, en el que se emplean diferentes distribuciones para generar datos
p-variados.
Por otra parte, Fujikoshi (1997), obtiene una expansión asintótica para la
distribución del estat́ıstico T 2 de Hotelling bajo no-normalidad cuando los
tamaños de muestra son grandes (bajo la teoŕıa normal, cuando n → ∞,
T 2 ∼ χ2p), usando la expansión de Edgeworth al expandir la función carac-
teŕıstica del T 2; y Wu et al. (2006) proponen un nuevo estad́ıstico de prueba
(PCT, Pooled Component Test) para casos en los que es dif́ıcil calcular el
estad́ıstico T 2 de Hotelling, como por ejemplo, cuando los tamaños de los
grupos para las dos muestras (n1 y n2) son pequeños y el número de varia-
bles es grande, o cuando hay datos faltantes. Este estad́ıstico, basado en la
distribución chi-cuadradada escalada, sirve para probar la igualdad entre dos
vectores de medias.
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Caṕıtulo 2
Robustez del Estad́ıstico T 2
En la investigación estad́ıstica los estudios de robustez son de gran impor-
tancia pues hacen referencia a caracteŕısticas deseables sobre ciertos procedi-
mientos estad́ısticos. Es aśı como se dirá que un procedimiento es robusto si
no sufre ninguna alteración ante violaciones de los modelos que lo sustentan.
Para el caso espećıfico del estad́ıstico T 2, sobre el cual se supone que los da-
tos provienen de distribuciones Normales, se desea estudiar su robustez ante
cambios en las distribuciones de los datos, especialmente cuando se tratan
de distribuciones sesgadas.
2.1. Metodoloǵıa
Everitt (1979), investigó el efecto de la no normalidad sobre el cálculo
del estad́ıstico T 2 para una y dos poblaciones v́ıa simulación. Con base en el
estudio de este autor, en este trabajo se realiza una extensión al considerar la
comparación con la distribución Normal Sesgada. Los factores que se tuvieron
en cuenta en el proceso de simulación, aśı como sus respectivos niveles, se
describen a continuación:
Tamaño de muestra de las poblaciones (n): 10, 30, 50, 100, 200 y 500
Número de variables medidas en cada población (p): 2, 5, 10, 15 y 20.
Número de simulaciones (N): Para el caso de una población, se consi-
deraron 3000 simulaciones y para el caso con dos poblaciones se consi-
deraron 2000.
Nivel de significancia nominal de la prueba (α): 0.01, 0.05 y 0.1
18
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Distribución de los datos: Se generaron p variables aleatorias indepen-
dientes de las siguientes distribuciones (ver Figura 2.1):
Figura 2.1: Distribuciones muestreadas. La gráfica de la derecha hace referencia
a la distribución Normal Sesgada (NS), con diferentes valores para
el parámetro de sesgamiento, γ
• Distribución Normal:
xi ∼ N(0, 1), i = 1, ..., p
donde E[xi] = µ = 0
• Distribución Uniforme:






xi ∼ Exp(1), i = 1, ..., p
donde E[xi] = λ = 1
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• Distribución Lognormal:
log xi ∼ N(0, 1), i = 1, ..., p
donde E[xi] = exp(µ + σ
2/2) = exp(0,5)
• Distribución Normal Sesgada:













También se tuvieron en cuenta valores de 5 y 10 para γ
La variable respuesta es α0, porcentaje de muestras que exceden el verda-
dero nivel de significancia nominal, α, alcanzado por la prueba T 2 de Hote-
lling para las distintas distribuciones dadas las combinaciones de los niveles
de los factores arriba mencionados. Se dirá entonces, que α0 excede el nivel







2.2. Resultados y Conclusiones
Los resultados de estas simulaciones se muestran en las Figuras 2.2, 2.3,
2.4, 2.5, 2.6 y 2.7 y en las Tablas 2.4, 2.5, 2.6, 2.7 y 2.8. De aqúı se puede
decir que:
1. Comparaciones sobre el vector de medias de una población (Figuras
2.2, 2.3, 2.4, 2.5, 2.6 y 2.7, y Tablas 2.1 y 2.2):
El porcentaje de muestras que exceden el nivel de significancia
nominal alcanzado por la prueba T 2 de Hotelling es menor cuando
se incrementa el tamaño de la muestra y cuando el número de
variables a comparar es pequeño.
La potencia de la prueba disminuye cuando aumentamos su nivel
de confianza.
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Con los tres parámetros de sesgo empleados en las simulaciones de
la distribución normal sesgada los resultados dieron muy similares
a los obtenidos con distribuciones simétricas como la normal y la
uniforme.
La lognormal y la exponencial fueron las distribuciones con las
tasas de rechazo más altas. Si observa en la Figura 2.1, una de las
diferencias de estas dos distribuciones con la normal sesgada es la
forma de la cola de la distribución.
Autores como Srivastava (1958), Chase & Bulgren (1971) y Mar-
dia (1975), concluyeron que la prueba T 2 de Hotelling es sensible
al sesgo de la distribución. Sin embargo, esta conclusión debeŕıa
replantearse mejor en términos de la sensibilidad de la prueba a
la forma de la cola de las distribuciones.
Rojo (1996) hace una categorización de las distribuciones según el
comportamiento de las colas. Aśı, por ejemplo, la distribución log-
normal es de cola larga, la exponencial de cola media y la normal
de cola corta. Como introducción a este problema, en la Tabla 2.3
se presentan las medidas de sesgo para cada una de las diferentes
distribuciones muestreadas en este trabajo, note cómo la distribu-
ción lognormal es la que tiene medidas más grandes. Como trabajo
futuro se deja la categorización de la cola de la distribución nor-
mal sesgada y justificar su comportamiento con la prueba T 2 de
Hotelling en este sentido.
Ahora bien, en la discusión hecha en el art́ıculo de Everitt (1979), se
muestra un estad́ıstico de prueba ajustado, propuesto por Mardia, para
probar H0 : µ = µ0. En el caso de datos no normales, este estad́ıstico se
logra al modificar los grados de libertad para la distribución F dados
en la ecuación 1.6 por δp y δ(n− p), donde















(xi − x̄)′S−1(xi − x̄)
}2
(2.3)
En la Figura ?? se muestran las diferencias entre los porcentajes simu-
lados de muestras que exceden el nivel de significancia nominal usando
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los grados de libertad dados en la ecuación 1.6 y los propuestos por
Mardia. Estas diferencias son comparadas con la cota que se presenta
en la ecuación 2.1.Puesto que el interés en este trabajo está más concen-
trado en el comportamiento de la prueba para distribuciones sesgadas,
del ejercicio de simulación se puede concluir que no hay un gran aporte
en el cálculo del porcentaje de muestras que exceden el nivel de signi-
ficancia nominal usando los grados de libertad propuestos por Mardia,
y por tanto no se considera necesario trabajar con este estad́ıstico de
prueba ajustado.
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Figura 2.2: Porcentaje de muestras que exceden el nivel de significancia nominal
α =0.01, para comparaciones con una población, considerando las
distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼ N(0, 1), SN(1),
SN(5), SN(10)
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Figura 2.3: Porcentaje de muestras que exceden el nivel de significancia nominal
α =0.05, para comparaciones con una población, considerando las
distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼ N(0, 1), SN(1),
SN(5), SN(10)
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Figura 2.4: Porcentaje de muestras que exceden el nivel de significancia nominal
α =0.1, para comparaciones con una población, considerando las
distribuciones N(0, 1), U(0, 1), Exp(1), log(x) ∼ N(0, 1), SN(1),
SN(5), SN(10)
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Figura 2.5: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.01, usando los grados de libertad dados
en la ecuación 1.6 y los propuestos por Mardia
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Figura 2.6: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.05, usando los grados de libertad dados
en la ecuación 1.6 y los propuestos por Mardia
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Figura 2.7: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.1, usando los grados de libertad dados en
la ecuación 1.6 y los propuestos por Mardia
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2. Comparaciones entre los vectores de medias de dos poblaciones (Tabla
2.4-2.8):
La prueba T 2 de Hotelling es más robusta para el caso de compa-
raciones de vectores de medias entre dos poblaciones.
Como en el caso de comparaciones del vector de medias para una
población, la distribución lognormal (que es de cola larga), es la
que presenta mayor porcentaje de muestras que exceden el nivel de
significancia nominal. A pesar que la distribución normal sesgada
tiene un parámetro de sesgo, para este caso también muestra un
buen comportamiento.
Para el caso de la distribución lognormal, α0 > α cuando los
tamaños de muestra de las dos poblaciones son desbalanceados,
especialmente cuando uno de los tamaños de muestra es muy pe-
queño con respecto a otro y cuando aumenta el número de varia-
bles involucradas.
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Caṕıtulo 3
LRT Aproximada para Verificar
H0 bajo la Distribución NSM
En la sección 1.1.1 se mostró la deducción de la prueba T 2 de Hotelling
como la LRT de nivel α de H0 : µ = µ0, para el caso de una población nor-
mal, ó H0 : µ1 = µ2, para el caso de dos poblaciones normales. Ahora bien,
si la distribución de los datos no es normal, el procedimiento adecuado es
construir la LRT asumiendo la verdadera distribución de los datos.
Para este estudio particular se construye la LRT aproximada para verifi-
car H0 bajo la distribución NSM, teniendo en cuenta una reparametrización
de su función de densidad en la ecuación 1.15 en términos de los parámetros
de localización y escala, como lo propone Azzalini & Capitanio (1999). Sea,
Y = µ + WZ
donde µ = (µ1, ...µp)
′ y W = diag(ω1, ..., ωp) son los parámetros de locali-
zación y escala. Aśı, la función de densidad de Y tal que Y ∼ SNp(µ, Σ, γ)
queda dada por,
2φp(y − µ; Σ)Φ(γ′W−1(y − µ)) (3.1)
Resultado 1. La LRT aproximada para verificar H0 : µ = µ0 bajo la
distribución SN p−variable es:
− 2 ln λ = n
“
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(Prueba)












donde k es desconocido tal que la prueba tiene nivel de significancia α.




2φp(yi − µ̂0; Σ̂0)Φ(γ̂′0W−1(yi − µ̂0))
n∏
i=1
2φp(yi − µ̂; Σ̂)Φ(γ̂′W−1(yi − µ̂))
(3.4)



























































































Ahora bien, −2 ln λ ∼ χ2ν , donde ν = dim(SH0∪Ha) − dim(SH0) = p, donde
SH0 y SH0∪Ha son el espacio parametral de la verosimilitud bajo H0 y bajo
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el modelo irrestricto, respectivamente. Finalmente se obtiene que la prueba
de razón de verosimilitud bajo la distribución normal sesgada con una sóla
población queda determinada por,
−2 ln λ = n
(


















Resultado 2. la LRT aproximada para verificar H0 : µ1 = µ2 bajo la
distribución SN p−variable, asumiendo que Σ1 = Σ2 es,
−2 ln λ = (n + 2)
(




















−1(y2j − µ̂2)) ∼ χ2p
(3.5)
(Prueba)
Sean los vectores aleatorios Y1 ∼ SNp(µ1,Σ1, γ1) y Y2 ∼ SNp(µ2,Σ2, α2),
tal que su función de densidad conjunta está dada por:
4φp(y1 − µ1; Σ1)Φ(γ′1W−1(y1 − µ1))φp(y2 − µ2; Σ2)Φ(γ′2W−1(y2 − µ2)) (3.6)
Ahora bien, la LRT aproximada para verificar H0 : µ1 = µ2 bajo la distri-




L(µ, Σ, γ1, γ2)
sup
H0∪Ha
L(µ1, µ2, Σ, γ1, γ2)
=
L(µ̂0, Σ̂0, γ̂01, γ̂02)







φp(y1i − µ̂0; Σ̂0)Φ(γ̂′01W−1(y1i − µ̂0))
m∏
j=1




φp(y1i − µ̂1; Σ̂)Φ(γ̂′1W−1(y1i − µ̂1))
m∏
j=1
φp(y2j − µ̂2; Σ̂)Φ(γ̂′2W−1(y2j − µ̂2))
Desarrollando este cociente se puede llegar a las siguientes formas para el
numerador y denominador respectivamente,
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sacando logaritmo natural a ambos lados de la igualdad se obtiene,
ln λ = (n+m)
2
(



















Ahora bien, −2 ln λ ∼ χ2ν , donde ν = dim(SH0∪Ha) − dim(SH0) = p. Final-
mente se obtiene que la prueba de razón de verosimilitud queda determinada
por,
−2 ln λ = (n + 2)
(




















−1(y2j − µ̂2)) ∼ χ2p




En el paquete ‘sn’ del R, Azzalini (2007) desarrolló la función ‘msn.mle’
que realiza estimaciones de máxima verosimilitud para distribuciones norma-
les sesgadas multivariadas. Teniendo como base este desarrollo se comapa-
rará el desempeño de la prueba de razón de verosimilitud clásica (es decir,
usando el estad́ıstico T 2 de Hotelling que asume normalidad en las poblacio-
nes) y la LRT que tiene como base la distribución normal sesgada multiva-
riable. Para la comparación v́ıa simulación, los factores que se tuvieron en
cuenta aśı como sus respectivos niveles fueron:
Tamaño de muestra de la población (n): 10, 30, 50, 100, 200 y 500
Número de variables medidas (p): 2, 5, 10, 15 y 20.
Número de simulaciones (N): 2000
Nivel de significancia nominal de la prueba (α): 0.01, 0.05 y 0.1
Distribución de los datos: Se generaron p variables aleatorias indepen-
dientes de la distribución normal sesgada,
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En este caso lo importante es ver el comportamiento de las dos pruebas
al variar el parámetro de forma, γ. Aśı, γ tomará valores de 0 (caso
normal), 0.5, 1.0, 2.0
El parámetro de interés es αdif , definida como,
αdif = αSN − αT 2 (4.1)
donde,
αSN es el porcentaje de muestras que exceden el verdadero nivel de
significancia nominal, α, alcanzado por la prueba LRT que tiene como
base la distribución normal sesgada multivariable.
αT 2 es el porcentaje de muestras que exceden el verdadero nivel de
significancia nominal, α, alcanzado por la prueba T 2 de Hotelling.
Se dirá entonces que si αdif → 0, no hay ningún aporte al calcular la prueba
de razón de verosimilitud considerando el sesgo de la distribución.
4.2. Resultados y Conclusiones
Los resultados de las simulaciones para comparaciones entre las dos prue-
bas implementadas se muestran en las Figuras 4.1, 4.2 y 4.3 y en la Tabla
4.1. A partir de estas gráficas se puede concluir que:
La tasa de rechazo de la LRT bajo normalidad sesgada es muy alta en
todos los casos, por lo que la prueba es muy conservadora.
A medida que se aumenta el nivel de significancia nominal, α, la po-
tencia de la prueba LRT bajo normalidad sesgada disminuye.
La prueba T 2 de Hotelling es robusta ante cambios en el parámetro de
sesgo de la distribución normal sesgada. Esto nos lleva a pensar que la
sensibilidad de la prueba con el sesgo de las distribuciones se debe más
a la forma de la cola que al tamaño del sesgo en śı mismo.
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Figura 4.1: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.01, usando la T 2 de Hotelling y la LRT
bajo la distribución normal sesgada
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Figura 4.2: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.05, usando la T 2 de Hotelling y la LRT
bajo la distribución normal sesgada
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Figura 4.3: Diferencias entre los porcentajes de muestras que exceden el nivel de
significancia nominal α =0.1, usando la T 2 de Hotelling y la LRT
bajo la distribución normal sesgada
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Caṕıtulo 5
Aplicación: ACOPLA95
En Velez (1997) se publicaron algunos de los detalles y conclusiones del
estudio sobre parámetros antropométricos realizado en 12 ciudades y 45 em-
presas del páıs. Esta, fue la primera investigación sobre parámetros antropo-
métricos en la población colombiana de trabajadores y fue financiado por la
Administradora de Riesgos Profesionales del ISS. La motivación principal
que llevó al grupo de expertos a realizar el estudio fue la verificación de la
hipótesis, H0 : los puestos y herramientas de trabajo no son aptos para los
empleados que laboran en estas empresas. Para verificar esta y otras hipóte-
sis derivadas, se contó con 393 observaciones y 71 variables.
Con el fin de ilustrar el uso de los estad́ısticos desarrollados, se conside-
ran el par de variables Masa Corporal (en dg) - Estatura (en mm) para el
grupo de los hombres en el estudio. En la Figura 5.1 se muestra el gráfico de
dispersión de estas dos variables con los contornos ajustados de la distribu-
ción SN2. Tanto los puntos observados como la densidad ajustada muestran
un sesgo moderado para cada una de las componentes.
Los estimadores máximo verośımiles de los parámetros de localización, escala
















Con el fin de probar normalidad multivariada, se consideran dos medidas
combinadas propuestas por Mardia (1970), una de asimetŕıa (b1) y otra de
kurtosis (b2) y se calculan sus respectivos valores−p, como se muestra en la
Tabla 5.1
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Figura 5.1: Contornos de la Función de Densidad Bivariada de Masa Corporal
vs. Estatura para hombres
Tabla 5.1: Prueba de normalidad multivariada
b1 valor−p b2 valor−p
1.007 ((0.000 9.240 0.011
Con la prueba de Mardia podemos concluir que hay cierta desviación de
la normalidad multivariada y que evidentemente γ 6= 0.
Ahora bien, suponga que se desea probar la hipótesis H0 : µ = µ0, don-
de µ0 se muestra en la Tabla 5.2. Para esto, se comparan los estad́ısticos
T 2 de Hotelling y LRT bajo la Normal Sesgada con el percentil 0.95 de la
distribución F = 3,0379 y de la distribución χ2 = 5,9915, respectivamente.
Los resultados que se obtienen se muestran en la Tabla 5.2. Note una vez
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más cómo la prueba LRTSN es más conservadora que la T
2 incluso para
comparaciones considerablemente desviadas del vector de medias real.
Tabla 5.2: Comparación entre la prueba T 2 de Hotelling y la LRTSN para ve-
rificar H0 : µ = µ0 a un nivel de significancia del 0.05 con datos de
masa corporal y estatura de hombres
µ0 Prueba Estad́ıstico de Prueba Resultado
x̄ = (604,76; 1561,51) T 2 0,000 No rechazar H0
x̄ = (604,76; 1561,51) LRTSN 0,000 No rechazar H0
x̄ = (604,76 + 50; 1561,51 + 50) T 2 82,945 Rechazar H0
x̄ = (604,76 + 50; 1561,51 + 50) LRTSN 0,000 No rechazar H0
x̄ = (604,76 + 50; 1561,51) T 2 28,796 Rechazar H0
x̄ = (604,76 + 50; 1561,51) LRTSN 0,015 No rechazar H0
x̄ = (604,76; 1561,51 + 50) T 2 100,086 Rechazar H0
x̄ = (604,76; 1561,51 + 50) LRTSN 0,001 No rechazar H0
x̄ = (604,76− 50; 1561,51− 50) T 2 0,000 No rechazar H0
x̄ = (604,76− 50; 1561,51− 50) LRTSN 0,000 No rechazar H0
x̄ = (604,76− 50; 1561,51) T 2 100,086 Rechazar H0
x̄ = (604,76− 50; 1561,51) LRTSN 0,001 No rechazar H0
x̄ = (604,76; 1561,51− 50) T 2 28,796 Rechazar H0
x̄ = (604,76; 1561,51− 50) LRTSN 0,015 No rechazar H0




A lo largo de este trabajo se abordó el problema de la robustez de la
prueba T 2 de Hotelling cuando se consideran distribuciones sesgadas. Sin
embargo, v́ıa simulación se pudo corroborar que la sensibilidad de la prueba
no se debe al sesgo sino a la forma de las colas de la distribución. Este re-
sultado se convierte en un hallazgo importante y da la posibilidad de abrir
espacios a nuevas investigaciones sobre la robustez de la prueba al caracte-
rizar las colas de las distribuciones. También se pueden hacer extensiones a
este trabajo al considerar p variables correlacionadas.
De forma general los resultados encontrados en este trabajo concuerdan
con los obtenidos en la literatura revisada y que se reportó en la sección
1.2. Adicional a esto, se encontró que cuando se construye la pueba de razón
de verosimilitud bajo la distribución normal sesgada, ésta llega a ser más
conservadora que la prueba T 2 de Hotelling clásica. A pesar que la distribu-
ción normal sesgada considera un parámetro de sesgo, el estad́ıstico T 2 de
Hotelling resultó ser una prueba robusta para este caso.
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# FUNCIÓN PARA CALCULAR LA T2 PARA UNA POBLACIÓN
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}
#.................................................................
























# LRT APROXIMADA BAJO LA DISTRIBUCION NSM
# CON BASE EN EL ALGORITMO DE AZZALINI (msn.mle)
#.................................................................




freq <- rep(1, nrow(y))
n <- sum(freq)
m <- ncol(X)
beta <- matrix(param[1:(m * d)], m, d)
al.om <- param[(m * d + 1):(m * d + d)]
y0 <- y - X %*% beta
Omega <- (t(y0) %*% (y0 * freq))/n
D <- diag(qr(2 * pi * Omega)[[1]])
logDet <- sum(log(abs(D)))








freq <- rep(1, nrow(y))
n <- sum(freq)
m <- ncol(X)
beta <- matrix(param[1:(m * d)], m, d)
al.om <- param[(m * d + 1):(m * d + d)]
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y0 <- y - X %*% beta
Omega <- (t(y0) %*% (freq * y0))/n
p1 <- zeta(1, as.vector(y0 %*% al.om))
Dbeta <- t(X) %*% (y0 * freq) %*% solvePD(Omega) - outer(as.vector(t(X *
freq) %*% p1), al.om)
Dal.om <- as.vector(t(y0 * freq) %*% p1)




u <- chol(x, pivot = FALSE)
if (prod(diag(u)) <= 0)
stop("matrix not positive definite")
chol2inv(u)
}
num.deriv2<-function (x, FUN, ...)
{
FUN <- get(FUN, inherit = TRUE)
values <- FUN(x, ...)
p <- length(values)
H <- matrix(0, p, p)
delta <- cbind((abs(x) + 1e-10) * 1e-05, rep(1e-06, p))
delta <- apply(delta, 1, max)
for (i in 1:p) {
x1 <- x
x1[i] <- x1[i] + delta[i]









X <- rep(1, nrow(y))
freq <- rep(1, nrow(y))
X <- data.matrix(X)








alpha <- alpha/(1 + max(abs(alpha)))
beta[1, ] <- beta[1, ] - omega * a$delta * sqrt(2/pi)
al.om <- alpha/omega
param <- c(beta, al.om)
dev <- msn.dev(param, X, y, freq)
opt <- optim(param, fn = msn.dev, gr = msn.dev.grad,
method = ’BFGS’, control = control, X = X, y = y,
freq = freq, trace = trace)
logL <- opt$value/(-2)
# Espacio bajo H0
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beta0 <- matrix(mu0,nrow=1)






alpha0 <- alpha0/(1 + max(abs(alpha0)))
beta0[1, ] <- beta0[1, ] - omega0 * a0$delta * sqrt(2/pi)
al.om0 <- alpha0/omega0
param0 <- c(beta0, al.om0)
dev0 <- msn.dev(param0, X, y, freq)
opt0 <- optim(param0, fn = msn.dev, gr = msn.dev.grad,
method = ’BFGS’, control = control, X = X, y = y,








# SIMULACIONES DE VERIFICACIÓN PARA RESULTADOS DE EVERITT(1979)
# n: Tama~no de la muestra
# p: Número de variables
# Nsim: Número de simulaciones







# Distribución Normal Multivariada: x~N(0,1)
#-----------------------------------------------------------------
#PARA EL CASO DE UNA POBLACIÓN
porcentaje<-function(n,p,Nsim=3000,alpha)
{
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}
#-----------------------------------------------------------------
# Distribución Uniforme: p variables generadas independientemente
# de una U(0,1)
#-----------------------------------------------------------------
#PARA EL CASO DE UNA POBLACIÓN
porcentaje<-function(n,p,Nsim=3000,alpha)
{

















# Distribución Exponencial: p variables generadas independientemente
# de una Exp(1)
#-----------------------------------------------------------------
#PARA EL CASO DE UNA POBLACIÓN
porcentaje<-function(n,p,Nsim=3000,alpha)
{

















# Distribución Lognormal: p variables generadas independientemente
# tales que log(x)~N(0,1)
#-----------------------------------------------------------------
#PARA EL CASO DE UNA POBLACIÓN
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porcentaje<-function(n,p,Nsim=3000,alpha)
{

















# Distribución Normal Sesgada Multivariable: p variables generadas
# independientemente
#-----------------------------------------------------------------






# E[x] = delta*(2/pi)^1/2 = 0.5641896
# delta=lambda/(1+lambda^2)^1/2=0.7071068
pob<-array(rsn(n*p*Nsim,shape=1),dim=c(n,p,Nsim))
















# RESULTADOS PARA COMPARACIONES CON UNA POBLACIÓN
# n = 10,30,50,100,200,500
# p = 2,5,10,15,20
# Nsim = 3000
# alpha = 0.01,0.05,0.10
#-----------------------------------------------------------------
n<-c(30,50,100,200,500)
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# RESULTADOS PARA COMPARACIONES CON DOS POBLACIONES
# n1 = 10,30,50,100,200,500
# n2 = 10,30,50,100,200,500
# p = 2,5,10,15,20
# Nsim = 2000




















# GRAFICOS PARA COMPARACIONES DE RESULTADOS SIMULADOS
#.................................................................
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ylab=expression(alpha[0]),






































#GRAFICOS PARA COMPARACIONES CON DOS POBLACIONES














persp(x, y, z, theta = 45,expand=0.5,phi=0,
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axes=T,ticktype=’detailed’,zlim=c(mini,maxi),
zlab=’’,col=i,xlab=’’, ylab=’’,xlim=c(0,500),ylim=c(0,500),
main=(paste("a = ",alpha.te,", p = ",pe)))
}
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