Interval routing is a space-efficient routing method for computer networks.
Introduction
Interval routing [5, 7] is a space-efficient routing method for general topologies. It keeps a table of size O(d log n) at every node, where d is the degree of the node, and n is the number of nodes. Interval routing has attracted a fair amount of attention in recent years partly because it has been adopted as the routing method in a commercial routing chip [3] . The space concern aside, an interval routing scheme (IRS), in order to be practical, must try to achieve reasonable performance which is measured in terms of the lengths of the routing paths generated by the scheme. An IRS is optimal if all the routed paths are shortest paths. The graph we consider is connected, of which E is the set of edges, and V the set of the nodes. Every edge in E is bidirectional. There are n nodes in V . To implement interval routing, each node is labeled with a unique integer, called node number, from the cyclicly ordered set L = f0 : : : n ; 1g. 1 In the following, we identify a node by its node number. In the simplest kind of IRS, the one-label interval routing scheme (1-IRS), every edge in each direction is labeled by at most one label which is of the form p q] where p q 2 L. During routing, the destination node number is compared with the interval labels at a node to determine the next edge to traverse. For some of the popular types of graphs, optimal 1-IRSs exist [7] . For arbitrary 1 Non-cyclicly ordered sets are used in linear interval routing schemes (LIRS upper bound for arbitrary graphs due to Santoro and Khatib [5] , it seems that some work is still needed to narrow the gap.
Let L(u v) denote the interval label for the edge that goes from u to v. A node u is said to be contained in p q] if (1) p u q for p q, or (2) p u n ; 1 or 0 u q, otherwise. The following are some essential properties of a valid labeling scheme [6] . (6 = u) in the graph must be contained in some interval at u. 
Property 1 (Completeness) The set of interval labels for edges directed from a node u is complete. That is, every other node

The Counterproof
A graph in G in Ružička's proof is of size 2k s; s + 2 where k > 2 and s 14. k is the number of columns of nodes (including the middle column) on one side of the graph (there are two sides); s is the number of layers of nodes in the graph. The diameter of the graph, D, is equal to 2k. An instance of G is given in Figure 2 , where k = 3 , s = 1 4 , and the total number of nodes is 72. This is in fact the smallest G that satisfies the conditions in Ružička's proof. Without loss of generality we label the nodes from 0 to 71 as shown in the figure. 
It is easy to check that the labeling satisfies the necessary conditions for a valid IRS. Figure 2 using interval routing are of length Proof: The graph is symmetric about the middle column (the C nodes); so is the labeling. We need to consider three kinds of nodes: the two end nodes (0 and 71), the C nodes, and the A and A 0 nodes. The labeling strategy as demonstrated in Figure 2 can be easily generalized and applied to any instance of G.
Proposition 1 All the paths in
The labeling in Figure 2 does not use any complement label. A complement label can be viewed as a set multiple interval labels being attached to the same edge.
Intuitively, complement labels can lead to a better IRS. In the following, we prove however that the labeling in Figure 2 is optimal; complement labels will not make the labeling any better.
A Lower Bound for G
We use a slightly larger graph family, G + , to which our lower bound applies: using the same construction as Ružička (see Section 2), we now only require that s 7 and k > 2. Note that G + includes G. Figure 3 shows the smallest possible G + . The lower bound we are going to prove for G + is 3 2 D ;1. If we allow null labels in any node in G + , it can be easily seen that 2D ;1 is the lower bound for the longest path that goes from a node having one or more null labels to other nodes. Hence, it is not necessary to consider labelings that use null labels. How about complement labels? By definition, any node can have at most one complement label. For all the degree-two nodes in G + , a complement label would be equal to an ordinary interval label because the complement would consist of one interval. So the nodes that can have a real complement label are u and w. Without loss of generality, assume the two complement labels of u and w respectively are in the last two layers of G + . We are then left with a subgraph, consisting of the first s ; 2 layers of G + , which has only ordinary interval labels. Since s ; 2 5 , we consider the first 5 rows.
We use the set notation to denote containment of node numbers in an interval.
For example, fu v wg refers to the three node numbers of u v w, that are contained in some interval but whose order is not specified. We use the notation u v w to denote the cyclic ordering of node numbers. The expression u f v wg x means that v and w are contained in some interval and that they are ordered after u and before x, and the order of v and w is not known.
If there is a labeling scheme such that the longest path is shorter than Proof: Consider the edge (u v 1 1 ), whose interval label must contain the nodes v 1 1 , v 1 k;1 , and v 1 k+1 ; otherwise, to reach any one of these three nodes from u (not going through the edge (u v 1 1 ) ), the path length will be at least Figure 2 is optimal for both G + and G for all values of k.
Conclusion
Ružička has made an important contribution in proposing a graph family for which no 1-IRS can be optimal; he has since called these graphs the globe graphs [1] . The lower bound on the longest path due to any 1-IRS for these graphs is [6] . The smallest graph for which this is valid, however, has a size of 131 nodes.
