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Background
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Cloud Computing Advances in Machine Learning
Open Source Software Inadequate Physical Models
What is this talk about?
• Increasing interest in applying Machine Learning 
Techniques (MLT) to solve problems in Aviation 
Operations (AO)
• Review simulation and analysis methods in AO
• Compare physics-based modeling and data driven 
Modeling 
• Promises and challenges based on applying MLT at 
NASA
– Vision-based object detection 
– AO (Controller workload to Route selection decision)
• Concluding remarks
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Simulation and Analysis
• Problems in AO range widely in spatio-temporal scale
– Conflict detection involving two aircraft ( local, seconds)
– Controlling traffic in a sector (many aircraft, minutes)
– Traffic Flow Management (Large number of aircraft, hours)
– Impact on climate (Global and several decades)
• Most problems in Air Traffic Management (ATM) can be 
formulated as
– Prediction of trajectories
– Classification of trajectories
– Optimization of trajectories
• Modeling approach
– Task, knowledge base, available data
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Machine Learning Techniques (MLT)
• Machine Learning: ability to automatically learn to make 
predictions and classification based on past observations 
• Major concepts in MLT originate from Pattern 
Recognition, Computer Vision, Text Processing and 
Voice Recognition (sparse or repetitive data)
• MLT frequently used in ATM applications
– Support Vector Machine (SVM), Decision Trees, Neural Networks, 
Reinforcement Learning (RL)
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Challenges in Applying MLT
• Availability of training data
– Security, Regulatory and Proprietary issues
– Appropriateness of available data to the task
– Imbalanced datasets
• Feature selection
– Expert opinion, reduction of problem size
• Selection of a learning method
– Classification, regression, supervised, unsupervised, accuracy, 
interpretation of results
– No single algorithm is best for all tasks 
• Balance between overfitting and underfitting
• Performance evaluation
– 10-fold cross-validation; natural split in data
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Task: Model and predict flight delays and  
cancellations due to weather
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• Weather is the major cause of delay in the  National Airspace System (NAS)
• Relate delay, cancellations and other NAS performance metrics  to the 
weather conditions
Traffic and Weather
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Flight Delays
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Factors in modeling delay
• Data
– Operations Network 
(OPSNET), Aviation 
System Performance 
Metrics (ASPM)
– Traffic Data (2004-
2008)
– Convective Weather, 
Wind data
• Choice of nominal traffic
• Feature selection
• Modeling approach
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Feature Selection : Weather Impacted Traffic Index (WITI)
Severe weatherAircraft positions 
Modeling approach
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Neural Networks
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• Selection of WITI reduces the input images of traffic and convective weather 
and simplifies the convolutional and pooling layers
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Variation of Training Error
• Result of training after 200 epochs
• Neural network represents total delay training 
data extremely well
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Over fitted Neural Network
• Model fits the total delay training data (2004-
2005) well, but does not generalize (correlation 
coefficient for test set is significantly less)
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• Training data should be sufficiently large and 
statistically representative
• Overly complex models should be avoided
• Methods to reduce complexity
– Early Stopping (ES),Principal Component Analysis (PCA), 
Stepwise Regression (SR) ,Bayesian Regularization (BR)
• Early Stopping
– Stop training if there is no 
improvement in the accuracy of 
test data
– N-fold cross-validation
Methods for Good Design
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Computational Results
OPSNET total delay
Five-fold cross-validation Five-fold cross-validation
ASPM Scheduled delay
Correlation Coefficient (CC), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE)
Neural Network methods to reduce complexity: BR,ES,PCA,SR
Traffic Delay Estimation
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Applications from literature
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Concluding Remarks
• MLT provides a new class of tools
– Method of choice in the absence of physics-based models
– No single ML algorithm is best for all applications
– Feature selection plays a key role
• More research needed on performance evaluation of MLT for 
critical tasks
• Task, prior knowledge, data: key to modeling approach
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Who is your most famous 
data scientist?
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