First shell lipid residence time determination
In principle, the average residence time could be calculated as the mean of residence times of individual lipids, computed in a simulation by simply counting how long an individual lipid remains in the first shell. Unfortunately, however, this cannot take into account different (fast and slow) mechanisms of relaxation. To separate different mechanisms, a single residence time is modeled as if it is sampled from some probability density function (PDF) as a function of time. For a memory-less process (i.e., a process for which the probability of an event occurring does not depend on the history of the system), the PDF is an exponentially decaying function by definition. The memory-less assumption is valid for a "jump" mechanism of diffusion, in which diffusion is controlled by the rare appearance of transient "vacancies" near the channel. The additional fast transition events can be fit using an additional exponential (with faster decay) added to the PDF. Summation of the individual exponentials is appropriate if the decays are uncoupled, as expected if such fast events only apply to lipids near the boundary of the first and second shells. The form of the overall PDF, " , is thus:
. /01-+ (345 ,-. 1678 ( 1) where the fast and slow components of the lipid residence times in the first shell have different amplitudes ( ) and timescales ( ). The units of the amplitudes are probability per unit time; integrating the normalized PDF over a histogram interval (here, 4.8 ns or 20 snapshots of the trajectory) yields the total probability of an event happening during that period, ; . Within a histogram interval i, the number of shell transitions observed is ; . Given a PDF with probabilities ; for each bin i, the probability of observing ; for a given bin of the histogram can be computed from the binomial distribution:
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where is the total number of Bernoulli trials (here, the total number of observed exits from the first shell), with an event either being in the target interval or not. Given the PDF, the total probability of observing the data is then:
The parameters of the PDF (i.e., amplitudes ( ) and timescales ( ) in Eq. 1) are then varied to maximize this likelihood, just as in a least-squares procedure. Applied to the dC 16:1 lipids of the gA+dC 16:1 +dC 24:1 simulation (Supporting Information Figure S2 ), the procedure yields τ &'() of 4.76 ± 0.3 ns and τ (345 of 75 ± 7 ns (see Results and Discussion for more information). According to the PDF, the fast timescale process is responsible for 74% of the observed residence times but only 18% of the ensemble when the event is weighted by the amount of time spent in the shell. The likelihood of the observed data (from Eq. 3) was compared with the likelihood of randomly generated data to estimate a p-value; the observed data was more likely than 22% of the randomly generated samplings, indicating an acceptable model. 
