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Abstract
In this article, we introduce a method for analysing specific dynamical proper-
ties associated with the movement of people on a two-dimensional (compact)
space. We focus on a variety of features defined by the topology and dynamics of
the system to investigate human dynamics in enclosed spaces. This can poten-
tially have significant applications within systems defined by human behaviour,
particularly relevant to disaster management, internet of things (IoT), and big
data analytics.
Keywords: Mathematical modelling, human behaviour, disaster management,
internet of things
1. Introduction
Human behaviour typically exhibits complex features, which have been in-
vestigated via various models and simulation techniques, where the aim is to
determine the most important factors in the time and the way of reaching a
specific target, such as exiting a room [1].
In this article, we propose an investigation of the dynamical properties of sys-
tems defined by the movement of people over a two-dimensional (compact)
space. Our approach is based on the properties of the network generated by
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specific parameters linking the different individuals, such as the mutual distance
and leadership properties exhibited by some of them, which might influence the
followers–leaders structure.
In particular, the choice of following a specific individual depends on global
and local topological, as well as dynamical properties associated with the cor-
responding network, such as the connectedness of the different nodes and how
this changes over time. Such properties have a direct impact on the overall
behaviour of the system.
1.1. Applications to IoT, big data and disaster management
Internet of things (IoT) has been attracting increasing attention from the
research community [2], [3]. In particular, the inter-connections among devices,
buildings, sensors, etc. enable the collection and exchange of an enormous
quantity of data, creating significant opportunities, as well as new challenges.
Therefore, when IoT is integrated with big data technology, this can identify new
trends and actionable information, which can be used in a variety of contexts
and applications [4], [5]. In particular, disaster management is an important
application, where IoT sensing and communication technologies can be utilised
to monitor and gather data, even in the absence of any existing infrastructure [6].
The method proposed in this article can be used to investigate and assess
human movement in enclosed spaces, by analysing the dynamical and self-
organising properties of the corresponding system. Throughout this work, we
assume that a suitable IoT framework, gathering relevant information regarding
the positions of the corresponding individuals, is in place and fully functioning.
The novelty of this article stems from its integration of various theoretical tech-
niques with specific applications. In particular, the former allow a more com-
prehensive description of such systems, which has not previously been fully
exploited. Furthermore, this work is part of a wider line of inquiry aiming to
create a model based on a topological and algebraic framework. This will enable
the identification and assessment of the macro and micro properties of the sys-
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tem, by using an efficient and agile computational approach. Furthermore, the
mathematical formalism utilised in this research can be extended to integrated
theoretical approaches currently developed in other contexts [7]. This will have
important applications within disaster management, big data analytics, as well
as various IoT scenarios.
The article is structured as follows: section 2 discusses the current research
in this field, and section 3 introduces the main concepts and definitions used
in this context. Sections 4 and 5 discuss the components of the model and
the simulation results, respectively. Finally, section 6 concludes the article and
discusses future research directions.
2. Related work
In [8], a model predicting the emergence of self-organisation phenomena is
introduced. The authors investigate the combination of pedestrian heuristics
with body collisions potentially creating crowd turbulence, based on an inte-
grated assessment of simultaneous interactions between multiple individuals.
In [9] a method for investigating realistic models of crowd dynamics is proposed,
which considers an agent-based approach combined with non-homogeneous and
asynchronous cellular automata. The authors argue that this approach enables
the modelling of pedestrians’ dynamics in various and complex environments. In
[10], via the utilisation of exosomatic visual architecture, the authors show the
feasibility of behavioural models where movement rules are based on Gibson’s
principle of affordance [11]. More specifically, they apply agents defined by such
rules to a built-environment scenario, via the variation of specific parameters,
such as destination selection, field of view, and steps taken between decision
points.
The properties related to the behaviour of ants and pedestrians are investigated
in [12], where the pheromone left by preceding ants creates a trail, which is fol-
lowed by other ants. In a similar manner, pedestrians attempt to follow other
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individuals in a crowded environment to optimise efficient and safe walking.
The authors propose a stochastic model, which integrates this type of behaviour
based on local update rules. In particular, the relation between the ant trail
model and the floor field model for studying evacuation dynamics of pedestrians
is investigated, based on a two-dimensional generalisation of the ant trail model,
where the pheromone is replaced by footprints. Their evaluation demonstrates
that small perturbations will sometimes avoid congestion and hence allow safe
evacuation.
A method for identifying human behaviour in a social network is introduced in
[13], which is based on Markov chains trained on a specific number of models of
normal human behaviour from social network data. This is subsequently, inte-
grated with an activity detection framework, to identify unexplained activities
on the basis of the normal behaviour models.
In [14], the authors discuss a model for the social interactions of pedestrians to
enhance the prediction of their destination. An investigation of the phenomenon
of the leader–follower behaviour is also provided, which is defined as the adjust-
ment of an individual’s motion to follow a leader.
In our proposed method, specific dynamical properties are emphasised, which
can be easily expanded to address the interactions in human behaviour. These,
in turn can be utilised to build a more robust theory based on topological and
algebraic properties, as discussed in section 1.
3. Main definitions and assumptions
In this work, we consider an enclosed two dimensional space, such as a room,
where a group of individuals move based on specific rules, aiming to eventually
leave through one or more exits. In particular, their mutual relationships create
a complex system, which evolves over time and is highly dynamic by nature.
Figure 1 depicts an example of such scenario.
As discussed in section 2, there is extensive research on this topic, and it has
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Figure 1: An example of the scenario described in section 3.
been demonstrated that IoT provides a framework to gather relevant data in
this context [15]. In this article, we assume that the positions of the different
individuals and any other information related to their environment, are gath-
ered via a set of sensors and devices suitably positioned.
Network theory has been extensively investigated, and it has been shown
to have numerous applications in several scenarios. In particular, networks
can successfully model complex systems where the interactions among their
components play an important role [16], [17]. More formally, a set of n people
(or nodes) can freely move according to some pre-defined rules over a two-
dimensional compact space R, where each individual either follows (and/or is
followed by other ones), or moves towards a target position, such as an exit. This
type of interaction naturally defines a directed network G = G(V,E), where
V = {xi}ni=1 is the node-set, and E = {(xi, xj)}ni 6=j=1 is the set containing all
the pairs of nodes, where xi moves towards xj .
For x ∈ V , let n(x) = {z ∈ V : (x, z) ∈ E} ⊂ V , that is the set of nodes
adjacent to x, or its neighbours. Given that people are more likely to follow
nearby individuals, the existence of an edge between two nodes also depends
on their mutual (Euclidean) distance d(·, ·), which must be within a minimum
value. However, this may not be the case in general, as there are other factors
that influence such choice, as discussed later on in the article.
More specifically, we assume that each node can perform two possible actions:
1. x follows another node y ∈ n(x), i.e. one of its neighbours, or
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2. x moves independently according to a pre-defined target position.
Most of all the nodes are assumed to perform the first action as otherwise, the
system might not exhibit relevant self-organising properties leading to a trivial
configuration. Furthermore, depending on the dynamics of the system some
nodes may complete their itinerary after a finite number of iterations, whereas
others might be “trapped” indefinitely.
With a slight abuse of notation, x will also refer to the two-dimensional
position of the corresponding node. At each time iteration, a node will move
based on a set of translations Ti : R → R, for i = 1, 2, 3, where
T1(x, y) = x+ αuˆ(x,y) (1)
T2(x, exit) = x+ αuˆ(x,exit) (2)
T3(x, y → exit) = x+ αuˆ(x,y→exit) (3)
where α is a scalar and uˆ(a,b) is the unit vector in the direction ~ab. In particular,
• T1 moves x towards another node y. In this case x is the follower and y
is its leader, and there is a directed edge (x, y).
• Under T2, x does not follow any other node, as it moves towards one of
the exits, and
• Finally, under T3, x “observes” y moving towards an exit, and it will follow
it, independently of any other constraint, such as their distance. In this
case a directed edge must also be present. Loosely speaking, x may choose
to follow a more distant node if it is closer to one of the exits.
The iteration of the translations T1, T2 and T3 naturally create a dynamical
system over the network G, where mutual connection typically change over time,
and exiting nodes are removed for the node set. We denote Gt = Gt(Vt, Et) to
be the network G at time t, where Vt+1 ⊂ Vt. In particular, the choice of any of
the above translations will depend not only on the distance between the nodes,
but also on the weight of their mutual relationships as discussed in section 4.
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In a real-world scenario, there might be areas that need to be avoided. There-
fore, we define a no area Na ⊂ R as a (compact) subspace, where nodes are
not allowed. More specifically, if x 6∈ Na but its trajectory under Ti intersects
Na, that is the line segment [x, Ti(x)] ∩ Na 6= ∅, then x will follow a different
translation so that it will not enter Na.
As discussed above, nodes might follow another node if their corresponding
translation will move them sufficiently close, or in other words their distance
is within a specific threshold D. The following lemma provides a simple result
based on this observation.
Lemma 1. Let vt and yt be two nodes at time t, which follow the nodes z and
k, respectively. In other words, vt = vt−1+αuˆ(vt−1,z) and yt = yt−1+αuˆ(yt−1,k),
where uˆ(vt−1,z) = cos θ1iˆ+ sin θ1jˆ and uˆ(yt−1,k) = cos θ2iˆ+ sin θ2jˆ. Assume D is
the minimum distance between vt and yt to have an edge between them.
Then (vt, yt) ∈ Et if
θ1 = arctan
(
(vt−1 − z)y
(vt−1 − z)x
)
and θ2 = arctan
(
(yt−1 − k)y
(yt−1 − k)x
)
, (4)
where (·)x and (·)y refer to the x and y coordinates, respectively.
Proof. Let vt = vt−1+αuˆ(vt−1,z) and yt = yt−1+αuˆ(yt−1,k) be two nodes mov-
ing towards z and k, respectively. Assume that their distance d(vt−1, yt−1) =
|vt−1 − yt−1|γ. Then, if uˆ(vt−1,z) = cos θ1iˆ + sin θ1jˆ and uˆ(yt−1,k) = cos θ2iˆ +
sin θ2jˆ, then equation 6 can be written as
|vt−yt| = vt−1+αuˆ(vt−1,z)−yt−1+αuˆ(yt−1,k) ≤ |vt−1−yt−1|+α|uˆ(vt−1,z)−uˆ(yt−1,k)|
(5)
This is equal to
γ + α|uˆ(vt−1,z) − uˆ(yt−1,k)|. (6)
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If uˆ(vt−1,z) = cos θ1iˆ+ sin θ1jˆ and uˆ(yt−1,k) = cos θ2iˆ+ sin θ2jˆ, then equation
6 can be written as
γ + α|(cos θ1 − cos θ2)ˆi+ (sin θ1 − sin θ2)jˆ| = (7)
γ + α
√
(cos θ1 − cos θ2)2 + (sin θ1 − sin θ2)2 =
γ +
√
2α
√
1− cos θ1 cos θ2 − sin θ1 sin θ2.
Let D be the threshold so that if d(vt−1, yt−1) ≤ D then there is an edge between
vt and yt. Then we have that
√
1− cos θ1 cos θ2 − sin θ1 sin θ2 ≤ D − γ√
2α
⇒ (8)
cos θ1 cos θ2 − sin θ1 sin θ2 ≥ 1− (D − γ)
2
2α2
.
This yelds
θ1 = arctan
(
(vt−1 − z)y
(vt−1 − z)x
)
and θ2 = arctan
(
(yt−1 − k)y
(yt−1 − k)x
)
, (9)
where (·)x and (·)y refer to the x and y coordinates, respectively.
4. Description of the method
From a general network Gt = Gt(Vt, Et), we might have the following two
scenarios: every node might be equally likely to follow any of its neighbours,
that is
pt(x→ y) = 1
deg (x)
, (10)
for x ∈ V and y ∈ nt(x), or there might be a specific hierarchy characterising the
overall dynamics. There is evidence that any type of influence between nodes in
a real-world network depends on its topological properties [17]. In this article,
we assume that
pt(x→ y) = deg (x)∑
yk∈nt(x) deg (yk)
. (11)
In other words, the probability of following y depends on the number of its
neighbours and how well they are connected. As a consequence, equation 11
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also gives the probability that a translation has direction uˆ(x,y).
The trivial case, resulting in a complete network, is when all nodes are equally
probable to follow any other node in the systems, which is equivalent to
pt(x→ y) = 1|Vt| − 1 . (12)
Note that, from equations 11 and 10, it follows that a random choice of the
neighbours of a node is equivalent to them having the same degree. In fact
1
deg (x)
=
deg (x)∑
yk∈nt(x) deg (yk)
⇒ deg (x) = deg (yk) = n ∈ N.
Let x ∈ Vt and y ∈ nt(x).
Definition 1. Define the weight of the edge (x, y) at the time t as
wt(x, y) = ft(x, y) ◦ pt(x→ y), (13)
for a function ft(x, y).
The behaviour of the weight of the edges described by equation 13 is char-
acterised by function ft(x, y). As discussed in section 3, the distance between
nodes is one of the factors that influences the overall topological structure of
the network G. However, this is not always the case, as the node x might follow
another route based on the translations T1, T2 and T3. Furthermore, a bias in
the decision-making process (when choosing a route to follow) might be present.
Therefore, we define ft(x, y) as
ft(x, y) = δx,ye
−d˜t(x,y), (14)
where δx,y ∈ [0, 1] is a perturbation value, which can be used to model the
decision of the node to follow another route based on a decision bias. Finally,
let d˜t(x, y) ∈ [0, 1] be the normalised distance at time t calculated as
d˜t(x, y) =
dt(x, y)
maxa,b∈Vt {dt(a, b)}
. (15)
Therefore, by combining equations 13 and 14, we have that
wt(x, y) =
δx,ye
−d˜t(x,y) deg (x)∑
yk∈nt(x) deg (yk)
(16)
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4.1. Definition of leadership
In this article, we assume that the level of leadership exhibited by a node
x depends on the number of other nodes following it, based on the dynamics
of the whole system. More specifically, its leadership is impacted by its level of
connectedness with its followers, in terms of the overall weight. However, the
different weights vary with respect to time as described by (16). As a conse-
quence, the time variation of the leadership of the node x must be considered
to provide an accurate insight into its behaviour, as described in the following
definition.
Definition 2. The level of leadership lt(x) of a node x is defined as the average
weight of its followers based on equation 11 at a specific time t, that is
lt(x) =
1
|nt(x)|
∑
y∈nt(x)
wt(x, y). (17)
In order to capture the different leadership time snapshots, let Lk(x) ⊂ V k such
that
Lk(x) = (l1(x), . . . , lk(x)), where li =
1
|ni(x)|
∑
y∈ni(x)
wi(x, y). (18)
In particular, this provides information on the overall level of leadership of the
node x over the time t = 1, . . . , k.
Algorithm 1, describes the action of the different translations T1, T2 and T3 for
a node x, under the conditions discussed above.
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Algorithm 1 The algorithm describing the possible translations for a node x.
1: for x ∈ Vt do
2: if (x, y) ∈ Et and wt(x, y) ≤ wt(x, v) for v ∈ nt(x) then
3: if more than one (directed) edge has this property, choose one at ran-
dom then
4: Apply translation T1
5: end if
6: end if
7: if d(x, exit) ≤ D, where D is a given threshold then
8: Apply translation T2
9: end if
10: if d(y, exit) ≤ D and (x, y) ∈ Et then
11: Apply translation T3
12: end if
13: for T1(x, y) or T3(x, y → exit) do
14: if [x, T1(x, y)] ∩Na 6= ∅ or [x, T3(x, y → exit)] ∩Na 6= ∅ then
15: remove the edge (x, y) from Et
16: end if
17: end for
18: for T2(x, exit) do
19: if [x, T2(x, exit)] ∩Na 6= ∅ then
20: discard T2(x, exit) and apply either T1 or T3
21: end if
22: end for
23: end for
4.2. Disorder of the system
In the general scenario described above, the behaviour of the nodes impacts
the overall stability of the system, in terms of reaching the optimal solution,
that is all nodes have exited the space. In particular, the level of disorder of
the system depends on the level of leadership exhibited by some specific nodes,
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as well as on how quickly the exit R. Loosely speaking, the fastest and more
orderly the space R is vacated, the more optimal the solution is. For example,
if the overall network behaviour is purely random, a node is equally likely to
choose any of its neighbours, and no clear leadership among them might be
present.
Definition 3. We define the disorder Dt(x, v) between two connected nodes x
and v, and the disorder Dt(x) of node x at time t as
Dt(x, v) = − log
(
wx,v∑
y∈n(x) wx,y
)
(19)
and
Dt(x) =
∑
v∈n(x)
− log
(
wx,v∑
y∈n(x) wx,y
)
, (20)
respectively.
Let Dk(x, v) = (Dt(x, v))
k
t=1 and Dk(x) = (Dt(x))
k
t=1 be the set of disorder
values between x and v and the overall node x over t = 1, . . . , k, respectively.
Furthermore, from equation 17
Dt(x, v) = − log
(
wt(x, v) deg (x)
lt(x, v)
)
, (21)
which shows that a node with a strong level of leadership is associated with low
disorder, if it has followers with weight close to 1. In order to assess the overall
behaviour of the network, we need to expand Definition 3 to consider all the
nodes x ∈ Vt
Definition 4. We define the global disorder Dt(G) for the whole network G as
Dt(Gt) =
∑
x∈Vt
Dt(x) =
∑
x∈Vt
∑
v∈nt(x)
− log
(
wt(x, v)∑
y∈nt(x) wt(x, y)
)
, (22)
and let Dk(Gt) = (Dt(Gt))
k
t=1.
Assuming we are aiming for a higher level of leadership, and as a consequence a
lower level of disorder, the above can be used to identify the most appropriate
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leaders over the network G. In this article, we will assess the overall behaviour
of the system by considering each of the Dt(Gt), for t = 1, . . . , k, as discussed
in the next section. Also, note that Dt(Gt) ≥ Dt+1(Gt+1), as each time a node
exits R the disorder of the network decreases.
5. Simulation results
In this section, the simulation results are discussed, which consist of a variety
of components. More specifically, Matlab and Python were used to evaluate and
visualise the results.
In [18] (table 1, page 7), the authors discuss different experimental settings
used in crowd behaviour modelling techniques. Although our evaluation does
not focus on a bespoke dataset, we believe it demonstrates the potential of
our approach. More specifically, this can be applied to both structured and
unstructured data. In future research, we are aiming to provide a comprehensive
experimental comparison with existing methods, based on specific data collected
from various sources.
5.1. Preliminary evaluation
First of all, we defined a network G, with 100 nodes, randomly connected
via edges, whose positions were uniformly distributed and equally distant along
a circle. In particular, no exits and no areas were considered at this stage.
Subsequently, we assumed α = 0.1, δ(x, y) = 1 over an iteration time t =
1, . . . , 100. Clearly, the implementation of the model did not lead to any major
change in the topology of the network as the nodes mainly moved along the
circumference, as depicted in figure 2. Subsequently, we defined two random
nodes x1 = (0,−1) and x2 = (0, 0) as leaders, whose target positions were (1, 1)
and (0.75, 0.75), respectively. In this case, we set δ(y, x1) = δ(z, x2) = 1 for all y
and z in n(x1) and n(x2), respectively. For all the other nodes a, b ∈ V \{x1, x2}
such that (a, b) ∈ E, then δ(a, b) = 0.5. Figure 2 depicts their final positions.
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Figure 2: The left-hand side figure depicts the initial position of the points as described in
section 5. The right-hand side shows the final position of the points, where α(x, y) = 0.1 and
δ(x, y) = 1 for all (x, y) ∈ E.
Subsequently, we defined a small network with 10 nodes as depicted in figure
3, clearly showing the existence of two potential leaders, namely node 2 and
node 6. The model described above was implemented with “no bias” over 50
iterations, that is with the same parameter δx,y for all nodes x, and y, such
that (x, y) ∈ E. As depicted in figure 3, the network topology shows that node
6 is now the leader. Finally, we ran the same simulation, but in this case the
bias was towards node 5, that is δ(x, node 5) = 1, for all x ∈ n(node 5), and
δ(a, b) = 0.3 for all the other linked nodes a, b ∈ V \ {node 5}.
Although node 5 did not exhibit any strong leadership at first in terms of number
of its connections, at the end of the iterative steps, it is strongly connected, as
shown in figure 3.
Furthermore, figure 4 shows the values of li(node 5) over the iterative pro-
cess.
We then considered a similar network as in the first part with 100 nodes but
uniformly distributed and randomly connected. In a similar fashion, two random
nodes z1 and z2 were randomly selected with target positions (0.75, 0.15) and
(0.25, 0.3), respectively. In this case δ(x, z1) = 1, δ(x, z2) = 0.7 and δ(a, b) = 0.3
for all the other nodes (a, b) ∈ E. As expected, z1 had more followers than z2,
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Figure 3: The initial network as described in section 5, the final network structure with no
bias, and bias, respectively.
Figure 4: The values of lk(node 5), for k = 1 . . . , 50.
as depicted in figure 5.
5.2. Evaluation with exits and no areas
In the second part of the validation, we considered a space R = [0, 1]× [0, 1],
with three exits as depicted in figure 6
We generated three networks with 100 nodes randomly distributed and ap-
plied iteratively T1, T2, and T3 with α = 0.1, δ(x, y) = 1, for all (x, y) ∈ Et, as
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Figure 5: The network discussed in the final component of the simulation.
Figure 6: The room described in section 5.2.
Figure 7: The average vacating iteration time versus different values of the minimum distance
D.
discussed in algorithm 1.
Figure 7 shows the average time of exit for the networks, i.e. when all the nodes
have left R, with respect to their minimum distance D, as described in algo-
rithm 1. As expected, for D ≈ 0, the nodes remain in R indefinitely, whereas
for D ≈ √2 (the maximum distance that two nodes could attain), the vacation
is immediate, i.e. after one iteration.
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Figure 8: The room described in section 5.2.
Figure 9: The average vacating iteration time of the room with a no area Na = [0.3, 0.6] ×
[0.3, 0.6] versus different values of the minimum distance D.
Subsequently, we considered the same room with a no area Na = [0.3, 0.6]×
[0.3, 0.6], as depicted in figure 8, where three new random networks were created
to avoid any node inside Na. The same experiment was carried out and figure
9 depicts the average exiting time iteration versus the distance D. As expected
it can be seen that it decreases in a less marked manner due to the existence of
Na.
We subsequently evaluated the Dk(Gk) for the above two cases as depicted
in figures 10, for a threshold D = 0.2. Again, the presence of Na results in
higher disorder levels.
Finally, figure 11 depicts the average values of Dk(Gk) for values of δ = 0.7,
δ = 0.5, and δ = 0.3 defined by the network in the scenario depicted in figure 7.
As can be seen, the lower the values for δ, the weaker mutual connections are,
which results in higher disorder levels and a less efficient solution.
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Figure 10: The average values of Dk(Gk) for the case depicted in figures 7 and 8, respectively.
Figure 11: The average values of Dk(Gk) for the case depicted in figure 7 for values of δ = 0.7,
δ = 0.5, and δ = 0.3.
5.3. Evaluation on the dataset introduced in [14]
In the last part of the evaluation, we considered the dataset created1 in
[14] by installing a large network cameras in train stations to capture the full
trajectories of pedestrians as depicted in figure 12. The aim of this part of the
validation is to capture some general properties of this real-world dataset, rather
than providing a full predictive model.
The dataset consists of a number of files, and each of them is a collection of
trajectories captured on the same date. Furthermore, each line has the following
structure
year-month-dayThour:minute:seconds:milliseconds;Place;x;y;trackID
where
1http://www.ivpe.com/crowddata.htm
18
Figure 12: This image illustrates one of the monitored corridors as in [14]. Several cameras
are utilised to track, at any given time, the occupancy of the space, where each corridor is
approximately 100m wide.
-
r
Figure 13: The trajectory of an individual (highlighted in red) with its followers. The initial
position is on the right and the final one is on the left hand side.
• year-month-dayThour and minute:seconds:milliseconds refer to the
time of the observation
• Place is the location
• x;y are the coordinates in millimetres. All datas have a top-left absolute
origin as depicted in figure 12
• trackID uniquely identifies individuals’ itineraries.
The dataset was pre-processed to create a set of csv files with the above infor-
mation. A suitable network was then defined based on whether individuals were
close enough. This was assumed to be 2m.
First of all, we considered a trajectory of a single individual and its fol-
lowers, as depicted in figure 13. Using equation 18, the time snapshots of the
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Figure 14: The values of Lk(x), evaluated by (18), where x is the individual highlighted in
figure 13, and k = 0, . . . , 100
Figure 15: The itineraries of two individuals, where δx,y = 0.5 in the top graph and δx,y = 1,
in the bottom one. Note that in this case, the starting points are on the left and the ending
points are on the right hand side.
Figure 16: The values of Lk, evaluated by (18), for the itineraries depicted in figure 15.
corresponding level of leadership were evaluated, as shown in figure 14, which
confirms that such individual indeed exhibits increasing levels of leadership.
Figure 15 depicts a similar scenario. However, in this case we have identified
two individuals and their followers have been identified via equation 16, where
δx,y = 0.5 in the top graph and δx,y = 1, in the bottom one.
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Figure 17: The values of Gk(Gt), evaluated by (22), for the itineraries depicted in figure 15.
Figures 16 and 17 show the time snapshots of the values of Lk and Gk(Gt)
(as per (22)) respectively, which correspond to the itineraries depicted in figure
15. These are consistent with the fact that the individual at the top clearly
exhibits stronger levels of leaderships compared to the bottom one.
6. Conclusion
In this article, we have discussed the initial implementation of a system
based on the dynamical properties associated with specific topological features
of the corresponding topology. The evaluation, which has been carried out,
consisted of a combination of mathematical simulation, as well as the dataset
described in [14]. Although the former is based on a synthetic dataset, and the
latter on a general scenario not specifically related to the applications discussed
in this article, it demonstrates the potential of our approach, which can have
important applications in disaster management, big data, as well and IoT. In
future research, we are aiming to consider more specific real-world datasets
from social networks, as well as experimental observations. In fact, this is part
of ongoing research aiming to develop a theoretical approach to integrate the
topological and algebraic properties of networks with suitable IoT platforms to
offer an efficient computational approach to crowd analysis in enclosed spaces.
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