This work supports the existence of extended nonergodic states in the intermediate region between the chaotic (thermal) and the many-body localized phases. These states are identified through an extensive analysis of static and dynamical properties of a finite one-dimensional system with onsite random disorder. The long-time dynamics is particularly sensitive to changes in the spectrum and in the structures of the eigenstates. The study of the evolution of the survival probability, Shannon information entropy, and von Neumann entanglement entropy enables the distinction between the chaotic and the intermediate region.
INTRODUCTION
The Anderson localization in real space of a particle in a disordered medium [1] is theoretically well understood [2] and experimentally confirmed in various settings [3] [4] [5] [6] [7] . In systems with many interacting particles, despite the consensus that many-body localization should still take place in the limit of strong disorder, the details of the metal-insulator transition are richer than in noninteracting systems and not yet completely understood.
The seeds for the analysis of many-body localization were sown in the 80's [8] [9] [10] ] and 90's [11] [12] [13] [14] [15] . The general expectation was that interaction might hamper localization, but not completely prevent it. The study of two interacting particles in a one-dimensional (1D) disordered chain, for instance, showed that the localization length was larger than in a oneparticle system [12] . A number of theoretical studies followed in the 2000's [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , but the current decade has witnessed a burst of interest in the subject, with not only theoretical , but also experimental works [66] [67] [68] [69] .
Among the several questions that have been raised, the existence or not of an intermediate phase between the chaotic and the many-body localized phase [14, 36, 55, 56, 58, [70] [71] [72] is the one that mainly motivates the present work. Our numerical results for a finite 1D spin-1/2 system with nearestneighbor interaction and onsite random magnetic fields suggest a positive answer. A key aspect of our approach is the shift of the emphasis from spectral properties to dynamical properties of the system. This establishes a strong connection between our studies and current experiments where dynamics is typically investigated. We show that detailed information about the spectrum, eigenstates, and initial state can be obtained from analyzing the system's time evolution.
As the strength of the disorder increases from zero, where the system is integrable, the following regions are covered, before localization is finally reached: (i) transition from the integrable to the chaotic domain, (ii) chaotic regime, and (iii) intermediate region between the chaotic limit and the manybody localized phase. Chaotic states prevail in the chaotic domain, while in the intermediate region before localization, the eigenstates are delocalized (extended) in the configuration space but nonchaotic (nonergodic).
Our definition of a chaotic state is as follows. Given an eigenstate |ψ (α) = n C (α) n |φ n , the inverse participation ratio
measures how much delocalized the eigenstate is in the basis vectors |φ n , with N being the dimension of the Hamiltonian matrix. The eigenstate is chaotic if it samples most of the Hilbert space without any preference, which gives IP R (α) ∝ N −1 . The paradigmatic example of chaotic states are the eigenstates of full random matrices (FRM), which are (pseudo-)random vectors and therefore maximally delocalized. When these matrices are the real and symmetric ones from Gaussian orthogonal ensembles (GOE) [15, 73, 74] , the components of their eigenstates are real uncorrelated random numbers from a Gaussian distribution satisfying the normalization condition, so IP R
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−1 [75, 76] . In FRM, the notion of basis is not well defined, but in realistic systems, they certainly affect the results for IP R. In this case, the choice of basis is done according to the question we are addressing. In studies of spatial localization, the focus is on the basis that represents the configuration space. Another important aspect is the energy dependence of IP R. In realistic finite chaotic systems with two-body interactions, since the density of states is Gaussian [77] , it is away from the edges of the spectrum that we expect to find eigenstates that are close to random vectors and have IP R (α) ∝ N −1 , while near the borders they tend to be more localized. Strict ergodicity in the sense of full random matrices does not hold in these systems.
A delocalized but nonchaotic eigenstate has IP R (α) ∝ N −D2 with D 2 < 1. For a localized eigenstate, IP R (α) ∝ O(1). Our focus is on the middle of the spectrum of regions (ii) and (iii), where we find respectively:
Chaotic states:
Delocalized nonchaotic states:
The three different regions between the integrable point and the localized phase are distinguished through the analysis of static and dynamical properties. We do not aim at locating exactly the point that separates one region from the other, but discuss the best quantities to identify and characterize each one. System sizes larger than the ones treated here are necessary to delineate the borders and precisely determine how they depend on parameters of the spin-1/2 systems, such as anisotropy, and on the energy of the states.
Our study of the statistic properties involves level statistics, structure of the eigenstates and structure of the initial states. They are used for comparisons with our results for the dynamics. The latter is the actual center of our attention.
We analyze the spectrum using nearest-neighbor level spacing distributions and level number variance. The structures of the eigenstates are investigated with the inverse participation ratio, the Shannon information entropy, and the von Neumann entanglement entropy. The distribution of the components of the initial state written in the energy eigenbasis are contrasted with the Porter-Thomas distribution [77] . In regions (i) and (iii), the level statistics is intermediate [18, 19, 78] between that of uncorrelated and repelling eigenvalues. The results indicate that region (i) may disappear in the thermodynamic limit. In region (iii), the eigenstates are nonchaotic but delocalized, and there is no agreement with the Porter-Thomas distribution. This region appears to shrink with system size and may turn into a critical point in the thermodynamic limit.
For the dynamics, we investigate the time evolution of both the Shannon and entanglement entropies and of the survival probability. The latter is defined as
where |Ψ(0) is the initial state, H is the Hamiltonian describing the system, and = 1. The decay of the survival probability at long times is necessarily power law, W n0 (t) ∝ t −γ , even in the chaotic regime [79, 80] . The value of the powerlaw exponent γ is very sensitive to the properties of both the initial state and the Hamiltonian. In region (ii), where there is level repulsion following the Wigner-Dyson distribution and the eigenstates are chaotic, we have that 1 ≤ γ ≤ 2. In region (iii), γ < 1 and it coincides with D 2 from Eq. (3) [42, 43] .
The presence of level repulsion is manifested also in the socalled correlation hole [81] [82] [83] [84] . This corresponds to a time interval where W n0 (t) drops below its infinite time average. It happens before saturation takes place and is very evident in region (ii). In region (iii), the correlation hole becomes less deep and fades aways at the approach of the localized phase.
The dynamical behavior of both entropies is very similar. In the chaotic region, they grow linearly in time and quickly saturate, while in region (iii), the linear increase is followed by a logarithmic behavior, before saturation. Since the results for both entropies are comparable, either one can be used in the analysis. The advantage of the Shannon entropy is to be computationally less expensive than the entanglement entropy, because contrary to the latter, it does not require performing a partial trace over degrees of freedom.
The main characteristics of regions (i), (ii), and (iii) are summarized in Fig. 1 .
MODEL AND STATIC PROPERTIES
The 1D disordered spin-1/2 system that we consider has two-body nearest-neighbor couplings, L sites, and periodic boundary conditions. The Hamiltonian is given by
where S x,y,z k are the spin operators of each site k. We set J = 1. The disorder corresponds to random static magnetic fields of amplitude h k , where h k are random numbers from a uniform distribution [−h, h] and h is the disorder strength. The total spin in the z-direction, S z = k S z k , is conserved. We study the largest subspace,
Level statistics
The observation of intermediate level statistics in the vicinity of the metal-insulator transition dates back to [85, 86] . In the particular case of many-body quantum systems described by 1D disordered spin-1/2 models, level statistics was studied in [18, 19, 78] . More recent works include the detailed analyses developed in [50, 60] . Here, the brief discussion of spectral statistics is used for comparison with our results for delocalization measures and dynamics. In addition to the frequently investigated nearest-neighbor level spacing distribution, we consider also the level number variance.
Level repulsion is a main signature of quantum chaos. After unfolding the spectrum [15, 87] and separating the rescaled eigenvalues by symmetry sectors [87, 88] , level repulsion can be detected, for example, by computing the nearest-neighbor level spacing distribution P (s), where s is the spacing between two neighboring levels. For FRM from GOE or any chaotic real and symmetric Hamilto- nian matrix, P (s) is the Wigner-Dyson distribution of shape
In systems where the levels are not prohibited from crossing and where the number of degeneracies are not excessive [89] , the typical distribution is Poissonian, P P (s) = exp(−s). To quantify the proximity to the Wigner-Dyson distribution, we use the chaos indicator [90] 
where s 0 is the first intersection point of P P (s) and P W D (s). For a Poisson distribution, η → 1, and for the Wigner-Dyson, η → 0.
In Fig. 2 (a), we show η averaged over several disorder realizations. The average is denoted with . . As h increases from zero, the level spacing distribution for H (5) first transitions abruptly from Poisson (η ∼ 1) to Wigner-Dyson (small η) in region (i). It is Wigner-Dyson in region (ii), where η plateaus to a small value. It then transitions from Wigner-Dyson back to Poisson in region (iii). The boundary of region (iii) after which localization emerges occurs approximately where the curves for different system sizes cross, seen in the figure for h ∈ [2.5, 3.5]. Beyond this point, the larger the system is the closer the distribution is to P P (s).
The level spacing distribution provides information about the short-range fluctuations of the spectrum. Information about long-range correlations, which better captures how rigid the spectrum is, can be obtained with quantities such as the
where N ( , ) is the number of unfolded energy levels in the interval [ , + ] and the bar denotes here the average over different initial values of [15] . For FRM from GOE,
, where γ e = 0.5772 . . . is the Euler's constant. Uncorrelated levels lead to Σ 2 ( ) = . A careful study of the level number variance in disordered interacting systems and how it connects with the existence of the Thouless energy was done in [60] .
In Fig. 2 (b), we show how Σ 2 ( = 10) varies with the disorder strength. The results are very similar to those in Fig. 2 (a) . To draw attention to region (i), we show h in a logarithmic scale. In this region, the disorder strength for which η and Σ 2 (10) reach the smallest values decreases as the system size L increases. This suggests that in the thermodynamic limit, region (i) may disappear and an infinitesimally small h should take the system into the chaotic domain [91, 92] . The chaotic region (ii) stretches with L not only in the direction of smaller h's, but also for larger disorder strengths. Whether region (iii) will also disappear or persist in the thermodynamic limit, possibly as a critical point, is an open question.
We stress that the values of η and especially of Σ 2 are very sensitive to the unfolding procedure used [60, 93] . The results suffer also from finite size effects and, in the case of h → 0, from additional symmetries. Hence, the purpose of our illustrations is to support the existence of different regions associated with different values of h, but not to exactly delineate their boundaries.
Delocalization measures
The eigenstates provide much information about the system. One way to study their structures is with the moments IP R
One finds, for example, that at the Anderson transition critical point, the scaling analysis of IP R
Dq ) leads to a nonlinear dependence of the generalized fractal dimension D q on q. This indicates that the eigenstates become multifractal [94] . Here, we focus on IP R (α) 2 and drop the subscript q = 2. This corresponds to the inverse participation ratio defined in Eq. (1).
Fractal dimensions can also be obtained from
is the Rényi entropy [95] . When q → 1, the Rényi entropy coincides with the Shannon information entropy,
Like the inverse participation ratio, S
Sh is extensively used to measure the level of delocalization of quantum states [75] . In this work, we compute
Sh .
Inverse Participation Ratio
Figure 3 (a) shows the ratio IP R F RM / IP R , where IP R F RM = 3/N . We average IP R (α) over 10% of the eigenstates that have the closest energies to the middle of the spectrum, where they are more delocalized, and over several disorder realizations, so that the total amount of data is 10 5 . Table 1 gives the specific values for each system size.
The value of IP R (α) depends, of course, on the basis selected. To study localization in real space, the natural basis corresponds to the states where on each site the spin either points up or down in the z direction, as for example | ↓↑↓↑↓↑↓↑ . . . z . We refer to these states as site-basis vectors; in quantum information theory they are called computational basis vectors. The behavior of IP R F RM / IP R from region (i) to (iii) is nonmonotonic with h. This is better seen in a linear plot [26, 96] than in the log-plot of Fig. 3 (a) . The highest level of delocalization occurs in the chaotic region (ii). Notice also that IP R F RM / IP R < 1 for all h's, as expected for sparse banded Hamiltonian matrices [76] .
The curves of the ratio IP R F RM / IP R for different L's cross at a value of h ∈ [1, 2]. The fact that after this point the ratio decreases with L implies that
The eigenstates are no longer chaotic, although they are still delocalized. This is the beginning of region (iii), while the crossings in Fig. 2 
mark its end.
The values of the fractal dimension D 2 as a function of the disorder strength are shown in Fig. 3 (b) . D 2 is the slope of the plot of ln IP R vs ln N . It is obtained from a scaling analysis with L = 8, 10, 12, 14, 16. Some illustrations can be found in Ref. [42] . The values of D 2 decrease significantly in region (iii), while in region (i) they are not far from 1.
Close to the integrable point, the eigenstates remain delocalized in configuration space, although for the system sizes considered D 2 1. A question that has been debated due to its importance for the subject of thermalization [97] [98] [99] [100] [101] is whether for h → 0 the eigenstates right in the middle of the spectrum are chaotic or not.
Shannon and Entanglement Entropies
With Figs. 3 (c) and (e), we compare the Shannon information entropy with the von Neumann entanglement entropy, S vN . The latter is vastly employed in quantum information theory to quantify the amount of entanglement in a state [102, 103] . It is obtained by dividing the system in subsystems A and B and tracing out the degrees of freedom of one of the two, that is,
where ρ A = Tr B ρ and ρ is the density matrix of the whole system. The dimension of the Hilbert space of the remaining chain of length as a function of the disorder strength for different system sizes. The results for both entropies are very similar and the curves intersect approximately at the same point. This crossing point has been used to detect the transition to localization [29, 105] . It occurs at a value of h similar to the one in Fig. 2 (a) . Since the results for both entropies are similar, either one can be used in the studies of many-body localization. The computational advantage of the Shannon entropy is that it does not involve the trace operation. become smaller than 1 for h close to the point where D 2 is also < 1, that is at the beginning of region (iii).
We notice that in region (iii), the plots for S Sh vs ln N and S vN vs ln N A are still linear, yielding the volume-law scaling of the entropies with system size, but since the slopes are smaller than 1, the eigenstates are no longer chaotic. It is in this region that we expect to find the "two-component" structure of the entanglement spectrum described in [44] .
DYNAMICAL PROPERTIES
To study the dynamics, we consider as initial state a sitebasis vector, |Ψ(0) ≡ |φ n0 = α C (α) n0 |ψ α . Our analysis is performed for the 10% site-basis vectors |φ n0 that have energy E n0 = Ψ(0)|H|Ψ(0) closest to the middle of the spectrum. The averages are done over these states and over several disorder realizations (see Table 1 ). The total amount of data for each h is approximately 10 5 . We investigate the behavior of the survival probability given by Eq. (4). It can also be written as
where
This distribution is referred to as the local density of states (LDOS). The survival probability is the absolute square of the Fourier transform of the LDOS.
The perturbation that takes the system out of equilibrium is very strong. The Hamiltonian initially has J = 0, so |Ψ(0) = |φ n0 , and the coupling strength is abruptly changed to the finite value J = 1. Since the strength of the perturbation is strong, the envelope of the LDOS is Gaussian. This mirrors the shape of the density of states of systems with twobody interactions (see Refs. [106] [107] [108] and references therein for more details). The LDOS may, however, be very sparse. This is what happens in region (iii), where the disorder is strong [42] and the energy eigenbasis are no longer chaotic.
At very short times, the decay of the survival probability is quadratic,
is the width of the LDOS. Subsequently, for intermediate times, the behavior depends on the shape of the LDOS. The decay remains Gaussian when the envelope of the LDOS is also Gaussian or it switches into an exponential decay when ρ n0 (E) is Lorentzian [106] [107] [108] . For long times, however, it is the filling of the energy distribution of the initial state that determines the behavior of W n0 (t) [79, 80] . Independently of how fast the initial evolution may be, the long-time decay necessarily slows down and becomes power law [79, 80] , W n0 (t) ∝ t −γ . The long-time evolution is the focus of Secs. 3 3.2 and 3 3.3.
We also study the evolution of the entanglement entropy and how the Shannon entropy spreads in time over the other site-basis vectors, that is,
where W n (t) = φ n |e −iHt |Ψ(0) 2 is the probability for the initial state to be found in state |φ n at time t. For both entropies, the evolution at very short times is ∝ t 2 [76, 107] . Our interest is in what happens afterwards. 
Infinite time averages and Porter-Thomas distribution
We start by analyzing how the structure of the initial state written in the energy eigenbasis depends on h. The inverse of the participation ratio of the initial state, IP R n0 , coincides with the survival probability after its saturation, that is after it reaches its infinite time average,
The results for IP R n0 are shown in Fig. 4 (a) . The scaling analysis gives D 2 , depicted in Fig. 4 n0 are approximately zero-centered Gaussian random variables. For a large system, the weights |C (α) n0 | 2 follow the Porter-Thomas distribution [75, 77, 109] ,
(12) Notice that the weights appear also in the denominator of the first term. The Porter-Thomas distribution is a result from random matrix theory. It is an additional tool to determine whether the (initial) states are ergodic or not. As the states localize, the components fluctuate more and deviate from the Porter-Thomas. Disagreement with this distribution occurs whenever D 2 , D 2 < 1.
In Figs. 4 (c) and (d), we show the distribution of the weights for two different disorder strengths. The logarithmic of |C (α) n0 | 2 is used to better visualize the distribution of the small components, which appear in large amounts. For h = 0.5, the system is in the chaotic regime ( D 2 ≈ 0.99) and consequently the distribution of the components follows very well the Porter-Thomas distribution. As the disorder strength increases and the system approaches the localized phase, the distribution of the components broadens. In Fig. 4 (d) we depict the case of h = 2, where D 2 ≈ 0.58; the deviation from the Porter-Thomas distribution is evident.
Time evolution under strong disorder
As mentioned above, the long-time decay of the survival probability becomes power law, so the average over initial states and disorder realizations gives W n0 (t) ∝ t −γ . There are different causes for this algebraic behavior. In region (iii), where the LDOS is sparse, D 2 < 1 and the eigenstates are correlated. In this case, the power-law exponent γ reflects the level of correlations of the eigenstates and of the components |C 42, 43] . This is similar to what one finds at the metal-insulator transition of noninteracting models [110, 111] .
Some illustrations of the behavior of survival probability in region (iii) are provided in Figs. 5 (a), (b) , and (c) (more examples can be found in Ref. [42] ). The initial decay of W n0 (t) is Gaussian up to t ∼ 2 and then it slows down. For the disorder strengths of the three panels, D 2 < 1. One sees that for t > 2, the numerical results for W n0 (t) (solid lines) agree very well the power-law decay ∝ t − D2 (dashed lines). For both entropies, after the quadratic behavior for very short times [76, 107] , the evolution becomes linear in t approximately up to where the decay of W n0 (t) is still Gaussian. The linear increase of the Shannon entropy was studied in [76, 98, 99, 112, 113] , where semi-analytical expressions were also provided. In region (iii), the linear increase is followed by a logarithmic behavior in time. This occurs for the entanglement entropy [see Figs. 5 (g), (h), (i)], as has been discussed before [24, 28] , but also for the Shannon entropy, as seen in Figs. 5 (d) , (e), (f). The analogous behavior reinforces our statement that either one of the entropies can be used in these studies.
Motivated by the power-law decay of the survival probability, W n0 ∝ t − D2 , and by the fact that, from Eq. (10), S Sh (t) = W n0 (t) ln W n0 (t) + n =n0 W n (t) ln W n (t), we fit the logarithmic growth of S Sh (t) with S Sh (t) = A Sh + B Sh ln(t).
Our results indicate a very good agreement between B Sh and D 2 . This comparison is done in Fig. 4 (b) for L = 14.
We should expect improvement for larger system sizes. In fact, in Figs. 5 (d) , (e), (f), the dashed lines correspond to S Sh (t) = A Sh + D 2 ln(t), with only A Sh being fitted. Similarly to the power-law decay of W n0 (t) with γ < 1, the onset of the logarithmic behavior for S Sh (t) must also be associated with the emergence of correlated eigenstates. This connection deserves further investigation.
Time evolution under weak disorder
All the results for region (ii) indicate chaos. The level spacing distribution has the Wigner-Dyson shape, IP R and IP R n0 are ∝ N −1 , and the distribution of the components of the initial state agrees very well with the Porter-Thomas distribution. The quantities that measure the level of chaoticity saturate: η reaches its smallest values and D 1,2 , D 2 ∼ 1. Yet, the power-law exponent γ still varies with h. Throughout region (ii), γ > 1, so it no longer coincides with D 2 . As h decreases below 1, γ increases monotonically above 1 up to its maximum value γ = 2 [79, 80] .
The value γ = 2 is a consequence of the Khalfin effect, which refers to the onset of the power-law decay of the survival probability caused by the unavoidable presence of energy bounds in the spectrum [114] . The phenomenon is well understood in the case of continuous models [115] [116] [117] . We have extended these studies to finite many-body quantum systems, where the spectrum is discrete [79, 80] . In this case, when the initial state is chaotic and the LDOS is very well filled, the same sort of analysis used for continuous ρ n0 (E) remains valid. The Fourier transform of a Gaussian LDOS that takes into account the bounds in the spectrum leads asymptotically to W n0 (t) ∝ t −2 . This is the behavior seen in Fig. 6 (a) . This figure is obtained for h = 0.2, where IP R F RM / IP R n0 approaches the largest value for L = 16. As h increases above 0.2 up to 1, γ decreases from 2 and approaches 1. This progressive reduction of γ is shown in Figs. 6 (b) , (c), and (d).
We expect a chaotic initial state, which implies D 2 ∼ 1, to thermalize. A necessary condition for thermalization (that is, for the coincidence between the infinite-time averages of few-body observables and their thermodynamic averages) is the presence of chaotic states, which leads to the unbiased sampling of the Hilbert space [118, 119] . As we saw above, when D 2 ∼ 1, the power-law exponent ranges between 1 and 2, while for D 2 < 1, the exponent is smaller than 1. This indicates that from the value of γ we can anticipate whether or not the initial state will thermalize. This point was carefully studied in Refs. [79, 80] .
Combining the results from Sec. 3 3.2 and Sec. 3 3.3, one sees that by varying the strength of the disorder in H (5), all values of γ that are reachable by realistic models with twobody interactions, that is 0 ≤ γ ≤ 2, can be covered. These same values can be achieved also with banded random matrices [79, 80] . Examples of these matrices include the powerlaw banded random matrices that have been widely used in studies of the Anderson metal-insulator transition [94] and the Wigner banded random matrices [120] . The variances of their random numbers are large within a bandwidth b around the diagonal elements and very small or zero outside. As b increases from one, all values of γ from 0 to 2 are found. In addition, with a very broad b we can go beyond these realistic values of γ. The maximum power-law exponent γ = 3 is reached in the limit of full random matrices when b → N [76, 79, 80] . Banded random matrices provide a general picture of the available power-law exponents for the quench dynamics of isolated many-body quantum systems without being restricted to a particular model. This emphasizes that the results presented here are general and not specific to the spin-1/2 model considered. In contrast to the survival probability, the entropy growth in time does not provide a clear signature of the Khalfin effect for the system sizes examined here. After the linear increase, where one might expect it to show up, the Shannon entropy and the entanglement entropy simply saturate, as shown for the Shannon entropy in Figs. 6 (e) and (f). The survival probability is more sensitive to changes in the spectrum and in the structures of the eigenstates than the entropies.
Correlation hole
The results above show that details about the Hamiltonian and the initial state can be extracted from the dynamics. This is very useful for experiments that routinely study dynamics. The evolution of the survival probability, in particular, offers direct information about level statistics. The presence of level repulsion can be inferred from the difference between the minimum value of the survival probability, W min n0 , and its infinite time average, W n0 = IP R n0 . This difference is known as correlation hole [81] [82] [83] [84] . It does not exist in systems with uncorrelated eigenvalues, while in FRM the hole is very deep. The notion of correlation hole was introduced as a method to obtain information about level statistics from systems where one has only partial access to the spectrum [81] [82] [83] .
In Figs. 7 (a), (b) and (c), we show W n0 (t) for long times, up to saturation. The disorder strength increases from (a) to (c). The dot-dashed line at the bottom of each panel indicates W min n0 and the dashed line marks the infinite time average W n0 . In Fig. 7 (a) , where the system is still chaotic (h = 0.8), the correlation hole is deep. As h increases, the hole fades away and practically disappears in Fig. 7 (c) , where h = 2.5.
To measure the depth of the correlation hole, we compute
For FRM of GOE, W n0 ∼ 3/N and W min n0
, which leads to κ F RM = 1/3. In Fig. 7 (d) , we show the dependence of κ on the disorder strength. It peaks in the chaotic region, where it approaches κ F RM . It decreases in both directions, that of small h, where the system gets closer to integrability, and that of large h, where the system approaches localization.
CONCLUSIONS
From the analysis of static and dynamical properties of a finite 1D spin-1/2 system with onsite random disorder, we identified three regions between the integrable limit, where the disorder strength h is zero, and the many-body localized phase. They are: (i) the transition region between the integrable and the chaotic domain, (ii) the chaotic region, and (iii) the intermediate region between chaos and localization. We argued that the eigenstates in region (iii) are delocalized (extended) but nonchaotic (nonergodic).
Special attention was given to the dynamics, which makes a strong connection with experiments that routinely study dynamics. Information about the spectrum, eigenstates, and initial state can be obtained from the evolution of different quantities. The survival probability, in particular, reveals details that the Shannon information entropy and the von Neumann entanglement entropy cannot capture for the system sizes considered. These include the correlation hole, which is a way to directly detect level repulsion from dynamics, and the Khalfin effect caused by the unavoidable energy bounds of the spectrum. We also showed that the results for both entropies are comparable, thus either one can be used for the studies of many-body localization. The calculation of the Shannon entropy is more straightforward, because it does not involve any partial trace. The main characteristics of regions (i), (ii), and (iii) are summarized below.
Region (i) has intermediate level statistics (level spacing distribution between Poisson and Wigner-Dyson). This region may disappear in the thermodynamic limit. Region (ii) shows level repulsion. The eigenstates away from the borders of the spectrum are chaotic, that is IP R ∝ N −1 . The components of the initial states satisfy the PorterThomas distribution and IP R n0 ∝ N −1 . The power-law decay of the survival probability at long times has exponent 1 ≤ γ ≤ 2, where γ = 2 indicates ergodic filling of the energy distribution of the initial state. The correlation hole is deep and close to the limits established by random matrix theory. The linear growth of the Shannon entropy and of the von Neumann entanglement entropy is followed by saturation. This is the region where thermalization is expected.
Region (iii) has intermediate level statistics. It seems to become smaller as the system size increases, so it may reduce to a critical point in the thermodynamic limit. In this region, the eigenstates and initial states are delocalized, but nonchaotic, that is IP R ∝ N −D2 , IP R n0 ∝ N − D2 with D 2 ∼ D 2 < 1. From the analysis of the entropies, we also find that D 1 < 1. Fractal dimensions smaller than 1 indicate that the states are fractal and therefore nonergodic. This lack of ergodicity is reflected into the dynamics. The power-law exponent of the long-time decay of W n0 (t) is smaller than 1 and agrees with the fractal dimension, γ ∼ D 2 . The linear increase in time of the entropies is followed by a logarithmic growth before saturation. Both D 2 < 1 and the logarithmic behavior are caused by correlations in the eigenstates. This is the region where one expects subdiffusive transport.
