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1. INTRODUCTION 
The theory of finite operator calculus, as in [l], heavily depends on the fact that the ground field 
has characteristic zero, since only in this case it is possible to express the shift-invariant operators 
as formal power series in an arbitrary delta operator Q. 
Starting from a more (formal and) algebraic point of view, our aim is to rewrite an umbra1 
calculus when the (infinite) field K of the coefficients has characteristic p # 0 (p prime, of course); 
obviously, this work is just a proposal in this direction, since we have made some choices which 
perhaps are not necessary. 
First of all, we preserve the fundamental relation between a delta operator Q and its basic 
polynomial sequence (qn(s)),EpI, namely the equalities Q(qn(x)) = nq,_l(z). This leads to the 
equalities Q(qmp(x)) = 0, which have no analogy in the classical theory. So it was necessary to 
modify, somewhat radically, the definition of basic polynomial sequences to be able to work in 
the new context. 
Because of these changes, it is useful to work with a particular class of shift-invariant operators, 
namely those that can be expressed as polynomials of maximum degree p - 1 in an (arbitrarily) 
tied delta operator. Such operators, which we call characteristic operators, are “natural” in our 
theory, meaning that we can prove analogous theorems to the classical ones by restricting the 
statements to characteristic operators. In particular, in the classical isomorphism theorem, the 
formal power series ring K[[t]] is replaced by the quotient K[[t]]/(P), and Sheffer sets become 
somewhat similar to finite sequences of length p. 
This work follows the outline of the second chapter of [l], adapting the theory to fields of 
characteristic # 0; the proofs are modified to this new situation in different ways, depending on 
the circumstances. 
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We use the expressions “delta operator”, “basic polynomial sequence”, and so on, to mean 
analogous expressions to the classical definitions; we prefer not to introduce new terms in order 
to make the paper more readable. 
2. BASIC POLYNOMIAL SEQUENCES 
Throughout the whole discussion, K will denote an infinite field of characteristic p # 0. The 
following definitions are exactly the classical ones. 
A polynomial sequence is a sequence (qn(x)),EN C I<[ x such that degq,(z) = n, for every ] 
n E N. We call S/U” operators the operators E” : K[x] -+ K[x], Ea(q(x)) = q(x + a), for every 
a E K. A linear operator T : K[x] - K[x] is called shift-invariant whenever TEa = E”T, for 
every a E I< and q E K[x]. 
The next definition shows the first deviation from the classical theory. 
An operator Q : K[ z - K[z] is called a delta operator when the following conditions are ] 
satisfied: 
(i) Q is shift-invariant; 
(ii) Q(X) E K* = K \ (0); 
(iii) given that 
H, [x] = (xmp, xmp+l, . .. ) x(m+l)p-l) 
=(q,.,EK~xl ~qi :=gckx~p+k}, 
we have Q(H,[z]) 2 H,[x], for every m E N. 
It is easy to show that (iii) is equivalent to 
(iii)’ for every m, k E N, 0 5 k < p, there exist ao,al,. . . ,up_l E I< such that Q(x mp+k) = 
c;:; u$?p+t. 
An obvious example of a delta operator in this new context is again the formal derivative oper- 
ator D. However, most of the classical delta operators do not satisfy the previous definition, since 
Condition (iii) is not satisfied (e.g., the usual backward difference operator). These statements 
are easy to prove, so they are left to the reader. 
PROPOSITION 2.1. For every delta operator Q, Q(u) = 0 (a E K). 
PROOF. The same as found in characteristic zero. I 
PROPOSITION 2.2. If q(x) is a polynomial of degree n $ 0 (p) and Q is a delta operator, then 
Q (q( x) ) is a polynomial of degree n - 1. 
PROOF. We follow the proof of [l], with a modification at the end. To show that the coefficient 
of Z1L-l in Q(9) is not zero, we observe that such coefficient equals (,~,)[Q(x)]Z=o = n&(x), 
which cannot be zero since n 8 0 (p) (by hypothesis) and Q(X) # 0. I 
PROPOSITION 2.3. If q(x) is a polynomial of degree mp, then Q(q(x)) is a polynomial of degree 
< mp - 1. 
PROOF. Define r(x) = Q(z?P). For every a E K 
r(u) = [I-(X + u)]~=~ = 2 (‘3~~ [Q (x7nP-k)]z=0~ 
k=O 
The coefficient of amp equals [Q(l)],=0 = 0; the coefficient of u’~P-’ equals (,,~,““,)[Q(x)]~=o = 
mpQ(x) = 0, and therefore, degr(x) = degQ(xmp) < mp - 1. I 
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COROLLARY 2.1. Q(x rap) = 0, for every m E N. 
PROOF. Indeed, degQ(x  mp) < mp-  1 by the previous proposition, whereas Q(x mp) = ax mp 
by (iii)'; thus, a = 0 and Q(x rap) = o. I 
Let Q be a delta operator; a polynomial sequence (qn(x))neN is called a basic polynomial 
sequence associated with Q whenever the following hold: 
(i) qo(x) = 1; 
(ii) for n ~ 0 (p), qn(0) -- 0; 
(iii) Q(qn(x)) = nqn- l (X) ,  for every n E N; 
(iv) for m,t  E N, t _< p - 1, qmp+t(x) = 5rap(X) • qt(x), where 5rap(X) is the polynomial 
E =0 xk, 
It follows immediately from the above definition (namely from (iv)) that qmp(X) = 5rap(X) 
and qn(x) lacks any power of x of the type x "~p, m E N (for every basic polynomial sequence 
The next proposition, far from being a merely technical result, provides a deep insight into the 
real nature of a delta operator in this umbral calculus. 
PROPOSITION 2.4. I f  Q is a delta operator, then Q(x rap+t) = x m~ • Q(xt),  for every m E N and 
t<_p-1 .  
PROOF. For t = 0, the proof is trivial, since Q(x mp) = 0 -= x mp• Q(1). For t > 0, we have 
Q(x rap+t) = x mp. r(x), where r(x) has degree t - 1. Since Q is shift-invariant, we get 
Q ((z + a) rap. (x + a) t) -= QE a (X mpTt) 
= SaQ (x rap+t) 
= (x + a) mp • r (x  + a),  
and so 
/5 ) Q x kp. (x -~ a) t + a mp. 
\ k= l  
Setting x = 0, we obtain the following 
a mp. [Q 
that is (for a ~ 0), 
Q ((x + a) t) = ~ x kp . r (x + a) T amp . r (x + a). 
k=l 
expression: 
((x + a)t)] x=o = amP" r(a); 
k=O , 
Thus, recalling that the field K is infinite and that degr(x) = t - 1 < p, from [1] (namely from 
the proof of Proposition 2 of Section 2 and from Proposition 1of Section 6), we get r(x)  = Q(xt) ,  
as desired. I 
COROLLARY 2.2. Q(x rap. q(x) ) = x rap. Q(q(x) ), t'or every polynomial q(x) E K[x]. 
PROOF. Expand q(x) in terms of the powers of x and apply the previous proposition. I 
The equality proved in the corollary has a very interesting interpretation. First of all, it is 
clear that we can replace Condition (iii) in the definition of a delta operator with the equalities 
Q(x mp • q(x)) = x mp• Q(q(x)), for every q(x) E K[x]. Now, if we denote x mp the operator 
of multiplication by X rnp, we can say that a delta operator Q is a linear operator such that 
Q(x) E K* and satisfying the following conditions of invariance: 
1. Q is shift-invariant, hat is QE a = EaQ, for every a E K; 
2. Qx mp = xmpQ,  for every m E N. 
Obviously, for a fixed basic sequence, its delta operator is uniquely determined. Conversely, 
the following theorem holds, thanks to which the classical bijection between delta operators and 
basic polynomial sequences i maintained even in this theory. 
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THEOREM 2.1. For a delta operator Q, there is one and only one basic polynomial sequence 
associated with it. 
PROOF. For t < p, the induction proof is the same as in [I]. Now let n = mpft, m, t E N, t 5 p-l 
and define qmp+t (x) = (1 +xP+. ..+xmp)+qt(x). We immediately get qmp(x) = l+xP+. . .+Pp = 
Smp(lc), for every m E N. Moreover, thanks to Proposition 2.4, Q(qmp+t(x)) = Q((l + xp +. . . + 
x’“P).qt(x)) = Q(qt(x))+x”.Q(qt(x))+. . .+xmp .Q(qt(x)) = qmp(Z).Q(qt(x)) = tqmp(x).qt-l(x) =
tq,p+t_l(x). Finally, we easily observe that qmp+t(0) = qmp(0) . qt(0) = 1 .O = 0, and this ends 
the proof. I 
LEMMA 2.1. Let (qn(x))nEN be the basic sequence for Q; if t 5 p - 1, then 
dx+Y)=g ; 0 qk(x)qt-k(Y). k=O 
PROOF. The same as in characteristic zero (e.g., see [l]). I 
The basic sequence for D (derivative operator) is (&(x)),c~, defined by d,,+,(x) = xt + 
xPft +. . . + x~P+~ = CT=“=, xliPft, for m, t E N, t < p - 1. - 
REMARK. It is obvious that, with our new definition, basic sequences lose their usual binomial 
property; e.g., for the basic sequence (&(x)),e~ mentioned above, we find &(x+y) = 1 +xP+ yp 
and xi=, ($&(x)d,-k(y) = xp + yp. 
3. CHARACTERISTIC OPERATORS 
A linear operator T is called characteristic (of order p) whenever T(xmP. q(x)) = xmp. T(q(x)), 
for every polynomial q(x) and for every m E N. 
REMARK. We immediately notice that shift-operators are not characteristic; the reader can check 
this out by using q(x) = 1. 
Being characteristic for a linear operator is an invariance property. As we have seen above, 
the definition of a delta operator can be restated by saying that Q is a delta operator when Q 
is shift-invariant and characteristic and Q(x) E K*. This invariance property is exactly what we 
need for working out analogous formulas to the classical ones. 
PROPOSITION 3.1. The following are equivalent: 
(i) T is characteristic; 
(ii) there exists a polynomial sequence (gn(x))nEN such that T(xmP. gn(x)) = xmp. T(g,(x)), 
for all n, m E N; 
(iii) for every polynomial sequence (gn(x)),cN, we have T(xmP . gn(x)) = xlnP. T(g,(x)), for 
all n,m E IV; 
(iv) there exists a basic sequence (qn(x))nEN such that T(xmP. qn(x)) = xmp. T(q,(x)), for all 
n,m EN; 
(v) for every basic sequence (qn(x))nE~, we have T(xlnP qIL(x)) = xlnP . T(q,(x)), for all 
12, m E W. 
PROOF. Let q(x) be an arbitrary polynomial; we can find CO,. . . ,c, E K, such that q(x) = 
C:_, ckgk(x) for a polynomial sequence (gTL(x))nEN. Thus, if (ii) holds, we have 
T(x rnPq(x)) = xfnp .2 ckT (Sk(x)) = xmp . T(q(x)). 
k=O 
So we have proved the implication (ii) + (i); the other proofs are left to the reader. I 
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PROPOSITION 3.2. The class of characteristic operators of K[x] endowed with the usual sum and 
composition operations is a ring with unity. 
PROOF. Obviously, the sum of characteristic operators is again a characteristic operator; as 
far as the composition is concerned, we immediately have TS(xmPq(x)) = T(xmp . S(q(x))) = 
x”P - TS(q(x)). I 
4. FIRST EXPANSION THEOREM 
Since the characteristic operators are a ring, if Q is a delta operator, then Q” is clearly char- 
acteristic. Thus, the following proposition is obvious. 
PROPOSITION 4.1. Given a delta operator Q, the operator 
P-1 
T=~~Qk 
k=O k! 
is characteristic and shift-invariant (where ok E K for k 5 p - 1). I 
THEOREM 4.1. FIRST EXPANSION THEOREM. Let T be a characteristic and shift-invariant 
operator (of order p). Then, for every delta operator Q, with basic sequence (qn(x))nEN, we have 
p-1 
T’x sQk, 
kc0 Ic! 
(1) 
where ak = [T(qk(X))],=o. 
PROOF. For m, t E N, t 5 p - 1, we easily get qmp+t(a: + y) = qmp(x + y)qt(x + Y). Applying T, 
we get 
T(qm,+t(a: +Y)) = qmp(x+~) .T(qt(x+y)) 
=qmp(a:+~).T (k (;)d4~qt-h/)) 
h=O 
Now, taking x = 0 and considering y as a variable, we get 
t 
Th,+t(~)) = qmpb) . c LT (qdx))l,=O . Qh (qt(y)) 
h=O 
h! 
= t LT (dx))1,=o c qmp(y) 
h=O 
h! 
t = 
c 
LT (~dx)%c=O &h (qmp+t(Y)) 
h! 
I 
h=O 
and this ends the proof (the general case can be obtained via linear extension). I 
Consider Kp_l[t] = {q(t) E K[t]I degq(t) I p - 1); given two polynomials p(t), q(t) E Kp--l[t], 
suppose that p(t) = ~~~~ a&” and q(t) = cE!i bktk. Define the following product: 
(2) 
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In order to compute this new product, we just calculate the usual product p(t) . q(t) and then 
“forget” the powers of t with exponent > p. 
REMARK. Obviously, the product l has an algebraic interpretation. Indeed, given the ring 
K[[t]] of formal power series with the usual sum and product operations, consider the ideal 
1 = (t”) 9 K[[t]]; then the two rings KP_l[t] and K[[t]]ll are isomorphic, since KP_l [t] is 
constructed simply by choosing a natural set of representatives from the equivalence classes of 
K[[t]]/l. Therefore, [Kp--l[t]; f, ] l is a ring, but clearly not an integral domain since, for example, 
P-1 l t = 0. 
Our previous results assure that the structure of shift-invariant, characteristic operators with 
the usual sum and composition operations is a ring. More precisely, the following theorem holds. 
THEOREM 4.2. ISOMORPHISM THEOREM. Let fl be the ring of shift-invariant and characteristic 
operators (of order p). Consider the function 
where Q is a fix&d delta operator. If KP-l [t] is endowed with the ring structure described above, 
then f is a ring isomorphism. 
PROOF. f is injective (trivial) and surjective (first expansion theorem); it is also clear that f 
preserves addition. It remains to prove that f preserves multiplication. 
Let 
p-1 
r(t) = c St”, 
‘-lb _ 
k=O Ic! 
s(t) = c At’ E Kp_&]; 
kc0 Ic! 
we get 
The second to last equality holds because Q”(q(x)) = 0 for every polynomial q(z) and all 
k>p-1. I 
COROLLARY 4.1. A shift-invariant, characteristic operator T is invertible if and only if 
T(1) # 0. I 
Given p(z) = ~~=,akzk E K[x] \ {0}, th e order of p(x) is the integer o(p(z)) = min{k E 
Wjal, # 0); for 0 E K[x] we take o(0) = cc by definition. 
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COROLLARY 4.2. Delta operators and elements of order 1 in Kp-l[t] are isomorphic under the 
isomorphism of Theorem 4.2. 
PROOF. Let f be as in Theorem 4.2, related to the delta operator Q with associated ba- 
sic sequence (qn(z))ne~. If P is a delta operator, then P = Ci=i(ak/k!)Q”, where ok = 
[Q(pk(z)I,=o. F’r om P(1) = 0 follows ~~=~(ak/k!)Qk(I) = ao = 0, and P(x) E K” implies 
C:&k/kl)Q”(z) = ao + al&(x) # 0; hence, al # 0 and o(xi=i(ok/k!)tk) = 1, as desired. 
Conversely, let r(t) = ~~~~(ok/k!)tk E Kp_-l[t] such that f(r(t)) = T-(Q), a0 = 0, and al # 0; 
then f(r(t))(z) = r(Q)(x) = Cii:(ak/k!)Q’(z) = al&(x) E K*, since Q(z) E K* (Q is a delta 
operator). Now, write Qk(smp+t) = ~~~~ o&c”P+h (Q is a delta operator): then we get 
P-1 
r(Q) (x~P+~) = c a’c &” (x’w+t) 
k=l k! 
which is enough to conclude that r(Q) is delta. I 
COROLLARY 4.3. Q is a delta operator if and only if there exists a shift-invariant invertible 
characteristic operator P such that Q = DP. 
PROOF. Apply the previous corollary and the isomorphiim theorem using the delta opera- 
tor D. I 
5. SHEFFER POLYNOMIALS 
A polynomial sequence (s~(z))~EN is called a Sheffer polynomial sequence or a Shefler set 
associated with the delta operator Q whenever the following conditions are satisfied: 
(i) SO(Z) = c E K*; 
(ii) for every n E N, Q(s,(z)) = ns,_i(z); 
(iii) Smp+t (x) = Jmp(z) - St(z), for every m, t E N, t < p - 1. 
Sheffer sets are more “general” than basic sequences for two reasons: the polynomial of degree 
zero in a Sheffer set can be a constant different from 1, and in a polynomial of a degree different 
from a multiple of p, powers of 2 can exist with an exponent that is a multiple of p. 
LEMMA 5.1. Given a Shefier set (s,(E)),~N associated with the delta operator Q with basic 
sequence (qn(x))nepl, St(x) has the following “binomial” property: 
St@ + Y> = 2 (;)sk(z)h-k(!d~ 
k=O 
(4 
foreverytsp-1. 
PROOF. This proof is left to the reader. I 
PROPOSITION 5.1. Let Q be a delta operator and let (qn(x))nEN be its basic sequence. Then 
(%&))nEN is a Sheffer set for Q if and only if there is a shift-invariant invertible characteristic 
operator S such that, for every n E N, sn(x) = S-‘(qn(x)). 
PROOF. Suppose there exists a shift-invariant invertible characteristic operator S such that 
S-‘(q&J)) = a&) f or every n E N; then S-l is itself shift-invariant and characteristic, and 
therefore, S-lQ = QS-‘. In particular, 
Q (sn(x>) = &S--l (q&l) = S--lQ (q&c>> 
= S-l (nq+l(x)) = nS_l (qn_l(x)) = ns,_l(x). 
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Since S-’ is shift-invariant, characteristic and invertible, SO(Z) = S-l(qo(~)) = S-‘(l) = c # 0 
because of Corollary 4.1. Finally, 
smp+t(z) = S-l (4mp+t (Z)) = &J(X) . s-l (dz)) = &np(5) . Q(2). 
Therefore, we can conclude that (s,(z)),Ew is a Sheffer set. 
Conversely, let (sn(Ic))n~~ be a Sheffer set related to Q and (qn(x)),EN as above. Define the 
operator S : K[z] ---+ K[z] taking S(s,(z)) = qn(z) and extending by linearity. From 
S (&p+t(Z)) = qmp+t(z) = &X,(z) * a(z) = &I(~) . s (42)) 
and Proposition 3.1, follow that S is a characteristic operator. To show that S is shift-invariant, 
we proceed as follows. First we observe that SEy(st(~)) = EyS(st(~)) if t < p - 1, which can 
easily be derived from Lemma 5.1 above. Then, using the fact that S is characteristic, we get 
SEY (%p+t(Z)) = S (&%,(a: + Y) . St(Z + Y)) 
= L,(~ + Y) . S (St@ + Y)) 
= &n,(a: + Y) .4t@ + Y) 
= EY (qmp+t(4) = E’S (smp+t(~)). 
Finally, to prove that S is invertible, it suffices to show that S(1) # 0 (by Corollary 4.1). Indeed, 
taking so(z) = c # 0, we have c. S(1) = S(c) = S(s~(lc)) = qo(z) = 1, so S(1) = c-l # 0. 1 
Using the first expansion theorem, we can explicitly determine the form of the operator S 
described above. In the notation of Proposition 5.1, 
s_l = 2 [s-l (qk(4)]z=0 
k! 
k=O 
Qk =p~o~Qk. 
These results on Sheffer sets allow a slight generalization of the first expansion theorem as 
follows. 
THEOREM 5.1. Let Q be a delta operator, S be a shift-invariant invertible characteristic op- 
erator, and let (s,(z))~~I”J be the Sheffer set determined by them. Then every shift-invariant 
characteristic operator T can be expressed as 
P-l 
T=xsQ’S, 
k=O Ic! 
(6) 
where a,, = [T(Sk(Z))],=O. 
We omit the proof of this theorem because it is completely analogous to the proof of Theo- 
rem 4.1. 
6. CONCLUSION AND FURTHER WORK 
The aim of this paper is to set up an umbra1 calculus in positive characteristic which can be 
reasonably considered analogous to the classical calculus. Actually, it is easily seen that when p 
tends to infinity, our umbra1 calculus “tends” to the classical umbra1 calculus: the conditions 
added in the definitions of a delta operator and a basic sequence vanish, as happens for char- 
acteristic operators as well (the class of the characteristic operators becomes the class of all the 
linear operators in the classical case). However, the new ideas introduced in this work offer the 
possibility to investigate some open problems which naturally arise in this context. 
1. This theory works for infinite fields only (some results would not hold for finite fields, e.g., 
Propositions 2.2 and 2.3). It would be interesting to set up an umbra1 calculus in the 
finite case. 
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2. Condition (iii) in the definition of a delta operator could be replaced by a different con- 
dition. For example, one can ask that positive powers of xp are eigenvectors of Q. This 
condition is weaker than Condition (iii), even in presence of Conditions (i) and (ii) (con- 
sider the operator Q = DEa = EaD: it satisfies Conditions (i),(ii), and positive powers 
of xp are eigenvectors of Q, but Condition (iii) is not satisfied). This condition might 
be too weak to prove that the delta operators are characteristic, but it could be strong 
enough to establish an interesting theory. Other conditions can be introduced, or one can 
even decide to work without any further condition at all. 
3. Sheffer sets are not so general as one could expect. It can be really interesting to re- 
place Condition (i) in the original definition with the condition smp = fm($‘), where 
(fm(~))mEN is a polynomial sequence. Clearly, these sets are very natural in this con- 
text (maybe more natural than Sheffer sets), so it seems reasonable that they could be 
described using the tools of this theory. 
4. One may define a multibasic sequence associated with the sequence (Qm)mE~ of delta 
operators to be a polynomial sequence (qn(x))neN satisfying Qm(qmp+t(x)) = tqmp+t_l(x), 
for all m, t E N, t I p - 1, and with suitable boundary conditions; in the same way m&i- 
Shefler sets can be introduced. Such polynomial sequences naturally arise in this context 
and have no analogy in the classical theory. 
5. Little has been said about characteristic operators. Perhaps the first question to solve is 
to find an expansion theorem for them; it seems to be a reasonable question, since being 
characteristic is an invariance property. 
APPENDIX 
UMBRAL COMPOSITION 
In this section, we give a brief account of what happens when we transpose the concept of 
umbra1 composition to our theory. The results obtained are quite easy to show, so we only state 
them, adding some remarks to clarify how the proofs work. 
An umbml operator is a linear operator T : K[x] - K[x] which maps some basic sequence 
into another basic sequence. It is easy to show that T is an umbra1 operator if and only if every 
basic sequence is mapped by T into a basic sequence. 
PROPOSITION A. 1. Every umbra1 operator T is invertible, and the map 
‘p:Q--+---,st, 
cp: S H TST-I, (7) 
is an algebra automorphism of 0. In particular, cp maps every delta operator into a delta operator. 
REMARK. It is clear that umbra1 operators are not shift-invariant (except for the identity opera- 
tor, of course); on the other hand, it is interesting to point out that they are trivially characteristic, 
since 
T (~mp+t(x)) = (qmp+t (x)) = &p(x) . qt(x) = imp . T (pt(x)) . 
REMARK. Umbra1 operators map Sheffer sets into Sheffer sets. 
The next definition is the central concept of this section. 
Given two polynomial sequences (an(z)),eN, (bn(x)),EN, we expand them in terms of the basic 
sequence of D, 
k=O 
73 
b,(x) = ~bnkdk(S)~ 
k=O 
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for every n E N. We call G(Z) = C&a,&k(z) the umbral composition of (u~(x)),~w and 
(bn(x)),eN and write (G(~))~EN = (an(b(z))),cw. 
The main properties of umbra1 composition in positive characteristic are formally the same 
as those described in [l] for “classical” umbra1 composition. Thus, it can be shown that the 
umbra1 composition of two basic sequences (Shkffer sets) is again a basic sequence (Sheffer set). 
One of the most important results concerning “classical” umbra1 composition, namely the umbra1 
composition theorem, can be formally stated in the same way in our theory (i.e., using the same 
words as in [l]), but its meaning is rather different, since umbral composition is now a completely 
different operation (the polynomials are expanded in terms of (&(z))~~N and not in terms of the 
powers of z). 
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