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In this paper we consider a linear three-dimensional structural acoustic model which takes
account of displacement, rotational inertia and shear effects in the ﬂat ﬂexible structural
component of the model. Thus the deﬂections of the structural component of the structure
are governed by the Reissner–Mindlin plate equations. We show strong stabilization of the
coupled model without incorporating viscous or boundary damping in the equations for
the gas dynamics and without imposing geometric conditions. It turns out that damping
is needed in the interior of the plate, to which end Kelvin–Voigt damping is introduced in
the plate equations. As our main tool we use a resolvent criterion for strong stability due
to Tomilov.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and statement of the problem
There is an extensive literature on structural acoustic models. These models are coupled models with interaction taking
place between an acoustic medium, e.g., a gas, and an elastic medium, which may be a plate coinciding with one ﬂat,
ﬂexible wall (the interface) of the surface of the chamber containing the gas. The analysis of the models is challenging from
a mathematical point of view due to the coupling of the variables which come into play in the problem, through velocity
terms on the interface. The focus in most of the papers is on the question of stabilizability as well as exact controllability
(see e.g. [2–4,14]) which are most relevant properties in applications in e.g., the problem of noise control in aircrafts and
submarines.
Until fairly recently the deﬂections of the structural component of the structural acoustic model were described by
the Euler–Bernoulli equations or the Kirchoff equation to provide for rotational inertia effects in addition to deformation
effects, or the Von Kármán equations to provide for larger deﬂections. We discuss here brieﬂy only a few contributions:
In [2] Avalos showed that the energy associated with a three-dimensional structural acoustic model with Euler–Bernoulli
plate interface is uniform exponentially stable under geometric conditions on the interface [2, pp. 207–209] and provided
feedback boundary damping is introduced in the Neumann boundary conditions on the interface in the PDE for the gas
dynamics while internal Kelvin–Voigt damping is included in the Euler–Bernoulli PDE which describes the plate motions.
The method consisted essentially of energy estimates in which a delicate trace estimate for the tangential derivative of the
variable for the gas dynamics, obtained by applying a pseudo-differential analysis, was crucial. This result was improved by
I. Lasiecka [15] by dispensing with geometric conditions and introducing viscous or boundary damping in the wave equation
for the acoustic medium and nonlinear boundary dissipation acting via shear forces only at the free edge of the plate. In the
absence of star-shaped conditions on the interface, this required sharp regularity estimates, obtained by microlocal analysis
methods, for the second order traces of the solution to the linear Euler–Bernoulli equation.
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by Lasiecka and Lebiedzik [17,18]. Such effects play a vital role in the stabilization of the energy associated with the
composite models since with their incorporation the mechanical damping devices needed to achieve stabilization, may be
reduced. For instance in the cited papers [17,18] it is shown that in the presence of thermal effects in the equations which
describe the plate dynamics, uniform stabilization of the model is attainable by incorporating potential damping in the
boundary conditions for the wave equation on part of the hard wall and feedback boundary damping at the edge of the
interface, while no mechanical damping in the interface itself, nor viscous damping in the wave equation in the three-
dimensional region, is required.
More recently a new model was developed by M. Grobbelaar [8] in which the equations for the plate are modiﬁed to
take account of shear effects over and above displacement and rotational inertia effects. Thus in the three-dimensional case,
i.e., when the acoustic chamber is three-dimensional and the structural component two-dimensional, the deﬂections of the
plate are modeled by the Reissner–Mindlin plate equations. This not only yields a model which is more accurate over the
whole frequency range, but admits for thicker plates and high frequencies of the structural vibrations. The two- and three-
dimensional models are analyzed from the point of view of existence and uniqueness while for the two-dimensional model
in which the structural component is a one-dimensional Timoshenko beam, uniform stabilization is achieved by applying
linear feedback boundary controls at the rigid and the ﬂexible walls of the acoustic chamber and at the free end of the beam.
In establishing the required energy estimates with the aid of appropriate multipliers, a constraint on the physical parameters
in the problem emanates which furnishes a physically feasible restriction on the geometry of the beam. In the nonlinear
case [9] in which the model contains nonlinearities in the displacement and shear variables, nonlinear feedback boundary
control functions are incorporated and uniform stability is attained under an additional restriction involving the feedback
functions and the shear modulus. The attainability of uniform stability of the two-dimensional coupled structural acoustic
model is perhaps not surprising if one recalls the stability properties of the structural component, i.e. the Timoshenko beam.
It is well known that the model for a Timoshenko beam which is clamped at one end and free at the other end, is uniformly
exponentially stabilizable when force and moment feedback boundary controls are applied at the free end of the beam [12].
The structural acoustic model with Reissner–Mindlin plate or Timoshenko beam interface as introduced by Grobbelaar
was further enhanced by introducing thermal effects into the structural component [10]. It turned out that the model
derived by implementing the strain-displacement and stress-strain relations and the Principle of Virtual Work displays
a weaker presence of the thermal variable which occurs in the equations for the shear angles, but not in the equation
for the displacement variable. In the two-dimensional case in which the interface is a Timoshenko beam, uniform stability
could be achieved without applying feedback boundary controls at the free edge of the beam under a slightly more stringent
restriction on the geometry of the beam than in the isothermal case, which involves the coeﬃcient of thermal expansion.
However, it appears that thermal effects are ineffective in the three-dimensional case—in accordance with amongst others
the results obtained by I. Lasiecka for the full Von Kármán system of dynamic thermoelasticity [16] it is surmised that even
under geometric conditions on the plate, it will not be possible to discard or reduce the number of feedback boundary
controls at the free edge since they will be indispensable in establishing trace estimates of the tangential derivatives which
come into play in the problem. The lack of uniform stability should be seen in the context of the stability properties of
models for the structural component on its own: In this regard we recall that solutions of the model for a Reissner–Mindlin
plate which is clamped along a portion of its edge while forces and moments are applied to the remainder of its edge, will
decay asymptotically, i.e. the energy associated with the model satisﬁes E(t) → 0 as t → ∞, when velocity feedbacks are
applied to the forces and moments [13, p. 37], with exponential decay only attainable under restrictions on the geometry
of the interior and edges of the plate [13, p. 8].
From the above discussion it is clear that for the three-dimensional case of our more comprehensive structural acoustic
model, with or without thermal effects, uniform stability has not been achieved and appears not to be attainable unless
geometric conditions are imposed. This provides motivation for probing into the question of the attainability of strong
asymptotic stability of solutions of the model in the absence of geometric conditions while implementing minimal dissi-
pative mechanisms. In this regard we have been strongly inspired by the work of Avalos [5] who considered a structural
acoustic model with Euler–Bernoulli interface with a view to achieving strong asymptotic stabilization. Without imposing
geometric conditions and with no dissipative mechanism introduced into the equations for the acoustic component, it is
shown that the total structure exhibits the property of strong stability when internal damping is introduced into the Euler–
Bernoulli interface. More precisely all scenarios, from viscous damping to Kelvin–Voigt damping, including “square root”
damping, are effective in accomplishing strong asymptotic stability. As main tool in acquiring the strong stability a resolvent
criterion due to Tomilov [20] was used in which the Kelvin–Voigt damping in the plate was instrumental in obtaining a pri-
ori estimates needed to validate a strong limit condition in Tomilov’s criterion. It is interesting to compare this approach
by resorting to Tomilov’s criterion with the approach in [3] where Avalos and Lasiecka employed the classical Arendt–
Batty/Liubich–Vu spectral criterion to achieve strong stabilization for the same model with, however, boundary damping in
the Neumann boundary conditions for the wave equation in the acoustic chamber.
Following the ideas of Avalos we will consider a model for a structural acoustic model with Reissner–Mindlin plate
interface with Kelvin–Voigt internal damping with the aim of establishing strong asymptotic stabilization of the model
without incorporating viscous internal or feedback boundary damping into the PDE for the gas, nor imposing geometric
conditions. As in [5] our main tool will be Tomilov’s resolvent criterion.
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Let Ω ⊂ R3 denote an open bounded domain with suﬃciently smooth boundary Γ ⊂ R2. We assume that Γ = Γ¯0 ∪ Γ¯1,
with Γ0 and Γ1 open, simply connected, disjoint parts. In the problem under consideration Ω will describe the acoustic
chamber, while Γi , i = 0,1, denote the walls of the chamber. The surface Γ1 is referred to as the “hard wall” while Γ0, the
interface where the interaction with the structural medium takes place, is a ﬂat, ﬂexible surface with boundary ∂Γ0 consist-
ing of two disjoint portions ∂0Γ0 and ∂1Γ0. The variable z will describe the dynamics in Ω and ηzt , with η  1 the density
of the gas, denotes the acoustic pressure (back pressure). The 3-tuple [w,ψ,φ] in which w denotes the displacement and ψ
and φ denote the angles of rotation of a plate ﬁlament, will describe the transverse deﬂections of the thin homogeneous
isotropic plate of uniform thickness h whose middle surface in equilibrium coincides with the interface Γ0 between the
acoustic medium and the structural medium.
The constitutive equations for the vibrations of a structural acoustic model with Reissner–Mindlin plate interface, which
is clamped along ∂0Γ0 and free along ∂1Γ0 and equipped with Kelvin–Voigt damping in the interior of the interface, com-
prise the following interactive system in z, w , ψ and φ:
ztt − c2z = 0 in Ω × (0,∞),
z = 0 on Γ1 × (0,∞),
∂z
∂n
− η
c2
wt = 0 on Γ0 × (0,∞),
ρh3
12
(ψtt, φtt) − D∇ ·M(ψ,φ) − D∇ ·M(ψt, φt) + KF(w,ψ,φ) + KF(wt ,ψt, φt) = 0
ρhwtt − K∇ · F(w,ψ,φ) − K∇ · F(wt,ψt, φt) + ηzt = 0
on Γ0 × (0,∞),
ψ = φ = w = 0 on ∂0Γ0,
DMn= 0
KF · n= 0 on ∂1Γ0,
where
M(ψ,φ) = (mij)(ψ,φ) =
[
ψx + μφy ( 1−μ2 )(ψy + φx)
(
1−μ
2 )(ψy + φx) φy + μψx
]
and
F= [ψ + wx, φ + wy], n= [n1,n2]
denote respectively the moment matrix, the shear force vector and the unit outward normal vector to ∂1Γ0. The constant
c =
√
p
η , p the pressure, denotes the speed of sound while ρ denotes the density of the plate. The coeﬃcients K = kEh2(1+μ)
and D = Eh3
12(1−μ2) , with 0 < μ < 1 Poisson’s ratio and E Young’s modulus, denote respectively the shear modulus and the
modulus of ﬂexural rigidity of the plate. As in [8] the physical parameters c2, ρ , h, K and D will be retained.
It is clear that the above system of constitutive equations, appended by initial conditions, yields the following initial–
boundary-value problem in (z,w,ψ,φ), to be referred to in what follows as Pr(P ):
ztt − c2z = 0 in Ω × (0,∞),
z = 0 on Γ1 × (0,∞),
∂z
∂n
− η
c2
wt = 0 on Γ0 × (0,∞),
ρh3
12
ψtt − Dψxx − D
(
1− μ
2
)
ψyy − D
(
1+ μ
2
)
φxy + K (ψ + wx)
− Dψxxt − D
(
1− μ
2
)
ψyyt − D
(
1+ μ
2
)
φxyt + K (ψ + wx)t = 0 on Γ0 × (0,∞),
ρh3
12
φtt − Dφyy − D
(
1− μ
2
)
φxx − D
(
1+ μ
2
)
ψxy + K (φ + wy)
− Dφyyt − D
(
1− μ
2
)
φxxt − D
(
1+ μ
2
)
ψxyt + K (φ + wy)t = 0 on Γ0 × (0,∞),
ρhwtt − K (ψ + wx)x − K (φ + wy)y + ηzt − K (ψ + wx)xt − K (φ + wy)yt = 0 on Γ0 × (0,∞),
ψ = φ = w = 0 on ∂0Γ0 × (0,∞),
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[
D(ψx + μφy)
]+ n2
[
D
(
1− μ
2
)
(ψy + φx)
]
= 0
n2
[
D(φy + μψx)
]+ n1
[
D
(
1− μ
2
)
(ψy + φx)
]
= 0
K
[
(ψ + wx)n1 + (φ + wy)n2
]= 0
on ∂1Γ0 × (0,∞),
z(x,0) = z0, zt(x,0) = z1, w(x,0) = w0, wt(x,0) = w1,
ψ(x,0) = ψ0, ψt(x,0) = ψ1, φ(x,0) = φ0, φt(x,0) = φ1.
Remark. (i) The reader is referred to [13, pp. 13–17] for a heuristic derivation of the undamped (uncoupled) Reissner–
Mindlin plate equations by implementing appropriate strain-displacement and stress-strain relations together with the
Principle of Virtual Work, i.e.
∫ T
0 (Kb − Pb)dt = 0 with Pb , the strain energy in bending and Kb , the kinetic energy
in bending, given by 2Pb = D
∫
Γ0
[ψ2x + φ2y + 2μψxφy + ( 1−μ2 )(ψy + φx)2]dΓ0 + K
∫
Γ0
[(ψ + wx)2 + (φ + wy)2]dΓ0 and
2Kb = ρh
∫
Γ0
[w2t + h
2
12 (ψ
2
t + φ2t )]dΓ0 respectively.
(ii) The damping in the plate may be weakened to viscous damping—the form of the plate equations for this case is
obvious. Note that a model for a Timoshenko beam equipped with “viscous internal” damping which in the speciﬁc paper is
precisely Kelvin–Voigt damping, together with feedback boundary controls at the free end, has been analyzed by K. Ito and
N. Kunimatsu [11] with a view to achieving uniform stability. This was achieved by constructing an analytic semigroup for
the semigroup formulation of the problem. Quite remarkably it is shown that, in the presence of the Kelvin–Voigt damping,
large coeﬃcients of the feedback boundary controls may cause undesirable effects on the degree of stability of the system.
3. Mathematical setting and preliminary results
In this section we cast Pr(P ) in the form of an abstract evolution equation in a product space which will explicitly
incorporate the action of the interactive terms in the model, i.e., on the interface of the structure. Along with the fact
that the elastic operator A˙ in the plate equations in Pr(P ) acts on a 3-tuple of variables, this approach will require the
construction of an extension map from (L2(Γ0))3 to L2(Ω). Moreover the elastic operator will be deﬁned in variational
form by making use of the bilinear form a([w,ψ,φ]) encountered in the study of the Reissner–Mindlin plate equations.
Thus an explicit formulation of the resolvent of the generator of the C0 semigroup of contractions will not be available.
Consequently the spectral criterion due to Arendt–Batty/Liubich–Vu [1] cannot be used directly in establishing the strong
stability of the model and we shall resort to the Tomilov resolvent criterion [20] in which only the action of the resolvent
and no explicit representation thereof is needed.
In what follows we shall use the notations:
Hm(Ω), m  1, denotes the usual Sobolev spaces of order m endowed with norms ‖ · ‖m,Ω or equivalent norms as will
be indicated. H0(Ω) denotes the Hilbert space L2(Ω) with norm ‖ · ‖0,Ω :
H1Γ1(Ω) :=
{
f : f ∈ H1(Ω), f = 0 on Γ1
}
.
γ : H1(Ω) → H 12 (Γ0) denotes the following restriction of the classical trace operator γ0 to Γ0:
∀z ∈ H1(Ω), γ z =
{
z|Γ0 on Γ0,
0 on Γ1.
To describe the dynamics in the domains Ω and Γ0 we need the following operators:
A : D(A) ⊂ L2(Ω) → L2(Ω) is given by
Az = −c2z, D(A) =
{
f : f ∈ H1(Ω),  f ∈ L2(Ω), f |Γ1 = 0,
∂ f
∂n
∣∣∣∣
Γ0
= 0
}
.
A is clearly self-adjoint and positive so that the fractional power A
1
2 is deﬁned and by the well-known characterization due
to Grisvard [7] we have D(A
1
2 ) = H1Γ1 (Ω) endowed with the norm c‖∇z‖0,Ω .
A˙ : D( A˙) ⊂ (L2(Γ0))3 → (L2(Γ0))3 is here deﬁned in variational form (see [13, p. 25] for an explicit deﬁnition with the
aid of three operators L1, L2, L3) by(
A˙[w,ψ,φ], [wˆ, ψˆ, φˆ])0,Γ0 := a
([w,ψ,φ]; [wˆ, ψˆ, φˆ])
with
a
([w,ψ,φ]; [wˆ, ψˆ, φˆ])= D
[(
∂ψ
∂x
,
∂ψˆ
∂x
)
+
(
∂φ
∂ y
,
∂φˆ
∂ y
)
+ μ
(
∂ψ
∂x
,
∂φˆ
∂ y
)
+ μ
(
∂φ
∂ y
,
∂ψˆ
∂x
)
0,Γ0 0,Γ0 0,Γ0 0,Γ0
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2
(
∂ψ
∂ y
+ ∂φ
∂x
,
∂ψˆ
∂ y
+ ∂φˆ
∂x
)
0,Γ0
]
+ K
[(
ψ + ∂w
∂x
, ψˆ + ∂ wˆ
∂x
)
0,Γ0
+
(
φ + ∂w
∂ y
, φˆ + ∂ wˆ
∂ y
)
0,Γ0
]
for all suﬃciently smooth [w,ψ,φ], [wˆ, ψˆ, φˆ]. We recall that a([w,ψ,φ]) furnishes a norm equivalent to the usual norm
in (H1(Γ0))3 by Korn’s inequality. Since once more A˙ is self-adjoint and positive we have D( A˙
1
2 ) := V = (H1∂0Γ0 (Γ0))3 so
that we can be more precise in the deﬁnition of A˙ by writing 〈 A˙[w,ψ,φ], [wˆ, ψˆ, φˆ]〉V ′×V = a([w,ψ,ψ]; [wˆ, ψˆ, ψˆ]) and
a([w,ψ,φ]) = ‖ A˙ 12 [w,ψ,φ]‖20,Γ0 ∀[w,ψ,φ] ∈ V .
To obtain the desired abstract evolution equation which will incorporate the interaction between the wave dynamics and
the plate dynamics on the interface we proceed as follows: Since in the problem under consideration the wave dynamics
features only in the PDE for the displacement w of the plate and not in the PDEs for the shear angles ψ and φ we ﬁrst
deﬁne the natural projection K : D(K ) ⊂ D( A˙ 12 ) → H1∂0Γ0 (Γ0) given by
K [v,h, j] = v.
Next, availing ourselves of the classical Neumann extension map Ncl from L2(∂Ω) to L2(Ω) due to Triggiani [21, p. 443],
we deﬁne the map N : D(N) ⊂ L2(Γ0) → D(A 12 ):1 by
Ng = z iff
⎧⎪⎪⎨
⎪⎪⎩
z = 0 in Ω,
z|Γ1 = 0,
∂z
∂n
∣∣∣∣
Γ0
= g.
The composition NK now furnishes the required extension map such that NK ∈ L((L2(Γ0))3, D(A 12 )) and ANK ∈
L((L2(Γ0))3, [D(A 12 )]′). Moreover K ∗N∗A ∈ L(D(A 12 ), (L2(Γ0))3).
We now deﬁne the energy space
H := D(A 12 )× L2(Ω) × D( A˙ 12 )× (L2(Γ0))3
topologized by the usual product norm.
Next A :D(A) ⊂ H → H is deﬁned by
AU=
⎡
⎢⎣
0 −I 0 0
A 0 0 −c−2ηANK
0 0 0 −I
0 c−2ηK ∗N∗A A˙ A˙μ′
⎤
⎥⎦U, U= [z, zt , [w,ψ,φ], [wt ,ψt , φt]] ∈ D(A)
with
D(A) = {U, U ∈ (D(A 12 ))2 × (D( A˙ 12 ))2, z − NK [wt ,ψt, φt] ∈ D(A), A˙1−μ′ [w,ψ,φ] + [wt,ψt , φt] ∈ D( A˙μ′)}.
It is clear that in the problem under consideration μ′ = 1 in the entry A˙μ′ . The symbol μ′ is only introduced to make the
role of the Kelvin–Voigt damping in the plate more visible.
Finally we deﬁne the canonical operator C in H by
C :=
⎡
⎢⎣
I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 ρh[1, h212 , h
2
12 ]I
⎤
⎥⎦ .
By implementing our deﬁnitions and taking the initial data [z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]] ∈ H we can write Pr(P ) in
the form
C dU
dt
+ AU= 0,
U|t=0 = U0. Pr(AEP)
It should be emphasized that the operator A˙ in the deﬁnition of A acts on a 3-tuple of variables so that we have eight variables
acting in Pr(AEP).
1 This is conservative – more regularity is available, i.e. we have N ∈L(L2(Γ0), H1+Γ (Ω)), with  > 0 small [3, p. 280] – clearly H1+Γ (Ω) ⊂ D(A
1
2 ).1 1
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for the classical extension operator Ncl . On the strength of said results we have ﬁrstly that the entry −c−2ηANK , which
is related to the classical extension map Ncl by −c−2ηANK [wt,ψt, φt] = −c−2ηANclK wt , in the deﬁnition of A, serves to
express the coupled boundary condition ∂z
∂n = ηc2 wt on the interface boundary Γ0 in the PDE system for z in Pr(P ). Again
by the properties of the classical extension map Ncl it is readily shown that the entry c−2ηK ∗N∗A in the deﬁnition of A
satisﬁes c−2ηK ∗N∗Azt = γ ηzt . More precisely we have that for zt ∈ D(A 12 ), [w,ψ,φ] ∈ (L2(Γ0))3
(
c−2ηK ∗N∗Azt , [w,ψ,φ]
)
0,Γ0
= (Azt, c−2ηNK [w,ψ,φ])0,Γ0
= (Azt, c−2ηNclw)0,Γ0
= (c−2ηN∗cl Azt,w)0,Γ0
= (ηzt ,w)0,Γ0 .
Thus the entry c−2ηK ∗N∗A of A serves to reﬂect the presence of the acoustic pressure in the PDE for the displacement w .
We now turn to the question of existence of unique solutions of Pr(AEP). By using standard techniques, i.e., validating the
conditions of the Lumer–Philips theorem [19, p. 14], we have that −C−1A is the inﬁnitesimal generator of a C0 semigroup
of contractions exp(−tC−1A) ⊂ L(H) which furnishes a unique solution U = exp(−tC−1A)U0 ∈ C([0, T ];H) for Pr(AEP).
Thus we have
Proposition 3.1. Let [z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]] ∈ H. Then there exists a unique (weak) solution [z, [w,ψ,φ]] of Pr(P ) such
that [z, zt, [w,ψ,φ], [wt,ψt, φt]] ∈ C([0, T ];H).
In what follows the limiting behavior of the resolvent R(λ;−C−1A) as Reλ → 0 will be investigated with a view to
establish strong stability of the semigroup exp(−tC−1A), i.e. limt→∞ exp(−tC−1A)U = 0 ∀U ∈ H, by implementing the
resolvent criterion due to Tomilov. In this regard the following energy decay result is conducive to the expectation that
asymptotic stability of exp(−tC−1A) is attainable.
Proposition 3.2. The energy functional E(t) := Ek(t) + Ep(t) in which
2Ek(t) = ‖zt‖20,Ω + ρh‖wt‖20,Γ0 +
ρh3
12
(‖ψt‖20,Γ0 + ‖φt‖20,Γ0
)
,
2Ep(t) = c2‖∇z‖20,Ω + K
(‖ψ + wx‖20,Γ0 + ‖φ + wy‖20,Γ0
)
+ D
∫
Γ0
(
ψ2x + φ2y + 2μψxφy +
(
1− μ
2
)
(ψy + φx)2
)
dΓ0
satisﬁes the following energy decay property: For 0 s < t
E(t) − E(s) = −
t∫
s
[
a
([
wt(τ ),ψt(τ ),φt(τ )
])]
dτ
= −
t∫
s
∥∥ A˙ μ′2 [wt(τ ),ψt(τ ),φt(τ )]∥∥20,Γ0 dτ .
The proof of Proposition 3.2 is achieved with the aid of the usual “formal” energy method by multiplication of the
equations in z, w , ψ , φ by zt , wt , ψt , φt , integration on (s, t) and application of Green’s formula. We note that under
addition of the resulting equations the interactive terms in the equations on Γ0 are annihilated. Also the deﬁnitions of Ep
and Ek coincide with the expressions for Pb and Kb in the remark in Section 1, as can be expected. Finally the reader is
referred to [8, p. 129] for justiﬁcation of the above-mentioned “formal” procedure.
4. Strong stabilization of structural acoustic model
In this section we establish the property of strong stability of the weak solutions of Pr(AEP), i.e. we show that
limt→∞ exp(−tC−1A)U= 0 ∀U ∈ H. To this end we shall use the resolvent criterion due to Tomilov [20, p. 76] following an
earlier version of the criterion due to Boyadzhiev and Levan [6].
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(strongly) stable if and only if there exists a dense set M ⊂ H such that
lim
α→0+
√
αR(α + iβ;−A)x = 0 for every x ∈ M and almost every β ∈ R1.
With a view to invoke Tomilov’s criterion we need to show that the contraction semigroup exp(−tC−1A) constructed in
the previous section is completely non-unitary (c.n.u.). The proof is completely analogous to the proof of the c.n.u. property
in [5].
Proposition 4.2. The contraction semigroup exp(−tC−1A) with generator −C−1A :D(A) ⊂ H → H is completely non-unitary.
Proof. We assume that for any given [z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]] the solution [z, zt , [w,ψ,φ], [wt,ψt , φt]] satisﬁes∥∥[z, zt , [w,ψ,φ], [wt ,ψt, φt]]∥∥H ≡
∥∥exp(−tC−1A)[z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]]∥∥H
= ∥∥[z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]]∥∥H ∀t > 0.
On the strength of Proposition 3.2 it follows that [wt ,ψt, φt] = 0 a.e. on Γ0 × (0,∞). Differentiation of the PDE for w
now yields ztt = 0 on Γ0. This yields that p = ztt satisﬁes the over-determined wave system since now ∂p∂n |Γ0 = p|Γ0 = 0
whence by Holmgren’s Uniqueness Theorem p = ztt ≡ 0 in Ω¯ . This transforms the wave equation into an elliptic problem
with solution z ≡ 0 and thus zt ≡ 0. Considering again the elastic PDE we obtain a([w,ψ,φ]) = 0. This together with the
boundary conditions on ∂Γ yields [w,ψ,φ] ≡ 0. Finally we have [z, zt , [w,ψ,φ], [wt,ψt , φt]] ≡ 0. Thus the vector of initial
data which satisﬁes our assumption is necessarily the trivial vector. 
With a view to validating the limit condition in Tomilov’s resolvent criterion we will need a priori estimates which will
be instrumental in obtaining the required strong limit condition. Whenever the constant C is used, it denotes a generic
positive constant which may be dependent on e.g., some real number, and different in each occurrence—a subscript will be
used to denote dependence where deemed important, e.g., Cβ . Having cast Pr(P ), with the aid of modiﬁcations required
by the additional variables in the problem, into an operator-theoretic form which resembles that for the more classical
structural acoustic model considered by Avalos [5], we are able to closely follow the strategy followed in the cited work.
Thus we will consider the resolvent equation associated with the generator −C−1A of the c.n.u. semigroup constructed in
Section 3. First we deﬁne
K = {β ∈ R1: β2 is an eigenvalue of A : D(A) ⊂ L2(Ω) → L2(Ω)}.
Consider now for given [F0, F1, [G0, H0, J0], [G1, H1, J1]] ∈ H the resolvent equation
(
λI + C−1A)
⎡
⎢⎣
z0
z1
[w0,ψ0, φ0]
[w1,ψ1, φ1]
⎤
⎥⎦=
⎡
⎢⎣
F0
F1
[G0, H0, J0]
[G1, H1, J1]
⎤
⎥⎦ Pr(R)
with λ = α + iβ , β ∈ R1 \K, β = 0, α > 0. By applying C to this equation and writing the resulting equation componentwise
while letting ρh[1, h212 , h
2
12 ] = κ = κρ,h , we arrive at Pr(R′), i.e., the system
λz0 − z1 = f0,
λz1 + Az0 − c−2ηANK [w1,ψ1, φ1] = f1,
λ[w0,ψ0, φ0] − [w1,ψ1, φ1] = [g0,h0, j0],
λκ[w1,ψ1, φ1] + c−2ηK ∗N∗Az1 + A˙[w0,ψ0, φ0] + A˙μ′ [w1,ψ1, φ1] = [g1,h1, j1] Pr(R′)
or equivalently the system
λ2z0 + Az0 − λc−2ηANK [w0,ψ0, φ0] = f1 + λ f0 − c−2ηANK [g0,h0, j0],
λ2κ[w0,ψ0, φ0] + λc−2ηK ∗N∗Az0 + A˙[w0,ψ0, φ0] + λ A˙μ′ [w0,ψ0, φ0]
= [g1,h1, j1] + λκ[g0,h0, j0] + c−2ηK ∗N∗A f0 + A˙μ′ [g0,h0, j0] (4.1)
in [z0, [w0,ψ0, φ0]] in which
f0 = F0, f1 = F1,
[g0,h0, j0] = [G0, H0, J0], [g1,h1, j1] = κ[G1, H1, J1].
We now implement the algorithm devised by Avalos [5]. Distinguishing between real and imaginary parts in the ﬁrst
equation of Pr(R′) and in (4.1) we obtain
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α Im z0 + β Re z0 − Im z1 = Im f0, α Im[w0,ψ0, φ0] + β Re[w0,ψ0, φ0] − Im[w1,ψ1, φ1] = Im[g0,h0, j0],
(4.2)(
α2 − β2)Re z0 + A Re z0 − 2αβ Im z0 − αc−2ηANK Re[w0,ψ0, φ0] + βc−2ηANK Im[w0,ψ0, φ0] = Re Fα, (4.3)(
α2 − β2) Im z0 + A Im z0 + 2αβ Re z0 − βc−2ηANK Re[w0,ψ0, φ0] − αc−2ηANK Im[w0,ψ0, φ0] = Im Fα, (4.4)(
α2 − β2)κ Re[w0,ψ0, φ0] + αc−2ηK ∗N∗A Re z0 − βc−2ηK ∗N∗A Im z0
+ A˙ Re[w0,ψ0, φ0] − 2αβκ Im[w0,ψ0, φ0] + α A˙μ′ Re[w0,ψ0, φ0] − β A˙μ′ Im[w0,ψ0, φ0] = ReGα, (4.5)(
α2 − β2)κ Im[w0,ψ0, φ0] + αc−2ηK ∗N∗A Im z0 + βc−2ηK ∗N∗A Re z0
+ A˙ Im[w0,ψ0, φ0] + 2αβκ Re[w0,ψ0, φ0] + α A˙μ′ Im[w0,ψ0, φ0] + β A˙μ′ Re[w0,ψ0, φ0] = ImGα (4.6)
with
Fα = Re f1 + α Re f0 − β Im f0 − c−2ηANK Re[g0,h0, j0]
+ i(Im f1 + β Re f0 + α Im f0 − c−2ηANK Im[g0,h0, j0]), (4.7)
Gα = Re[g1,h1, j1] + ακ Re[g0,h0, j0] − βκ Im[g0,h0, j0] + c−2ηK ∗N∗A Re f0 + A˙μ′ Re[g0,h0, j0]
+ i(Im[g1,h1, j1] + βκ Re[g0,h0, j0] + ακ Im[g0,h0, j0] + c−2ηK ∗N∗A Im f0 + A˙μ′ Im[g0,h0, j0]). (4.8)
By now multiplying (4.3)–(4.6) by −α Im z0, α Re z0, −α Im[w0,ψ0, φ0] and α Re[w0,ψ0, φ0] respectively, integrating and
adding the resulting relations, we obtain
Lemma 4.3.
(i) The structural component [Re[w0,ψ0, φ0], Im[w0,ψ0, φ0]] in Pr(R′) satisﬁes
αβ
(∥∥ A˙ μ′2 Re[w0,ψ0, φ0]∥∥20,Γ0 +
∥∥ A˙ μ′2 Im[w0,ψ0, φ0]∥∥20,Γ0
)
+ 2α2β[(‖Re z0‖20,Ω + ‖Im z0‖20,Ω)+ (κ∥∥Re[w0,ψ0, φ0]∥∥20,Γ0 + κ
∥∥Im[w0,ψ0, φ0]∥∥20,Γ0
)]
= 2α2c−2η[(Im[w0,ψ0, φ0], K ∗N∗A Re z0)0,Γ0 −
(
Re[w0,ψ0, φ0], K ∗N∗A Im z0
)
0,Γ0
]
+ α[(Im Fα,Re z0)0,Ω − (Re Fα, Im z0)0,Ω]
+ α[(ImGα,Re[w0,ψ0, φ0])0,Γ0 −
(
ReGα, Im[w0,ψ0, φ0]
)
0,Γ0
]
. (4.9)
(ii) The structural component [w0,ψ0, φ0] satisﬁes
α
∥∥ A˙ μ′2 [w0,ψ0, φ0]∥∥20,Γ0 + 2α2
(‖z0‖20,Ω + κ∥∥[w0,ψ0, φ0]∥∥20,Γ0
)
 Cβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H (4.10)
with Cβ a constant depending on β and, here and in what follows, on the physical parameters of the problem, e.g., c and η, but
not on α. Note that to obtain the upper bound in the right-hand side of (4.10) we employ a fundamental result in the theory of
semigroups [19, p. 8] which states that an operator B in a Banach space X is the generator of a C0 semigroup of contractions if
and only if
∥∥R(λ;B)∥∥X  1Reλ, Reλ > 0. (4.11)
This yields for the forcing terms Fα and Gα , e.g.,
∣∣α(Re Fα,Re z0)0,Ω ∣∣ αCβ∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥H
∥∥[z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]]∥∥H
 Cβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H
with the constant Cβ independent of α,0< α  M.
Before obtaining a priori bounds for z0 and [w0,ψ0, φ0] in the ﬁnite energy norm, we need
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‖√αz0‖0,Ω  Cβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥H. (4.12)
Proof. The proof is achieved by using the relations(
β2 − A)Re z0 = α2 Re z0 − 2αβ Im z0 − αc−2ηANK Re[w0,ψ0, φ0] + βc−2ηANK Im[w0,ψ0, φ0] − Re Fα,(
β2 − A) Im z0 = α2 Im z0 + 2αβ Re z0 − βc−2ηANK Re[w0,ψ0, φ0] − αc−2ηANK Im[w0,ψ0, φ0] − Im Fα
obtained from (4.3)–(4.4). We now apply R(β2; A), multiply by α Re z0 and α Im z0 respectively and apply Lemma 4.3. 
Proposition 4.4 and Lemma 4.3 will be instrumental in obtaining the desired a priori estimates for z0 and [w0,ψ0, φ0]
in the ﬁnite energy norm.
Lemma 4.5.
(i) The component [z0, [w0,ψ0, φ0]] of Pr(R′) satisﬁes
α
(∥∥A 12 z0∥∥20,Ω +
∥∥ A˙ 12 [w0,ψ0, φ0]∥∥20,Γ0
)+ α2∥∥ A˙ μ′2 [w0,ψ0, φ0]∥∥20,Γ0
= 2αβc−2η[(Re[w0,ψ0, φ0], K ∗N∗A Im z0)0,Γ0 −
(
Im[w0,ψ0, φ0], K ∗N∗A Re z0
)
0,Γ0
]
+ α(β2 − α2)(‖z0‖20,Ω + κ∥∥[w0,ψ0, φ0]∥∥20,Γ0
)+ α[(Re Fα,Re z0)0,Ω + (Im Fα, Im z0)0,Ω
+ (ReGα,Re[w0,ψ0, φ0])0,Γ0 +
(
ImGα, Im[w0,ψ0, φ0]
)
0,Γ0
]
. (4.13)
(ii) The component [z0, [w0,ψ0, φ0]] of Pr(R′) satisﬁes∥∥√αA 12 z0∥∥0,Ω +
∥∥√α A˙ 12 [w0,ψ0, φ0]∥∥0,Γ0  Cβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥H (4.14)
with Cβ dependent on β but not on α,0 α  M.
Proof. The validity of the statement follows by multiplying (4.3) and (4.4) by α Re z0 and α Im z0 respectively and (4.5)
and (4.6) by α Re[w0,ψ0, φ0] and α Im[w0,ψ0, φ0] respectively. Integration and addition of the resulting relations
yield (4.13).
To prove (ii) we estimate the right-hand side of (4.13) by observing that ‖K ∗N∗A Im z0‖0,Γ0  C‖A
1
2 z0‖0,Ω for
z0 ∈ D(A 12 ) by using trace theory. Thus we have
αβc−2η
∣∣(Re[w0,ψ0, φ0], K ∗N∗A Im z0)0,Γ0
∣∣ αβc−2ηC(∥∥ A˙ μ′2 Re[w0,ψ0, φ0]∥∥0,Γ0
∥∥A 12 Im z0∥∥0,Ω)
 αβc−4η2
∥∥A 12 z0∥∥20,Ω + αβC
∥∥ A˙ μ′2 [w0,ψ0, φ0]∥∥20,Γ0
 αβc−4η2
∥∥A 12 z0∥∥20,Ω + Cβ,
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H
by Lemma 4.3(ii). The ﬁrst term can clearly be absorbed into the left-hand side of (4.13) by taking  small enough. Using the
same procedure to treat the second term in the ﬁrst line of the right-hand side of (4.13), while employing Proposition 4.4
and once more Lemma 4.3 to estimate the other terms, we obtain the desired estimate (4.14). It is also clear that damping
in the plate is, on the one hand indispensable, but on the other hand, may be weakened to viscous damping. 
Before proceeding to validating the required strong limit condition of Theorem 4.1, we return to Lemma 4.3 to establish,
with the aid of Lemma 4.5, two limit results.
Proposition 4.6. The damping term A˙
μ′
2 [w0,ψ0, φ0] in Pr(R′) satisﬁes
lim
α→0+
√
α A˙
μ′
2 [w0,ψ0, φ0] = 0 in
(
L2(Γ0)
)3
. (4.15)
Proof. Considering the terms on the right-hand side of (4.9) we have
2α2c−2η
[(
Im[w0,ψ0, φ0], K ∗N∗A Re z0
)
0,Γ0
− (Re[w0,ψ0, φ0], K ∗N∗A Im z0)0,Γ0
]
 αc−2ηC
(∥∥√α A˙ 12 Im[w0,ψ0, φ0]∥∥0,Γ0
∥∥√αA 12 Re z0∥∥0,Ω +
∥∥√α A˙ 12 Re[w0,ψ0, φ0]∥∥0,Γ0
∥∥√αA 12 Im z0∥∥0,Ω)
 αCβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H (4.16)
on the strength of Lemma 4.5(ii).
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α
∣∣(Im Fα,Re z0)0,Ω − (Re Fα, Im z0)0,Ω − (ReGα, Im[w0,ψ0, φ0])0,Γ0 +
(
ImGα,Re[w0,ψ0, φ0]
)
0,Γ0
∣∣

√
α
(‖Fα‖0,Ω‖√αz0‖0,Ω + ‖Gα‖0,Γ0∥∥√α[w0,ψ0, φ0]∥∥0,Γ0
)

√
αCβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H (4.17)
by invoking (4.12) and once more Lemma 4.5(ii). By taking limits as α → 0+ the proof of Proposition 4.6 is complete. 
Proposition 4.6 in turn leads to
Proposition 4.7. The acoustic component z0 in Pr(R′) satisﬁes
lim
α→0+
√
αz0 = 0 in L2(Ω). (4.18)
Proof. From the expressions in the proof of Proposition 4.4 we have
√
α Re z0 =
√
αR
(
β2; A)[βc−2ηANK Im[w0,ψ0, φ0] + α2 Re z0 − 2αβ Im z0
− αc−2ηANK Re[w0,ψ0, φ0] − Re Fα
]
,
√
α Im z0 =
√
αR
(
β2; A)[−βc−2ηANK Re[w0,ψ0, φ0] + α2 Im z0 + 2αβ Re z0
− αc−2ηANK Im[w0,ψ0, φ0] − Im Fα
]
. (4.19)
Since R(β2; A)ANK ∈ L((L2(Γ0))3, L2(Ω)) is bounded independently of α, we have
lim
α→0+
∥∥√αR(β2; A)ANK Im[w0,ψ0, φ0]∥∥0,Γ0 = 0 in L2(Ω)
by using Proposition 4.6. By applying Lemma 4.5 to handle the other terms on the right-hand side of (4.19) the validity of
Proposition 4.7 is established. 
Finally we will accomplish the convergence of the (entire) component
√
α[z0, [w0,ψ0, φ0]] in the ﬁnite energy topology.
Proposition 4.8. The component [z0, [w0,ψ0, φ0]] satisﬁes
lim
α→0+
(∥∥√αA 12 z0∥∥20,Ω +
∥∥√α A˙ 12 [w0,ψ0, φ0]∥∥20,Γ0
)= 0.
Proof. We return to the right-hand side of (4.13). Considering the ﬁrst term we have
2αβc−2η
∣∣(Re[w0,ψ0, φ0], K ∗N∗A Im z0)0,Γ0 −
(
Im[w0,ψ0, φ0], K ∗N∗A Re z0
)
0,Γ0
∣∣
 βc−2ηC
(∥∥√α Re[w0,ψ0, φ0]∥∥0,Γ0
∥∥√αA 12 Im z0∥∥0,Ω +
∥∥√α Im[w0,ψ0, φ0]∥∥0,Γ0
∥∥√αA 12 Re z0∥∥0,Ω)
 Cβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥H(
∥∥√α Re[w0,ψ0, φ0]∥∥0,Γ0 +
∥∥√α Im[w0,ψ0, φ0]∥∥0,Γ0
)
by implementing Lemma 4.5(ii). By taking limits and using Proposition 4.6 we obtain
lim
α→0+
αβc−2η
∣∣(Re[w0,ψ0, φ0], K ∗N∗A Im z0)0,Γ0 −
(
Im[w0,ψ0, φ0], K ∗N∗A Re z0
)
0,Γ0
∣∣= 0.
We also have by virtue of (4.15) and (4.18) that the (positive) term in the second line of the right-hand side of (4.13)
satisﬁes
lim
α→0+
αβ2
(‖z‖20,Ω + κ∥∥[w0,ψ0, φ0]∥∥20,Γ0
)= 0.
With regard to the forcing terms on the right-hand side of (4.13) we have
α
∣∣(Re Fα,Re z0)0,Ω + (Im Fα, Im z0)0,Ω + (ReGα,Re[w0,ψ0, φ0])0,Γ0 +
(
ImGα, Im[w0,ψ0, φ0]
)
0,Γ0
∣∣

√
α
(‖Fα‖0,Ω‖√αz0‖0,Ω + ‖Gα‖0,Γ0∥∥√α[w0,ψ0, φ0]∥∥0,Γ0
)

√
αCβ
∥∥[ f0, f1, [g0,h0, j0], [g1,h1, j1]]∥∥2H
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lim
α→0+
α
∣∣(Re Fα,Re z0)0,Ω + (Im Fα, Im z0)0,Ω + (ReGα,Re[w0,ψ0, φ0])0,Γ0 +
(
ImGα, Im[w0,ψ0, φ0]
)
0,Γ0
∣∣= 0.
Lemma 4.5(i) now furnishes
lim
α→0+
(∥∥√αA 12 z0∥∥20,Ω +
∥∥√α A˙ 12 [w0,ψ0, φ0]∥∥20,Γ0
)= 0
which completes the proof of Proposition 4.8. 
Combining everything and using (4.2) we have shown that
lim
α→0+
√
α
∥∥[z0, z1, [w0,ψ0, φ0], [w1,ψ1, φ1]]∥∥H = 0.
By invoking Theorem 4.1 in which we take M = H we now have
Theorem 4.9. The semigroup exp(−tC−1A) generated by C−1A is strongly stable, i.e. ∀U ∈ H we have
lim
t→∞exp
(−tC−1A)U= 0.
In the sense that the semigroup exp(−tC−1A) is associated with the weak solution of Pr(P ) we have asserted the prop-
erty of strong stability for the three-dimensional structural acoustic model Pr(P ) without imposing geometric conditions on
the geometry of the plate interface or incorporating any dissipative mechanism in the wave equation for the gas dynamics.
This is a signiﬁcant contribution which completes the picture on the stability properties of structural acoustic models that
incorporate shear effects over and above displacement and rotational inertia effects in the structural component. Our work
also illustrates the applicability of Tomilov’s resolvent criterion for strong stability of semigroups to concrete PDE models
with the aid of the algorithm devised and used elegantly in [5]. For the adoption of this strategy the author is indebted to
its architect, Prof. George Avalos from the University of Nebraska-Lincoln, Lincoln, USA, for stimulating discussions on the
topic during the IFIP07 meeting in Krakow, Poland. Prof. Irena Lasiecka from the University of Virginia, Charlottesville, USA,
is sincerely thanked for her encouraging interest in this research.
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