Abstract-Current methods for nonintrusive load monitoring (NILM) problems assume that the number of appliances in the target location is known, however, this may not be realistic. In real-world situations, the initial setup of the site can be known but new appliances may be added by users after a period of time, especially in a household or nonrestrictive scenarios. In this sense, current methods without detecting new appliances may not accurately monitor loads of different appliances and scenarios. In this paper, a novel new appliance detection method is proposed for NILM with imbalance classification for appliances switching ON or OFF. The prediction of appliances being switched ON or OFF is an important step in load monitoring and the switching on frequencies for coffee machine and air conditioning in a household are different, making the problem inherently imbalanced. Experimental results show that the proposed method yields outstanding performance against the well-known oversampling method, synthetic minority oversampling technique, on real NILM applications in scenarios with new appliances emerging.
I. INTRODUCTION
T HERE are two major ways to make energy more sustainable, namely, using renewable energy (such as solar, wind, geothermal, etc.) and improving energy utilization efficiency. The generation of renewable energy is still not very stable and scalable in comparison to traditional energy generation methods, e.g., coal and nuclear power plants. With the fact that 40% of global energy is consumed by residential and commercial buildings, effective management of the energy usage is essential to improve energy efficiency [1] . Load monitoring has great potential in many useful applications, for example, energy awareness and energy conservation, controllable load quantitative evaluation, human behavior, and load prediction [2] . Load monitoring helps to understand the energy consumption of specific appliances in a house and make a more energy efficient plan. If the electricity customers are aware of the average consumption of a type of appliance, more personalized and specific energy-saving models of appliances can be recommended to those who are using inefficient devices [3] .
There are two major types of load monitoring, that is, intrusive load monitoring (ILM) and nonintrusive load monitoring (NILM) [4] . The ILM refers to installing sensors on each individual appliance or using intelligent sockets to directly monitor their energy use. The key drawback of the ILM is the requirement of a large number of installation and maintenance costs for installed sensors. Therefore, to make load monitoring more practical, the NILM is proposed. Ideally, the NILM only requires data from a smart meter to disaggregate appliance-level data. The NILM is cost-effective and friendly to the new installation and replacement of appliances. The disaggregation problem is usually solved by machine learning methods, e.g., sparse coding [5] and hidden Markov model [6] .
The NILM problem can be transformed into a multilabel classification problem, such that the ON/OFF state of each appliance is classified simultaneously at each time step [7] . When the NILM problem is treated as a multilabel classification problem, it is inherently a class imbalance problem because some appliances are frequently used (e.g., refrigerators) while others may only occasionally used (e.g., coffee machines). Class imbalance is a common issue in many real-world applications, such as diagnosis of rare diseases, forecasting rare extreme returns in financial markets [8] , power system dynamic stability assessment [9] , fault diagnosis, and anomaly detection [10] . Class imbalance problems occur when one class severely out-represents another [11] , i.e., a class consists of much more samples (i.e., majority class) than other classes (i.e., minority class). Without properly handling the class imbalance issue, classifiers learnt from the skewed dataset will be biased to the majority class and yield a low accuracy on the more important minority class. However, this issue has not been well discussed in current multilabel based learning models for NILM.
Another important issue is that current NILM models are built based on the assumption that the number of appliances during training and testing is fixed. However, in a real-world setting, this assumption seldom holds true because users may add new appliances after a period of time, especially in households and nonrestrictive locations. In this sense, existing algorithms may not be able to accurately monitor loads in the target location. With the introduction of appliances in the loads, it may imply that that the resident has gradually changed the resident behavior due to a personal issue or external factors. For example, driven by the price differences, residents may prefer to purchase and use more energy-saving appliances, or users choose to use more electrical appliances during the valley load period than during the peak load period [12] . Better capturing these patterns may help to infer residents' potential interests and more personalized electricity plan and energy saving appliances could be recommended [13] .
Therefore, in this paper, a new NILM method using the stochastic sensitivity measure-based noise filtering and oversampling (SSMNFOS) method and the multilabel classificationbased new appliance detection and training (NADT) method are proposed to tackle both the class imbalance issue and the new appliances emerging issue. The SSMNFOS is designed to handle the class imbalance problem. The NADT is designed to detect new appliance being added to the load and to update the classifier ensemble to adapt to the introduction of a new appliance in the multilabel NILM classification problem.
Major contributions of this paper are as follows: 1) Based on the knowledge of the authors, this is the first paper to investigate the problem of deployment of the new appliance during the NILM which is inherently unavoidable in real-world NILM problems. This proposed new research problem to the NILM may lead to a new branch of interesting researches to the load monitoring community. 2) A detection and training algorithm for the emergence of a new appliance is proposed to help the multilabel classifier ensemble to adapt to new load monitoring environment (i.e., with more appliances than being told).
3) For multilabel classifier ensemble training, the SSM-NFOS is used to relieve the class imbalance problems among different appliance classes. The SSMNFOS denoises the training dataset before oversampling to enhance the robustness of oversampling with respect to noisy samples. In contrast to existing oversampling methods, e.g., synthetic minority oversampling technique (SMOTE), the SSMNFOS is more robust to noisy samples in the minority class. This is important to the NILM problem because the load measured by the smart meter may have noise interference from deficiency of wires, environment, and/or other factors. The rest of this paper is organized as follows. Related works are introduced in Section II. Section III introduces the proposed method. Experimental setup and results are discussed in Section IV. Section V concludes this paper.
II. RELATED WORKS
In this section, the NILM, the multilabel classification problem for NILM, and imbalance classification techniques are introduced in Sections II-A, II-B, and II-C, respectively.
A. Nonintrusive Load Monitoring
Load monitoring refers to the monitoring of the usage of an appliance in a house. Appliance-level models are crucial for many smart grid technologies such as demand response, energy storage, and integration of more renewables [3] . The two major categories of load monitoring are the ILM and the NILM [4] . The ILM installs a sensor on each appliance or uses an intelligent socket for each appliance. It requires a large number of installation and maintenance costs. To solve this problem, Hart proposed the NILM in the 1990s [4] . Ideally, it only requires data from a smart meter to disaggregate appliance-level data. Most researchers of the NILM focus on monitoring switching events on a single appliance while monitoring a set of the same type of appliances may be more meaningful [14] . Although an appliance does not consume much energy, there may be many such types of appliances (such as lights) in the house and users may switch them all ON or OFF together. In addition to smart meter data, appliance usage characteristic is another important information for load monitoring because the usage period (being turned ON) of some appliances may be relatively fixed (e.g., coffee machine in the morning but rarely in midnight) [13] . Authors of [15] applied deep learning to the NILM while authors of [16] use a semisupervised learning method to deal with situations of label missing in some training data.
B. Multilabel Classification for NILM
When more than one appliance is being monitored, the specific state of the appliance can be obtained by direct observation without using sensors to measure. The multilabel consistent deep transform learning and the multilabel consistent deep dictionary learning are applied to learn the multilabel classification for NILM problems by combining transform learning, dictionary learning, and deep learning [15] . The multilabel k-nearest neighborhood is a multilabel classification variant being derived from the general k-nearest neighborhood classifier [17] . A more effective way may be training an ensemble of classifiers for the multilabel classification NILM problem with each base classifier trained particularly for each appliance [18] . The multilabel classification is then formed by concatenating all results from the classifier ensemble in a vector form. Another method is the Label Powerset which trains a classifier for each pair of class labels for better distinguishing different labels [19] . However, the problem becomes very complicated and huge when the number of labels (i.e., appliances) is large.
Current NILM researches focus on the classification of the ON/OFF states of an appliance or a group of appliances. However, all of them assume that the number and types of appliances are previously fixed prior to the NILM. This is unrealistic because people always buy new appliances and plug them to the power network. In this common scenario, current methods will fail because of the unexpected addition of new appliances. Therefore, the detection and adaptation of the addition of new appliance is an important new challenge to the NILM researches. Better identification of the introduction of new appliances would improve the overall classification performance of the multilabel learning machine.
C. Imbalance Classification
When NILM is considered as a multilabel classification problem, the target is to classify if an appliance is switched ON (1) or OFF (0) at a given time step. Some appliances (e.g., air conditioning) are rarely switched OFF while some appliances (e.g., coffee machine) are rarely switched ON. Therefore, the class imbalance is unavoidable in NILM problem. Proper techniques should be employed to improve the robustness and effectiveness of these systems. Resampling is effective in handling the class imbalance problems and is one of the key elements for the successful operation of many complex systems such as smart grids [9] , [20] .
Undersampling removes redundant majority samples while oversampling replicates or generates new minority samples in order to rebalance the class distribution. Undersampling usually refers to undersampling the majority class because minority class consists of fewer samples and removing them may lead to severe information loss. For example, the diversified sensitivity-based undersampling [21] employs clustering to maintain the distribution of both classes and introduces a stochastic sensitivity-based sampling method to select the most informative samples to create a balance dataset. This procedure is executed several times and a robust classifier is iteratively retrained using these rebalance datasets. Recent studies have been carried out to explore the potential of removing minority samples so as to eliminate minority noisy samples [22] . In [22] , a k-nearest neighbors-based noise filter is applied to remove noises in both classes, after which an undersampling method is applied to rebalance the dataset. In this way, both class noise and class imbalance problems are handled simultaneously.
In contrast to undersampling, oversampling tries to enhance the representation of the minority class by replicating existing minority samples or generates new ones. Among many oversampling methods, the SMOTE is of most popularity [23] , which generates new samples to increase the number of minority samples along a line connecting adjacent minority samples. Variants of the SMOTE mainly try to overcome the drawback of the SMOTE, i.e., it may introduce new noisy minority samples to the dataset or enlarge the overlapping area between classes. For example, the K-influential neighborhood oversampling [24] first filters the minority samples and then applies an oversampling method to the noise-filtered dataset. After that, the filtered noisy samples are added back to the rebalance dataset to avoid the loss of information.
In this paper, the oversampling technique is applied to handle the class imbalance problem to maintain as much useful information as possible. However, the energy data obtained by the meter is often unstable and will fluctuate within a certain range. Thus, the obtained data contains noise, which may affect the classification results. Therefore, a noise filter based oversampling method is applied in this paper to better handle the noisy imbalance problem in the NILM system.
III. NILM WITH NEW APPLIANCE DETECTION
In standard NILM problems, a classifier or an ensemble of a classifier is trained using a given dataset to learn the multilabel classification of the ON/OFF states of a set of given appliances in a house. In a real-world situation, new appliances may be added while existing appliances may be removed from the house. In this paper, the removal of the existing appliance is ignored because they can be classified as OFF without affecting the overall NILM. However, current methods ignoring the emergence of a new appliance may jeopardize the NILM task and mislead the following disaggregation process.
The multilabel state classification problem is a steaming problem in which a chunk of data (readings of the smart meter) arrives in every time step. In each time step, the NADT in the proposed method detects deployment of any new appliance and learns the behavior of this new appliance for multilabel state classification. For both existing and new appliances, the multilabel state classification is learned by the SSMNFOS.
So, there are two major components in the proposed method for NILM with the class imbalance and emerging appliances. The first one is the SSMNFOS while the second one is the NADT. They will be introduced in Sections III-A and III-B, respectively.
A. SSMNFOS Method
The classification of noisy samples will change easily if their features change slightly. Noisy samples exist in both NILM and classification problems. The robustness of the trained classifier can be enhanced by identifying and removing those noisy samples. The SSMNFOS is proposed to train classifiers for noisy and imbalance problems by identifying and removing noisy samples before oversampling to improve the classifier training. Stochastic sensitivities of training samples are evaluated using a neural network ensemble. Samples yielding stochastic sensitivity measures (SSMs) (3) larger than a preselected threshold value are considered as noisy samples and will be removed because they are likely to be misclassified. The threshold value controls how conservative one treats a sample to be noise. The smaller the threshold, the more training samples are regarded as noises. In contrast, a too large threshold leads to very few noisy samples being recognized and the performance of the following oversampling will be hindered. Then, the SSMNFOS oversamples the noise filtered dataset to balance the class distribution. In this way, new noises are not easily introduced to the dataset, thus the SSMNFOS enhances the performance of the oversampling and leads to a classifier with higher generalization capability. Finally, the SSMNFOS trains a classifier using the final balance denoised dataset. The pseudocode of the SSMNFOS is given in Algorithm 1. Fig. 1 illustrates the overall procedure of the SSMNFOS. Fig. 2 demonstrates how the SSMNFOS handles noisy imbalance dataset. A noisy dataset is given in Fig. 2(a) . Fig. 2(b) shows the balance dataset created by the standard SMOTE, while Fig. 2(c) shows the balance dataset created by the SSMNFOS using the SMOTE as the oversampling method. Both methods create balance datasets, but the standard SMOTE creates a noisier dataset in comparison to the original one. In contrast, the balance dataset created by the proposed method is free from noise in this case. This shows the effectiveness of the proposed method.
The SSM of a sample is computed by the average output deviations yielded by small perturbations to its input features. If classifier outputs are severely perturbed by these small perturbations in inputs, the classifier is sensitive to this particular training sample. This sample is more likely to be a noisy sample because it is likely to be surrounded by samples in the other class.
In this paper, the SSM of a training sample x is defined as the proportion of randomly perturbed samples with predicted labels being different from the true label y of x. The SSM is formulated as follows:
where x, y, x p , β, and h(·) ࢠ {0,1} denote a given training sample, the true label of x, the pth perturbed samples around x, the number of perturbed samples, and the predicted label by the classifier h, respectively. Perturbed samples are created via adding small perturbations to inputs of the training sample, such that they are located in a region, i.e., Q-neighborhood. The Q-neighborhood of x is defined as follows:
where Δx, Δx i , Q, n denote the magnitude of perturbations to the training sample, the magnitude of perturbation to the ith input feature of the training sample, the maximum magnitude of perturbation, and the number of features, respectively. For a dataset normalized to [0, 1], Q = 0.1 means that a maximum deviation of 10% from the training sample is allowed for perturbations. Samples located within the Q-neighborhood of a training sample are expected to be in the same class with the training sample. It is because a classifier with a good generalization capability is expected to be robust to such small perturbations.
However, evaluating the SSM value of a sample using only one classifier may yield a high variance. Moreover, a classifier trained using an imbalance dataset may be biased to the majority class. Therefore, a neural network ensemble trained via a balance bagging method is employed in the SSMNFOS to evaluate the SSM values of training samples, which is formulated as follows:
where H (t) and T denote the tth base classifier in ensemble H and the number of base classifiers in H, respectively. The average value of the SSM values of each training sample yielded by all base classifiers in H is utilized as the final SSM value of each sample for noise evaluation. The balance bagging (Algorithm 2) is employed to create multiple balance subdatasets to train the neural network ensemble.
B. New Appliance Detection and Training
The assumption that all appliances are known at the beginning of NILM is not reasonable and unrealistic. In practice, however, 
Algorithm 2:
Draw D /2 samples from each class randomly with replacement and put them in U c)
Train a base classifier (t) based on U using learning algorithm L End for 2. H = argmax y t:H ( t ) (x)=y 1 new appliances may be added to the house and the number of appliances may change. Therefore, an appliance detection and training algorithm is proposed to improve the multilabel classification for NILM. In multilabel NILM problems, an ensemble of neural networks is trained with each base classifier corresponding to the ON/OFF state classification for an appliance. Each base classifier is trained using the SSMNFOS for a given appliance.
To formulate the learning problem, the data collected by the smart meter is assumed to be consecutively sent to the learning system in batches with a fixed size (for example, half an hour of energy readings). In this setting, the learning model is first trained using the first several data chunks and is evaluated using the later upcoming data chunks. So the learning model is evaluated over each data chunk.
If no new appliances emerge in the consecutive data chunks, the performance of the model is expected to maintain at a stable level. However, if new appliances are added to the loads, the performance of the model would be negatively affected because it can only recognize appliances learnt from the previous training data chunks. Therefore, the NADT method in this paper detects new appliances when the overall performance of the ensemble of neural networks drops.
For example, at the beginning of the experiment, there are R appliances in the house. The proposed method first trains R base classifiers for the R appliances. The performance evaluated on these training data is recorded and used as the baseline. Then, the trained model is used to evaluate each incoming data chunk and f) The average metric value of these R + W classifiers on the tth and (t − 1)th data chunks is used to update the baseline B. g) R = R + W. End for the performance is recorded. If the performance on current data chunk differs from the baseline by more than a given threshold, a new appliance is considered to emerge in the current data chunk. This data chunk is used to train a new base classifier to monitor the emerging appliance. Detailed procedures are shown in Algorithm 3. 
IV. EXPERIMENTAL STUDIES
In this section, we divide the experiment into two parts. Part A confirms the advantages of the proposed method SSMNFOS in dealing with noisy imbalance data, and part B confirms that the proposed NADT algorithm can be well combined with SSMNFOS to deal with the problem of new appliance detection in NILM. In parts A and B, the basic classifier of all the methods used is a well-known multilayer perceptron (MLP). The implementation of MLP in WEKA [25] is employed in this paper and the default parameters are used.
A. Imbalance Classification With Noise
In order to evaluate the superiority, robustness, and effectiveness of the SSMNFOS, experiments on imbalance classification with label noises are designed. An electricity price dataset (Australian Electricity Price Data) collected from the Australian National Electricity Market [26] , stability of electrical grid dataset, and another eight widely used imbalance datasets from the KEEL dataset repository [27] and the UCI dataset repository [28] are employed. Although some of the datasets employed in this experiment are not related to electric load monitoring, without loss of generality, they can illustrate the purpose of proposing the method. Both the electrical grid stability simulated data and the Australian electricity price data are datasets related to the smart grid. The collected Australian electricity dataset consists of electricity price data in New South Wales (NSW) and Victoria (VIC) in the year 2018. The task is to determine whether the average spot price ($/MW·h) in NSW is higher than that in VIC in every 30 min. The features used in the classification tasks are the day in a week, the period in a day, the demand of NSW and VIC. Characteristics of datasets are given in Table I , where the imbalance ratio (IR) is defined as the number of majority samples divided by the number of minority samples. Missing data in each dataset has been removed and the number of samples shown in Table I is the number of samples of the processed dataset. Each dataset is randomly split into two halves, one for training and the rest for testing. Ten-time five-fold cross validation is employed for each dataset.
The mean and standard deviation values of the performance for each method over ten runs are recorded for performance evaluation.
To show the differences among different methods, the Friedman's test with a post-hoc Hochberg's test [29] at the significance level of 0.05 is applied to compare the proposed method with other methods over multiple datasets. The compared methods used in this experiment are the SMOTE and the basic MLP (with no treatment to imbalance problem). The performance metric adopted for this experiment is a new metric F derived from the F1 measure. The F1 measure provides a comprehensive consideration of precision and recalls for the positive class. It is defined as follows:
where TP, FP, and FN denote true positive, false positive, and false negative, respectively. For imbalance problems, F1 is often biased to the positive class and ignores the performance of the negative class. In order to evaluate the overall performance of the classifier, F is used as the performance metric of the classifier instead which is defined as follows:
where TN, P, and N denote true negative, the number of positive samples, and the number of negative samples, respectively. To analyze how different methods handle noisy imbalance datasets, noises are manually introduced in the training datasets because most of the datasets we used in this paper may not actually contain noises. We adopt a pair-wise noise introduction scheme as follows: given a pair of classes (y1, y2) and a noise level ρ, an instance with label y1 has a probability of ρ to be incorrectly labeled as y2, so does an instance with label y2. This mechanism was proposed by Zhu et al. [30] , claiming that in realistic situations, only certain types of classes are likely to be mislabeled. Five levels of noises are introduced in the datasets, namely, 0.05, 0.1, 0.2, 0.3, and 0.4.
Results of different methods on dataset Australian electricity price data with different levels of noises are shown in Fig. 3 , the rest are omitted due to space limitation and they all produce similar results.
We can draw some conclusions from it. Increasing the noise level tends to deteriorate the performances of each method. This is mainly because adding noises to the training data increases the learning complexity and skewness of the data. The proposed SSMNFOS outperforms other methods under different noise levels. It shows that SSMNFOS can filter out noisy samples and improve the performance of oversampling. The performance of SMOTE is ultimately lower than that of MLP which does not deal with imbalance problems, this is because directly oversampling the minority classes without properly handling noises introduces more noisy samples to the dataset and further increases the learning complexity. The standard deviation of SSMNFOS Fig. 3 . Results of different methods on dataset Australian electricity price data with different levels of noises. The error bar on each curve shows the mean value over 10 runs ± one standard deviation.
TABLE II RESULTS OF FRIEDMAN'S TEST
is smaller than that of other methods, which indicates that SSMNFOS is more stable than other methods.
Results of the Friedman's test with the post-hoc Hochberg's test are given in Table II . The p-F and p-H mean the p-value computed by Friedman's test and the adjusted p-value computed by the post hoc Hochberg's test, respectively. From Table II , the SSMNFOS yields the lowest average ranks in almost all cases. Almost all p-F values are much less than 0.05, which indicate that there are significant differences among the three methods. Using SSMNFOS as the control method, the p-H of SMOTE and MLP is less than 0.05 in almost all cases, which shows that the proposed method significantly outperforms the SMOTE and MLP.
Based on the above observations, it can be safely concluded that the performance of SSMNFOS on imbalance classification is significantly better than that of the compared methods under different noise levels.
B. Detection of New Appliance
The reference energy disaggregation dataset (REDD) [31] is used to evaluate the performance of the proposed new appliance detection and imbalance multilabel classification algorithm. The low-frequency data in the REDD dataset is used in this paper which contains both the total power and the appliance-level power data of six houses at the frequency of 1 Hz. The load monitoring analysis method is based on the load steady-state analysis method and all the features are derived from power data.
House 1 is used in our experiments because it has more appliances and data. Among them, eleven appliances in House  1, i.e., numbers 3, 4, 6, 9, 10, 12, 13, 14, 16 , 17, and 20 in the dataset are used. As the NILM problem is regarded as a multilabel classification problem, the appliance-level power values are not actually needed but only states of all appliances. When the appliance-level power of an appliance is zero at a time step, it is considered as OFF state. The appliance is at ON state otherwise. In order to simulate the experimental environment in which the new appliance appears, the power of the total meter is the sum of the power of the current appliances in the house.
In the experiments, data arrives batch by batch with each batch containing half an hour of power readings. Then, each batch of data is divided into 180 10-s nonoverlapping data windows. Five load identification features are extracted from multiple power data of each window, which are average, variance, minimum, maximum, and median. Each window is labeled by states of all appliances in the last second of the window in a multilabel vector form. For training and testing division, the protocol in machine learning for streaming data is followed. The newly arrived data chunk serves as the testing samples for the NILM problem. After testing, this data chunk becomes a set of training samples.
When NILM is considered as a multilabel classification problem, there is no obvious bias between positive and negative classes. Therefore, the F measure and accuracy are used as metrics. Owing to the fact that there are multiple classes while both F and F1 are designed for two-class problems only, F macro and F micro metrics are derived from F for multiclass problems [32] . The F macro is calculated from the average F of all classes while the F micro sums up metrics of all classes before computing the final metric. They are two ways to compute the average scores, and later experiments show that their difference is significant SCENARIO 1 Similarly, in order to evaluate the performance of multilabel NILM problems, A macro and A micro are given as follows:
where TN i and A() denote TN of the ith class and equation computing Accuracy as given in (9), respectively. The ON/OFF states of an appliance can be highly imbalance, so the SSMNFOS is compared with both the widely used SMOTE and classifier trained without treatment to the imbalance issue. MLP is used as a base classifier in our experiments.
There are two scenarios in our experiments and the data for the first three days with four appliances (6, 10, 16, and 17) in the house is used as the initial training data. Then, new appliances are added in different orders in the two scenarios with randomly selected time intervals for adding a new appliance. In Scenario 1, starting from the fourth day (testing phase), new appliances are added to the house in the following order: 3, 4, 9, 12, 13, 14, and 20. In Scenario 2, the order of adding appliances is: 3, 12, 9, 4, 14, 13, and 20. In the experiments, the new appliance detection performance of different methods is first tested and then their multilabel classification performances for NILM problems in the two scenarios are tested. For the NADT, λ is set to 0.3 for all experiments which is selected via some preliminary experiments.
In order to illustrate the dynamic performance of each method in a streaming setting, the performance value of each method in the first 1250 batches of data was recorded. Due to the limit of space, only the dynamic performance of different methods in both scenarios in terms of A micro is shown in Fig. 4 in which, red line named as "MLP," green line named as "SMOTE," and blue line named "SSMNFOS" represent the performance of off-the-shelf MLP without handling the class imbalance issue, the performance of the MLP equipped with the SMOTE, and the performance of the MLP equipped with the SSMNFOS, respectively. In order to observe the trend of A micro , we use the moving average with a window size of 50. As shown in Fig. 4 , the performance of all three methods fluctuates severely as time varies. The "MLP" and the "SMOTE" show similar patterns but the "SSMNFOS" outperforms the other two in most of the time. One possible reason for the performance fluctuation is that only five simple time domain features are used to distinguish different classes, which may not be sufficient for training a very strong classifier. The major focus in this experiment is the fair comparison of different methods using the same classifiers and input features. More sophisticated input features can be employed to enhance the robustness of the classifiers, which serves as one of our future works. To get a better understanding of the performance differences among the three methods, more detailed numerical results are given in Tables III-VI.  Tables III and IV show the new appliance detection results using the NADT in the two scenarios. There are a total of seven new appliances in each scenario. The NADT uses the same metric as the final evaluation criterion to detect the addition of a new appliance. Therefore, the metric has a significant effect on the NADT.
Base classifiers are trained with different methods to deal with the imbalance issue in the NILM, namely, widely used SMOTE and the SSMNFOS in this paper. Tables III and IV show new appliance detection results for Scenarios 1 and 2, respectively. In Scenario 1, the SSMNFOS and the SMOTE detect all seven SCENARIO 2 new appliances in three out of four cases, the MLP without treatment to imbalance problems can only detect all seven new appliances in one out of four cases. In Scenario 2, the SSMNFOS and the SMOTE detect all seven new appliances in four out of four cases, the MLP without treatment to imbalance problems cannot detect all seven new appliances in any case. The results show that the imbalance classification algorithm can enhance the performance of NADT in detecting new appliances.
Tables V and VI show the average testing performance of the NADT combined with different treatments to imbalance issues in the NILM over all data chunks in the test phase for Scenarios 1 and 2, respectively. One can observe that the MLP method yields the best performance in terms of A macro in Scenario 1, and the SMOTE performs the best in terms of F macro in Scenario 2. However, the proposed method by combining the NADT with the SSMNFOS yields the best performance in six out of eight cases (four metrics and two scenarios), which may draw a safe conclusion that the proposed method performs better than the other two methods overall.
In summary, the four metrics provide different angles to evaluate the performance of the multilabel learning by the ensemble of neural networks for NILM. The proposed method yields the best performance in most of the cases and is effective for training ensemble of neural networks for handling the NILM problems.
V. CONCLUSION
Current methods for NILM problems assume that the number of appliances in the target location is known which may be unrealistic. In the real world, the initial settings of the site can be known, but new appliances can be added by the user after a period of time, especially in a household or unrestricted scenario. In this situation, current methods that do not detect new appliances may not accurately monitor the load on different appliances and scenarios. Therefore, in this paper, a new appliance detection and a training algorithm NADT were proposed for multilabel classification in NILM. Then the SSMNFOS was applied to train a base classifier for an appliance to form the multiclass ensemble of neural network for the multilabel classification for the NILM. Experimental results showed that the SSMNFOS yielded a better performance than the widely used SMOTE for dealing with imbalance problems in the NILM.
The major contribution of this paper is to propose a new research problem in the NILM. The new appliance detection method proposed in this paper was primitive and more sophisticated detection methods need to be investigated to further improve the new appliance detection for NILM problems.
The proposed method focused on the multilabel classification of ON/OFF states of appliances and the detection of new appliances. Off-the-shelf disaggregation methods may be combined with the proposed method easily to predict and monitor loads of different appliances across time. However, to fully utilize the new appliance detection, a dedicated disaggregation method may be needed. This will be an important future work.
A practical application of this paper is to combine the proposed method with specific knowledge and load patterns of an appliance to predict the failure or performance degradation of an appliance. Based on the classification of ON/OFF state and predicted load patterns, the depreciation model of an appliance can be found and user experience can be enhanced by more precise customer services.
