The scope of this study was to estimate total scatter factors ͑s c,p ͒ of the three smallest collimators of the Cyberknife radiosurgery system ͑5-10 mm in diameter͒, combining experimental measurements and Monte Carlo simulation. Two microchambers, a diode, and a diamond detector were used to collect experimental data. The treatment head and the detectors were simulated by means of a Monte Carlo code in order to calculate correction factors for the detectors and to estimate total scatter factors by means of a consistency check between measurement and simulation. Results for the three collimators were: s c,p ͑5 mm͒ = 0.677± 0.004, s c,p ͑7.5 mm͒ = 0.820± 0.008, s c,p ͑10 mm͒ = 0.871± 0.008, all relative to the 60 mm collimator at 80 cm source-to-detector distance. The method also allows the full width at half maximum of the electron beam to be estimated; estimations made with different collimators and different detectors were in excellent agreement and gave a value of 2.1 mm. Correction factors to be applied to the detectors for the measurement of s c,p were consistent with a prevalence of volume effect for the microchambers and the diamond and a prevalence of scattering from high-Z material for the diode detector. The proposed method is more sensitive to small variations of the electron beam diameter with respect to the conventional method used to commission Monte Carlo codes, i.e., by comparison with measured percentage depth doses ͑PDD͒ and beam profiles. This is especially important for small fields ͑less than 10 mm diameter͒, for which measurements of PDD and profiles are strongly affected by the type of detector used. Moreover, this method should allow s c,p of Cyberknife systems different from the unit under investigation to be estimated without the need for further Monte Carlo calculation, provided that one of the microchambers or the diode detector of the type used in this study are employed. The results for the diamond are applicable only to the specific detector that was investigated due to excessive variability in manufacturing.
I. INTRODUCTION
In recent years, the introduction of new technology in radiation therapy has improved the capability of treating small and irregular lesions. The possibility to provide better conformal dose distributions and more accurate and precise dose delivery offered by techniques such as IMRT, micromultileaf collimators, and image-guided systems such as the Cyberknife ͑Accuray, Inc., Sunnyvale, CA͒ and Tomotherapy ͑Tomotherapy, Inc., Madison, WI͒ has contributed to their diffusion to several centers. On the other hand, it has also raised the impact of dosimetry of small beams on treatment quality. In particular, the determination of total scatter factors ͑s c,p ͒ has a large influence on the calculation of monitor units of small beams. In fact, accuracy within ±3% is difficult to achieve for total scatter factors of small beams 1 and this strongly affects overall dosimetric accuracy, especially if reference levels on the order of ±5% shall be observed. 2 Discrepancies in total scatter factor values have been reported for the smallest collimators of the Cyberknife radiosurgery system. [3] [4] [5] [6] [7] [8] [9] Such discrepancies might be explained as a contribution of several factors: differences in the choice of the dosimeters among centers, possible inaccuracies in the experimental setup ͑in particular for the 5 mm cone͒, and differences in beam parameters between units ͑in particular the electron beam width͒. In fact, it has been observed for other linear accelerators 10 that units with a similar design can have spot sizes that can differ up to 1 mm. This difference can have an impact on the measurement of total scatter factors for small cones, as it will be shown in the next section.
The problem of dosimetry of small beams has been investigated by several authors. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] It is known that the main problems with the detectors are retraceable to their finite size compared to the small size of the beams and to the nonwater equivalence of the materials. Moreover, the dosimetry of small beams is complicated by the lack of lateral electronic equilibrium. For these reasons, many authors have proposed Monte Carlo ͑MC͒ systems as suitable tools for small beam commissioning.
1, [29] [30] [31] [32] [33] [34] [35] The Monte Carlo method represents an "ideal" dosimeter because it can simulate energy deposition per each radiation particle in a given material. The BEAM code 36 has been used extensively and it has shown good agreement with experimental measurements for photon and electron beams. 37 A complete and updated review of papers dealing with output factors of small beams can be found in the recent work by Sauer et al., 38 in which both experimental and Monte Carlo methods are taken into account.
The main goal of this work was to use the Monte Carlo method to calculate s c,p for the three smallest collimators of the Cyberknife radiosurgery system 39 and to obtain correction factors to be applied to raw s c,p data by using Monte Carlo simulations of the detectors used for measurement. Similar correction factors were defined in previous works for radiosurgery 11 and for IMRT. 31, 40 However, since accuracy of Monte Carlo simulation depends on the choice of beam parameters such as energy, divergence, and radial distribution of the electron beam incident on the target, 41 ,42 a prerequisite of this study has been to obtain a means to infer source parameters and to choose the appropriate correction factor for a given detector and for a specific Cyberknife system, even if its beam characteristics do not strictly match those of the unit used for this study. The method to determine beam parameters for Monte Carlo simulation differed from the usual approach consisting of a comparison between measured and calculated depth dose curves and beam profiles, but took into account the actual shape and chemical composition of the detectors, as will be described in the next section. In this sense, in the proposed method experiment and simulation are intertwined and not subordinated to each other as a means to estimate scatter factors of small beams.
II. MATERIAL AND METHODS

II.A. Experimental measurements
Two microchambers and two solid state detectors were used to measure total scatter factors for the three smallest circular collimators available with the Cyberknife radiosurgery system ͑5, 7.5, and 10 mm at 80 cm from the source͒. The microchambers were the PTW PinPoint 31014 and the Exradin A16. The solid state detectors were the PTW 60012 unshielded diode and the PTW TM60003 diamond. The characteristics of diode and diamond detectors have been extensively studied and reported. [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] The characteristics of the detectors employed in this study are summarized in Table I . For the microchambers, the effective point of measurement was determined by comparison with the Exradin T14P parallel-plate chamber, whose effective point of measurement was assumed to lie on the inner surface of the upper plate. The effective point of measurement was determined to be at 2.2 and 3.7 mm from the external tip for the A16 and PinPoint chambers, respectively ͑the detectors were used with their stem parallel to the beam axis͒. The measurement was performed by comparing the point of maximum dose along the depth dose curve of the 5 mm collimator. s c,p was defined as D coll / D 60 , where D coll was the dose measured with each collimator and D 60 was the reference dose measured with the 60 mm collimator. The effective point of measurement was placed at 80 cm from the source at 1.5 cm depth from the surface, corresponding to the point of maximum dose along the depth dose curve of the 60 mm collimator.
The diamond and diode detectors were also used with their stem parallel to the beam axis. The detectors were centered on the horizontal plane by means of a laser pointer, then their position was finely tuned ͑within ±0.2 mm͒ to achieve the maximum signal intensity using the 5 mm collimator. All measurements were made with 50 monitor units and averaged over a series of at least five repeated runs. The standard deviation between repeated measurements was less than 0.3% for the microchambers and less than 0.1% for the solid state detectors.
Since a polarity effect was observed with microchambers ͑±2.2% with respect to the average for the 5 mm collimator with the PinPoint chamber, ±1% with the A16͒, measurements were averaged between positive and negative polarities ͑+ / − 400 V͒. These effects in general cannot be simulated by means of Monte Carlo because they are due to electrical phenomena that are not directly connected to dose absorption within the active volume of the detector.
As will be described in the Sec. II C, measurements of tissue-phantom ratios ͑TPR͒ and beam profiles were needed in order to fine-tune beam parameters in the Monte Carlo simulation, even if the method proposed will eventually be independent from profile matching ͑profiles were anyhow measured for verification purposes͒. TPRs were measured by means of the PTW 60012 diode. Profiles were measured with Gafchromic ͑ISP International Specialty Products, Wayne, NJ͒ film ͑EBT type͒ for the 5 mm collimator and with the PTW 31014 PinPoint microchamber for the 60 mm collimator. The films were read by means of a flat bed scanner ͑Epson 1680 Pro͒ used in the red channel after 24-48 h from exposition.
II.B. Monte Carlo simulations
Monte Carlo simulation of the treatment head of the Cyberknife has been performed with the BEAMnrc code, 36 by using details of the geometry and material composition provided by the manufacturer. The geometry of the simulated treatment head has been drawn in Fig. 1 . The phase space obtained at the exit plane of each collimator has been used as an input source for the simulation of the detectors. All BEAMnrc simulations used a transport and particle production threshold energy of 521 keV total energy for electrons ͑ECUT= AE= 521 keV͒ and 10 keV for photons ͑PCUT= AP= 10 keV͒. Electron range rejection with a "save energy" ESAVE= 2 MeV was used. For improved simulation efficiency, the directional bremsstrahlung technique 59 was employed.
The average absorbed dose in the active volume of the detectors embedded in a water phantom has been calculated in order to obtain s c,p values to be compared with measured ones. The calculations were performed using the EGSnrc code 60, 61 and the C + + class library, egspp, for use with the EGSnrc package, developed by Kawrakow. 62 The egspp class library also provides a general purpose geometry package that can be used to model a wide range of geometrical structures allowing a more accurate description of a detector. All simulations were performed until the achieved uncertainty was less than 0.15% ͑one standard deviation͒. The transport parameters used in the simulations were ECUT = 512 keV ͑total energy for electrons͒, PCUT= 1 keV ͑total energy for photons͒, ESTEPE= 0.25, and XIMAX= 0.5. The electron multiple scattering and boundary crossing algorithm was PRESTA-II. To improve simulation efficiency, a modification of the "range rejection" variance reduction technique 63 has been used: electrons that cannot enter the cavity region are subjected to a "Russian Roulette game" with a survival probability of p instead of being range rejected. The weight of the survived electron is modified by a factor of 1 / p. Also the photons produced by these electrons are transported using a splitting factor of 1 / p.
The composition of the detectors has been simulated using PEGS4, 60 with a cutoff energy of AE= 512 keV for electrons and a photon energy cutoff, AP, of 1 keV. Density effect correction factors as those reported in ICRU Report No. 37 ͑Ref. 64͒ have been applied. The details of the detectors were provided by the manufacturers. However, for the diode detector the active volume was described as a 50 m-thick layer based on the article of Rikner and Grusell, 65 not as a 2.5 m-thick layer as indicated in Table I .
In addition to simulation of the detectors, the Monte Carlo code provided theoretical values of s c,p for each collimator calculated as the ratio between the average dose in a small volume of water ͑a cylinder of 0.1 cm height and 0.025 cm radius͒ and the correspondent quantity obtained with the reference collimator ͑60 mm diameter͒. These theoretical values should represent the "true" s c,p values in the sense that they are independent of the characteristics of the dosimeter used ͑finite size, materials, perturbation effects͒.
Based on the level of uncertainty of the Monte Carlo simulations, both the theoretical ͑true͒ and simulated values of s c,p have an estimated uncertainty of 0.4% ͑2͒. This uncertainty is similar to the precision ͑reproducibility͒ of measured s c,p ͑0.6% at 2 for the two microchambers and 0.3% at 2 for the two solid state detectors͒.
By comparing the calculated s c,p for the actual detectors to the theoretical value, it was possible to determine correction factors to be applied to raw data of s c,p as measured by the detectors. The corrected s c,p values should equal their correspondent theoretical values.
The correction factor was defined as 11 Previous studies have demonstrated that the most sensitive parameters for beam tuning are the mean energy and the radial intensity distribution of the incident electron beam, 41 that in our case was verified to be properly described by a monochromatic, parallel, Gaussian-distributed beam. The energy was chosen by comparison to experimental TPRs at 10 and 20 cm depth. The value that best matched measured TPRs was 7.0 MeV, in agreement with the specification of the manufacturer. We have also verified that a possible beam energy spread of the electron source, simulated by a Gaussian distribution of the energy with a full width at half maximum ͑FWHM͒ of 1 MeV, 73 does not influence beam profiles and gives slightly worse results as to the TPRs.
After initially using beam profiles to fine tune the FWHM of the electron beam distribution, the adopted criterion to estimate the optimal value of the FWHM was the coincidence of measured and simulated s c,p for each detector, as will be explained in the next section.
II.C. Estimation of s c,p
Any Monte Carlo simulation of a radiotherapy treatment unit requires careful determination of source parameters such as energy and radial distribution of the electron beam. In order to make this study independent from the specific Cyberknife unit under investigation, the following approach was adopted.
Phase spaces with the FWHM of the electron beam distribution of 1.4, 1.8, 2.2, and 2.6 mm have been created for the 5, 7.5, 10, and 60 mm collimators. The specification provided by the manufacturer was the FWHM in the range 1.5-2.0 mm. The simulation was repeated for three different values of electron beam energy: 6.5, 7.0, and 7.5 MeV.
A series of four pairs ͑s c,p , F corr ͒ was calculated corresponding to the four values of the FWHM, for each energy and collimator; F corr was calculated for each detector, while s c,p is the true value calculated in water. It was observed that the pairs tend to lay on a straight line ͑see The results for the Cyberknife unit employed in this study are given in the next section, together with more general data that should allow users to estimate their own parameters based on measurements of TPR and s c,p m . In particular, TPRs should be measured first to estimate beam energy ͑Table II͒, then four pairs ͑FWHM, s c,p ͒ should be obtained from Table  VI for a given collimator, possibly interpolating between energies. Using Table VII , that associates the FWHM to F corr for the different detectors, it is possible to determine the four pairs ͑s c,p , F corr ͒ described above, to be used for the linear fit that would give a and b in Eq. ͑2͒. At this point, it is possible to solve Eq. ͑2͒ for s c,p ͑and F corr ͒ using the measured value s c,p m for the specific Cyberknife unit and, if desired, to obtain the FWHM from Table VI. It must be observed, however, that the small variability in manufacturing ͑ranging from ±0.02 to ±0.05 mm as communicated by the manufacturers͒ makes the results of this study usable for the microchambers and the diode detector, while the diamond response depends on the specific shape and dimension of the crystal, 58 Carlo simulation is required.
III. RESULTS
In Figs. 3͑a͒ and 3͑b͒, normalized half-profiles at 1.5 cm depth and source to detector distance ͑SDD͒ = 80 cm for the 5 and 60 mm collimators are shown. The profiles obtained with Monte Carlo for the FWHM= 2.1 mm and E = 7.0 MeV ͑which were found to be the optimal parameters with the procedure described above͒ are compared to the measured profiles. The values of the calculated profile have an uncertainty of 0.3% ͑one standard deviation͒, while the measured profile with Gafchromic film has an estimated uncertainty of ±1%. The agreement between MC and measurements is within the uncertainties.
In Table II , the calculated and measured TPRs for the 5 and 60 mm collimators are reported. The MC TPRs were calculated in a water phantom at 10 and 20 cm relative to 1.5 cm for a Gaussian radial source with the FWHM= 2.1 mm and for electron beam energy of 6.5, 7.0, and 7.5 MeV. The agreement between Monte Carlo and experimental data is within 0.2% for 7.0 MeV. It was also verified that TPR data are not affected by variation of the FWHM of the electron beam within the investigated range ͑1.4-2.6 mm͒.
In shown.
In Table IV , the simulated s c,p ͑that is, s c,p calculated by means of MC by simulating shape and chemical composition of the detectors͒ has been compared with experimental data for all the detectors. From these results it can be noticed that the measured and the simulated s c,p are coincident only for a particular value of the FWHM of the radial Gaussian distribution of the electron source. Table V shows raw measurements of s c,p with the four detectors together with the corresponding estimated value, calculated by means of the procedure described in Sec. II using the FWHM= 2.1 mm.
In Table VI Tables II, VI , and VII should be used together as explained at the end of Sec. II C to estimate s c,p for a Cyberknife system different from the specific unit investigated in this study.
IV. DISCUSSION
Total scatter factors measured with different detectors have shown a variability for the smallest collimators of the Cyberknife system. [5] [6] [7] [8] [9] Measured values reported in this study are in agreement with values reported on the literature within the experimental uncertainties. In particular, for the diode 6 found s c,p = 0.719± 0.015, compared to 0.710 of the present study; for the 7.5 mm collimator they reported s c,p = 0.849± 0.012 and for the 10 mm collimator s c,p = 0.892± 0.011, compared to 0.852 and 0.895 of the present study, respectively. Araki et al. 5 reported a graphical representation of average s c,p values from 14 Cyberknife units installed in Japan, giving s c,p = 0.72 for a diode detector and the 5 mm collimator, 0.845 for the 7.5 mm, and 0.885 for the 10 mm collimator. The diode detector employed in those studies was not of the same type reported in this work, however, its characteristics could be considered similar; both detectors were an unshieldedtype diode. Wilcox et al. 7 reported s c,p = 0.596 for the A16 microchamber and the 5 mm collimator, compared to 0.615 of the present study. For the 7.5 and 10 mm collimators the values were 0.790 and 0.859, compared to 0.801 and 0.859 of the present study. The discrepancy for the 5 mm collimator might be interpreted as due to difficulties in the experimental setup but also to actual differences in beam parameters or even in the geometry ͑diameter͒ of the secondary collimator. Other published studies on total scatter factors of the Cyberknife radiosurgery system are not directly comparable to these results because of the different detectors employed. 8, 9 In particular, the data reported by Wilcox et al. for the PTW 60008 diode are systematically higher than our results with the PTW 60012 diode, but this is consistent with studies demonstrating an over-response of the shielded-type diode ͑60008͒ for scatter factors of small beams. 66 Possible explanations of variations between reported s c,p values include the type of detector, difficulties in the experimental setup, and actual differences in beam parameters, especially the electron beam width. According to the simulation reported in this study, a difference of 0.5 mm in the electron beam width causes a 4% variation in the scatter factor of the smallest collimator. As regards different detectors, microchambers usually give an underestimation of the scatter factor, while diodes give an overestimation. Also the diamond detector can give an underestimation due to its large volume compared to the collimator size. This variability among detectors can be reduced if correction factors, calculated with the Monte Carlo method indicated in this work, are applied to raw measurements.
Total scatter factors and correction factors ͑F corr ͒ vary with the dimension of the electron beam ͑described by the FWHM in this study, see Tables VI and VII͒, so it is essential to estimate the FWHM correctly before using Monte Carlo to simulate the experimental setup. In order to do that, experimental measurements shall be taken into account. The usual approach of determining the spatial distribution of the electron beam from beam profiles is prone to uncertainties that could potentially invalidate the method. In fact, microchambers are generally affected by problems related to the finite dimension of the active volume that make them unsuitable for measurement in regions of strong gradient. The diode must be used carefully because it can perturb the profiles depending on the direction of its axis with respect to the direction of scanning and on the presence of a metal shield for scattered photons. 66, 67 On the other hand, radiographic films are affected by nonuniform spectral sensitivity, 68 and radiochromic films show a statistical uncertainty that is too high to allow small variations of the FWHM to be detected. 7 The profile-matching method is not able to account for small variations of the FWHM because of two types of uncertainty: the detector's characteristics that can influence the measurement of the profile [69] [70] [71] [72] and the statistical uncertainty of the Monte Carlo simulation. For the latter, there is no obvious limit on the uncertainty to be reached. In the literature a statistical uncertainty of 1% −2% is often accepted, 1,5,9,14 due to the large amount of computing time for a small voxel size, as required in the simulation of small beams. From data obtained in this study, it results that using ±1% uncertainty on calculated profiles would result in an uncertainty on the FWHM of ±0.4 mm, with a consequent uncertainty of ±3% in the total scatter factor of the 5 mm collimator ͑Fig. 5͒. In this work, all the simulations have been made with a final uncertainty of ±0.2% − 0.3% ͑one standard deviation͒ for all voxel sizes. In a previous work we did not adopt the strategy based on a consistency check between measured and simulated s c,p to fine-tune beam parameters, but we choose the common praxis of benchmarking the simulation against measurement of depth-dose curves and beam profiles. 4 We believe that the new approach is more sensitive to small variations of beam width, which are likely to occur and which have a demonstrated, significant influence on scatter factors ͑see, e.g., Fig.  5 , where a variation of 4% occurs in the scatter factor as a consequence of a 0.5 mm variation in beam width͒. Furthermore, the method proposed in this work is not sensitive to the specific detector used for profile measurement, as confirmed by the consistent values of the FWHM obtained with the different detectors. We preferred to combine simulation and experimental measurements by means of the method described above. This approach should overcome criticisms that are often correctly addressed to pure Monte Carlo methods in the determination of total scatter factors of small beams. 38 With the proposed method, the whole sourcedetector system is subject to simulation, and experimental measurements of s c,p are used to check simulations for consistency. In fact, once the energy has been chosen by means of TPR comparison, there is only one value ͑or a narrow interval of values͒ of the FWHM that makes simulation consistent with experimental results, provided that not only the "ideal detector" made of a small volume of water but also the actual detectors are simulated. It was also shown that results in terms of corrected s c,p are consistent to each other if different detectors are considered, either affected by underresponse ͑microchambers and diamond͒ or over-response ͑diode͒.
The estimated correction factors are greater than 1 for the microchambers and the diamond detector, while F corr for the diode detector is smaller than 1. This is interpreted as a prevalence of volume effects for the microchambers and the diamond and as an effect due to the high atomic number of the active layer and the surrounding silicon substrate for the diode.
From the results of this study there is no clear indication on which should be the detector of choice. It must be emphasized that no ideal detector exists. Usually, the characteristics of the different detectors are analyzed and compared from the experimental point of view, in particular evaluating their performances for the specific type of measurement ͑pro-files, total scatter factor, or depth dose curves͒. The characteristics that render a detector suitable for the method presented here differ in general from those required for its use without Monte Carlo correction. In fact, the main factors that must be considered in this case are the reproducibility in manufacturing of the detector in order to have the correction factor applicable for all the detectors of the same type, and the dependence of the correction factor on the FWHM of the electron beam source, chosen for the MC simulation of the treatment head. The energy dependence of the diode is a concern if the detector is used without any correction factor, but is supposed to be adequately accounted for by MC simulation. The diode was also the less sensitive to the FWHM variations, however, it suffers from a poorer definition of the actual dimensions of the active volume in both depth and front area, which renders the simulation more uncertain compared to microchambers. The diamond is affected by significant variability in shape, which makes the results of this study valid only for the specific detector used. On the other hand, microchambers offer an adequate manufacturing accuracy to allow a single simulation to be used for all the detectors of the same type, however, their correction factors show greater dependence on the spatial distribution of the electron beam. The method described in Sec. II C might offer a means to overcome this difficulty.
V. CONCLUSIONS
In conclusion, the scope of this study was to estimate total scatter factors of the three smallest collimators of the Cyberknife radiosurgery system ͑5-10 mm in diameter͒, com- The results of this study may be used to estimate s c,p of a Cyberknife system different from the unit investigated in this study. This requires that one of the detectors employed in this study is used, apart from the diamond detector because of excessive manufacturing variability.
To date, the method has been applied only to the Cyberknife radiosurgery system. Further investigation is needed to test whether the method would be applicable to other situations where small beams play an important role, in radiosurgery as well as in intensity modulated radiation therapy. 
