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Resumen
Las redes inteligentes (smart grids) no están exentas de ser atacadas;
de hecho, son un gran atractivo para los ciberdelincuentes ya que pue-
den obtener beneficios económicos importantes falsificando sus consumos
energéticos.
En el presente trabajo se desarrollan y evalúan detectores de ataques
de integridad sobre estas redes. Además, se llevan a cabo ataques de inte-
gridad sobre conjuntos de datos reales para poner a prueba los detectores
implementados.
Tanto los conjuntos de datos, como los escenarios de ataque, como los
detectores están integrados en un framework. El propósito de este fra-
mework es facilitar la inclusión de nuevos conjuntos de datos, escenarios
de ataque y detectores para aśı proporcionar a futuras programadoras y
programadores una herramienta sencilla con la que puedan experimentar
e investigar en este área. Este framework está desarrollado en el lenguaje
de programación Python y se encuentra dividido en módulos, probados
con más de 1000 tests. Cada uno de éstos módulos representa una activi-
dad a realizar: preprocesar los datos, implementar detectores, lanzar los
experimentos y analizar los resultados.
Los detectores se basan en distintas técnicas: modelos autorregresivos,
clústering, árboles de decisión, comparación de distribuciones de frecuen-
cia relativa y aprendizaje profundo. Los escenarios de ataque también son
variopintos; los hay basados en valores medios del pasado, otros que se ba-
san en permutar valores dependiendo del precio del kWh en ese instante,
otros que generan consumos sintéticos solucionando problemas de progra-
mación lineal y otros que multiplican todos los registros por un valor entre
0 y 1.
La ejecución de los experimentos es computacionalmente muy costo-
sa. Se requiere aproximadamente un mes de cómputo en un clúster de
supercomputación para finalizar la experimentación utilizando todos los
conjuntos de datos, escenarios de ataque y detectores considerados en es-
te trabajo si se utilizan 1000 contadores energéticos por cada conjunto de
datos.
Se ha desarrollado una interfaz web interactiva que facilita la visualiza-
ción de los resultados de los experimentos filtrando por conjunto de datos
y/o escenario de ataque. Esto permite al o a la analista evaluar el rendi-
miento de cada detector de manera global o espećıfica a cada escenario de
ataque.
Se han alcanzado todos los objetivos que se plantearon en la propuesta
de este Trabajo Fin de Grado. Además, sin estar finalizado en su totali-
dad, un trabajo [1] relacionado con este proyecto de investigación ha sido
aceptado por el comité del European Dependable Computing Conference
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D.1. Módulo de detectores . . . . . . . . . . . . . . . . . . . . . . . . . 48
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Las redes inteligentes son sistemas ciberf́ısicos, que suponen una evolución
tecnológica importante frente a las redes energéticas tradicionales. Aun estan-
do bien implantadas a d́ıa de hoy, se prevé que su uso vaya a aumentar en los
próximos años. Las redes inteligentes, a pesar de ser más resilientes y seguras
que la red convencional, están sometidas a múltiples ciberataques. El objetivo
del presente trabajo es investigar acerca de aquellos ciberataques encaminados
a la manipulación del consumo. Su importancia viene motivada por las pérdi-
das económicas que suponen estos ciberataques, que en el caso de la sustracción
de electricidad alcanza los 96 mil millones de dólares anuales a nivel mundial [2].
Los objetivos concretos del proyecto son:
Estudiar, en el ámbito de las redes inteligentes, los diferentes tipos de
ciberataques, de detectores de los mismos y de conjuntos de datos apro-
piados que existen en la literatura.
Implementar los detectores y los escenarios de ataque seleccionados y ex-
perimentar con los mismos.
Desarrollar un entorno de experimentación (framework) para facilitar el
análisis comparativo de la calidad de los detectores y de la eficacia de los
ataques.
Evaluar, con la ayuda del framework, la calidad de los detectores imple-
mentados, bajo distintos escenarios de ataque, y la eficacia de los ciber-
ataques, en términos de beneficio económico.
Proponer nuevos detectores de mejor calidad.
Desarrollar una bateŕıa de pruebas para verificar el correcto funcionamien-
to del framework.
Para alcanzar estos objetivos se ha experimentado con datos reales, y en la
experimentación ha sido necesario ponerse tanto en la piel del atacante como en
la del ingeniero/ingeniera de seguridad. Por lo que este trabajo ha estado guiado
por preguntas como las siguientes: ¿cómo puedo pagar menos de lo que consu-
mo sin que lo detecten? ¿Cómo puedo detectar escenarios de consumo anómalos?
El proyecto desarrolla un framework en Python [3] que permite abordar los
objetivos y comprende:
Un módulo de preprocesado de datos, que a partir de información de con-
sumo energético genera datos de entrenamiento y de validación.
Un módulo de detectores, cuyo propósito es descubrir anomaĺıas en los
datos de consumo preprocesados.
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Un módulo de experimentación, que utiliza los detectores, además de los
datos de entrenamiento y validación, para generar resultados.
Un módulo de análisis, que convierte los resultados de la experimenta-
ción en información útil para que el ingeniero o ingeniera pueda tomar
decisiones con respecto a posibles ciberataques y/o detectores.
Un módulo de infraestructura de testing, cuya función es verificar que el
código implementado es correcto.
El framework se encuentra disponible en el repositorio privado de GitHub
https://github.com/DiasporeUnizar/diaspore/. Además, el mismo incluye la do-
cumentación necesaria para reproducir todos los experimentos, y la información
requerida para extenderlo con nuevos detectores, conjuntos de datos y escenarios
de ataque.
1.1. Metodoloǵıa
El proyecto se ha desarrollado siguiendo principios de las metodoloǵıas ági-
les [4]. En particular, entregar software útil periódicamente, trabajar en cor-
tos periodos de tiempo de la misma duración (iteraciones), refinar el proceso
continuamente y priorizar la comunicación śıncrona estableciendo reuniones fre-
cuentemente (sin olvidar la comunicación aśıncrona a través de documentación
e informes, siempre y cuando se considere que son necesarios y útiles para el
futuro).
En lo que se refiere a este proyecto, se ha trabajado en iteraciones de una
semana, estableciendo una reunión cada miércoles a las 11:00, en la que se
analizaba con los directores lo que se hab́ıa realizado durante esta iteración
y se propońıan las tareas a realizar para la venidera. Esas tareas se añad́ıan
a un tablero Kanban de tres columnas To do, In progress y Done en GitHub,
proporcionando aśı una visión del estado actual de la iteración en todo momento.
Además, dentro de cada tarea, la plataforma GitHub proporciona un mecanismo
de hilo de mensajes, que se ha utilizado para poder comunicar rápidamente
cualquier duda, sugerencia o comentario.
En el apéndice B se detallan también aspectos relacionados con la gestión de
esfuerzos y de riesgos, inherentes a cualquier proyecto, que, por supuesto, son
independientes de la metodoloǵıa adoptada.
Se decidió seguir esta metodoloǵıa en contraposición a una metodoloǵıa tra-
dicional dirigida por planificación desde el inicio puesto que el trabajo a desa-
rrollar pertenece a un dominio complejo e innovador, en el que no se pueden
prever todas las necesidades que van a ir apareciendo conforme se va avanzando
en él.
Los diferentes experimentos han sido lanzados en el clúster de supercompu-
tación “Hermes” del I3A, con 8 núcleos, un Intel Xeon Gold 6254 CPU, 32GB
RAM y 1 TB SSD, siendo Ubuntu 20.04 el sistema operativo.
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1.2. Estructura del documento
La sección 2 introduce las bases de la experimentación desarrollada. La sec-
ción 3 describe el framework, detallando todos y cada uno de los módulos que
lo constituyen. La sección 4 describe el proceso de experimentación, además de
los resultados obtenidos con los experimentos. La sección 5 resume las lecciones
aprendidas, el trabajo que queda pendiente para tratar de seguir mejorando la
seguridad en estas redes, aśı como algunas recomendaciones. Para facilitar la
lectura de la memoria, la información más detallada se ha incluido en apéndi-
ces complementarios a los que se hace referencia desde el texto principal. Estos
apéndices pueden ser obviados por el lector si no precisa de la información alĺı
proporcionada.
3
2. Bases de la experimentación
En este apartado se detallan los tres elementos base de la experimentación:
los conjuntos de datos (sección 2.1), los escenarios de consumo (sección 2.2) y
los detectores (sección 2.3).
Con la experimentación se busca analizar la calidad y el rendimiento de
detectores de ataques de integridad a redes inteligentes y llevar a cabo un análisis
comparativo de los mismos.
Para analizar los detectores ha sido necesario obtener datos de consumo. Se
decidió obtener datos de consumo provenientes de redes inteligentes reales. El
problema que surgió es que estos datos sólo representan escenarios normales de
consumo, pues se asume que no presentan ataques de integridad. Este problema
se solucionó generando “escenarios sintéticos”. Un escenario sintético representa
un escenario de ataque, pues es una manipulación de los datos de consumo ori-
ginales (escenario normal) con la finalidad de conseguir un beneficio económico.
Para generar estos escenarios sintéticos se han estudiado algunos que han sido
propuestos en la literatura anteriormente.
En resumen, para poder llevar a cabo la experimentación es necesario:
Obtener datos de consumo provenientes de redes inteligentes. Estos datos
se consideran libres de ataques (escenario “normal”).
Desarrollar diferentes escenarios de consumo a partir de los datos ob-
tenidos. Esto es, generar escenarios sintéticos a partir de los escenarios
obtenidos de las fuentes de datos.
Implementar varios detectores, que deberán distinguir entre los datos sin
modificar (normales) y los datos sintéticos (anómalos).
2.1. Conjuntos de datos utilizados
Para adecuarse al contexto de las redes inteligentes se decidió utilizar datos
de consumo cuyo origen fuese una red inteligente real. En concreto, se han uti-
lizado dos conjuntos de datos, ambos proporcionados por el Irish Social Science
Data Archive (ISSDA) de la Comisión Irlandesa de regulación energética (Com-
mission for Energy Regulation – CER) [5].
Para obtenerlos es necesario realizar una solicitud de uso. En este caso se
envió una petición de uso para propósitos de investigación. Un conjunto recoge
los datos de consumo de electricidad (ISSDA CER-Electricity) de 6.445 conta-
dores y el otro conjunto recoge los datos de consumo de gas (ISSDA CER-Gas)
de 1.576 contadores. El muestreo realizado recoge datos durante varias decenas
de semanas cada 30 minutos, en kWh.
Los ficheros de datos de uso contienen una ĺınea por lectura, y cada lectura
consta de: identificador del contador, un timestamp y la cantidad de enerǵıa
(en kWh) consumida desde la última lectura. En la información suministrada,
además de los datos de uso, se incluye información relativa a qué clasificación
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pertenece cada contador, puesto que, por ejemplo, hay algunos contadores per-
tenecientes a hogares y otros a pequeñas y medianas empresas.
Antes de su uso se han tenido que preprocesar los datos puesto que: a)
están incompletos, no todos los contadores tienen registros cada media hora; y
b) tienen distinta distribución, los ficheros de gas están separados por semanas,
mientras que los de electricidad no. Además, la transformación de la información
a un formato homogéneo y definido mediante su preprocesamiento supone un
buen punto de partida, ya que facilita la inclusión de nuevos conjuntos de datos
al plan de experimentos al definir un formato común.
En el apéndice C se describen en detalle los dos datasets utilizados.
2.2. Escenarios de consumo
Por un lado se define el escenario “normal” como un escenario de consu-
mo registrado por un contador sin falsificaciones. Por otro lado, se definen los
escenarios de consumo que representan ataques, es decir, manipulaciones del
consumo registrado por un contador. Estos últimos son construidos a partir de
modificaciones del escenario “normal”, y su objetivo es generar un beneficio, en
términos económicos, a aquellos que los ejecuten. En la Figura 7 puede visuali-
zarse una estimación de los beneficios económicos para cada uno de los ataques.
En este trabajo se han definido diferentes escenarios de consumo con la finalidad
de poner a prueba los detectores de anomaĺıas.
2.2.1. Normal
El escenario normal contiene los datos tal y como son. No se realiza ningún
tipo de modificación en los mismos. Se asume que los datasets utilizados no
presentan ataques de integridad, pese a que śı presentan anomaĺıas como largos
periodos de tiempo sin hacer uso del contador, o periodos de tiempo en los que
se hace un uso elevado. Sin embargo, son escenarios que entran dentro de la nor-
malidad del d́ıa a d́ıa de los seres humanos, como semanas de vacaciones, fiestas
en casa, etc. Consecuentemente, los detectores implementados no debeŕıan iden-
tificar como anómalos los consumos registrados en un escenario normal, puesto
que generaŕıan falsos positivos.
2.2.2. FDI X
El tipo de ataque False Data Injection (FDI) [6] puede dar lugar a diferentes
escenarios, puesto que puede tener variantes dependiendo del valor que se le
proporcione al parámetro “X”. Este ataque consiste en multiplicar todos y cada
uno de los registros de un contador por X/100, haciendo que se pague un X %
de lo que realmente se ha consumido. En los experimentos llevados a cabo en
este trabajo se han considerado 5 escenarios distintos: FDI 0, FDI 5, FDI 10,
FDI 20 y FDI 30.
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2.2.3. Swap
El ataque swap se basa en que se paga más o menos dependiendo de la hora
de consumo. Por ejemplo, 1 kWh puede ser mucho más barato si se consume a
las 03:00 de la madrugada (horas valle) que a las 16:00 de la tarde (horas pico).
En este trabajo se han definido dos marcos horarios:
Horas valle: periodo desde las 00:00 hasta las 09:00.
Horas pico: periodo desde las 09:00 hasta las 24:00.
Teniendo en cuenta esta distinción de horas, la idea principal del ataque es
intercambiar en el eje temporal los 18 mayores consumos de las horas pico por
los 18 menores consumos de las horas valle.
La utilidad de este ataque reside en que es más probable que se consuma
más electricidad o gas en las horas pico que en las horas valle, puesto que en las
horas valle, la mayor parte de la población está durmiendo tal y como se han
definido las dos franjas consideradas en este trabajo.
2.2.4. RSA
El escenario de ataque Random Scale Attack [7] (RSA α β) se obtiene mul-
tiplicando cada uno de los registros de un contador por un valor aleatorio,
generado por una distribución uniforme en el intervalo [α, β] con 0 < α < β.
En los experimentos llevados a cabo en este trabajo se han considerado tres va-
riantes: RSA 0.5 1.5, RSA 0.25 1.1 y RSA 0.5 3. Comportamientos de ataque
como el RSA 0.5 3 declaran más kWh del que realmente consumen. Esto puede
ser interesante si se le da la vuelta al razonamiento, puesto que en las redes in-
teligentes se puede aportar enerǵıa, por ejemplo v́ıa paneles solares. Por tanto,
se podŕıan realizar ataques como este, consistentes en reportar más enerǵıa de
la que realmente se está aportando a la red. Sin embargo, se deja como trabajo
futuro analizar detectores para este tipo de ataques considerando datasets con
datos de enerǵıa producida por un cliente.
2.2.5. Avg y Min-Avg
Los escenarios de ataque Average (Avg) y Min-Avg [7] se basan en el pro-
medio semanal de los consumos registrados por un contador. El objetivo es
obtener un beneficio y, al mismo tiempo, evitar ser detectado por el detector
“MinAverage” [8], que se describe en el apartado 2.3.1.
En el escenario Average, el valor del consumo promedio de una semana se
utiliza para sustituir los consumos de esa semana de manera similar a lo descrito
en el apartado 2.2.4, es decir, multiplicando dicho valor por un número aleatorio
generado por una distribución uniforme en el intervalo [0.5, 1.5].
El escenario de ataque Min-Average permite conseguir el máximo beneficio
pasando desapercibido al detector “MinAverage”, que marca como anómalas
aquellas semanas cuyo consumo promedio es menor que la semana de entrena-
miento de menor consumo promedio. El ataque se basa en obtener el mı́nimo de
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los promedios de consumo de las semanas de entrenamiento para generar datos
de semanas cuyo consumo promedio siempre sea mayor que ese. Para tratar
de obtener el máximo beneficio como atacante, la generación de datos se ha
planteado como un problema de programación lineal de minimización, en el que
además se tiene en cuenta el valor del precio dependiendo de la franja horaria
(horas valle/horas pico).
2.3. Detectores
En este apartado se documentan los detectores implementados en el proyecto.
Su misión es encontrar escenarios anómalos (ver sección 2.2), es decir, detectar
escenarios de consumo distintos al escenario normal. En la Tabla 1 se listan todos
los detectores implementados en este trabajo, indicando: su nombre, la técnica
de aprendizaje utilizada y una referencia si su desarrollo ha venido inspirado de
la literatura.
Nombre Técnica Ref.
MinAverage Uso del mı́nimo de los promedios de consu-
mo en el pasado
[8]
ARIMA Auto-Regressive Integrated Moving Average [7]
ARIMAX Auto-Regressive Integrated Moving Average
with eXplanatory variable




IsolationForest Bosque de árboles de decisión




TEG Time-Evolving Graphs, comparación de dis-
tribuciones de frecuencia relativa
NN Deep learning, clasificación [6]
Tabla 1: Detectores considerados en el proyecto.
2.3.1. Uso del mı́nimo de los promedios de consumo
El diseño del detector MinAverage [8] es sencillo. A partir de una serie tem-
poral de datos de consumo registrados por un contador durante un peŕıodo de
7
entrenamiento de n semanas, el modelo de predicción de este detector se basa
en calcular el consumo promedio de cada semana de entrenamiento y el mı́nimo
m de los promedios. El detector marca como semanas anómalas aquellas cuyo
promedio de consumo es menor que m.
El detector tiene desventajas claras, puesto que si para entrenar se le ha
proporcionado una semana en la que no se ha hecho uso del contador (puede
haber motivos, como, por ejemplo, semanas de vacaciones en las que no se reside
en el hogar), será incapaz de encontrar anomaĺıas en las semanas de validación
ya que ninguna semana tendrá un promedio de consumo inferior a cero. Esto
daŕıa lugar a la existencia de muchos falsos negativos. Otra desventaja es que
también puede dar lugar a muchos falsos positivos en semanas de validación en
las que no se haya consumido enerǵıa si se ha entrenado con semanas en las que
siempre se ha consumido enerǵıa.
2.3.2. Modelos autorregresivos
Se han implementado dos detectores basados en modelos autorregresivos:
ARIMA [7], y la variante ARIMAX, que, a diferencia del primero, tiene en
cuenta la periodicidad diaria de consumo.
ARIMA. El detector ARIMA se basa en la construcción de un modelo de
predicción estad́ıstico ARIMA (Auto-Regressive Integrated Moving Average) [9]
a partir de una serie temporal de datos de consumo registrados por un contador
inteligente (los datos de entrenamiento). En general, un modelo ARIMA se
caracteriza por una tripleta de parámetros (p, d, q), donde:
p es el orden de autorregresión,
q es el orden de media móvil, y
d es el grado de diferenciación de la serie temporal.
Para crear un modelo ARIMA que se ajuste a la serie temporal es necesario
asignar un valor a cada parámetro de la tripleta. Este paso es vital porque la
calidad del modelo de predicción es altamente sensible a estos parámetros. Se ha
utilizado la API auto arima2 que facilita el trabajo de búsqueda de los paráme-
tros para finalmente obtener un modelo de predicción óptimo con respecto al
criterio de información elegido. Hay diferentes criterios de información que se
pueden utilizar como estimadores de la calidad de un modelo de regresión. En
este caso, se ha elegido el BIC (Bayesian Information Criterion), que es gene-
ralmente preferido para muestras grandes [9] como en el caso de los conjuntos
de datos considerados (20160 observaciones para cada serie temporal).
Una vez se ha obtenido el modelo ARIMA a partir de los datos de entre-
namiento, este es utilizado para calcular la predicción de consumo cada media
hora en un intervalo de confianza del 95 %. El criterio de detección se basa en
verificar si el consumo registrado por un contador en el momento t se encuentra
2Biblioteca Python pmdarima: http://alkaline-ml.com/pmdarima.
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dentro del intervalo de confianza de la predicción en el momento t. En caso
positivo, el consumo será considerado normal, en caso negativo, el consumo será
considerado como anómalo.
ARIMAX. Este detector funciona exactamente igual que el detector ARIMA
con la salvedad de que se utilizan variables exógenas de Fourier para obtener
un modelo de predicción ARIMAX (Autoregressive Integrated Moving Average
with Explanatory Variable). Las variables exógenas son calculadas considerando
una periodicidad diaria de 48 registros (uno cada media hora).
2.3.3. Técnicas de clústering
Se han implementado cuatro detectores basados en técnicas de agrupamiento
de datos. Uno de ellos es el detector PCADBSCAN [7]. El resto son KMeans,
MiniBatchKMeans y FisherJenks, de los que no se ha encontrado información
en la literatura relacionada con este dominio del problema.
PCADBSCAN. El detector PCADBSCAN combina dos técnicas de mineŕıa
de datos:
PCA (Principal Component Analysis) [10]: se aplica en el primer paso
para reducir la dimensionalidad de los datos de consumo a un espacio
bidimensional.
DBSCAN (Density-Based Spatial Clustering of Applications with Noi-
se) [11]: se aplica en el segundo paso al espacio generado por PCA.
A diferencia del resto de detectores, este utiliza todo el conjunto de datos para
el primer paso. Es decir, no solamente utiliza el histórico de consumo registrado
por un solo contador, sino que aprovecha la particularidad de que se trata de
una red distribuida. De este modo trata de obtener información más relevante
haciendo uso de todo el conjunto de contadores.
A partir del conjunto de datos de consumo utilizado para el entrenamiento,
se construye una matriz a la que se le aplica la reducción de dimensionalidad
con PCA. La matriz reducida obtenida con PCA permite aśı caracterizar cada
semana de consumo de un contador con un punto en el espacio bidimensional.
En el segundo paso, se aplica DBSCAN a la matriz reducida considerando
cada contador de manera independiente. El objetivo es obtener una agrupación
de puntos que representen el escenario normal: todos aquellos puntos que estén
fuera de esta agrupación serán considerados como anómalos.
Para definir la agrupación con DBSCAN se necesita asignar un valor a dos
parámetros: el radio de la región circular alrededor de un punto (eps) y el
número mı́nimo de puntos que están a una distancia menor que eps del punto.
El primer parámetro se calcula con el estimador Sn (estimador de Rousseeuw
and Croux [12]). El segundo parámetro se calcula mediante mayoŕıa simple, es
decir, que si hay 60 puntos, para que un punto sea considerado “normal”, ha de
tener al menos 31 puntos a una distancia Euclidiana eps de él. Esta condición
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puede no darse para ninguno de los puntos del espacio, lo que implica que no
se genera ninguna agrupación y, por tanto, no se puede aplicar el algoritmo.
KMeans. El detector KMeans se basa en el algoritmo de clasificación homóni-
mo [13] que divide muestras en k grupos distintos. El objetivo de este algoritmo
es resolver un problema de optimización, cuya función a optimizar es la suma
de las distancias cuadráticas de cada una de las muestras al centroide (punto
representativo de un clúster). Los centroides son inicializados aleatoriamente, y
se recalculan siempre que se añade una nueva muestra al conjunto de muestras.
El detector implementado distingue dos grupos. El primero contiene las se-
manas con usos anómalos del contador. El segundo incluye las semanas de uso
normal, por lo que aplica el algoritmo KMeans considerando dos clústers (k=2).
En concreto, se entrena al detector con un resumen de los datos de consumo
de un contador, que corresponde con la media de consumo de cada una de las
semanas de entrenamiento. Él mismo, al ser un algoritmo de clústering de tipo
no supervisado, genera los dos grupos mencionados anteriormente con datos de
entrenamiento, con la finalidad de, posteriormente, asignar un grupo a cada una
de las muestras de validación que le sean proporcionadas.
MiniBatchKMeans. El detector MiniBatchKMeans es una versión modifica-
da de KMeans, que usa el concepto de mini lotes (mini batches) con la finalidad
de reducir el tiempo total de cómputo del algoritmo KMeans. Los mini lotes
están formados por subconjuntos pequeños de los datos de entrenamiento, esco-
gidos aleatoriamente en cada una de las iteraciones empleadas para entrenar el
modelo. Se ha probado [14] que MiniBatchKMeans converge antes que KMeans,
pero esta caracteŕıstica va en detrimento de la eficacia del mismo.
FisherJenks. El detector FisherJenks se basa en el algoritmo homónimo [15].
No requiere entrenar ningún modelo, por lo que es algo distinto al resto. Es un
algoritmo de clústering unidimensional cuya función principal es separar los
valores numéricos de consumo de un contador que se le pasan en el número
de contenedores que se le indiquen. Esta separación la realiza en base al valor
numérico de dichas muestras en kWh. En este trabajo, se le indica que separe n
muestras en tres contenedores: normal, suspicious y anomalous.
El algoritmo devuelve el número de muestras que contiene el contenedor
anomalous. La desventaja de este detector es que, tal y como está implementado,
trata las muestras individualmente. Otra aproximación que se deja como trabajo
futuro seŕıa tratar conjuntos de muestras (resumen de d́ıas enteros a partir de
su media, por ejemplo).
2.3.4. Bosque de árboles de decisión
El detector IsolationForest implementa un algoritmo de clasificación no su-
pervisado [16] que es capaz de encontrar anomaĺıas en los datos basándose en
el principio de que es fácil detectar datos anómalos, porque son pocos y muy
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distintos al resto de datos (raros). Lanza un número de isolation tree, cada uno
con el mismo conjunto de datos de entrenamiento. Para cada isolation tree, se
aplica un algoritmo aleatorio que cuanto más anómala es una muestra, más
rápido la descarta (menos ramas recorre). Esto implica que conforme se van
bajando niveles en el árbol, menos anómalas son las muestras. Finalmente, se
llega a consenso entre todos los isolation tree y para cada muestra se calcula el
número medio de ramas que ha recorrido entre todos los isolation tree. Si una
muestra ha recorrido pocas ramas en media, se marca como anómala. En caso
contrario, si una muestra ha recorrido el árbol desde la ráız hasta las hojas en
la mayoŕıa de los árboles, se marca como normal.
La información resumida que se le pasa a este detector para entrenarlo y
validarlo es la desviación estándar de los datos de consumo diarios. Con esto se
sigue una aproximación algo diferente a las métricas utilizadas en otros detec-
tores en los que se usa la media, por lo que en principio debeŕıa ser más eficaz
ante los escenarios anómalos construidos en base al consumo promedio.
2.3.5. Comparación de distribuciones de frecuencia relativa
Se han implementado varios detectores que se basan en comparar distribu-
ciones de frecuencia relativa del consumo registrado por un contador. El detector
KLD fue propuesto por [7], mientras que su variante, JSD, y los diferentes de-
tectores TEG, se proponen en este trabajo.
KLD y JSD. Ambos detectores etiquetan una semana de consumo como
anómala si su distribución se desv́ıa “demasiado” de la distribución de frecuencia
relativa de consumo histórica, es decir, de la distribución obtenida de los datos
de entrenamiento.
Los detectores se diferencian en el tipo de función utilizada para cuantifi-
car la divergencia (o entroṕıa) de las dos distribuciones [17]: Kullback-Leibler
Divergence (KLD) y Jensen-Shannon Divergence (JSD), respectivamente.
Un valor de divergencia cercano a cero para una semana de validación sig-
nifica que los datos de consumo de la misma son similares a los datos de entre-
namiento, mientras que si está muy alejado de cero significa que la semana es
anómala.
El modelo de predicción se construye en base a la función de divergencia (es
decir, KLD o JSD) y al número de contenedores (bins) que se van a utilizar
para obtener, para cada semana de entrenamiento, un histograma con tantas
barras como bins. Todos los contenedores son de la misma longitud, y se calculan
teniendo en cuenta el consumo mı́nimo y máximo de todo el conjunto de datos de
entrenamiento. Un histograma representa la distribución de frecuencia relativa
de consumo semanal y es una aproximación de la distribución de probabilidad.
La función de divergencia se utiliza para calcular la divergencia de las distri-
buciones de consumo semanales y la distribución de consumo de las n semanas
de entrenamiento. Los n valores de divergencia de las semanas de entrenamiento
constituyen el modelo de predicción.
11
El criterio de clasificación se basa en establecer un umbral, percentil (100−α)
de los n valores de divergencia, donde α es un número entre 0 y 100. Si la
divergencia de la distribución de consumo de una semana A y la distribución
de consumo de las n semanas de entrenamiento es mayor que este umbral, el
detector marca el consumo de esta semana como anómalo. En caso contrario, el
consumo es considerado normal.
TEG. Este detector se basa en construir una serie temporal de grafos (Time
Evolving Graph [18]) a partir de los datos de consumo registrados por un con-
tador en las semanas de entrenamiento. Un grafo representa el uso del contador
durante una semana, donde los nodos modelan el nivel de consumo y las aristas
corresponden al cambio de nivel de consumo. Los nodos y las aristas tienen pe-
sos asociados (sus frecuencias de aparición). La generación de los grafos implica
una discretización de los datos de consumo, es decir, se necesita pasar de valores
en kWh a niveles (nivel 0, nivel 1, etc.). Para este propósito, de forma similar a
los detectores KLD y JSD, se definen n bins intervalos equidistantes y contiguos
incluidos entre el mı́nimo y el máximo valor de consumo durante el periodo de
entrenamiento.
El modelo de predicción de este detector consiste en calcular, para cada
semana de consumo, la diferencia entre el grafo asociado a la semana y el grafo
de todo el periodo de entrenamiento (grafo global). Se han implementado 28
variantes de este detector. Cada variante utiliza una métrica diferente para
calcular la diferencia entre grafos [17].
El criterio de detección es similar al criterio utilizado en los detectores KLD
y JSD. En concreto, si la diferencia entre el grafo asociado a la semana de
validación A y el grafo global es mayor del umbral percentil (100 − α), de los
valores en el modelo de predicción, el detector marca el consumo de la semana
A como anómalo.
2.3.6. Deep Learning
El detector NN (Neural Network) es el único que requiere ser entrenado
con escenarios distintos del escenario normal, por lo que se deben identificar
a priori todos los escenarios que se quieren distinguir. Es decir, es un tipo de
aprendizaje supervisado. Esto significa que si se le presenta un escenario que
no conoce (para el que no ha sido entrenado), lo confundirá con uno de los que
śı conoce. El modelo de predicción está formado por dos capas de neuronas,
utilizando 300 épocas3:
Primera capa. Capa de 50 neuronas con función de activación relu. Esta fun-
ción transforma las entradas negativas a cero, dejando las positivas en su
valor original.
3Una época corresponde a una pasada del conjunto de datos de entrenamiento por la red
neuronal.
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Segunda capa. Capa de N neuronas, siendo N el número de escenarios de
consumo distintos que puede encontrarse la red neuronal (es decir, el es-
cenario normal y los escenarios de ataque definidos en la subsección 2.2).
Las N neuronas tienen una función de activación softmax, que es idónea
para realizar clasificaciones múltiples, como es el caso.
Las variables del modelo de predicción, es decir: el número de capas y de neu-
ronas por capa, las funciones de activación y el número de épocas, fueron selec-
cionadas después de horas de experimentación, teniendo en cuenta el producto
vectorial de las listas de todas las variables mencionadas anteriormente.
El proceso de entrenamiento del modelo consiste en separar el conjunto de
datos de consumo registrados por un contador durante 60 semanas en subcon-
juntos de 24 horas para cada uno de los N diferentes escenarios de consumo.
Para entrenar la red neuronal se han considerado 60 ∗ 7 = 420 muestras
para cada escenario. Cada muestra agrupa las 24 horas antes mencionadas, y se















Último registro - Primer registro
Cuando se le presentan conjuntos de validación, la red neuronal devuelve un
porcentaje de similitud de ese subconjunto de validación para cada escenario
de consumo para el que fue entrenada. Estos subconjuntos son de 24 horas, al
igual que los subconjuntos de entrenamiento. Con esta aproximación no sólo es
capaz de identificar escenarios anómalos, sino que además es capaz de clasificar
qué tipo de escenario es el que se está encontrando, por ejemplo: ataque Swap,
ataque FDI 30 o escenario normal.
Experimentalmente se ha comprobado que este detector proporciona un alto
número de falsos positivos. Esto es aśı porque cuando se le presenta un escenario
normal asigna prácticamente la misma probabilidad a los escenarios FDI 30 y
RSA 0.5 1.5 que al normal. Por ello, se decidió introducir un “sesgo” en su
implementación, aumentando un 4 % la probabilidad de que la red neuronal
clasifique una muestra como un escenario normal en todos los casos. Esto no ha
afectado sustancialmente al número de falsos negativos, pero śı que ha mejorado
el ratio de verdaderos negativos de la red neuronal de manera considerable.
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3. Framework desarrollado
Como se expone en la introducción, uno de los objetivos del presente trabajo
es identificar ataques a las redes inteligentes. Comenzando desde los datos en
“crudo” proporcionados por los contadores inteligentes, se ha desarrollado un
proceso completo hasta obtener en un dashboard un análisis de la experimenta-
ción con los mismos, que proporciona un asesoramiento respecto a la calidad de
los detectores y la eficacia de los ataques desde un punto de vista económico. La
Figura 1 explica dicho proceso o workflow. Los óvalos en la figura representan
actividades mientras que “los śımbolos de página” representan los artefactos
necesarios para llevar a cabo una actividad y/o producidos por otra. Para dar
soporte a este workflow, en este proyecto se ha desarrollado un framework soft-
ware que abarca todas estas etapas o actividades.
Figura 1: Flujo de actividades y artefactos.
Se comienza por los datos en crudo de los contadores (smart meters), que
pasan por la actividad filtering. Esta actividad preprocesa y homogeneiza los da-
tos que se utilizan en la actividad generate t&t (training and testing) scenarios,
que es la encargada de generar ficheros de entrenamiento y de validación.
La actividad launch experiments desencadena una secuencia de actividades.
Primero genera un modelo a partir de la operación build model utilizando fiche-
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ros de entrenamiento. Después, este modelo es utilizado en la operación predict
para clasificar el número de muestras anómalas dentro de unos ficheros de vali-
dación. A continuación, compute outliers crea una matriz de confusión con los
datos proporcionados por predict (siempre que se le avise de si esa información
corresponde a un ataque o no). Finalmente, la matriz de confusión, junto con
los tiempos de construcción del modelo y de predicción con el mismo, se propor-
cionan en la salida estándar (print metrics). También se escriben en un fichero
CSV (save metrics to CSV ). Para más información con respecto a la actividad
launch experiments, consultar el Algoritmo 1.
Los resultados de los experimentos se procesan a posteriori para generar un
dashboard interactivo con diferentes comparativas gráficas y tabulares (generate
dashboard).
El framework consta de cinco módulos diferentes, como muestra la Figu-
ra 2. Cada módulo, representado como paquete UML, es responsable de un
subconjunto de las actividades mencionadas previamente. Además, cada módu-
lo incluye uno o más ficheros, programados en Python y representados en la
figura como rectángulos, que llevan a cabo estas actividades. Las siguientes sub-
secciones están dedicadas exclusivamente a describir en detalle cada uno de los
módulos que componen el framework.
3.1. Módulo de preprocesado
El módulo de preprocesado (preprocessing en la Figura 2) es el responsable
de las actividades de filtrado (filtering) y de generación de datos para el entrena-
miento y la validación de los detectores (generate t&t scenarios). En concreto,
contiene programas en Python para:
1. Preprocesar los datos de los dataset originales. Consiste en seleccionar
los contadores que tienen los datos de consumo completos, es decir, 336
registros para todas las semanas. El preprocesado de datos de electricidad
resulta muy costoso (alrededor de 12 horas de ejecución en media en el
clúster de operaciones). El preprocesado del de gas se demora alrededor
de unos 5 minutos.
2. Generar los datos de entrenamiento (training dataset) y de validación (tes-
ting dataset) para cada dataset preprocesado anteriormente. Los datos
generados se corresponden con los escenarios mencionados en la subsec-
ción 2.2.
Para más información acerca del preprocesado de cada conjunto de datos,
consultar el apéndice C.
3.2. Módulo de detectores
El módulo de detectores (detectors en la Figura 2) es responsable de va-
rias actividades, cada una representada por un método de la clase abstracta
Detector, que hereda de la clase ABC de Python. Esta clase abstracta sirve
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Figura 2: Vista de módulos del framework y su relación con las actividades.
como interfaz para facilitar el desarrollo y la inclusión de nuevos detectores,
garantizando aśı la extensibilidad del framework. El módulo también contiene
las clases hijas de Detector. Estas clases implementan los detectores presentados
en la subsección 2.3, por ejemplo PCADBSCAN. Además, también proporciona
una factoŕıa de detectores.
Con el empleo de la herencia de clases como forma de transferencia de com-
portamiento se consiguen varios beneficios de diseño que resultaban necesarios
para este módulo:
1. Los cambios en la clase abstracta Detector se propagan a las clases hijas
que heredan de esta clase, favoreciendo aśı la mantenibilidad.
2. Relacionada con la ventaja anterior, no hay código repetido innecesaria-
mente, lo que también facilita la mantenibilidad.
3. Extensibilidad. Hacer expĺıcita una interfaz para implementar detectores
proporciona dos ventajas. Primero, facilita el desarrollo de nuevos detec-
tores, algo crucial en este ámbito. Segundo, facilita la integración con el
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resto del framework, como puede ser con el módulo de lanzamiento de los
experimentos, explotando aśı el principio de sustitución de Liskov [19].
La clase Detector cuenta con dos métodos abstractos (build model y predict)
que las clases hijas tienen que redefinir para poder ser instanciadas. Además,
también posee otros cinco métodos que implementan operaciones de carga en
memoria de los datos de entrenamiento y validación (get training dataset y
get testing dataset, respectivamente), cálculo de la matriz de confusión en base
al número de muestras totales y la predicción del detector (compute outliers),
escritura por pantalla (print metrics) y en fichero de los resultados de un expe-
rimento (metrics to csv). En el apéndice D se incluye una descripción detallada
de cada uno de los métodos.
Hay que observar que los métodos implementados en la clase Detector siem-
pre se pueden redefinir, dentro de la semántica de las operaciones. Es decir,
dentro de la interfaz, se proporciona un grado de libertad al desarrollador o
desarrolladora que vaya a utilizar este módulo. En el caso del presente traba-
jo, el detector implementado en la clase PCA-DBSCAN redefine los métodos
get training dataset y get testing dataset. Esto es aśı por sus caracteŕısticas inhe-
rentes, ya que para el entrenamiento necesita todo el conjunto de datos, y no
solo el conjunto de datos del contador en cuestión, mientras que para validarlo,
necesita hacer una inserción de una columna al conjunto de datos de validación.
Mencionar también que el detector implementado en la clase MinAverage rede-
fine el método compute outliers por su implementación del método predict, que
devuelve un diccionario (aśı incluye no solo cuántas semanas se han marcado
como anómalas, sino que también especifica exactamente qué semanas han sido,
definiendo aśı una postcondición más fuerte). Estos son solo algunos ejemplos de
las diferentes decisiones de diseño que ponen de manifiesto el esfuerzo realizado
para obtener un framework que facilite a futuro el trabajo de los programadores
y programadoras que lo vayan a extender o simplemente utilizar.
Como se ha mencionado antes, este módulo contiene una factoŕıa de de-
tectores, DetectorFactory. Esta clase ofrece un único método, estático, crea-
te detector, que implementa el patrón “factory method”. La funcionalidad de
este método es muy sencilla. Se le pasa una cadena de texto que representa
un identificador de un tipo de detector concreto (por ejemplo, “NN”, “JSD” o
“Min-Avg”) e instancia y devuelve de manera idempotente un objeto del de-
tector de la clase especificada. De esta manera queda desacoplada la forma de
construir los detectores, encapsulando esta lógica única y exclusivamente en la
factoŕıa. Si se le indica un detector que no existe, lanza una excepción Key Error,
indicando además cómo se debe proceder para añadir ese detector al conjunto
de detectores que la factoŕıa es capaz de construir (ver Figura 19).
3.3. Módulo de lanzamiento de los experimentos
El módulo de lanzamiento de los experimentos (experiments en la Figura 2)
contiene el programa detector comparer cuya funcionalidad es generar los valores
necesarios para calcular las diferentes métricas básicas de calidad y de rendi-
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miento correspondientes a los experimentos. Un experimento está definido por:
un contador inteligente, un detector y un escenario de consumo relacionado con
los registros del contador. Las métricas básicas generadas por un experimento
son las mostradas en la Tabla 2: la matriz de confusión q, el accuracy y los







true positives false positives
false negatives true negatives
]
accuracy (tp+ tn)/(tp+ tn+ fp+ fn)
〈time build, time predict〉 〈tiempo de construcción, tiempo de predicción〉
Tabla 2: Métricas básicas de calidad generadas.
El programa implementa el Algoritmo 1. Este algoritmo recorre la lista de
contadores, de detectores y de escenarios. Para cada contador y detector, se crea
un modelo de detección a partir de los datos de entrenamiento disponibles para
ese contador. Cada escenario de consumo es un fichero de validación distinto, al
que se le aplica la operación de predicción del detector. La predicción se basa
en el modelo creado previamente. El resultado de la predicción se utiliza para
crear una matriz de confusión que se añade al conjunto de métricas de calidad.
Por otro lado, se añaden al conjunto de métricas de rendimiento los tiempos de
construcción (del modelo) y de predicción.
Data: E = 〈C,D,S〉 (contadores, detectores, escenarios)
Result: Q (métricas de calidad), P (métricas de rendimiento)
Q = ∅, P = ∅;
foreach c ∈ C do
foreach d ∈ D do
train = d.get training dataset(c, dataset);
〈model, time build〉 = d.build model(train);
foreach s ∈ S do
test = d.get testing dataset(s, c, dataset);
〈pred, obs, time predict〉 = d.predict(d, test,model);
q = d.compute outliers(pred, obs, s);
Q = Q∪ {q};




Algoritmo 1: Lanzamiento de los experimentos y generación de métricas
básicas.
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El programa está parametrizado por dataset. También se pueden añadir/quitar
detectores/escenarios de las listas que contiene en su programa principal, siem-
pre y cuando se haya añadido el detector implementado a la factoŕıa en el primer
caso y se haya generado el fichero que representa el escenario en el segundo ca-
so. Esto proporciona al desarrollador o desarrolladora la opción de extender el
framework con total libertad, en lo referido a datasets, escenarios y/o detectores.
Destacar que el coste de ejecución de un plan de experimentos es muy al-
to cuando éste incluye un gran número de contadores, detectores y escenarios.
Un plan de experimentos como el E7 (ver Tabla 4), con 1.000 contadores, 12
escenarios y 28 detectores contiene 1.000× 12× 28 = 336.000 experimentos. La
ejecución de estos experimentos se demoró durante más de 14 d́ıas en el clúster
de supercomputación “Hermes” del I3A. Es por ello que el programa contiene
realimentación, ya que aśı indica el número de contadores que quedan por proce-
sar, y el tiempo estimado (ver Figura 3). Este último se calcula multiplicando el
tiempo medio que costó procesar los anteriores contadores por los restantes. De
la Figura 3 podemos calcular fácilmente que el tiempo medio de procesamiento
de cada meterID (contador) es aproximadamente 23.857/35 = 682 segundos (en
ese hardware y con esas condiciones espećıficas de experimentación, que no son
las de E7). Finalmente también es importante destacar que hay detectores que
emplean un tiempo varias órdenes de magnitud superior que otros en crear el
modelo o en predecir los resultados, por lo que el tiempo de ejecución es alta-
mente dependiente de los detectores considerados en el plan de experimentos en
cuestión.
Figura 3: Ejecución del programa detector comparer y tiempo estimado.
3.4. Módulo de análisis de los experimentos
El módulo de análisis de los experimentos (analytics en la Figura 2) contie-
ne un programa cuya funcionalidad es visualizar en forma de gráficas y tablas
diferentes métricas de calidad y de rendimiento (ver Tabla 3). Con estos ele-
mentos, se facilita el análisis comparativo de los detectores. Las métricas para
compararlos se construyen a partir de las métricas básicas (ver Tabla 2). La otra
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funcionalidad del módulo es mostrar el impacto de cada escenario de ataque en
términos del consumo y del beneficio económico que proporcionan al atacante.
Figura 4: Configuración del dashboard y resumen del plan de experimentos.
El módulo genera una interfaz web en http://localhost:8050 con la que se
puede interactuar. La interfaz muestra la configuración actual del dashboard,
que puede ser cambiada modificando el dataset o el escenario, ver Figura 4).
El programa toma como entrada los resultados generados por el módulo ex-
periments (subsección 3.3) y calcula las métricas de la Tabla 3 considerando dos
niveles de abstracción: global, que permite comparar la calidad y el rendimiento
de los detectores teniendo en cuenta todos los escenarios, y unitario, que per-
mite comparar la calidad y el rendimiento de los detectores para un escenario
de consumo concreto. Esta comparación se hace siempre teniendo en cuenta
resultados de un plan de experimentos para un dataset concreto, es decir, no
se mezclan resultados para distintos conjuntos de datos. La Figura 5 muestra
las gráficas de dos métricas que se pueden visualizar con la configuración del
dashboard de la Figura 4.
Los escenarios de ataque se comparan con respecto al consumo original,
véase, por ejemplo, la Figura 6. El beneficio obtenido por un atacante se calcula
en base a la factura que pagaŕıa llevándolos a cabo durante 60 semanas, en
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(a) Matthews Correlation Coefficient
(b) Balanced accuracy
Figura 5: Ejemplos de gráficas mostradas en el dashboard para comparar los
detectores.
media. Para este cálculo se tienen en cuenta también factores como el valor
cambiante del precio a lo largo del d́ıa. En el caso del presente trabajo, se
ha utilizado una tarifa de 0,04e/kWh desde las 00:00 hasta las 09:00 y de
0,11e/kWh desde las 09:00 hasta las 24:00. El dashboard incluye una tabla
como la mostrada en la Figura 7, que recoge los beneficios obtenidos para cada
tipo de ataque considerado en el plan de experimentos.
En el desarrollo del dashboard se ha aplicado el patrón arquitectural modelo-
vista-controlador [20], separando las gráficas/tablas en componentes, que here-
dan de una clase abstracta Component, y son instanciados a través de una fac-
toŕıa. Para más información acerca de la arquitectura del dashboard, consultar
el apéndice D.
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bacc balanced accuracy (tpr + tnr)/2
tpr true positive rate tp/(tp+ fn)
tnr true negative rate tn/(fp+ tn)
time build time to build the model
time predict time to predict with the model
Tabla 3: Métricas utilizadas para la comparación de detectores.
Figura 6: Ataque Swap comparado con el escenario normal.
Figura 7: Comparación económica de escenarios mostrada en el dashboard.
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3.5. Módulo de infraestructura de testing
El módulo de infraestructura de testing (tests en la Figura 2) contiene varios
programas de testing desarrollados haciendo uso del framework Pytest. Es este
módulo del framework el que verifica dinámicamente las piezas software de los
demás módulos: detectors, experiments y analytics. No se han desarrollado tests
sobre el módulo de preprocessing por dos motivos:
No es un módulo que vaya a cambiar. Cada programa del módulo de
preprocesado de datos realiza su cometido y no se vuelve a modificar,
puesto que tampoco se modifica el formato de los datos obtenidos de los
contadores.
En general, es computacionalmente muy costoso verificar y validar que el
preprocesamiento de un conjunto de datos es correcto.
La infraestructura desarrollada no se limita a la ejecución local de los tests,
sino que éstos se lanzan cada vez que se realiza una actualización (push) del
repositorio de GitHub, utilizando la herramienta GitHub Actions. En concreto,
los tests se lanzan en seis máquinas virtuales, cada una con una versión diferente
de Ubuntu y de Python (ver Tabla 11).
Si en cualquiera de las máquinas virtuales falla uno o más tests, se notifica
al usuario que ha realizado la actualización del repositorio. La ejecución de
los mismos, tanto en local como en “la nube”, se realiza utilizando la misma
instrucción con unos flags para mostrar la cobertura de instrucciones de código
de cada módulo, indicando cuáles son las ĺıneas de código que no se han ejecutado
a través de los tests.
pytest --cov-report term-missing --cov=src
Este módulo es realmente importante, ya que:
Facilita refactorizar sin miedo a romper las piezas que se hab́ıan cons-
truido antes, proporcionando seguridad a cualquier futuro programador o
programadora que utilice el framework.
Favorece la mantenibilidad del framework.
Proporciona ejemplos de cómo se podŕıan implementar tests a detectores
que se pudieran incluir en un futuro.
Actualmente el framework cuenta con 1.411 tests (muchos de ellos parame-
trizados), alcanzando una cobertura de ĺıneas de código de un 74 %.
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4. Experimentación
Los experimentos han sido realizados con el framework descrito en la sec-
ción 3, ejecutándose en el clúster de supercomputación “Hermes” del I3A, con 8
núcleos, un Intel Xeon Gold 6254 CPU, 32GB RAM y 1 TB SSD, siendo Ubuntu
20.04 el sistema operativo.
Se planteó una metodoloǵıa de experimentación iterativa. En concreto, se
llevaron a cabo 8 planes de experimentación, E1 a E8, tal y como se ve en la
Tabla 4. Cada plan de experimentación refina al anterior, y tiene en cuenta un
conjunto de datos, de detectores y de escenarios. Las columnas |Ci|, |Di| y |Si|
de la Tabla 4 indican el número de contadores, detectores y escenarios de cada
plan Ei, respectivamente. Un plan de experimentación se ejecuta con el programa
detector comparer del módulo de lanzamiento de experimentos, explicado en la
subsección 3.3.
Las iteraciones se prolongaron a lo largo de los meses que ha durado este
proyecto. En concreto, durante la experimentación se utilizaron 60 semanas de
entrenamiento y 15 de validación para el dataset ISSDA CER de electricidad
(ver planes E1, E3, E5 y E7), mientras que para el dataset ISSDA CER de gas se
emplearon 59 semanas de entrenamiento y 15 de validación (ver planes E2, E4,
E6 y E8).
Plan Fecha Duración Dataset |Ci| |Di| |Si|
(d́ıas)
E1 = 〈C1,D1,S1〉 17/10/20 9 electricidad 500 10 4
E2 = 〈C2,D2,S2〉 16/11/20 6 gas 500 9 4
E3 = 〈C3,D3,S3〉 09/02/21 7 electricidad 500 11 10
E4 = 〈C4,D4,S4〉 16/02/21 4 gas 500 10 10
E5 = 〈C5,D5,S5〉 18/03/21 7 electricidad 500 14 12
E6 = 〈C6,D6,S6〉 25/03/21 5 gas 500 11 12
E7 = 〈C7,D7,S7〉 14/05/21 14,14 electricidad 1.000 28 12
E8 = 〈C8,D8,S8〉 31/05/21 1,39 gas 1.000 25 12
Tabla 4: Planes de experimentación.
El proceso iterativo ha permitido, a través de las observaciones de los re-
sultados, tomar decisiones significativas desde el inicio. Esto ha supuesto una
mejora continua del propio proceso. En concreto, las decisiones han sido con res-
pecto al framework y al propio enfoque de la experimentación. A continuación
se resumen los aspectos más importantes.
Inicialmente, durante E1, el framework permit́ıa preprocesar conjuntos de da-
tos, crear detectores y lanzar experimentos. Sin embargo, no era posible analizar
los resultados de los experimentos, ya que no hab́ıa ningún módulo especializado
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en procesarlos para obtener y mostrar información útil a partir de ellos. Es por
eso que se necesitó introducir un nivel de abstracción más alto, diseñando e im-
plementando un dashboard para interpretar los resultados y poder aśı comparar
la calidad de los detectores.
Durante los cuatro primeros planes, E1, E2, E3 y E4, se detectó que algunos
escenarios de ataque que no reportaban grandes beneficios soĺıan y suelen ser
confundidos con el escenario normal. Sin embargo, se decidió restarle importan-
cia a estos casos, priorizando escenarios en los que el impacto económico fuese
mayor.
Durante la realización de los planes E5 y E6, cuyos resultados han sido publi-
cados en el trabajo [1], surgió la necesidad de mejorar el dashboard desarrollado
hasta entonces. Esto implicó evaluar las métricas que se estaban utilizando (ac-
curacy, recall, precision) para analizar si era necesario incluir alguna nueva. Se
llegó a la conclusión de que la métrica accuracy pod́ıa no ser del todo fiable, ya
que puede dar lugar a interpretaciones erróneas. Por ejemplo, no es una buena
métrica cuando hay 11 escenarios de ataque y 1 escenario normal, ya que los
de ataque corresponden a ≈ 91 % de los casos, por lo que clasificar todas las
muestras como anómalas proporcionaŕıa un accuracy ≈ 91 %. Se investigaron
alternativas y se añadieron las métricas Matthews correlation coefficient (mcc)
y Balanced Accuracy (bacc) al dashboard, que contemplan este tipo de casos no
balanceados.
Para los planes E7 y E8 se implementó la versión web del dashboard, que
recoge todas las métricas de la Tabla 3.
Después de lanzar el plan E7 se decidió que se debeŕıan eliminar del siguiente
plan de experimentos aquellos detectores computacionalmente más costosos y de
baja calidad, por ejemplo ARIMA(X). Las razones fueron los pobres resultados
de algunos detectores, además de que se empezó a pensar en el coste energético
de los propios experimentos. Esto impulsó a que finalmente se añadiera en el
dashboard información correspondiente a la huella de carbono generada por la
experimentación, la cual disminuyó ≈ 90 % en el plan E8 con respecto al plan
E7.
4.1. Conclusiones de la experimentación
Los resultados de la experimentación se proporcionan en el apéndice E. A
partir de dichos resultados se obtienen las siguientes conclusiones de interés.
Con respecto a los detectores. El detector basado en redes neuronales
parece el más prometedor con respecto a los datos de electricidad. Se obtiene
un 0,677 en la métrica mcc y un 0,837 de bacc, tal y como se puede apreciar en
la Figura 25. Sin embargo, funciona algo peor detectando el consumo normal
ya que tiene una ratio de 0,702 de verdaderos negativos. Además, al pertenecer
a la categoŕıa de aprendizaje supervisado, requiere ser entrenado con todos los
escenarios de consumo que se desee que sea capaz de detectar (algo complicado
en este área). Esto hace que el detector TEG Canberra, con 30 bins, sea también
una opción interesante, con mayor ratio de verdaderos negativos y con unos
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tiempos de construcción y de predicción varias órdenes de magnitud inferiores.
Por contra, hay varios detectores, como el K-Means o el MiniBatchK-Means,
que tienen muy baja calidad. Estos obtienen valor ≈ 0 en la métrica mcc y
≈ 0,5 en la métrica bacc. Esto significa que son igual de útiles que lanzar una
moneda al aire. Finalmente, los detectores ARIMA(X) son muy poco eficientes
en términos de tiempos de ejecución. En concreto, ARIMAX es unas 15 veces
más lento generando el modelo que el basado en redes neuronales, que, realmente
no destaca por su velocidad, pues suele tardar 1 minuto en generarlo.
Con respecto a los escenarios de ataque. Algunos son fáciles de detec-
tar a simple vista analizando sus curvas de consumo, como el ataque swap (ver
Figura 6). Sin embargo, otros como los RSA son más complicados de detectar
de esta manera, ya que sus curvas de consumo son muy similares a las de un
consumo normal (ver Figura 8), además de que seŕıa muy costoso inspeccionar
manualmente las curvas de consumo de cada contador, una a una. Evidente-
mente, el ataque más rentable es el FDI 0. Otro muy rentable es el Min-Avg,
permitiendo ahorrar en media hasta un 35 % de la factura, para el conjunto de
datos eléctrico (ver Figura 7).
Figura 8: Ataques RSA comparados con el escenario normal.
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5. Conclusiones
Este proyecto ha sido llevado a cabo con éxito, puesto que se han cumplido
todos los objetivos fijados en la propuesta inicial del Trabajo Fin de Grado.
A continuación se exponen las conclusiones alcanzadas con la realización de
este proyecto, que van a ser divididas en: lecciones aprendidas, trabajo futuro y
recomendaciones.
5.1. Lecciones aprendidas
Con la realización del trabajo se ha aprendido a desarrollar un proyecto de
investigación en un ámbito real y de vanguardia.
La necesidad de implementar un framework para facilitar el trabajo futuro
en este sector ha supuesto un reto, puesto que se queŕıa desarrollar un software
reusable, mantenible y extensible. También se ha trabajado con multitud de
herramientas que no se conoćıan, lo que ha requerido estudiarlas previamente.
La dificultad del trabajo ha residido principalmente en que no se teńıan co-
nocimientos previos en el dominio del problema, ni tampoco de muchos de los
conceptos matemáticos necesarios para desarrollar los detectores y crear escena-
rios de ataque verośımiles. Esto ha llevado a investigar a fondo, leyendo multitud
de contribuciones que definen el estado del arte en la materia (ver apéndice A).
5.2. Trabajo futuro
A continuación se citan algunas propuestas de trabajo futuro en este área:
Utilizar otros conjuntos de datos abiertos, como el de datos de enerǵıa solar
(Ausgrid dataset), que incluye también datos de generación de enerǵıa.
Analizar el impacto que podŕıa tener el ataque RSA 0.5 3 en un conjunto
de datos de generación y venta de enerǵıa como el de Ausgrid.
Analizar el rendimiento del detector Fisher Jenks tratando conjuntos de
muestras (resúmenes de los conjuntos). Actualmente en el framework trata
muestras individuales.
Analizar el rendimiento del detector Isolation Forest utilizando otras métri-
cas. Actualmente está utilizando únicamente la desviación estándar del
consumo del conjunto de datos de entrada.
Analizar el rendimiento de las variantes del detector TEG utilizando di-
ferentes periodicidades. Actualmente está usando muestras semanales.
Investigar más en detalle los resultados actuales para tratar de combinar
detectores a través de funciones booleanas. Ejemplo: solo marcar como
anómalos aquellos registros que los detectores X e Y han marcado como
anómalos (función AND), aunque se podŕıan realizar combinaciones mu-
cho más complicadas, especialmente si se utilizan detectores de bajo coste
computacional.
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Analizar detenidamente si la clasificación de los contadores (diferentes
tipos de clientes o de contratos) afecta al rendimiento de los detectores
y/o de los ataques.
5.3. Recomendaciones
A continuación se proponen recomendaciones para trabajar en este área:
Utilizar el framework desarrollado en el presente trabajo. Adaptarse a él
lo máximo posible, pues él se adapta realmente bien a este dominio del
problema.
Leer la documentación del framework. Está disponible en diferentes fiche-
ros README.md, además de la propia documentación de cada uno de los
ficheros de código.
Contar con un servidor virtual privado VPS potente para realizar las ta-
reas de experimentación, pues si se quiere realizar un plan de experimentos
completo, se va a requerir buena capacidad de cómputo.
Desechar de los planes de experimentos aquellos detectores que no aporten
buenos resultados, especialmente si tardan mucho en crear el modelo y/o
predecir con el modelo. El cambio climático es un problema real, y todos
y todas podemos aportar nuestro granito de arena para intentar frenarlo.
Si esto se utilizara masivamente por grandes instituciones o empresas,
comprometerse a plantar el número de árboles indicado en el resumen
del dashboard. Esto podŕıa ayudar a contrarrestar la huella de carbono
generada por las costosas ejecuciones.
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to para el aprendizaje automático. URL: https://www.tensorflow.org/
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A. Estado del arte y herramientas
En este apéndice se realiza un estudio del estado del arte de las redes inte-
ligentes, smart grid (subsección A.1): qué son, de qué elementos se componen,
cuáles son sus ventajas y sus desventajas, a qué ataques están expuestas y qué
enfoques se proponen actualmente para la detección de fraudes. También se de-
tallan las herramientas de apoyo a la mineŕıa de datos/aprendizaje automático
utilizadas en el framework desarrollado (subsección A.2).
A.1. Las redes eléctricas inteligentes
Las redes eléctricas inteligentes, redes de distribución eléctricas inteligentes
o smart grid son una evolución de la red eléctrica tradicional. Esta evolución es
posible en gran medida gracias a los dispositivos que constituyen las mismas:
los contadores inteligentes. Los contadores inteligentes son unos aparatos cuya
función es transmitir a la red en todo momento el consumo o la producción de
enerǵıa. Son realmente parecidos a los contadores tradicionales, con la diferencia
de que estos últimos no están conectados conformando una gran red de comuni-
caciones bidireccional. Esta interconexión permite manejar grandes cantidades
de información en tiempo real. Además, se prevé que las smart grid pasen a ser
la norma en unos años.
A continuación se resumen las principales ventajas de las redes eléctricas
inteligentes:
Mayor sostenibilidad, es decir, incentivan el uso de generadores de enerǵıas
renovables.
Mayor capacidad para que el usuario monitorice sus propios consumos.
Mayor capacidad para que el usuario desconecte su contador de la red
(por ejemplo, en horas pico), pasando a consumir enerǵıa de sus propios
generadores ecológicos (paneles solares, etc.).
Mayor participación de los usuarios en el mercado energético, puesto que
pueden vender enerǵıa a la propia red.
Mayor capacidad para investigar usos fraudulentos por parte de algunos
usuarios.
Mayor capacidad para analizar el mercado energético; por ejemplo, cuáles
son las horas con demanda elevada, etc.
Sin embargo, estas redes están expuestas a ataques, ya que son un enorme
sistema distribuido conformado por una gran cantidad de elementos electrónicos
que pueden contener vulnerabilidades (hardware o software). Se puede afirmar
que las desventajas de las redes eléctricas inteligentes van ligadas a los ataques
a los que están expuestas. Algunos de los ataques pueden ser los identificados
por Pablo Aznar en [6]:
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Posibilidad de espiar/controlar los horarios de una persona basándose en
la información recogida por los contadores inteligentes.
El crecimiento sin control del número de contadores inteligentes puede aca-
bar significando que se fabriquen de muchos tipos, cada uno con diferentes
vulnerabilidades que pueden ser explotadas con ciberataques.
El acceso f́ısico a los dispositivos que conforman la red puede implicar un
control absoluto sobre los mismos.
Los contadores acabarán siendo sistemas legados si no se realizan labo-
res de mantenimiento y de actualización periódica sobre los mismos. Son
especialmente importantes las actualizaciones de seguridad.
Todos los dispositivos se comunican a través de la red, por lo que hay que
prestar atención a ataques inherentes al mundo de las comunicaciones: in-
terrupción, modificación, suplantación... Además de que los protocolos de
red (ARP, IP, etc.) no fueron concebidos teniendo en cuenta la seguridad.
Esta ha venido tiempo después, a base de parchear protocolos y tunelizar,
entre muchas otras medidas.
Este trabajo se basa parcialmente en las contribuciones de Varun Badri-
nath Krishna [7] y Pablo Aznar Delgado [6]. Éstos han realizado estudios sobre
ataques de integridad a la infraestructura de medición avanzada (Advanced Me-
tering Infrastructure, en inglés), proponiendo diferentes tipos de detectores de
consumos anómalos y diferentes escenarios de ataque.
Badrinath en su tesis de doctorado demuestra que usando técnicas de ma-
chine learning y métodos estad́ısticos para construir modelos emṕıricos de ge-
neración y consumo se mejora tanto el uso de los recursos, como la detección de
fraude como la ciber resiliencia en las smart grid. En el presente trabajo se ha
querido comprobar el rendimiento de algunos de los detectores que propuso él.
Para ello ha sido necesario implementarlos desde cero siguiendo sus indicaciones.
Por otro lado, Pablo Aznar enfoca su TFM, entre otras cosas, a demostrar
que su módulo (al que él denomina Anomaly Detection Module) es capaz de
detectar ataques de integridad a contadores de la smart grid. En este TFG se
ha desarrollado un detector basado en aprendizaje profundo, como en su TFM,
pero utilizando algunas caracteŕısticas (calificadores estad́ısticos) más que él.
Los ataques FDI están inspirados en los que presenta en su trabajo.
A.2. Herramientas de mineŕıa de datos
En el framework (ver sección 3) desarrollado en este trabajo se han utilizado
varias bibliotecas de Python para automatizar las tareas relacionadas con mi-
neŕıa de datos. Algunas de ellas son: NumPy, Pandas, Matplotlib, Scikit-learn,
TensorFlow, Keras, pmdarima y SciPy. En este apartado se realiza una breve
descripción de las mismas.
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NumPy [21] es una biblioteca de software con licencia BSD que extiende la
funcionalidad básica matemática que ofrece Python, dotando al programador o
programadora de estructuras de datos como vectores y matrices grandes mul-
tidimensionales (junto con sus operaciones) para facilitar trabajos anaĺıticos y
algebraicos al utilizar este lenguaje de programación.
Pandas [22] es una biblioteca de software con licencia BSD que extiende a
NumPy, dotando al programador o programadora de estructuras de datos (junto
con sus operaciones) para facilitar el trabajo con tablas numéricas, ficheros CSV
y series temporales.
Matplotlib [23] es una biblioteca de software con licencia basada en PSF (li-
cencia custom) orientada a la visualización de datos: genera todo tipo de gráficos
útiles para analizar fácilmente grandes colecciones de datos. Está diseñada para
integrarse con el uso de la biblioteca numérica NumPy.
Scikit-learn [24] es una biblioteca de software con licencia BSD orientada
al aprendizaje automático. Proporciona gran variedad de algoritmos de clasifi-
cación, regresión y clustering. Está diseñada para integrarse con el uso de las
bibliotecas numéricas y cient́ıficas NumPy y SciPy.
TensorFlow [25] es una biblioteca de software con licencia Apache 2.0 desa-
rrollada por la empresa Google. Su primera versión fue lanzada el 9 de noviembre
de 2015 y fue concebida para satisfacer las necesidades de la conocida empresa
de construir y entrenar redes neuronales para detectar y descifrar patrones y
correlaciones análogos al aprendizaje y razonamiento usado por los humanos.
Keras [26] es una biblioteca de software con licencia MIT. Es capaz de ejecu-
tarse sobre TensorFlow, entre otros, y está diseñada para facilitar el desarrollo
de programas que trabajan con redes neuronales.
pmdarima [27] es una biblioteca de software con licencia MIT. Proporciona
utilidades para trabajar más fácilmente con datos que constituyen series tem-
porales.
SciPy [28] es una biblioteca de software con licencia BSD. Es muy útil para
trabajar en ámbitos relacionados muy estrechamente con análisis matemático.
Se integra muy bien con NumPy.
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B. Gestión del proyecto
En este apartado se realiza un estudio de dos aspectos relacionados con la
gestión de proyectos:
Gestión de esfuerzos (subsección B.1): donde se detallan las horas estima-
das y las horas empleadas, desglosándolas por categoŕıas, y se muestran
en una ĺınea temporal para apreciar la distribución del esfuerzo desde el
inicio hasta el final del proyecto.
Gestión de riesgos (subsección B.2): donde se describe el análisis de los
riesgos identificados (cálculo de la exposición a cada riesgo), la evaluación
de los mismos (se priorizan y grafican los riesgos en una matriz NASA [29])
y la estrategia de mitigación para los cuatro riesgos de mayor exposición.
B.1. Gestión de esfuerzos
Gestionar el tiempo empleado en cualquier tarea es realmente importante,
ya que como dijo William Thomson Kelvin: “Lo que no se define no se puede
medir. Lo que no se mide no se puede mejorar. Lo que no se mejora, se degrada
siempre”.
En este trabajo se ha creado una hoja de cálculo (ver Figura 13) en la que
se registran las tareas: se les da un nombre, un estado (to-do, in progress, done,
discarded), unas horas estimadas, una fecha de inicio y una categoŕıa de las
definidas en la Tabla 5. Al finalizar una tarea, se le asigna una fecha de fin y el
número de horas realmente invertidas en la misma.
Esta información puede parecer simple, pero al tomarla periódicamente se
pueden resolver preguntas como:
¿Se han realizado unas buenas estimaciones?
¿A qué tipo de tareas se dedica más tiempo?
¿Se sigue un ritmo sostenido de trabajo?
En total, se han registrado 346 tareas, resultando en 490 horas estimadas y
474,25 horas invertidas realmente, como muestra la Figura 9. Las estimaciones
por tanto han sido bastante buenas, puesto que solo ha habido una desviación
(sobreestimación) de 15,75 horas.
Tal y como se refleja en la Figura 10, la implementación abarca un 32,3 %
del tiempo invertido (150 horas), seguida de la documentación, con un 22,5 %
(104,7 horas). Las tareas relativas a la gestión del proyecto han costado 69,35
horas, mientras que a las de verificación y validación del software (testing) se les
han dedicado 46,5 horas. Las cuatro categoŕıas restantes (reunión, aprendizaje,
análisis y diseño) suman en total un 20,3 % del tiempo invertido.
En las Figuras 11 y 12 se puede observar que las aportaciones a este trabajo
se llevan realizando desde mayo del año 2020. Sin embargo, se aprecia un parón
desde finales de ese año hasta principios de febrero del 2021 (ver Figura 11), que
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Categoŕıa Descripción
Implementación Desarrollo de código
Documentación Redacción del trabajo realizado
Gestión Gestión del proyecto
Testing Desarrollo de pruebas para verificar y validar el software
Reunión Reuniones desarrolladas
Aprendizaje Estudio de tecnoloǵıas, técnicas y estado del arte
Análisis Análisis de problemas, soluciones y resultados
Diseño Diseño de soluciones a problemas complicados
Tabla 5: Descripción de las categoŕıas.
Figura 9: Horas pendientes, estimadas e invertidas.
coincide con las fechas de los exámenes del séptimo cuatrimestre. El resto del
tiempo, se ha llevado un ritmo sostenido, pues en la mayoŕıa de d́ıas de trabajo
se han dedicado unas 3-4 horas y solo han sido unos pocos en los que se han
dedicado más de 6 horas al proyecto (ver Figura 12).
Por último, en la Figura 14 se visualiza el tablero Kanban utilizado, mientras
que en la Figura 15 se muestran algunos de los issues del proyecto.
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Figura 10: Distribución del tiempo invertido por categoŕıas.
Figura 11: Concentración de trabajo.



































Figura 14: Tablero kanban utilizado.
Figura 15: Issues de GitHub.
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B.2. Gestión de riesgos
En todo proyecto hay un conjunto de riesgos que pueden materializarse (y un
proyecto software no es una excepción). Son más o menos importantes depen-
diendo de la probabilidad de que se materialicen y del impacto que provoquen
al hacerlo. Por ello, es necesario priorizarlos en base a dicha importancia, puesto
que la materialización de algún riesgo podŕıa complicar seguir adelante con el
proyecto (en muchos casos suele suponer el fin del mismo).
Partiendo de la base de que nunca se puede reducir ningún riesgo a cero, la
idea principal es reducir los más preocupantes a niveles aceptables y monitorizar
su estado periódicamente. Es por ello que se detalla a continuación el plan de
gestión de riesgos del presente trabajo.
El plan incluye una tabla (ver Tabla 6) donde se han identificado 22 riesgos,
clasificados en 4 grandes categoŕıas. Por orden, las categoŕıas son: riesgos del
proceso, riesgos relacionados con la Ingenieŕıa del Software, riesgos técnicos y
riesgos del personal. Para cada de uno los riesgos identificados, se ha evaluado
la probabilidad de que se materialice y el impacto que tendŕıa al hacerlo. Al
multiplicar estos dos valores se genera un producto, denominado exposición
(probabilidad x impacto = exposición). Tanto para cuantificar la probabilidad
como para cuantificar el impacto se utilizan números entre 1 y 5 (Tabla 7),
distribuyendo aśı los riesgos en una matriz NASA [29], mostrada en la Tabla 8.
Tabla 6: Riesgos identificados.
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Tabla 7: Descripción de las clasificaciones de probabilidades e impacto.
Tabla 8: Matriz NASA.
Tabla 9: Riesgos de mayor exposición y estrategias de mitigación.
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C. Conjuntos de datos utilizados
En este anexo se entra más en detalle en cuanto a los dos datasets de uso
de electricidad (subsección C.1) y de gas (subsección C.2). Se describe cada uno
de ellos: qué datos guarda, cuántos datos contiene, bajo qué circunstancias se
pueden utilizar estos datos, etc. También se describe el preprocesado de estos
datos, es decir: cuál es el proceso desde que los datos se descargan de la fuente de
datos hasta que pueden utilizarse directamente en el módulo de experimentación
del framework implementado.
Los dos conjuntos de datos utilizados en este trabajo se obtienen del Comis-
sion for Energy Regulation (CER), concretamente desde el centro de adquisición
de datos Irish Social Science Data Archive (ISSDA) [5].
Se ha realizado una petición de uso al ISSDA, puesto que son ellos los que
proporcionan el permiso de utilización de los datos. En concreto, el ISSDA
permite usar los datasets, siempre y cuando:
1. Se les env́ıe por correo electrónico un formulario de petición de uso (dis-
ponible en su sitio web).
2. La petición enviada se acepte: es entonces cuando proporcionan el acceso
al repositorio de datos.
3. Se utilicen los datasets para propósitos de investigación o educacionales.
Muy excepcionalmente permiten su uso para proyectos comerciales.
C.1. ISSDA CER (Electricidad)
Este dataset recoge los datos de uso de electricidad de 6.445 contadores en
Irlanda durante varias decenas de semanas, realizando un muestreo cada 30
minutos. Estos contadores pueden pertenecer a tres tipos: hogares (residential),
pequeñas y medianas empresas (small and medium enterprises (SME)) y no
clasificados (unclassified), como se muestra en la Figura 16.
El dataset contiene una cantidad de datos importante: 6 ficheros de texto
que en total suman 2,5 GiB. Estos ficheros contienen una ĺınea por lectura.
Cada lectura consta del identificador del contador, del tiempo de lectura y de la
cantidad de enerǵıa (en kWh) consumida desde la última lectura. Además, hay
disponibles unos ficheros de documentación que indican a qué tipo/clasificación
pertenece cada contador.
La cantidad de información contenida en el dataset es abrumadora. Sin em-
bargo, no es completa. En principio, debeŕıa haber un registro cada 30 minutos
para cada uno de los contadores, pero no es aśı, por lo que ha sido necesario pa-
sar por un proceso de filtrado de datos (data filtering), además de reestructurar
los originales para adaptarlos a las necesidades del trabajo.
Esta es la secuencia de pasos que se ha diseñado e implementado para pasar
del conjunto de datos original de electricidad a unos datos que se pueden utilizar
en el framework :
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1. Utilizar el dataset original (data original) para generar un nuevo da-
taset (data sorted) en el que todos los registros de los contadores estén
ordenados por meterID (identificador del contador) y por el timestamp de
lectura del contador.
2. Transformar data sorted, convirtiéndolo a un conjunto de datos llamado
data all, en el que se separan los datos semanalmente. Este dataset está
formado por tantos ficheros como semanas de información teńıa el conjunto
de datos original (data original).
3. Filtrar data all, eliminando todos aquellos meterIDs que no tengan todos
los registros esperados (336 por semana para todas las semanas). Este paso
genera el conjunto de datos data all filtered (ver Figura 16).
4. Generar los ficheros de datos de entrenamiento (training dataset) y de
validación (testing dataset) utilizando data all filtered. En concreto,
se generan ficheros cuyo nombre se describe con la sintaxis BNF:
meterID [nombreDelAtaque ]4semanaInicio semanaFin.csv.
Las semanas5 de inicio y de fin para el training dataset son la 0 y la 60,
respectivamente, mientras que para el testing dataset son la 61 y la 75. Los
ficheros que representan comportamientos de ataque se generan modificando los
datos de consumo originales conforme al tipo de ataque considerado, por lo que
han de pasar por un paso extra.
Por último, remarcar que se generan tantos ficheros de entrenamiento y de
validación como el producto de escenarios de consumo y meterIDs considerados.
Por ejemplo, considerando 5 escenarios de consumo y 20 meterIDs, obtendremos
100 ficheros de entrenamiento y 100 ficheros de validación. Para cada meterID,
5 ficheros de entrenamiento incluirán sus consumos de las semanas 0 a la 60
(modificados o no en función de si el escenario es de ataque o no, respectiva-
mente) y 5 ficheros de validación incluirán sus consumos de las semanas 61 a
la 75 (modificados o no). Destacar que se necesitan generar ficheros de entrena-
miento (semanas 0 a la 60) de todos los escenarios para entrenar la red neuronal
(aprendizaje supervisado).
Con el filtrado (paso 3) el número de meterIDs con datos completos en las
semanas consideradas se redujo de 6.445 a 4.626. Sin embargo, se decidió que
1.000 meterIDs eran suficientes para realizar los últimos experimentos detallados
en la sección 4, por lo que solo se generaron los datos necesarios para entrenar
y para validar con 1.000 del total filtrado (paso 4). Badrinath [7], consideró
500 meterIDs en su estudio: 404 residentials, 36 SMEs y 60 unclassified. No se
sab́ıa exactamente cuáles escoger, por lo que se decidió respetar su proporción
y utilizar śı o śı el contador 1330, ya que él seguro que lo utilizó en sus estudios
puesto que aparece en su tesis (aśı pod́ıan compararse los resultados con ese
contador en concreto). Los 999 restantes fueron escogidos de forma aleatoria,
siguiendo la proporción mencionada.
4Si no representa ningún ataque, se omite.
5La semana 36 del conjunto de datos original no se tuvo en cuenta por falta de datos.
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Figura 16: Proporción de meterIDs en el dataset filtrado de electricidad.
C.2. ISSDA CER (Gas)
Los datos de consumo de gas provienen exactamente de la misma fuente que
los de la electricidad, por tanto, comparten las mismas restricciones en cuanto
a permisos de utilización, etc. Sin embargo, existen unas cuantas diferencias en
cuanto a lo mencionado en la subsección C.1.
En primer lugar, este dataset es más pequeño y contiene información sobre
un menor número de contadores (1.576 contadores). Por otro lado, de forma
similar al dataset de electricidad, los contadores están clasificados. En este caso
se clasifican en base al tipo de contrato asociado al contador, es decir: factu-
ra bimensual, factura mensual, factura bimensual + dispositivo extra, factura
mensual + dispositivo extra, control (ver Figura 17). Finalmente, el conjunto
de datos original ya está agrupado por semanas, dando lugar a 78 ficheros de
texto (702,2 MiB en total). Por consiguiente, puesto que ya están agrupados
por semanas, se simplifica la secuencia de pasos necesaria para transformar el
conjunto de datos original a unos datos que se pueden utilizar en el framework
implementado. Concretamente, solamente se siguen los últimos dos pasos (3 y
4) de la secuencia mencionada en la subsección C.1. En el último paso, no hay
diferencias con respecto al dataset de electricidad, excepto que se utilizan los
datos de las semanas6 0 a la 60 para datos de entrenamiento y los datos de
6Las semanas 40, 42, 68 y 76 del conjunto de datos original no se tuvieron en cuenta por
falta de datos.
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las semanas 61 a la 77 para datos de validación. Para este dataset también se
utiliza un subconjunto de meterIDs para la experimentación, como se detalla
en la Tabla 10.
Figura 17: Proporción de meterIDs en el dataset filtrado de gas.
Tipo contrato Número meterID
factura bimensual 158
factura mensual 152
factura bimensual + dispositivo extra 168
factura mensual + dispositivo extra 170
control 352
Total 1.000
Tabla 10: Distribución de meterIDs utilizados en la experimentación.
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D. Framework desarrollado
En este anexo se entra más en detalle en algunos de los módulos pertene-
cientes al framework presentado en la sección 3.
D.1. Módulo de detectores
Todos los detectores desarrollados en este trabajo heredan de la clase abs-
tracta Detector con la finalidad de uniformar su implementación, favoreciendo
aśı su mantenibilidad, su extensibilidad y su integración con el resto del frame-
work.
La clase abstracta Detector cuenta con 7 métodos cuya signatura se muestra
en la Figura 18 y que se describen a continuación:
Figura 18: Clase abstracta Detector.
1. build model: método abstracto, lo que implica que las clases hijas deben
hacer override del método (sobreescribirlo/redefinirlo) obligatoriamente
para poder ser instanciadas. La operación consiste en que se cree un mo-
delo (model) a partir de un conjunto de datos de entrenamiento (trai-
ning dataset) y se devuelva tanto el modelo como el tiempo empleado en
realizar la operación (time).
2. predict: método abstracto, lo que implica que las clases hijas deben ha-
cer override del método obligatoriamente para poder ser instanciadas. La
operación consiste en que dado un conjunto de datos de validación (tes-
ting dataset) y un modelo (model), se devuelva: el número de muestras
que el modelo considera anómalas (n anomalous), el número de muestras
totales (n anomalous + n normal) y el tiempo empleado en realizar la
operación (time).
3. compute outliers: método que calcula la matriz de confusión a partir del
número de muestras totales (n anomalous + n normal), el número de
48
muestras marcadas como anómalas (n anomalous) y un booleano que es-
pecifica si el escenario considerado es de ataque o no (is attack behavior).
El método devuelve los elementos de la matriz de confusión, es decir: el
número de verdaderos positivos (n tp), verdaderos negativos (n tn), falsos
positivos (n fp) y falsos negativos (n fn). Notar que en los experimentos
llevados a cabo en este trabajo un mismo conjunto de datos de validación
no incluye datos normales y datos de ataque mezclados, por lo que la ma-
triz de confusión generada al validar un escenario que corresponde con un
ataque nunca podrá tener verdaderos negativos ni falsos positivos. Ocurre
lo mismo al validar un comportamiento normal, nunca tendrá verdaderos
positivos ni falsos negativos.
4. print metrics: método que imprime por salida estándar información relati-
va a un experimento. En concreto: el contador que ha registrado los datos
de entrenamiento/validación utilizados (meterID), el detector a validar
(detector), el tipo de escenario de consumo (que puede ser de ataque o nor-
mal), el tiempo de creación del modelo de predicción (time model creation),
el tiempo empleado para realizar la predicción (time model prediction) y
los elementos de la matriz de confusión (n tp, n tn, n fp, n fn).
5. metrics to csv: método que escribe en un fichero información relacionada
con un experimento en formato Comma-Separated Values (CSV). En con-
creto: el contador que ha registrado los datos de entrenamiento/validación
utilizados (meterID), el detector a validar (detector), el tipo de escena-
rio de consumo (ataque), el tiempo de creación del modelo de predicción
(time model creation), el tiempo empleado para realizar la predicción (ti-
me model prediction) y los elementos de la matriz de confusión (n tp, n tn,
n fp, n fn).
6. get training dataset: método que, dado un contador (meterID) y el tipo
de conjunto de datos utilizado (type of dataset), devuelve un conjunto de
datos de entrenamiento (training dataset).
7. get testing dataset: método que, dado un contador (meterID) y el tipo
de conjunto de datos utilizado (type of dataset), devuelve un conjunto de
datos de validación (testing dataset).
Excepto build model y predict (que son abstractos), todos los demás métodos
están implementados en la clase Detector. Siempre se puede hacer override del
resto de métodos (dentro de la semántica de las operaciones), es decir, dentro
del molde, se proporciona un grado de libertad al desarrollador o desarrolladora
que vaya a utilizar este módulo.
Como este módulo tiene bastantes reglas y es una pieza software básica del
framework desarrollado, está acompañado de un fichero README (véase Figu-
ra 19) para facilitar trabajar con él a futuros desarrolladores y desarrolladoras.
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Figura 19: README del módulo de detectores.
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D.2. Módulo de lanzamiento de los experimentos
Este módulo es el encargado de orquestar el lanzamiento de los experimentos
(ver Algoritmo 1). Está formado por un programa, cuyas precondiciones son:
Que se haya declarado una lista de contadores con los que experimentar
para el conjunto de datos indicado.
Que los escenarios indicados estén generados para el conjunto de datos.
Esto es: si se pide que se realicen experimentos con el escenario Avg del
dataset ISSDA-CER de electricidad, los ficheros que representan dicho
escenario deben haber sido generados previamente.
Que exista una implementación de los detectores indicados y que la fac-
toŕıa de detectores sepa cómo construirlos.
Si se cumplen todas esas precondiciones, se generará un fichero de resultados de
experimentos, que contendrá las métricas de la Tabla 2 para cada uno de ellos.
Este programa se apoya (está muy acoplado) al módulo detectors, puesto
que, en secuencia:
1. Obtiene el detector utilizando la factoŕıa.
2. Utiliza la operación get training dataset del detector para obtener el con-
junto de datos de entrenamiento.
3. Utiliza la operación build model del detector para obtener el modelo en-
trenado y el tiempo de creación del modelo. Para ello, le pasa el conjunto
de datos del anterior paso.
4. Utiliza la operación get testing dataset del detector para obtener el con-
junto de datos de validación.
5. Utiliza la operación predict del detector para obtener el número de mues-
tras marcadas como anómalas, el número de muestras consideradas en la
predicción y el tiempo empleado para realizar dicha predicción. Para ello,
le pasa tanto el modelo como el conjunto de datos de validación.
6. Utiliza la operación compute outliers del detector para obtener las cuatro
componentes de la matriz de confusión. Para ello, le pasa el número de
muestras marcadas como anómalas, el número de muestras consideradas
en la predicción (número de muestras marcacas como anómalas + número
de muestras marcadas como normales) y un parámetro para indicar si se
trataba de un escenario de ataque o no.
7. Utiliza la operación print metrics del detector para imprimir por pantalla
las métricas básicas de la Tabla 2.
8. Utiliza la operación metrics to csv del detector para escribir en un fichero
de formato CSV las métricas básicas de la Tabla 2.
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D.3. Módulo de análisis de los experimentos
Este módulo tiene la finalidad de mostrar un dashboard con información de
resultados de experimentos. Sin embargo, la tarea de elegir qué hay que mostrar
y cómo hay que mostrarlo no es balad́ı, por lo que se dibujó un primer boceto
(ver Figura 20) que se discutió en una de las reuniones semanales. Al final
se sustituyeron los diagramas de caja (boxplot) por diagramas de barras, pero
el resto de componentes siguen siendo los mismos, es decir, se reutilizan para
cambiar entre análisis global y análisis unitario. La separación entre estos dos
niveles de análisis se consigue mediante la interacción del usuario (éste elige
todos los escenarios o uno en concreto, además del conjunto de datos a analizar
para modificar la configuración del dashboard). Las Figuras 4, 5, 6, 7, 8, 25 y 26
muestran componentes de la interfaz final.
Figura 20: Primer boceto del dashboard.
La arquitectura de este módulo sigue el patrón modelo-vista-controlador
(MVC). Por un lado, se ha desarrollado una clase por cada componente. Esto
es, cada gráfica y tabla es una clase, encargada de gestionar su propio estado.
Todas estas clases heredan de una clase abstracta Component, para aśı facilitar
su uso, tratándolas todas de la misma manera desde el programa dashboard.
También se ha añadido un nivel de abstracción adicional, construyendo una
factoŕıa de componentes para poder construirlos de forma idempotente a partir
de sus nombres, independientemente de lo complicada que sea su instanciación.
Esta estructura se puede apreciar en la Figura 21.
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Figura 21: Estructura de clases del dashboard.
Cada componente guarda:
El propio componente imprimible en HTML en el atributo component,
que es de la clase que se prefiera (siempre y cuando pueda imprimir-
se en este formato). En el presente trabajo se han utilizado los tipos
dash core components.Graph y dash table.DataTable.
El nombre del dataset seleccionado actualmente: atributo dataset.
El nombre del escenario seleccionado actualmente (puede ser All): atri-
buto scenario.
Uno o varios dataframes de la biblioteca Pandas, para almacenar los datos
correspondientes a los resultados para el dataset y escenario seleccionados.
Para actualizar el estado del componente, solo hay que invocar a su opera-
ción update, pasándole un dataset y un escenario. El resto de operaciones son
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llamadas por ésta, cambiando el nombre del dataset, el nombre del escenario
y los datos actuales. La operación update component es abstracta, puesto que
es dependiente de cada componente: diferente implementación si es una tabla,
gráfica, etc.
El programa dashboard, que es el que lanza el servidor web, permite visualizar
una serie de componentes (vista). Como se ha comentado antes, cada uno de
estos es el encargado de mantener su estado (modelo). Los controladores son
los dos desplegables para seleccionar un conjunto de datos y/o un escenario,
desde la interfaz (ver Figura 4). Cuando se dispara la acción de uno de estos
controladores porque se ha cambiado el conjunto de datos o el escenario, el
programa dashboard recorre la lista de todos los componentes que guarda, y
llama a su operación update, provocando una actualización secuencial del modelo
de todos los componentes, que se refleja en la vista de la interfaz.
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D.4. Módulo de infraestructura de testing
Las 6 máquinas virtuales utilizadas para ejecutar los tests en la nube con el
apoyo de la herramienta de integración continua GitHub Actions están configu-
radas con 3 versiones diferentes de Ubuntu y 2 versiones diferentes de Python.
La Tabla 11 muestra la configuración de cada una.
Máquina virtual (MV) Sistema Operativo Versión Python
MV1 Ubuntu 20.04 Python 3.7
MV2 Ubuntu 20.04 Python 3.8
MV3 Ubuntu 18.04 Python 3.7
MV4 Ubuntu 18.04 Python 3.8
MV5 Ubuntu 16.04 Python 3.7
MV6 Ubuntu 16.04 Python 3.8
Tabla 11: Máquinas virtuales utilizadas para ejecutar los tests.
Si los tests en cualquiera de estas máquinas virtuales falla, se notifica al
usuario que haya realizado la actualización del repositorio. Además, la actuali-
zación se marca como fallida en la historia del repositorio. En la Figura 22 se
muestra un ejemplo en el que los tests pasaron satisfactoriamente en las seis
máquinas virtuales.
Figura 22: Actualización correcta en las 6 máquinas virtuales.
La configuración del pipeline de integración continua se ha desarrollado con
el script detallado en la Figura 23, mientras que los resultados de los tests se
imprimen como se muestra en la Figura 24, mostrando, para cada fichero: el
número de ĺıneas que contiene, el número de ĺıneas no cubiertas por los tests, el
porcentaje de ĺıneas cubiertas y el listado de ĺıneas no cubiertas.
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Figura 23: Configuración de la integración continua.
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Figura 24: Resultados de los tests en la integración continua.
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E. Resultados
En este anexo se explican las métricas de calidad utilizadas en el análisis
comparativo de los detectores y se detallan los resultados globales de los dos
últimos planes de experimentos (E7 y E8 de la Tabla 4) en base a estas métricas.
La métrica acc (accuracy) tiene un dominio del 0 al 1 y mide cómo de
frecuente es que las predicciones de un modelo sean correctas. En el caso del
presente trabajo, en el que solo hay dos clases posibles (comportamiento nor-
mal/anómalo), un accuracy de 0,5 es igual de útil que lanzar una moneda al
aire, mientras que un acurracy cercano a 1 seŕıa un buen resultado.
La métrica bacc (balanced accuracy) tiene el mismo dominio, es decir, su
valor está entre 0 y 1, siendo los valores cercanos a 1 los que representan unos
buenos resultados. Esta métrica aporta incluso más valor, puesto que tiene más
sentido tal y como se ha planteado la metodoloǵıa de experimentación, en la
que se prueba con más muestras anómalas que normales (11 anómalas por cada
1 normal).
La métrica mcc (Matthews Correlation Coefficient), con un dominio en el
intervalo [-1, 1], también es una buena métrica para tratar experimentos con
clases no balancedas. En este caso, un mcc de 0 seŕıa el equivalente a lanzar una
moneda al aire, un mcc cercano a -1 significa que el detector clasifica al revés y
un mcc cercano a 1 significa que la calidad del detector es alta.
La métrica tpr (true positive rate) está en el intervalo [0, 1] y en este caso
representa cómo de frecuente es que se marque como anómala una muestra
anómala. Se buscan valores cercanos a 1.
La métrica tnr (true negative rate) está en el intervalo [0, 1] y en este ca-
so representa cómo de frecuente es que se marque como normal una muestra
normal. Se buscan valores cercanos a 1.
En el plan de experimentos E7 (Tabla 4) se han considerado datos de elec-












12. TEG Cosine 30
13. TEG Jaccard 30
14. TEG Hamming 30
15. TEG KL 30
16. TEG Jeffreys
17. TEG JS 30
18. TEG Euclidean 30
19. TEG Cityblock 30
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20. TEG Chebyshev 30
21. TEG Minkowvski 30
22. TEG Braycurtis 30
23. TEG Kulczynski 30
24. TEG Canberra 30
25. TEG Bhattacharrya 30
26. TEG Squared 30
27. TEG Divergence 30
28. TEG Additivesymetric 30
y 12 escenarios de consumo:
1. Normal
2. Swap
3. RSA 0.25 1.1
4. RSA 0.5 3








Los resultados de las métricas de calidad han sido bastante buenos en general
(Figura 25), sobre todo los de la red neuronal (NN ), pues es el mejor detector
utilizando cuatro de las cinco métricas comentadas al inicio del anexo. En la
única métrica en la que no destaca es en la de tnr, pues este detector tiende
a marcar comportamientos normales como anómalos. Otros detectores como el
TEG Canberra 30 proporcionan también muy buenos resultados en todas las
métricas de calidad.
En el plan de experimentos E8 (Tabla 4) se han considerado datos de gas
para 1000 contadores distintos, 25 detectores (los mismos que para E7, excepto
ARIMAX, ARIMA y PCA-DBSCAN) y 12 escenarios (los mismos que para E7).
Tal y como se puede observar en la Figura 26, los resultados han sido peores que
los del plan de experimentos E7 (Figura 25). Una de las razones puede ser que
muchos de los registros para este conjunto de datos eran de 0 kWh (no se utiliza
el gas todo el tiempo), por lo que las curvas de consumo son bastante distintas
a las del conjunto de datos de electricidad. Sin embargo, los detectores que son
buenos para detectar escenarios con el conjunto de datos de electricidad, como
el detector basado en redes neuronales y algunas variantes del TEG, siguen
funcionando relativamente bien con el conjunto de datos de gas.
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Figura 25: Resultados del plan de experimentos E7.
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Figura 26: Resultados del plan de experimentos E8.
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