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The delay integral equation 
x(t) = I ’ f(s, x(s)) ds, I--r 
which arises in models for the spread of epidemics, is studied with the aim of 
establishing the existence of positive almost periodic solutions for large values of T 
when f(t, x) is uniformly almost periodic in t for x in compact subsets of R+. 
Under reasonable assumptions on f it is shown that there exist two positive 
numbers r* <r. such that if O<T CT* there are no positive almost periodic 
solutions while for t> TV they do exist. A priori bounds on the set of positive 
solutions and uniqueness results are also obtained. c 1990 Academic Press, Inc. 
1. INTRODUCTION 
A model for the spread of a disease, Cooke and Kaplan [ 11, is the delay 
integral equation 
x(t) = j,f_, j-b, x(s)) & (1) 
where f(s, 0) E 0 and f(s, x) 2 0. Various authors have discussed the 
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existence of a positive solution to (1) under similar assumptions. A positive 
solution corresponds to a persistent state of the disease. The techniques 
used in proving such theorems are centered around using fixed point 
theorems in cones. Nussbaum [2], Smith [3] and Guo and 
Lakshmikantham [S] have used such devices to prove that for small z the 
only bounded solution of (1) is the zero solution, while for z sufficiently 
large there are positive solutions also. The presence of the zero solution 
makes the analysis somewhat delicate. Fixed point methods for the positive 
solution must isolate these fixed points from the zero solution. Nussbaum 
[Z] and Smith [3] in particular have shown that iffis periodic in t, then 
a positive periodic solution bifurcates from the zero solution at zO. This 
means that only the zero solution exists for O< r < z0 and at ~~ this 
solution bifurcates into a positive one and of course the zero solution. 
Here we consider the almost periodic case. If f( ., x) is almost periodic, 
then the associated operator in C( - co, co) or AP( - co, co) has no com- 
pactness properties as it has in the periodic case. Thus most of the general 
functional analysis does not apply. The noncompactness of the real line 
makes the problem more difficult. Smith [4] has succeeded in getting 
results when the equation has only one positive solution in C( - co, co). See 
Remark 6 for the connections of that result with ours. 
We use geometric ideas to show that for r large there are nontrivial 
almost periodic solutions and for t small none. Moreover, our methods 
give a different proof for the periodic case and are not dependent on the 
uniqueness of positive solutions. Our methods apply to a wide class of 
operators (Theorem 4) but we first illustrate them for Eq. (1). The next 
section will be devoted to the existence of a solution in C( - co, co). The 
succeeding section shows that there is a maximal and a minimal solution, 
both of which are almost periodic. We then state the general operator 
result and conclude with some examples and remarks. 
2. EXISTENCE OF BOUNDED SOLUTIONS 
The standard assumptions for the function f in (1) are: 
H, : (f., x) is almost periodic uniformly for x in compact subsets of R; 
H,:f(t,x)=o(x)asx+co uniformlyfortER;and 
H, : f(t, .) is continuously differentiable with f,(t, 6) uniformly con- 
tinuous for (t, b) E R x [0, b,] for some b, > 0, f,(t, .) > 0 with f (t, 0) 3 0 
and f,(t, 0) f 0. 
For the properties of almost periodic functions we refer to Fink [6]. 
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We ~deline 
ZC(I(z) = inf j’ f,(s, 0) ds. 
r-7 
If we assume that f satisfies H, and H,, f is almost periodic and fX(s, 0) is 
uniformly continuous, it follows that f,(s, 0) is almost periodic [6, p. lo]. 
A nonnegative almost periodic function that is not identically zero has a 
positive mean value. This means that uniformly in t, 
(2) 
Thus K(r) - ur for large z. In particular, there is a r,, such that K(r) > 1 for 
r > rO. Unless otherwise specified, we will assume r > r,, and leave z fixed. 
It is for such values of r that our existence results hold. 
If f satisfies H, then there is an x0 such that 
@(z, x) = sup i“ f(s, x) ds 
, I-7 
(3) 
satisfies E(;(t, x)/x < 1 if x 2 x0. This x0 will be fixed for the rest of our 
discussion and we note that it is dependent upon z. 
THEOREM 1. Let f satisfy H,, H,, and H,. Zf z > zO (see (2)), then there 
is a continuous olution of (1) on R with a positive infimum. 
Proof For fixed z we choose E > 0 and small so that (@r, x0) + E)/x, < 1, 
(see (3)). Consider the equation 
x(t)=j’ f(s,x(s))ds+E. 
r-7 
(4) 
We intend to solve this equation by iteration using the monotonicity off 
in the second variable. To this end let 
A,d(t) = 1’ f(s, 4(s)) ds + E. f-l (5) 
If I$ is a continuous function such that 0 < 4(t)< x0 for all t, then 
& <.4,4(t) Q x0. If we let q&(t) z E, then the iteration A$&,(t) is increasing 
and bounded above by x0. The pointwise limit d(t) is a Lebesgue 
measurable function. By the Lebesgue dominated convergence theorem we 
may write 
g(t)=~~A:‘l(o(t)=!~m~S’ 
I--T 
f(s,,4t&(s))ds+c={’ f(s,qi(s))ds+E. 
I-T 
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Since the right hand side is continuous we conclude that 4 is a continuous 
solution of (4) whose values lie in the interval [E, x0]. Call this solution 
d( t, E). We would like to let E JO to get a solution of (1). Unfortunately we 
might get the zero solution. 
To obviate this we proceed in a different way. Define a sequence of real 
numbers {h,} by b, = E and b,, 1 = inf, j:- ,f(s, 6,) ds + E. By induction 
this is a monotone increasing sequence. On the other hand, since 
$(t, E) 3 E = b, we have 
O)(t,+j' f(s,~(s,E))ds+s>j' f(s,E)ds+Ebb, 1-r I-T 
and by induction 
Thus {b,) is bounded by inf, #(t, E). Let i; be the limit of this sequence. It 
is a zero of 
h(b)=&infjr f(s,b)ds--E. (6) 
r--r 
We have h(O) < 0, h( co) = cc by H,, and h’(O) < 0 by choice of T > z. (see 
(2)). It follows that any positive zero of h, in particular 6, is greater than 
the first positive zero of h’. Call this number c. Note that c is independent 
Of&! 
Now we can complete the argument in a familiar way. If E, JO then 
(&t, E,)} is a uniformly bounded equicontinuous family and we may 
extract a subsequence that converges uniformly on any compact subset of 
R. The limit 4(t) is the sought for solution whose values lie in [c, x0]. In 
particular, 4 is nontrivial. 
COROLLARY 1. If f is periodic in t, then we have a periodic nontrivial 
solution. 
Proof: We merely note that A:cp,(t) is a sequence of periodic functions 
and a fortiori cj(t, E) is also. In this case qS(t, E) 1 q(t) uniformly. 
Remark 1. We have not used the almost periodicity except to get 
h’(0) < 0 in (6). Hence we have shown the existence of a solution in C(R) 
with this hypothesis and Hi, H, replaced by suitable continuity 
hypotheses. The first results of the next section also do not use the almost 
periodicity. 
170 FINK AND GATICA 
Remark 2. The condition that K(r) > 1 is used to get the lower bound 
independent of E. The condition in H, that f,(s, 0) f 0 may be replaced in 
this argument by one that implies that h -inf, jiPrf(s, b) ds has a strict 
local maximum at 0 relative to [0, co). 
Remark 3. We will have occasion to refer again to the number c 
constructed in the proof of Theorem 1. 
3. MAXIMAL SOLUTION 
We are now prepared to look at the structure of the solutions of (4) 
whose values lie in [c, x0]. 
LEMMA 1. Let f satisfy H,, H,, H, with t > zO. Then there is a maximal 
solution of (4) with values in [c, x,], i.e., there is a solution X, such that any 
solution d(t) with values in [c, x0] satisfies b(t) < x,(t) for all t E R. 
Proof: Let the set of solutions I$, in [c, x,] be indexed by Z and set 
z(t) = sup,, , c),(t). Then z is a Lebesgue measurable function and A,z(t) is 
well defined. Moreover A,z(t) =jipr f(s, z(s)) ds+ E 3 jipr f(s, q5Js)) ds + 
E = 4,(t) for any CC. Thus A,z(t) > z(t). It follows by induction that A$z(t) 
is an increasing sequence bounded above by x,, so it converges to a 
solution #,, L z, thus z(t) = A,z(t) and z is the maximal solution. 
LEMMA 2. Let f and g be two functions satisfying H,, H,, H, and have 
solutions in [c, x,] with both 
QW) = j-’ f(s, d(s)) ds and 4&t) = ?” g(s, i(s)) ds r-7 f-T 
mapping {#IO<rj(t)<x,} into itself: Zf f(t,x)<g(t,x) for all tER, 
0 < x < x0 then the maximal solution xr is less than or equal to the maximal 
solution XR. 
Proof. The maximal solutions exist by the previous lemma. Then 
A&(t) = J:Lg( s, +@I) ds b f:Lf( s, X/(s)) ds = if,(t). The iteration 
Aii,-(t) converges up to a solution qi(t) of x(t) =J:-= g(s, x(s)) ds and thus 
-q(t) G qqt) d x,(t). 
The crux of our method is to prove that the maximal solutions are 
continuous functions of the equation. 
PROPOSITION 1. Let 9 be a family of functions that satisfy H,, H,, 
and H,. Suppose there is an E,, > 0 such that for 0 < E < e0 there is an 
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interval [c, x,,] such that for f~9 the equation x(t) =Ar.,x(t) = 
S:-rf(s, x(s)) ds+ E h as a solution in [c, x0] and cp(t) <xx, implies that 
A,,,,cp(t) <x0. Then the maximal solutions in [c, x0] are continuous 
functions off E 9, i.e., given n > 0 and a compact interval I, there is a 
6 > 0 such that if f, ge 9 and 1 f(t, x) -g(t, x)1 < 6 for all t, x, then 
[if(t)-Z,(t)1 <q for tEZ. 
Proof Let 6~s~. Then if If(t,x)-g(t,x)(<S we have f(t,x)< 
g(t, x)+ 6. From Lemma 2 we conclude that zff(t)<f,+s(t) so it is 
suflicient to show that Xg+B(t) < Xg( t) + q if 6 is small. But the net .?a+a 
as 6 JO is decreasing by Lemma 2 and greater than Z,(t). Since the net 
converges to a solution of the g equation it must converge to Xg. By Dini’s 
theorem the convergence is uniform on compact intervals. Hence if I is 
given XJ < Xn + b <X, + q if 6 is small. By interchanging f and g we get 
-Yn < T1-+ q (for perhaps a different 6). This completes the proof. 
We are now prepared to prove the almost periodicity of the maximal 
solution of (1). We first review the pertinent facts about almost periodicity, 
see [6]. If CI’= (~1:~) is a sequence we write c( c a’ if GL = {a,} is a sub- 
sequence of CC’. A function f is almost periodic if for every a’, there is a 
tl c CI’ such that lim, f(t + a,) = g(t) exists uniformly on R. We write 
T, f = g for this relation where T, is “translation along ct.” The set of all 
such limiting functions as u’ ranges over all sequences is called the hull of 
f. The hypothesis H, is that TX f( ., x) = g( ., x) where the convergence is 
uniform for x in compact sets. It follows that for all equations in the hull 
of f(., x), H,, H,, H, are satisfied if f satisfies them. Moreover the 
estimates for rO, c, and x,, are the same for all equations in the hull. In par- 
ticular, the previous proposition applies to give continuity of the maximal 
solution in the hull off. 
Because the above definition of almost periodicity requires uniform con- 
vergence on R, it is difficult to prove in a direct way the almost periodicity 
of Xf. Proposition 1 only gives continuity in the compact open topology. 
To remedy this we use a sufficient condition for almost periodicity that is 
a pointwise condition. If tl’ and fi’ are two sequences we say that c1 c a’ and 
pcfl’ are common subsequences if they correspond to the same choice 
function. Then f is almost periodic if for any given sequences IX’, p’ there 
are common subsequences ac a’ and B c fi’ such that Tor+pf = T,Tgf 
pointwise. This means that the diagonal limit lim, f (t + ~1, + B,) is the same 
as the iterated limit lim, lim, f(t + a,, + p,). If f is almost periodic this 
holds uniformly on R. 
THEOREM 2. Let f satisfy H, , H,, and H,. Then for t > 70 the maximal 
solution X, in [c, x0] is almost periodic and mod(2,) c mod(f). Zf z is small, 
zero is the only bounded solution. 
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Proof: If Co is a sequence, then {X,-(t + CI~)} is a uniformly bounded 
equicontinuous family. We have a subsequence c/c CC’ such that 
g(t, x) = T&t, x) uniformly and y(t) = T,X/ exists uniformly on compact 
sets with y a solution of the equation x(t) = j:-,g(s, x(s)) ds. Next, 
X,-(f + c() is clearly the maximal solution of the equation x(t) = 
li-,f(s+ a, x(s)) ds since x(t + a) is a solution of this equation if and 
only if x(t) solves (1). By Proposition 1, we have T,xf(t) = X,(t), i.e., 
T&=X Ta,f pointwise. Maximal solutions go to maximal solutions under 
translation. Now the almost periodicity follows easily. If a’ and fi’ are 
sequences, we can find a c CI’, fi C/I’ common subsequences uch that 
the calculations - - T, +Bx,f= x~~+,~., = xTarzl - TDzTti/= T, T,i;-, are vahd 
pointwise. So X,.is almost periodic. Once we know Xt.is almost periodic we 
also know that the last set of equations holds uniformly on R and module 
containment follows [6, p. 611. 
Note that the module containment yields periodicity if f is periodic. 
We finish the proof of Theorem 2 by means of the following. Let 
IIXII = suP,,R Ix(t)l. 
PROPOSITION 2. Let f satisfy H, and H,. Zf x is any bounded solution of 
(1) and E>O, then 
EXO(E)T 
llxll 6 ~ 
1 -Et 
for T<E-’ 
and x0(&) is the number such that for x 3 x0(~) we have f(t, x)/x < E. In 
particular, for 5 small (1) only has the zero bounded solution. 
Proof If E > 0 and x0(~) is given, let x(t) be a bounded solution. Then 
let B,= [t-t, t] n {tIx(t)<x,}, C,= [t-t, t]\B,. 
x(t)= jB,f(sAs))ds+ j~,f(s,x(s))ds~j~,f(s~o)ds+ jc,4s)ds 
<EX~(E)~+E IIx/Jt. 
The estimate follows. If we fix E then f is Lipschitz on 
R x [0, EX~(E)Z/( 1 - EZ)] and if r is small the Lipschitz constant times t is 
less than 1. Then A, is a contraction and (1) has only the zero solution. 
We can also prove that (1) has a minimal solution that is almost 
periodic. 
THEOREM 3. Let f satisfy H,, H,, and H,. Then for z > z0 there is a 
b >O such that (1) has a minimal solution + in [b, x0]. Further, 
mod(+) c mod( f ). 
SOLUTIONS OF DELAY INTEGRAL EQUATIONS 173 
Proof: Since f,(t, x) is uniformly continuous in (t, x) we have for 
small b that f(t, b)/b-f,(t,O)=f,(t,B(t, b)b)-f,(t,O)> -I]/T where 
0 < Q( t, b) < 1 and g = (K(r) - 1)/2. Fix such a b. For 0 d E < bq define 
If d(t)> b then 
A,&c)>j’ f(s,b)ds-caj-’ bf,(s,O)ds-qb-8 
I-* r-Z 
>&:(z)b-qb-c=(q+l)b-c>b. 
Consequently AZ&, with &,-b converges to the minimal solution of 
4(t) = A,cp(t) in [b, x0] since it is an increasing sequence that converges to 
a solution. Moreover, if x is any solution, x = A,x > AE&, so by induction 
x>A$&. Let the minimal solution be x,. If O<s<6< bq then 
A,,x, = 3, + E - 6 <x, so A:x, converges down to a solution of the 6 equa- 
tion which is greater than xs. Thus the net x, as E JO converges up to a 
solution of (1). But if x0 is the minimal then we just showed that x, 6 x0, 
so the convergence is to x0. Now we can proceed in an analogous way 
as in Proposition 1 and show that the minimal solution is a continuous 
function of g in the hull off and hence it is almost periodic with module 
containment. 
Remark 4. One can construct all the maximal solutions Xn for g in the 
hull simultaneously. For, define the iteration A:#, with &, EX,,. Since 
A,& <x,, this iteration is monotone and since Xn = A,i, < A,&, we have 
Xn < A:$,,. Since the iteration converges to a solution, A,kq$, -+ Xg at least 
pointwise and by Dini’s theorem uniformly on compact sets in R. But 
actually, much more is true. Suppose T,f = g uniformly. Then 
TEA,&(r) = lim, jiWrf(s + a,, x0) ds= j:-,g(s, x,,) ds = A,$,(t)and this is 
uniform on R. By induction T, A;’ ‘d,,(t) = lim, s: T z;- T f(s, Ajq$,(s)) ds = 
lim, j:-rf(s + a,, A~qMs+ a,)) ds = j:-,g(s, T,A~qMs)) ds= A,k+$,(t). 
The statement hat maximal solutions go to maximal solutions is the com- 
mutativity of the diagram 
A;% 
monotone 
decreasing 
1 
k + cc 
Tz 
each k 
xr 
Tz -1 
t 
XT*f 
The convergence across the top is uniform for each k, the rest are pointwise 
in the proof of Theorem 1. Now that we know that Xr is almost periodic, 
174 FINK AND GATICA 
the bottom convergence is also uniform on R. Also we can prove that 
A:&,J.%,- is uniform on R. To see this, suppose the convergence is not 
uniform. There exists E >O, k, + co, t,,E R such that A~q5,,(t,)-.f,(t,)~&. 
By monotonicity, if k is fixed, then for n large 
Let T,f =g uniformly. Then let n + cc to get At&,(O)-x,(O) 2s. But as 
k + cc, At&,(O) -+X,(O). So the convergence down is uniform. It follows 
that the convergence across is also uniform in k. 
A similar diagram holds for the minimal solution by starting the itera- 
tion at b (see Theorem 2) with the convergence being monotone increasing. 
Remark 5. We have shown the existence of an almost periodic solution 
which is strictly bounded away from zero. In fact, if we assume that 
g,(t, 0) > 0 a.e. for all g in the hull of f (this does not follow from 
f,(t, 0) > 0 only), then no almost periodic solution can have inlimum zero 
except the trivial solution. For suppose x(t) solves ( 1) and inf, x(t) = 0. Let 
X(CI,) + 0. Find tl c ~1’ such that T,x = y and TX f = g exist uniformly. Then 
YW=j:-A> Y(J)) d s and y(0) =O. From jiPr g(s, y(s)) ds=O we 
conclude that y=O on [-z,O], then y(-~)=0 implies yr0 on 
[ -22, -21, . ..) and y ~0 to the right by unique continuation. But then 
x(t) = lim, y( t - a,) uniformly is impossible. 
Remark 6. The argument that we give for the maximal solution being 
almost periodic gives an easy proof for the almost periodicity when there 
is a unique bounded solution. For then T, + p’p = T, TBcp follows by 
uniqueness. 
The above rather detailed argument for Eq. (1) is an example of a 
general situation. For consider the equation 
x(t) = A(t, x(t)), (7) 
where the operator A satisfies 
(i) A(t, cp) maps R x C(R) --+ C(R) and is almost periodic in t 
uniformly for cp in bounded sets, and such that A( t, cp( t)) is almost periodic 
if q(t) is almost periodic; 
(ii) A(t, cp) is monotone, i.e., if x, y E C(R) and x(t) < y(t), then 
A(& x(t)) <at, y(t)); 
(iii) If {q,(t)} is a monotonic sequence of functions that converges 
pointwise to q(t) then 
lim A(4 cp,(t)) = A(4 v(t)) n 
pointwise and A(t, q(t)) is a continuous function; and 
SOLUTIONSOFDELAYINTEGRAL EQUATIONS 17.5 
(iv) there are bounded functions j(t) and y(t) in C(R) such that for 
all small positive E and functions cp E C(R) such that 0 < y(t) < q(t) 6 j(l) 
we have 
for all t. 
THEOREM 4. If A satisfies (i), (ii), (iii), and (iv) then there are maximal 
and minimal solutions of (7) whose values lie between y(t) and j(t). They are 
- almost periodic and there is module containment. 
Sketch of Proof For the maximal solution, we note that for 
A,cp(t) = A(t, q(t))+& the sequence Atj(t) decreases and is bounded 
below by y(t). This uses (ii) and (iv). These are continuous by (1) and so 
by (iii) the limit is a continuous fixed point of A,. If I,+ is any fixed point 
of A, in (y(t), j(t)), then $ = A:$< Atj so the limit of Atj is the maximal 
solution x,. If O<E<~, then A,x,=x,--~+6>.?, so Ai.?,f to a fixed 
point of A, which is less than or equal to X6. Thus X, <X6. Now X,1 as 
E JO to a solution of (7) but we know that X, 6X, so X, 1 X0. As in Proposi- 
tion 1, we have the continuity of the maximal solutions in the hull of the 
operator A. It follows that maximal solutions go into maximal solutions 
under translation and the almost periodicity follows by exactly the same 
argument as in Theorem 2. The minimal solutions are constructed from 
below by the iteration Ak,y(t). 
4. UNIQUENESS 
It may of course happen that the maximal and minimal solutions are the 
same. We discuss the various possibilities. First we show that if f is strictly 
monotone, then no solutions can ever agree with the maximal solution. 
LEMMA 3. Let f satisfy H,, H,, and H3 and assume that f is strictly 
increasing in x. Zf q(t) is a solution of (1) that is not c?/, then d(t) < Xf(t) 
for all t E R. 
ProoJ: If 4(t) is a solution such that #(to) = X,(t,), then 
sii-c [f(s, 5:/(s)) - f(s, 4(s))] ds = 0 while the integrand is nonnegative. 
Thusf(s, ~/Cd) -f(s, d(s)) on [to - t, to]. This implies that XJs) - d(s) on 
[to - z, t,] since XJs) B b(s) is given. Now the result follows by continua- 
tion. 
In particular we have the graphs of the minimal and maximal solutions 
never touching. But we can make a stronger statement. They are separated. 
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PROPOSITION 3. Let f satisfy H,, H,, H, and let f be strictly increasing 
in x. If the maximal and minimal solutions are distinct, there is an E > 0 such 
that xr( t) - x(t) 2 E for all t. 
Proof If inf, if/(t) - SJt)] = 0 then there is a sequence c(, such that 
~?~(a,) - ~(cI,) + 0. Taking appropriate subsequences we have XT,,(O) = 
~~~(0) contrary to Lemma 3. 
We have the possibility that the maximal and minimal solutions are the 
same. Both Guo and Lakshmikantham [S] and Krasnoselski et al. [7] 
give conditions that can be used to give uniqueness. 
PROPOSITION 4 (see [S]). Let f satisfy H,, H,, H, and assume there is 
an a~(0, 1) such that f(t,kc)aAOLf(t,x) for 1~(0, l), tER, XE[C,X~]. 
Then the equation has exactly one solution in [c, x,] and it is almost 
periodic. 
Proof: We have maximal and minimal solutions. It suffices to show that 
they are the same. Since c < x,g Xr we have (zcdZ,J(t) < 1 for all t. Let 
0 = inf,(xf(t)/xr(t)). If (r = 1 we are done. If (r < 1 we see that a~?~< sYso 
&)=/’ f(s, ~/(s))ds2j-‘-~f(s, oxJs)) 
I-T 
2 fJa s ’ f(s, xf(s)) ds = +(s). l-7 
Hence (x,lZ,)(t)>a”>o so that c is not the inf(xfix,)(t). Thus CJ= 1. 
PROPOSITION 5 (see [7]). Let f satisfy H, , H,, H, and be uniformly 
concave on [c, x0], i.e., if A E (0, 1) then there is an n > 0 such that 
f(t,Ax)>Af(t,x)(m+n) for teR and XE[C,X~]. Then (1) has a unique 
solution in [c, x0] and it is almost periodic. 
Proof The proof is the same as that for Proposition 4. 
5. EXAMPLES AND FINAL REMARKS 
It is instructive to consider several examples. The separated case 
x(t) = s:, 0) f (x(s)) ds (8) 
is a bit easier to look at. We will assume that f(0) = 0, f ‘(0) > 1, b > 0 and 
b is almost periodic and not identically zero. g(r) = f ‘(0) inf, r:pr b(s) ds so 
we require that inf I jipr b(s) > f ‘(0)-l. 
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EXAMPLE 1. Letf(x) = x/( 1 +x). Then K(r) = inf, ji- r b(s) ds > 1 is the 
requirement on r. The lower bound is c = &(r)i’* - 1. In this case the first 
positive zero of b-f(b) K(T) = 0 serves as a better lower bound. It is 
g(r) - 1. We find that x0 = g(z) - 1 where K(r) = sup, St-T b(s) ds. 
Proposition 5 applies here. To verify that f is strictly concave one needs to 
show ink E Cr,sol f(nx)/@(x)> 1. But in this case f(nx)/@(x) is 1 at x=0 
and is strictly increasing. So there is a unique bounded solution in [c, x0] 
that is almost periodic. 
EXAMPLE 2. Let f(x) = 1 -e-I[, then c = In(inf, j: _ ~ b(s) ds) with 
inf, 1: ~ i b(s) ds > 1 is required. Again uniqueness may be verified by 
applying Proposition 5 as in Example 1. 
EXAMPLE 3. Let f(x) = inf(x, 1). Then x0 = K((z) = sup, s:-r b(s) ds and 
inf, I;-* b(s) ds > 1 is the requirement on r. It follows that c= 1 (the non- 
smooth minimum of x-f(x) inf, jr-* b(s) ds). But if x 2 1 then the equa- 
tion is x(t) = j:-r b(s) ds. This is the almost periodic solution, unique in 
[ 1, CC ) actually. The estimates c and x0 are sharp in this case. If we further 
take b = 1, then our results hold for z > 1 when the solution is x(t) = r for 
z >, 1 and for z < 1 the mapping A, is a global contraction so only the zero 
solution is almost periodic. Hence K(r) > 1 is sharp in this case also. 
Uniqueness of the almost periodic solution follows from the fact that a 
positive almost periodic solution x(t) is bounded below by some E > 0 and 
then the fact that K(T) > 1 and is a lower bound implies that K”(r)& is a 
lower bound which eventually gets greater than one. 
EXAMPLE 4. The linear case is instructive in that it relates to the pre- 
vious example. Take b to be a constant. The equation x(r) = b 5: _ r x(s) ds 
has the following properties: (i) if bt < 1 then any positive solution x 
satisfies x(t) -+ 0 as t + CC and x(t) -+ + CC as t + - cc, both being 
exponential growth; (ii) if bz > 1 then x(t) + 0 as t -+ - co and x(t) -+ co 
as t + co exponentially; (iii) if bs = 1 then any constant is a solution and 
all positive solutions are bounded below and above and there are no 
almost periodic solutions except the constants. 
The growth conditions follow by writing for t < t <2~, x(t) = 
b l: x(s) ds + b s;- T x(s) d s and treating this as a first order linear equation 
in j: x(s) ds. One gets x(t) = j; G(s, t) x(s) ds for r < t < 22, where 
W, t) = 
{ 
beb(‘-O(l -e-bs), Odsdt--zdt; 
beb(, - i) 
Odt-T<S<T. 
We have G(s, t) 2 0 and 
s 
’ G(s, 2~) ds = eb’(bt - 1) + 1. 
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Let g(x) = eX(x - 1) + 1. Then g is strictly increasing and g( 1) = 1. Note 
that if x > 0 is a solution, then x(t) > 0 for all t. Using the positivity of 
the kernel G we have that if 0 <E <x(t) d q on [0, r], then 
g(br)s < x(2r) bg(br)q. Using the translation invariance of the equation 
this can be rephrased saying that if 0 < E d x(t) < rl on [a, a + r] then 
g(bT)E < x(a + 22) <g(bz)q. 
We can now use this inductively to show that if 0 < E f x(t) d rl on [ -r, r] 
then 
g(bzy E G x(t) d g(bzy r] for t fz [(2k - l)r, (2k + l)r]. 
This gives the exponential growth estimates again by using the translation 
invariance of the equation. If x(t) is an almost periodic solution when 
br = 1, let x(t) - .Za(A)e’“‘. Then x is a formal solution in the sense that 
a(A)@’ must be a solution. It is easy to verify that this gives a(A) = 0 when 
1 #O. 
Remark 7. We have given a stability analysis of the linear equation. It 
seems reasonable then that a variational equation around a solution of (1) 
would exhibit stability. We have tried to show that the maximal solution 
is stable (or unstable) but have not been successful. If it were uniformly 
stable say, then no nearby solution would be bounded on all of R. Then 
it would be unique in its range and hence easily proved to be almost 
periodic. 
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