Abstract. Let X denote the solution process of the stochastic equation dX{t) = a(X(t)) dt + a(X(t)) d\V{t). In this paper, conditions on a(-) and cr(-) are given under which the sample paths of X are differentiable at t = 0 with probability one. Variations of these results are obtained leading to a new uniqueness criterion for solutions of stochastic equations. If a(-) is Holder continuous with exponent greater than \ and a() satisfies a Lipschitz condition, it is shown that in the onedimensional case the above equation has only one continuous solution.
1. Introduction. Consider a one-dimensional stochastic integral equation (1) X(t) = x0+ I a(X(s)) ds+ f a(X(s)) dW(s)
Jo Jo where x0e R. a(-) and a(-) are continuous real-valued functions on R, and W is a one-dimensional Brownian motion process with W(0) = 0. If a() and cx(-) satisfy Lipschitz conditions on R, the solution of (1) is unique and we can use uniqueness to show that the family of all such solutions as x0 ranges over R generates a continuous strong Markov process. If furthermore o(x0) = 0, the strong Markov property may be used to show that (2a) if a(x0) > 0, then Pr (X(t) ^ x0, t ^ 0) = 1, (2b) if a(x0) < 0, then Pr (X(t) g x0, t £ 0) = 1.
In the language of diffusions, x0 is called in the first case a right shunt and in the second case a left shunt.
In this paper, we will reverse the steps of the above paragraph. Assuming that a(-) satisfies on R a Holder condition with exponent greater than \, we will derive some results on the local behaviour of the solution X of (1) similar to (2a) and (2b). This will be done in the multidimensional case. Then, assuming that a(-) satisfies a Lipschitz condition on R, we will use these results to prove that equation (1) can have only one continuous solution.
Background material on stochastic integrals and equations may be found in the books of K. Itô [3] , H. P. McKean, Jr. [4] , and A. V. Skorohod [5] .
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where e is a new one-dimensional Brownian motion process with e(0) = 0 a.e. and j is the function of (t, w) defined for each a> by 7(0 = JÓ ll/TO II2 ^s, i^0. Here || ■ || denotes the Euclidean norm in Rn. We shall refer to the above as the random time substitution property. A proof may be found in McKean's book [4] .
3. The law of the iterated logarithm for stochastic integrals. One can use the random time substitution property to obtain a law of the iterated logarithm for stochastic integrals. We give a proof below which depends on the following simple lemma: if h: [0, oo) -> [0, co) is such that h(0)=0 and the derivative h'(t) is continuous and nonnegative, then lim/,(Qloglogl//,(0 t-.o t log log 1/i v '
Alternate proofs of the following theorem may be found in [1] and [4] . Notice also that alisar-^ -ww " Therefore Z(t)^ log log I/O1'2 = lim S11" e(7(0) (2/(0 log log l/7(0)1/a t-o P (2;(0 log log l/j(t))112 ' (2t log log I/O1'2 = lim sup_UM_lim (3(0 h* log 1/7(0)"* t-o p (2/(0 log log l/TXO)1'2 "™ (2i log log I/O1'2 = ||/(0)|| a.e.
In the last step we have used the law of the iterated logarithm for the Brownian motion e. Q.E.D. Iim _,_ (x^+x^^xM+xm lin?J"P (2/ log log I/O1'2 = ((bu(X(0))r2 + 2bii(X(0)) + bj)(X(0))) a.e. for any i,j=l,...,n.
Proof. Using (4), we have (2r log log I/O1'2 = JÓ(ai(X(5)) + aX^)))^ A foKTOl + ^TO^n) (2? log log I/O1'2 " A (2/ log log 1//)1/2
Now JÓ (a¡(X(s)) + üj(X(s))) ds is continuously differentiable in t and therefore ,. P0(ai(X(s)) + ai(X(s)))ds
Thus, taking lim sup¡-.0 of both sides of the above equation, we have according to
Consider now the case where X(0) = z e Rn. By the above theorem, ® H?-.SoUP (Jr'Stogtogr/0^^ -(W+2A^)4-A^))1/a almost everywhere for i,j=l,..., n. In this way the solution X of equation (3) with initial condition X(0) = z determines the matrix b(z). For example, if we set i=j, we can obtain the diagonal elements bü(z), i= 1,..., n, from the equation and once these are known, we can calculate the off-diagonal elements btj(z) from (5) . A natural question is whether the solution X determines the vector a(z) in a similar way. We shall see in Theorem 4.2 that under additional conditions on the function b(-), the answer to this question is yes.
If bu(z)=0, then from (6) The question is whether we can strengthen this result. In other words, is there a function h(t) such that lim¡^0 (Xi(t)-z¡)lh(t) exists and is nonzero?
The following theorem answers the above two questions simultaneously. Corollary.
In addition to the hypotheses of Theorem 4.2 assume that a>\.
(1) 7/a¡(z)>0, then P[X¡(t)>Zi for all sufficiently small t>0] = I. (2) If a¡(z) < 0, then P [^¡(0 < z, for all sufficiently small t > 0] = 1.
Proof. The assumption that a > \ implies that ß > 1 and so by part (2) 
t-»o t
Results (1) and (2) Because of the continuity of X and Y, we note that P'[X + (0)= Y + (0)]=l. It has already been mentioned that W+ is a Brownian motion process on (Q.,¿F,P') independent of lFm. The function a(X + (t)) is nonanticipating with respect to the family (J^+m, tSO) and we can define in the usual way the stochastic integrals (*0 aik(X + (s)) dW + k(s), t^O, with respect to the space (Q, J5", P')> the Brownian motion W + , and the family (J^+m, t äO). Moreover it is not too difficult to show that But due to the continuity of X and Y we would expect this measure to be 0. The contradiction arises from the assumption that P(D)>0, and we can therefore conclude that P(m= +oo)=l. Q.E.D.
6. A uniqueness theorem for solutions of stochastic equations. Theorem 5.2 can be used to prove a uniqueness theorem for solutions of stochastic equations.
Suppose that a: R-> R and a: R-> R are continuous functions satisfying the condition (a(x))2 + (o(x))2SKx(l+x2), xeR, and let A'(O) be an ^¿-measurable random variable. By a theorem of A. V. Skorohod [5, p. 121] , there is a continuous nonanticipating function Xsuch that (7) X(t) = X(0)+\ a(X(s))ds+¡ <j(X(s))dW(s), t^ 0.
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However, continuity of the functions a() and a() is not sufficient to prove uniqueness of the solution X, i.e. that X is the only continuous nonanticipating function satisfying (7). Any one of the following conditions has been shown to be sufficient to insure uniqueness of the solution X. (i) a(-) and o-(-) satisfy Lipschitz conditions on R. See K. Itô [3] .
(ii) ct()>0 and <?(•) satisfies on R a Holder condition with exponent greater than \. See A. V. Skorohod [5] .
(iii) o( ■ ) > e > 0 for some constant e, and <j( ■ ) satisfies onÄa Holder condition with positive exponent. See I. V. Girsanov [2] .
As far as the strong Markov process generated by equation (7) is concerned, the condition <r( • ) > 0 in (ii) and (iii) rules out the existence of any interesting singularities. In the following theorem, we show that if a has zeros, then condition (ii) is still applicable provided we assume that a( ■ ) satisfies a Lipschitz condition on R.
