We report limits on annual modulation of the low-energy event rate from the Cryogenic Dark Matter Search (CDMS II) experiment at the Soudan Underground Laboratory. Such a modulation could be produced by interactions from Weakly Interacting Massive Particles (WIMPs) with masses ∼10 GeV/c 2 . We find no evidence for annual modulation in the event rate of veto-anticoincident single-detector interactions consistent with nuclear recoils, and constrain the magnitude of any modulation to <0.06 event [keVnr kg day] −1 in the 5-11.9 keVnr energy range at the 99% confidence level. These results disfavor an explanation for the reported modulation in the 1.2-3.2 keVee energy range in CoGeNT in terms of nuclear recoils resulting from elastic scattering of WIMPs at >98% confidence. For events consistent with electron recoils, no significant modulation is observed for either single-or multiple-detector interactions in the 3.0-7.4 keVee range.
We report limits on annual modulation of the low-energy event rate from the Cryogenic Dark Matter Search (CDMS II) experiment at the Soudan Underground Laboratory. Such a modulation could be produced by interactions from Weakly Interacting Massive Particles (WIMPs) with masses ∼10 GeV/c 2 . We find no evidence for annual modulation in the event rate of veto-anticoincident single-detector interactions consistent with nuclear recoils, and constrain the magnitude of any modulation to <0.06 event [keVnr kg day] −1 in the 5-11.9 keVnr energy range at the 99% confidence level. These results disfavor an explanation for the reported modulation in the 1.2-3.2 keVee energy range in CoGeNT in terms of nuclear recoils resulting from elastic scattering of WIMPs at >98% confidence. For events consistent with electron recoils, no significant modulation is observed for either single-or multiple-detector interactions in the 3.0-7.4 keVee range. Astrophysical observations indicate that the vast majority of matter in the universe consists of non-baryonic, non-luminous dark matter [1] . Weakly Interacting Massive Particles (WIMPs) are leading candidates for this dark matter since they would be thermally produced in the early universe in the correct abundance to account for the observed relic density [1, 2] . Possible experimental signals from DAMA/LIBRA [3] , CoGeNT [4] and CRESST-II [5] have led to significant recent interest in * Current Affiliation:
SLAC National Accelerator Laboratory/Kavli Institute for Particle Astrophysics and Cosmology, 2575 Sand Hill Road, Menlo Park 94025, CA † Corresponding author: hertel@mit.edu WIMPs with masses ∼10 GeV/c 2 and spin-independent WIMP-nucleon cross sections ∼10 −41 -10 −40 cm 2 (e.g. [6] [7] [8] ).
The WIMP scattering rate is expected to annually modulate due to the relative motion of the earth through the local dark-matter halo [9] . The presence of an annually modulating component in the observed interaction rate can identify a WIMP signal in the presence of significant unmodulated backgrounds. This modulation signature is especially useful for WIMPs with masses ∼10 GeV/c 2 which would primarily produce recoils with energies just above the detection threshold, where the rejection of backgrounds that can mimic a WIMP signal is less powerful. Both the DAMA/LIBRA [3] and CoGeNT [4] experiments claim evidence for such a modulating signal in their data.
The CDMS II experiment consists of an array of cryogenic germanium and silicon detectors which measure both the ionization and athermal phonon energy deposited by each particle interaction [10, 11] . The ratio of the ionization to phonon energy allows discrimination of the expected WIMP nuclear-recoil signal from more prevalent electron-recoil backgrounds on an eventby-event basis. At the 10 keV recoil energies expected from WIMPs with masses 10 GeV/c 2 , electron-recoil rejection is less effective, because the ionization signal is comparable to readout noise. Even with this limited rejection, the observed interaction rate in the CDMS II germanium detectors has been shown in a previous analysis [12] to disfavor an explanation for the DAMA/LIBRA and CoGeNT signals in terms of spin-independent elastic scattering of low-mass WIMPs.
If, as recently suggested, only a small fraction of the low-energy excess events in CoGeNT are due to WIMPs, then constraints from CDMS II may be avoided [6, 13] . In this case, if CoGeNT's annual modulation is due to WIMPs, the fractional variation is several times larger than expected for a "standard" halo with a Maxwellian velocity distribution [6, 14] . In addition, the energy spectrum of the modulation extends to higher energies than expected for a standard halo [7, [14] [15] [16] . Such large modulation fractions and hard spectra might be possible if the halo exhibits (non-standard) local substructure [6, 7, 14] . To test such a scenario, this Letter searches for a corresponding annual modulation in the CDMS II germanium data. This analysis does not cover the full energy range of the CoGeNT modulation, restricting itself to energies above 5 keV nr (which, due to quenching [17, 18] , corresponds to 1.2 keV ee in the standard CoGeNT energy scale [19] ). Because germanium serves as the target material for both CDMS II and CoGeNT, these results provide a check of whether the reported modulating signal is due to WIMPs that is less model-dependent than recent results from XENON10 [20] and XENON100 [21] .
The data analyzed here were collected over nearly two annual cycles, from October 2006 to September 2008, using all 30 Z-sensitive Ionization and Phonon (ZIP) detectors installed at the Soudan Underground Laboratory [10, 11] . Data-quality and detector selection criteria are identical to the previous analysis of the low-energy CDMS II nuclear-recoil spectrum in [12] . Only the 8 germanium detectors with the lowest trigger thresholds were used to search for WIMP interactions, while all 30 detectors were used to veto events with interactions in multiple detectors.
Following [12] , the nuclear-recoil energy scale is based on the phonon measurement, which is corrected by ∼20% to take into account the fraction of the total phonon signal arising from the Neganov-Luke phonons [22] generated by the charge-carrier drift across the detectors.
The Neganov-Luke phonon contribution for nuclear recoils in 252 Cf calibration data was directly measured for the recoil-energy range of this analysis. As in [12] , the phonon energy scale for electron recoils was conservatively calibrated, ensuring to the 90% C.L. that the 1.3 and 10.4 keV activation-line energies were not underestimated.
The maximum energy considered in this analysis was 11.9 keV nr , matching the highest energy observable by the CoGeNT "LG" (low gain) channel [19] . Because time-dependent variations in the CDMS trigger thresholds could mimic or hide a modulation in the event rate, the energy threshold for this analysis was conservatively chosen to be 5 keV nr , high enough that events are triggered with essentially perfect efficiency. To avoid bias, trigger efficiency was measured throughout the exposure, using events for which at least one other detector triggered. For the 5-11.9 keV nr energy range, combining all detectors and all time bins yielded 4350 events in this unbiased sample, only 3 of which failed to trigger. These missed triggers were each in a different detector and were uniformly spaced throughout the considered energy range.
Because CDMS II uses a phonon-based energy scale (at these low energies), and CoGeNT uses an ionizationbased energy scale, quenching causes the two experiments to exhibit different mappings between energies assuming nuclear recoils (such as the energy range of this analysis, 5.0-11.9 keV nr ) and energies assuming electron recoils. For electron recoils with the same total phonon signal in the CDMS II experiment, the equivalent recoil-energy interval is 3.0-7.4 keV ee , due to the larger Neganov-Luke phonon contribution. Analogously, for electron recoils with the same total ionization signal in the CoGeNT experiment, the equivalent recoil-energy interval is 1.2-3.2 keV ee , where we apply CoGeNT's measured ionization yield for nuclear recoils [19, 23] .
Detector stability was monitored throughout data taking with quality cuts, removing periods of abnormal detector performance [11] . For consistency with previous work, we followed [12] and removed data taken during the 20 days following exposure of the detectors to a neutron calibration source. After removing these time periods, a total of 241 kg days raw exposure were considered, as in [12] . To allow checks for stability to be applied to multiple-scatter events, an additional cut was introduced to eliminate electronics "glitch" events, for which phonon pulses were detected above threshold in more than 15 detectors simultaneously.
Events inconsistent with WIMP interactions were rejected. Since modulation of data-selection cut efficiencies could mimic or hide a modulation in the event rate, selection criteria were designed to have constant acceptance with time, and any residual modulation in the cut efficiencies was constrained using events sampled throughout the data taking period. Since WIMPs have a negligi-bly small probability of interacting more than once in the apparatus, events with energy deposited in more than a single detector ("singles cut") or in the active scintillator veto ("veto cut") were removed. The glitch cut, veto cut and singles cut have a combined efficiency >97%, with negligible time-dependent variation.
Events were further required to have ionization signals consistent with noise in the outer charge electrode of the detector ("Q-inner cut"). To search for a nuclearrecoil signal of WIMP origin, the ionization energy was required to be within ±2σ of the mean of the energydependent nuclear-recoil distribution from calibration data ("nuclear-recoil cut") in the main analysis described below. This ionization-based selection increases the sensitivity of this analysis to a modulating signal relative to the more restrictive ionization-based selection used in [12] , provided that backgrounds do not modulate. To explore different physics or instrumental origins of a potential signal, we also applied our modulation analysis to two additional event samples consisting of either singlescatter or multiple-scatter events with no ionizationbased nuclear-recoil cut. The quality, glitch, veto and Q-inner cuts were always maintained.
These various cuts result in an efficiency ε (t, E, d) that depends on the time t, the deposited energy E and the detector d. With notations following the descriptions above, the total efficiency for our primary "WIMPcandidate" sample can be written as
where we have explicitly identified the dependence on time t, energy E and detector d for each of the cuts. For the event samples that remove the nuclear-recoil and singles cuts, the corresponding efficiencies, ε singles and ε NuclearRecoil , are ignored. In the lower portion (5-7.3 keV nr ) of the energy range considered, the rate of nuclear-recoil candidate events measured in this analysis is 0.28±0. −1 for CoGeNT. In both cases, a modulation of the magnitude observed by CoGeNT would require a modulation fraction in CDMS of ∼100%.
We test whether the Q-inner and nuclear-recoil cut efficiencies are sufficiently constant using calibration data collected throughout the time period used in the analysis. For each cut, for a given time interval γ, and detector d, we measure P γd events passing the cut and F γd failing. Note that the time intervals of the efficiency data are not coincident with the low-background time intervals, but are suitably distributed over the whole data-taking period. We then maximize the likelihood appropriate for a binomial distribution
The efficiencies ε γd are written as
where ω = 2π/365.24 day −1 . For the chosen cut and energy interval we fit for the detector-dependent unmodulated efficiency ε d , the detector-independent relative modulation amplitude A, and the phase φ (measured from Jan. 1st), while requiring the efficiency to be ≤1. We generate 10 4 artificial realizations of the model under consideration, and determine the confidence regions for the modulation and phase using the Feldman-Cousins method [24] . This analysis indicates that the maximum efficiency modulation allowed by our experimental measurement of the nuclear-recoil cut efficiency is 1.2% at the 90% C.L. In the case of the Q-inner cut, this upper limit is 2.3%.
In order to estimate the modulation in the observed event rate, we bin events into 16 time intervals, labeled by β, of ∼25 days each. We denote the center of each time bin as t β and its width as ∆t β . The number of events observed in the time interval β in detector d is n βd . We construct a likelihood using the expected Poisson distribution for the n βd
where factorial terms have been omitted for convenience. In this equation, µ βd is the expected number of events
where Γ d is the unmodulated rate in detector d, M is the modulation amplitude, m d is the mass of detector d, ε βd is the appropriate efficiency using Eq. 1, f βd is the live-time fraction appropriate for the detector and time interval, ∆t β is the time interval width, and ∆E is the energy interval width. Since the efficiency modulation allowed by the fits to Eq. 3 is much smaller than the physics effect we are testing, we need not add an additional term eff (ε βd ) in the likelihood, which would take into account such uncertainties in Eq. 3. Figure 1 shows residual rates for WIMP candidate events, after subtracting the best-fit constant rates Γ d (found with modulated rate M fixed at 0). Using a Feldman-Cousins approach, we test modulation models [M , φ] on the WIMP candidates, which consist of all events satisfying the data-selection cuts described above. rates in this energy range with amplitudes greater than 0.06 [keV nr kg day] −1 are excluded at the 99% C.L. For comparison, a similar analysis was carried out using the publicly available CoGeNT data [19] . Our analysis of CoGeNT data is consistent with previously published analyses [6, 7, 14] . Figure 3 shows the modulated spectrum of both CDMS II and CoGeNT, assuming the phase (106 days) which best fits the CoGeNT data over the full CoGeNT energy range. Compatibility between the annual modulation signal of CoGeNT and the absence of a significant signal in CDMS is determined by a likelihood-ratio test, which involves calculating λ ≡ L 0 /L 1 , where L 0 is the combined maximum likelihood of the CoGeNT and CDMS data assuming both arise from the same simultaneous best-fit values of M and φ, while L 1 is the product of the maximum likelihoods when the best-fit values are determined for each dataset individually. The probability distribution function of −2 ln λ was mapped using simulation, and agreed with the χ 2 distribution with two degrees of freedom, as expected in the asymptotic limit of large statistics and away from physical boundaries. The simulation found only 82 of the 5×10 3 trials had a likelihood ratio more extreme than was observed for the two experiments, confirming the asymptotic limit computation which indicated 98.3% C.L. incompatibility between the annual-modulation signals of CoGeNT and CDMS for the 5.0-11.9 keV nr interval.
We extend this analysis by applying the same method to CDMS II single-scatter and multiple-scatter events without applying the ionization-based nuclear-recoil cut. These samples are both dominated by electron recoils. showing maximum-likelihood fits for both CoGeNT (light orange circles, 68% confidence interval shown with vertical line) and CDMS nuclear-recoil singles (dark blue rectangles, 68% confidence interval given by rectangle height). The phase that best fits CoGeNT over all energies (106 days) was chosen for this representation. The upper horizontal scale shows the electron-recoil-equivalent energy scale for CoGeNT events. The 5-11.9 keVnr energy range over which this analysis overlaps with the low-energy channel of CoGeNT has been divided into 3 (CDMS) and 6 (CoGeNT) equal-sized bins. modulation amplitudes and phases for these two samples, both of which are consistent with no modulation. For the energy range chosen for this analysis, there is not significant overlap with the corresponding CoGeNT energy range under the hypothesis of an electron-recoil modulation. Our minimum electron-equivalent energy is 3 keV ee compared to a 3.2 keV ee maximum energy for the CoGeNT low-energy channel. Consequently, this analysis cannot exclude the possibility of the modulation observed by CoGeNT being the result of electron recoils. The absence of modulation in the single-scatter and multiplescatter events indicates the absence of strong systematic effects in our data.
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Energy Scales
The total energy deposited by a particle interaction is the "recoil energy," E R . The majority of the recoil energy is deposited directly as athermal phonons, while a fraction of the energy goes into producing electron-hole pairs above the band gap. After the charge carriers are drifted across the detector and relax to the Fermi level, the remaining recoil energy is deposited in the phonon system.
On average one electron-hole pair is produced for every = 3.0 eV of recoil energy for an electron recoil in Ge [25, 26] . The "ionization energy" E Q is defined for convenience as the recoil energy inferred from the detected number of charge pairs, N Q , assuming that the event is an electron recoil:
The ionization energy scale is calibrated in situ using electron-recoil lines of known energy, and is reported in units of "keV ee ," which gives the recoil energy in keV for an electron recoil producing the same ionization signal. The ionization yield Y ≡ E Q /E R , so on average Y = 1 for electron recoils. Nuclear recoils produce fewer charge pairs, and hence less ionization energy, E Q , than electron recoils of the same recoil energy. The ionization yield Y for nuclear-recoil events depends on recoil energy, with Y ≈ 0.2-0.25 in Ge for E R ≈ 5-10 keV [17, 18] .
An additional phonon population is produced by drifting the charge carriers across the detector, with the total energy deposited equal to the work done by the electric field. These "Neganov-Luke" phonons [22] contribute to the total observed phonon signal, E P , yielding
where V b = 3.0 V is the bias voltage across the detector. Since E Q = E R for electron recoils with full charge collection, E P = 1 + eV b E R for these events. In this, as in previous low-energy analyses [12, 27] , the recoil energy for each event is determined from the phonon signal alone, after accounting for the Neganov-Luke phonons using Eq. 7. This recoil energy estimate avoids incorporating the poorer signal-to-noise of the charge measurement at low energy, but requires an assumption of the recoil type to correctly estimate the recoil energy.
For electron recoils, the phonon-based recoil energy scale, E ER (E P ), is directly calibrated in situ using the 1.3 keV ee and 10.4 keV ee Ge activation lines visible after neutron calibrations, ensuring that this energy scale cannot be overestimated at the 90% C.L. Due to the calibration procedure, this scale is given by definition as
where we have used that eV b / = 1 when biased at the calibrated voltage V b = 3.0 V. The energy scale for nuclear recoils, E N R (E P ), reported in units of "keV nr ," uses the same calibration of the phonon energy scale as for electron recoils, but with a smaller correction for the Neganov-Luke phonons produced by a nuclear recoil. The mean ionization energy for nuclear recoils E Q,N R (E P ) is determined over the relevant energy range from the distribution of nuclear recoils from in situ 252 Cf calibration data. The nuclear recoil energy scale is then
As stated above, the electron-recoil energy scale E ER (E P ) is directly calibrated with lines of known energy. The nuclear recoil energy scale cannot be directly calibrated in a similar fashion due to the lack of spectral features in the energy range of interest. Errors in the nuclear-recoil energy scale could be introduced by errors in the Neganov-Luke phonon correction relative to electron recoils, or dependence of the athermal phonon collection on recoil type. Since the Neganov-Luke phonon contribution accounts for only 20% of the total phonon signal and the ionization produced by nuclear recoils is well-measured using the 252 Cf calibration data, the correction for the Neganov-Luke phonons does not contribute significant uncertainty to the recoil energy scale [12] . The absolute nuclear recoil energy scale is constrained by comparison of the measured ionization yield in CDMS to previous measurements of the ionization yield for nuclear recoils of known recoil energy (see e.g. [28] and references therein). The measured yields are inconsistent with an overestimate of the nuclear recoil energy scale in CDMS, assuming the same ionization collection efficiency as previous measurements [12] . CoGeNT must similarly assume either a nuclear-recoil energy scale or an electron-recoil energy scale. In this analysis, we follow the prescription [4] of the CoGeNT collaboration to relate the ionization energy (calibrated using electron-recoils) to the nuclear recoil energy
good over the energy range 0.2 keV nr < E NR 10 keV nr .
The CDMS II Exposure
As noted in the main text, the CDMS WIMP-search data are not continuous over the nearly two years of exposure considered here, but include gaps due to neutron calibrations, warming of the detectors, and data periods removed due to data-quality diagnostics. Since data-quality diagnostics remove individual detectors, different detectors serve as WIMP-search detectors for different times. Figure 5 shows the history of exposure for the period considered on a detector-by-detector basis. The detectors were arranged in five "towers," and are identified by their tower number (T1-T5) and by their (top-to-bottom) ordering within the tower (Z1-Z6). In this and following plots, the 5-11.9 keVnr range has been subdivided into three equal parts: [5-7. 3 keVnr], [7.3-9. 6 keVnr], and [9.6-11.9 keVnr]. All events shown have passed data-quality cuts, as well as the veto cut and the Q-inner cut. Crosses represent events registering in multiple detectors ("multiples"), filled markers represent events registering in only one detector ("singles"), and colored markers represent singles lying within the ±2σ nuclear-recoil bands, defined through 252 Cf calibration independently for each detector and run. The edges of these run-by-run nuclear-recoil band definitions are also indicated. showing maximum-likelihood fits where the phase has been fixed and the modulated rates M have been determined for both CoGeNT (light orange circles, vertical bars denoting the 68% confidence intervals) and CDMS (dark blue rectangles, with vertical height denoting the 68% confidence intervals). The phase that best fits CoGeNT (106 days) over the full CoGeNT energy range is shown on the left; the phase expected from interactions with a generic WIMP halo (152.5 days) is shown on the right. The upper horizontal scales show the electron-recoil-equivalent energy scale for CoGeNT events. The 5-11.9 keVnr energy range over which this analysis overlaps with the low-energy channel of CoGeNT has been divided into 3 equal-sized bins (CDMS) and 6 equal-sized bins (CoGeNT). In the right plot, we also show the DAMA modulation spectrum (small grey circles), following the method of Fox et al. [29] , for which we must assume both a WIMP mass (here, mχ=10 GeV/c 2 ) and a Na quenching factor (here, qNa = 0.3). Lower WIMP masses or higher quenching factors can push the DAMA modulated spectrum towards significantly lower energies. No attempt has been made to adjust for varying energy resolutions between the experiments. 
