We obtain a common generalization of two types of Sylvester formulas for compound determinants and its Pfaffian analogue. As applications, we give generalizations of the Giambelli identity to skew Schur functions and the Schur identity to Schur's skew Q-functions.
Introduction
Determinant and Pfaffian formulas for general matrices are a powerful tool in proving relations among special functions and in evaluating specific determinants and Pfaffians. For example, in [6] , we applied the Cauchy-Sylvester formula for compound determinants to give a transparent proof of the evaluation of the determinant involving BC n -type Jackson integrals. And, in [4] , we found a variant of the Cauchy-Sylvester formula and obtained product evaluations of determinants of classical group characters. The aims of this paper are to establish a common generalization of two types of Sylvester formulas for compound determinants and its Pfaffian analogue, and to obtain symmetric function identities by applying these generalized formulas.
Given a matrix X = x i,j and sequences I = (i 1 , . . . , i p ) of row indices and I ′ = (i ′ 1 , . . . , i ′ q ) of column indices, let X I I ′ be the p × q matrix obtained from X by picking up the rows indexed by I and the columns indexed by I ′ , i.e.,
.
For two sequences I and J, we denote by I ⊔ J the concatenation of I and J, and, if J is a subsequence of I, then we denote by I \ J the sequence obtained by removing the entries of J from I. For example, (1, 3, 4)⊔ (2, 6) = (1, 3, 4, 2, 6) and (1, 3, 4, 2, 6)\(3, 2) = (1, 4, 6) . Then the Sylvester formula and its dual version are stated as follows: Proposition 1.1. Let X be a matrix and let K and K ′ be sequences of row and column indices of the same length.
(1) (Sylvester [15] ) For sequences I = (i 1 , . . . , i p ) of row indices and I ′ = (i ′ 1 , . . . , i ′ p ) of column indices, we have
(2) For sequences J = (j 1 , . . . , j q ) of row indices and J ′ = (j ′ 1 , . . . , j ′ q ) of column indices, we have
2)
The identities (1.1) and (1.2) are dual to each other in the sense that one is obtained from the other by applying to the matrix X −1 and using Jacobi's complementary minor formula [7] . One of the main results of this paper is the following theorem, which is a common generalization of (1.1) and (1.2) . In fact, we can recover (1.1) (resp. (1.2)) by specializing q = 0 (resp. p = 0) in (1.3). Theorem 1.2. Let X be a matrix and I, J and K (resp. I ′ , J ′ and K ′ ) sequences of row (resp. column) indices of length p, q and r. We define a (p + q)
Then we have 
Another main result is the following common generalization of (1.4) and (1.5). If m = 0 (resp. l = 0), then Equation (1.6) reduces to (1.4) (resp. (1.5)). Note that Hirota [3] gave the special case l = m. Theorem 1.4. Let Y be a skew-symmetric matrix. Let l, m and n be nonnegative integers with the same parity, and let I, J and K be sequences of row/column indices of Y of length l, m and n respectively. We define an (l + m) × (l + m) skew-symmetric matrix Y = y α,β 1≤α,β≤p+q by
Then we have
Pf
As an application of our generalized Sylvester formula (Theorem 1.2), we give an extension of the Giambelli identity to skew Schur functions, which expresses a skew Schur function s λ/µ in terms of a determinants of skew Schur functions of the form ±s ν/µ . Similarly, we use the generalized Knuth formula (Theorem 1.4) to obtain a generalization of the Schur identity to Schur's skew Q-functions, which expresses a skew Q-function Q λ/µ in terms of a Pfaffian of skew Q-functions of the form ±Q ν/µ . This article is organized as follows. In Section 2, we prove Theorem 1.4 by using a Pfaffian analogue of the Desnanot-Jacobi identity. In Section 3, we derive Theorem 1.2 from Theorem 1.4 by using a relation between determinants and Pfaffians. Applications to symmetric function identities are provided in Sections 4 and 5.
Proof of Theorem 1.4
Recall a definition and some properties of Pfaffians (see [5] for details). Given an 2m × 2m skew-symmetric matrix A = a ij 1≤i,j≤2m , the Pfaffian of A, denoted by Pf A, is defined by
where F 2m is the subset of the symmetric group S 2m given by
For example, if 2m = 4, then we have Pf A = a 12 a 34 − a 13 a 24 + a 14 a 23 .
For a 2m × 2m skew-symmetric matrix A and a 2m × 2m matrix T , we have
Hence the Pfaffian is alternating in the sense that Pf a σ(i),σ(j) = sgn(σ) Pf (a i,j ) for any permutation σ ∈ S 2m . One key ingredient of the proof of Theorem 1.4 is the Pfaffian analogue of the DesnanotJacobi formula, which is a special case of the basic identity in [9] . Lemma 2.1. (See e.g. [9, (1.1)].) Let A be a skew-symmetric matrix A with rows/columns indexed by (1, 2, . . . , 2m). For row/column indices i < j < k < l, we have (1) If k is even, then we have
Proof. The first identity (2.2) is a restatement of Lemma 2.1. We shall prove the second identity (2.3). Let e be the first entry of K and let K ′ = K \(e) be the remaining sequence.
By using lemma 2.1, we have
Hence the left hand side of (2.3) is equal to
which turns out to be equal to
Proof of Theorem 1.4. For three sequences I, J and K, we denote by Z(I, J, K) the (l + m) × (l + m) skew-symmetric matrix given by
where l and m are the lengths of I and J respectively. We proceed by induction on l and m.
First we consider the case where l ≥ 4. In this case, we apply Lemma 2.1 to the matrix A = Y = Z(I, J, K) with (i, j, k, l) = (1, 2, 3, 4). By using the induction hypothesis on l, we have
and
Hence we see that
Again by applying Lemma 2.1 to A = Y (I ⊔ K), we obtain the desired formula (1.6) for Z(I, J, K).
Next we consider the case where m ≥ 4. In this case we apply Lemma 2.1 to the matrix A = Y = Z(I, J, K) with (i, j, k, l) = (l + 1, l + 2, l + 3, l + 4). We see that
and
• Y l+1,l+3 is equal to the matrix obtained from −Z(I, J \ (j 1 , j 3 ), (j 1 , j 3 ) ⊔ K) by multiplying the (l + 1)st row/column (corresponding to j 2 ) by −1,
• Y l+2,l+4 is equal to the matrix obtained from −Z(I, J \ (j 2 , j 4 ), (j 2 , j 4 ) ⊔ K) by multiplying the (l + 2)nd row/column (corresponding to j 3 ) by −1,
• Y l+1,l+4 is equal to the matrix obtained from Z(I, J \ (j 1 , j 4 ), (j 1 , j 4 ) ⊔ K) by multiplying the (l + 1)st and (l + 2)nd rows/columns (corresponding to j 2 and j 3 ) by −1.
Hence, by using the induction hypothesis on m, we have
Again by using Lemma 2.
, we obtain the desired formula (1.6) for Z(I, J, K). Now it remains to show the cases where 
We apply Lemma 2.1 to this matrix, say W . It follows from (2.3) that
And it follows from (2.2) that
Hence, again by using (2.3), we see that
This completes the proof of Theorem 1.4.
Proof of Theorem 1.2
In this section we derive Theorem 1.2 from Theorem 1.2. Some determinant formulas can be deduced from Pfaffian formulas by using the following fundamental relation between determinants and Pfaffians.
Lemma 3.1. (See e.g. [5] .) Suppose that m + n is even. If M is an m × n matrix, then we have
More generally, if N is an n × n skew-symmetric matrix and M is an m × n matrix, then we have
Proof of Theorem 1.2. We put
and consider the following 2(p + q + r) × 2(p + q + r) skew-symmetric matrix Y with rows/columns indexed by
We apply Theorem 1.4 to the sequences
We compute the entries of the matrix Y given in Theorem 1.4. By permuting row/columns and then by using (3.1), we have for 1 ≤ α, β ≤ p
where O n denotes the n × n zero matrix. Similarly we have, for 1 ≤ α ≤ p and 1 ≤ β ≤ q,
and, for 1 ≤ α, β ≤ q,
If we put
, then the matrix Y in Theorem 1.4 is given by
where ε = (−1)
. By permuting rows/columns and using Lemma 3.1, we have
Since we have
we obtain (−1)
Now by noticing the congruence
we complete the proof of Theorem 1.2.
We can derive the following Bazin formula from Theorem 1.2 Corollary 3.2. (Bazin [1] ) Let n and p be positive integers such that p ≤ n. If Z is a matrix with columns indexed by (1, 2, . . . , n), and I = (i 1 , . . . , i p ), J = (j 1 , . . . , j p ), and K are sequences of row indices of length p, p, and n − p respectively, then we have
Proof. We apply Theorem 1.2 to the matrix X = (x i,j ) with columns indexed by (1, . . . , p, 1, . . . , p, p + 1, . . . , n) given by
By permuting columns on the determinant of the left hand side, we see that the left hand side is equal to
By cancelling the common factor, we obtain the Bazin formula (3.3).
Skew generalizations of Giambelli identity
In this section, we use the generalized Sylvester formula (Theorem 1.2) to obtain a skew generalization of the Giambelli identity to skew Schur functions.
A partition of a nonnegative integer n is a weakly decreasing sequence λ = (λ 1 , λ 2 , λ 3 , . . . ) of nonnegative integers such that |λ| = i≥1 λ i = n. The length, denoted by l(λ), of a partition λ is the number of nonzero entries of λ. We sometimes write λ = (λ 1 , . . . , λ l(λ) ) by omitting the 0s at the end. We identify a partition λ of n with its Young diagram, which is a left-justified array of n cells with λ i cells in the ith row. We denote by ∅ the empty partition (0, 0, . . . ) of 0. Given a partition λ, we put
where λ ′ i is the number of cells in the ith column of the Young diagram of λ. Then we write λ = (α 1 , . . . , α p(λ) |β 1 , . . . , β p(λ) ) and call it the Frobenius notation of λ.
Let s λ be the Schur function corresponding to a partition λ, and s λ/µ the skew Schur function associated to a pair of partitions λ and µ. Note that s λ = s λ/∅ and s µ/µ = 1 and that s λ/µ = 0 unless λ i ≥ µ i for i ≥ 1. (Refer to [11, Chapter I] for details on Schur functions.) Giambelli [2] gave a formula which expresses any Schur function as a determinant of Schur functions of hook shapes (a|b), and Lascoux-Pragacz [10] gave a generalization of the Giambelli identity to skew Schur functions.
the Frobenius notation, then we have
where h k (resp. e k ) is the kth complete (resp. elementary) symmetric function and h k = e k = 0 for k < 0.
We apply Theorem 1.2 to give another generalization of the Giambelli identity to skew Schur functions. In order to state the identity, we extend the definition of skew Schur functions as follows: Definition 4.2. Given two nonnegative integer sequences α = (α 1 , . . . , α p ) and β = (β 1 , . . . , β p ) of the same length p and a partition µ, we define s (α|β)/µ by putting
If the entries of α (or β) are not distinct, then s (α|β)/µ = 0. Otherwise, if σ and τ ∈ S p are permutations such that
, then by (4.2) we have s (α|β)/µ = sgn(στ )s λ/µ , where λ is a partition given by the Frobenius notation
). Then we have the following skew generalization of the Giambelli identity. 
where the symbol a means removing a from the sequence.
If µ = ∅, then (4.3) reduces to the Giambelli identity (4.1). Note that the nonzero entries of the determinant (4.3) are of the form ±s ν/µ with ν/µ a border strip, i.e., a connected skew Young diagram containing no 2 × 2 block of cells.
Proof. Apply Theorem 1.2 to the matrix
Then by definition we have
is a (2s − 1) × (2s − 1) matrix whose bottom-right block is the s × s zero matrix, we see that
Hence, by applying Theorem 1.2, we obtain the desired identity. 
Skew generalizations of Schur identity
In this section we use Theorem 1.4 to obtain a skew generalization of the Schur Pfaffian identity for Schur's Q-functions. A partition λ is called strict if λ 1 > λ 2 > · · · > λ l(λ) . Let Q λ be the Schur Q-function corresponding to a strict partition λ, and Q λ/µ the skew Q-function associated with a pair of strict partitions λ and µ. Note that Q λ/∅ = Q λ , Q µ/µ = 1 and Q λ/µ = 0 unless λ i ≥ µ i for all i. See [11, Chapter III, Section 8] for details on Schur Q-functions.
Schur [13] defined the Schur Q-function corresponding to any strict partition as a Pfaffian of Schur Q-functions corresponding to strict partitions with at most two rows, and Józefiak-Pragacz ( [8] ) gave a generalization of Schur's identity to skew Q-functions.
Proposition 5.1. For sequences α = (α 1 , . . . , α l ) and β = (β 1 , . . . , β m ) of nonnegative integers, let S α β and T α β be l × m matrices defined by
where we use the convention
for positive integers a and b, and Q (a) = 0 for a < 0. Then we have the following Pfaffian identities:
(1) (Schur [13] ) If λ is a strict partition, then we have
where λ = (λ 1 , . . . , λ l(λ) ) and λ 0 = (λ 1 , . . . , λ l(λ) , 0).
(2) (Józefiak-Pragacz [8] ) For two strict partitions λ and µ, we have
We find another generalization of the Schur identity (5.1) to skew Q-functions. To state the identity, we extend the definition of skew Q-functions as follows:
Definition 5.2. Given a nonnegative integer sequence α of length l and a strict partition µ, we define Q α/µ by putting
We note that, if l + l(µ) is odd, then we have
where α 0 = (α 1 , . . . , α l , 0). If the entries of α are not distinct, then
). Then we have the following skew-generalization of Schur identity (5.1).
Theorem 5.3. For strict partitions λ and µ, we have where l = l(λ), m = l(µ), and s = m or m + 1 according to whether l + m is even or odd, and we use the convention that ξ (α 1 ,...,αp) is alternating in α 1 , . . . , α p . By using the fact that Q µ (x/2) is a solution of the BKP hierarchy [16] , we can show that
where n runs over all positive odd integers and y = (y 1 , y 3 , y 5 , . . . ) is another set of variables, is a solution of the BKP hierarchy. Applying Shigyo's formula to this special solution τ (x), we obtain the generalized Schur identity (5.3).
