Introduction
The F. and M. Riesz theorem states that, for simply connected planar domains Ω whose boundary has finite length, harmonic measure and arclength are mutually absolutely continuous. The obvious generalization to higher dimensions is false due to examples of Wu and Ziemer: they construct topological two-spheres in R 3 with boundaries of finite Hausdorff measure H 2 where either harmonic measure is not absolutely continuous with respect to H 2 [Wu] or H 2 is not absolutely continuous with respect to harmonic measure [Z] , respectively. In spite of this, there has still been interest in narrowing down some sufficient conditions for when the F. and M. Riesz theorem still holds in higher dimensions.
Recall that a nontangentially accessible domain (or NTA domain) Ω ⊂ R d+1 is a connected open set for which the following hold:
(1) Ω is a C-uniform domain, meaning for all x, y ∈ Ω there is γ ⊂ Ω for which H 1 (γ) ≤ C|x − y| and dist(z, Ω c ) ≥ dist(z, {x, y})/C for all z ∈ γ, and (2) Ω satisfies the C-exterior corkscrew condition, meaning for all ξ ∈ ∂Ω and r > 0 there is B(z, r/C) ⊂ B(ξ, r)\Ω. In [DJ] , David and then not only do we have ω ≪ H d | ∂Ω ≪ ω, but they are in fact A ∞ -equivalent. At first look, Ahlfors regularity seems superfluous for establishing absolute continuity, and in some sense it is: in [Ba] , Badger shows that if one merely assumes H d | ∂Ω is locally finite and Ω ⊂ R d+1 is NTA, then we still have H d | ∂Ω ≪ ω. He shows that ω ≪ H d | ∂Ω ≪ ω on the set {ξ ∈ ∂Ω : lim inf r→0 H d (B(ξ, r) ∩ ∂Ω)/r d < ∞} but asks whether or not mutual absolute continuity holds on the whole boundary of Ω and not just on the above set (see Conjecture 1.3 in [Ba] ). However, this turns out not to be true in general: we show that there exist domains where ω and H d | ∂Ω are mutually singular even if we assume stronger conditions than the NTA property, such as Reifenberg flatness. By a domain in R d+1 we mean an open connected set. Given A, B ⊂ R d+1 , we denote by dist H (A, B) the Hausdorff distance between A and B. Definition 1.1 (Reifenberg flat domain). Let Ω ⊂ R d+1 be an open set, and let 0 < δ < 1/2, r 0 > 0. We say that Ω is a (δ, r 0 )-Reifenberg flat domain if it satisfies the following conditions:
(a) For every x ∈ ∂Ω and every 0 < r ≤ r 0 there exists a hyperplane P(x, r) containing x such that dist H ∂Ω ∩ B(x, r), P(x, r) ∩ B(x, r) ≤ δ r.
(b) For every x ∈ ∂Ω, one of the connected components of B(x, r 0 ) ∩ x ∈ R d+1 : dist(x, P(x, r 0 )) ≥ 2δ r 0 is contained in Ω and the other is contained in R d+1 \ Ω. If Ω is (δ, r 0 )-Reifenberg flat for every r 0 > 0, we say that it is (δ, ∞)-Reifenberg flat.
Note that the topological condition (b) is asked only for the scale r = r 0 . However, from the definition one can check that the same comparability condition also holds for r < r 0 (see [KT, Proposition 2.2] or [LMS, Lemma 5] , for example). Further, we remark that the condition (b) is implied by (a) if one assumes that both Ω and ∂Ω are connected, as shown by David [Da] .
We can now state the main result.
Theorem 1.2. For all d ≥ 2, δ > 0 small enough and r 0 > 0, there is a (δ, r 0 )-Reifenberg flat domain Ω ⊂ R d+1 and a set E ⊂ ∂Ω such that H d | ∂Ω is a Radon measure and if ω is the harmonic measure for Ω with respect to a fixed pole in Ω,
We give a sketch of the proof: We rely on the existence of Wolff snowflakes from either [W] or [LVV] , which are NTA domains Ω ⊂ R d+1 for which
where ω denotes harmonic measure for Ω with respect to a fixed pole z 0 ∈ Ω. By some measure theory, this means we can find a compact set E ⊂ ∂Ω with ω(E) > 0 and constants α, r 0 > 0 so that
We then build a Reifenberg flat domain Ω + ⊃ Ω so that ∂Ω + ⊃ E and use (1.2) to control the H d -measure of ∂Ω. Moreover, if ω Ω + is harmonic measure for Ω + with respect to the same pole z 0 , then by the maximum principle, we have
The lemma for constructing this domain is not particular to our problem and may be of independent interest, see Section 2.
As usual, in this paper we will use the letters c, C to denote absolute constants which may change their values at different occurrences. Constants with subscripts, such as c 1 , do not change their values at different occurrences. The notation A B means that there is some fixed constant c such that A ≤ c B. So A ∼ B is equivalent to A B A. If we want to write explicitely the dependence on some constants c 1 of the relationship such as " ", we will write A c 1 B.
The enlarged domain Ω + ε
If Ω is (δ, r 0 )-Reifenberg flat, from now on, for x ∈ ∂Ω and 0 < r ≤ r 0 , we will denote by N x,r a unit vector, normal to P(x, r), with its sign chosen so that x+ 3 4 rN x,r ∈ Ω and x− 3 4 rN x,r ∈ Ω. That N x,r can be taken in this way is guarantied by the property (b) in the definition above, which holds for all 0 < r ≤ r 0 . In fact, from this one can deduce that ⊂ Ω. Let us mention that, by Theorem 3.1 of [KT] , there is δ 0 = δ 0 (d) such that if Ω is (δ, r 0 )-Reifenberg flat, with 0 < δ ≤ δ 0 , then both Ω and R d+1 \ Ω are uniform domains.
Definition 2.1 (Whitney cubes). For an open set Ω R d+1 and K ≥ 4, we denote by W K (Ω) the set of maximal dyadic cubes Q ⊂ Ω such that KQ ∩ Ω c = ∅.
These cubes have disjoint interiors and can be easily shown to satisfy the following properties:
(a)
Let Ω R d+1 be a domain and let E ⊂ ∂Ω be a closed set. Let 0 < ε < 1/100 be some small constant. Denote by I the family of cubes
For each Q ∈ I, fix some point z Q ∈ Q ∩ ∂Ω and set
Notice that ℓ(Q) ≈ ε r(B Q ). Then we consider the domain
Our main objective in this section consists in proving the following.
Lemma 2.2. Let Ω ⊂ R d+1 be a (δ, r 0 )-Reifenberg flat domain and let ε > 0. If δ and ε are small enough, then E ⊂ ∂Ω + ε and Ω + ε is (cε 1/2 , r 0 /2)-Reifenberg flat. First we will prove the next auxiliary result. Lemma 2.3. Let Ω ⊂ R d+1 be a (δ, r 0 )-Reifenberg flat domain and let ε > 0. If δ and ε are small enough. For every Q ∈ I, there exists a function f Q :
(c) The function f Q is Lipscthitz with Lipscthitz constant at most c ε 1/2 .
Proof. We will assume that δ ≪ ε. To simplify notation we write r Q = r(B Q ) = ε dist(z Q , E) and L Q = P(z Q , 30r Q ). We assume that ε is small enough so that r Q ≤ r 0 /100, say, for all Q ∈ I. Further, we suppose that the component {x ∈ 30B Q : x d+1 < −60δ r Q } is contained in Ω (recall that the property (b) in Definition 1.1 holds for all r ≤ r 0 ). Claim 1. There is a finite subfamily I Q ⊂ I such that
Further, for every P ∈ I Q , we have
and (2.5)
Indeed, ∂Ω + ε ⊂ E ∪ P ∈I ∂B P holds by definition, which obviously implies
We denote by I Q the subfamily of the cubes P ∈ I such that 20B Q ∩ B P = ∅, so that (2.2) holds. Suppose that P ∈ I Q . Also, by the definition of r P and r Q along with 20B Q ∩ B P , we have
One can check that this ensures that (2.7)
and thus (2.5) holds. This implies that r P ≈ r Q , and thus ℓ(P ) ≈ εr Q . From this condition, taking into account that the cubes P ∈ I Q are pairwise disjoint and all of them intersect 20B Q , it follows that I Q is finite. Furthermore, by definition E ∩ 20B Q = ∅, from which (2.2) readily follows.
Since for ε small enough we have r P ≤ 2r Q , we deduce that
which yields (2.3). On the other hand, (2.4) follows from the Reifenberg flatness of Ω and the fact that z P ∈ ∂Ω ∩ 30B Q .
for some absolute constant c 2 > 0. On the other hand, every
Let x ∈ 20B Q ∩ ∂Ω + ε . Notice first that, by (2.2), (2.3) and (2.5), (2.10)
since we are assuming δ ≪ ε. Now we will show that (2.11)
To this end, notice that, by the Reifenberg flatness of Ω, there exists x ′ ∈ ∂Ω such that |x ′ − x| ≤ 30δ r Q . Let P ∈ I Q be the Whitney cube such that x ′ ∈ P . Then,
Recalling that ℓ(P ) ≈ ℓ(Q) ≈ ε r Q and using that |x − z P | ≥ r P (because x is not in the interior of B P ), we deduce that
which proves (2.11) since we assume that δ ≪ ε. From (2.11), we infer that
using again that δ ≪ ε ≪ 1, where U ǫ (F ) stands for the ǫ-neighborhood of the set F . Since x ∈ Ω c (as ∂Ω + ε ⊂ Ω c ), we infer that x d+1 > 0 (because we are assuming that {x ∈ 30B Q : x d+1 < −60δ r Q } is contained in Ω). Hence |x d+1 | = x d+1 and then (2.10) and (2.11) yield (2.8).
The second statement in the claim follows easily from the preceding arguments.
To see this, let x ∈ 10B Q ∩ L Q and consider the points x 1 = ( x, −2r Q ) and x 2 = ( x, 2r Q ). Then we have
The first statement follows from the fact that {x ∈ 30B Q : x d+1 < −60δ r Q } is contained in Ω and the second one from (2.9). Hence, there exists some t 0 ∈ [−2r Q , 2r Q ] such that ( x, t 0 ) ∈ ∂Ω + ε , and thus the maximum in (2.12) is taken over a non-empty set. Further, (2.9) also tells us that ( x, t) ∈ Ω + ε for every t ≥ 2r Q , and thus it follows that ( x, f Q ( x)) ∈ ∂Ω + ε . The estimate (2.13) is an immediate consequence of (2.8).
Claim 4. Let x = ( x, t) ∈ 10B Q with t < f Q ( x). Then x ∈ Ω + ε . By Claim 1 and Claim 3, there exists some P ∈ I Q such that ( x, f Q ( x)) ∈ ∂B P . Let L Q be a hyperplane parallel to L Q passing through z P . Let y ∈ R d+1 be the point which is symmetric to ( x, f Q ( x)) with respect to L Q . It is clear that y ∈ ∂B P and thus the (open) segment with end points ( x, f Q ( x)) and y is contained in B P and thus in Ω + ε . That is to say,
By symmetry,
using also (2.13) we infer that
On the other, since ( x, t) ∈ Ω ⊂ Ω + ε for ( x, t) ∈ 10B Q with t < −r Q /2, the claim follows.
Claim 5. The function f Q is Lipschitz with Lipschitz constant not exceeding c ε 1/2 .
From Claim 3 and Claim 1 we deduce that (2.14)
f Q ( x) = max{t : ∃ P ∈ I Q such that ( x, t) ∈ ∂B P }.
, where we wrote
and
So to prove the claim it suffices to show that each function g P is Lipschitz with Lipschitz constant at most c ε 1/2 . To check that this holds, notice that g P is continuous and differentiable a.e., with
and |∇g P ( x)| = 0 a.e. otherwise. The condition on the right hand side of (2.15) implies that
(2.5) and (2.4). This gives
P . Plugging this estimate into (2.15) we get
which implies that Lip(g P ) ≤ c ε 1/2 , as wished. This concludes the proof of the claim.
The lemma follows from the statements in the claims above.
Proof of Lemma 2.2. First we show that
So it suffices to show that for each x ∈ E there exists a sequence of points {x k } k ⊂ (Ω + ε ) c such that x k → x as k → ∞. To construct this sequence, for each 0 < r ≤ r 0 consider the ball B(x, r), so that by the Reifenberg flatness of Ω, ∂Ω ∩ B(x, r) ⊂ U δr (P(x, r)). Further, any ball B Q , with Q ∈ I, which intersects B(x, r) satisfies
and then it follows that r Q < 2ε r for ε small. Hence we deduce that B(x, r) ∩ Ω + ε ⊂ B(x, r) ∩ U 2εr (Ω). From (2.1), we deduce that if ε is small enough, then
Thus, setting r = 1/k and x k = y 1/k , we are done.
We have now to show that Ω + ε is (cε 1/2 , r 0 /2)-Reifenberg flat. By construction, if x ∈ ∂Ω + ε , then either x ∈ E or there exists some ball B Q such that x ∈ ∂B Q , and so dist(x, ∂Ω) ≤ r Q , where as in the previous lemma, we write r Q = r(B Q ) = ε dist(z Q , E), and also L Q = P(z Q , 30r Q ).
To show that the properties (a) and (b) hold for Ω + ε and the ball B(x, r), with 0 < r < r 0 /2 and with cε 1/2 instead of δ, we distinguish several cases: Case 1. Suppose that r ≥ ε −1/2 r Q for every Q ∈ I such that B Q ∩ B(x, 2r) = ∅. From the discussion in the previous paragraphs, it turns out that there exists x ′ ∈ ∂Ω such that (2.16)
Let L be the hyperplane parallel to P(x ′ , r) that contains x. Then we set
It is immediate to check that
On the other hand, to estimate 2 we write
It is easy to check that the first and the last terms on the right hand side above do not exceed c |x − x ′ | ≤ c ε 1/2 r, while
by the Reifenberg flatness of Ω. Thus, 2 (ε 1/2 + δ)r ε 1/2 r,
To estimate 1 we use the fact that for every y ∈ ∂Ω + ε ∩ B(x, r) there exists y ′ ∈ ∂Ω such that |y − y ′ | ≤ ε 1/2 r, and also for every z ′ ∈ ∂Ω ∩ B(x, r) there exists some z ∈ ∂Ω + ε such that |z − z ′ | ≤ c ε 1/2 r. The existence of y ′ follows by arguing as in (2.16), while the existence of z can be shown with the aid of Lemma 2.3. From these facts one can derive that 1 ε 1/2 r.
If we gather the estimates for 1 , 2 and 3 , we get
We claim now that one of the connected components of
is contained in Ω + ε and the other is contained in R d+1 \ Ω + ε . To see this, we take into account that, for δ small enough, and since dist(L,
and thus by the property (b) in the definition (1.1) applied to Ω, x ′ and 2r, one of the components of B(x, 3 2 r) \ U cε 1/2 r (L) is contained in Ω and the other in R d+1 \ Ω. Since all the balls B Q which intersect B(x, r) have radius at most ε 1/2 r and they intersect ∂Ω, we infer that all of them are contained in U c ′ ε 1/2 r (L), and then
which implies that (b) in the definition (1.1) holds for Ω + ε , x and r. Case 2. For this case, we will require the following lemma that will shorten some computations.
Lemma 2.4. For closed sets E and F and a ball B(x, r), define dist(E, F, B(x, r)) = max sup
If P is a d-plane and x ∈ E, then dist(E, P, B(x, r)) ∼ dist H (E ∩ B(x, r), P ∩ B(x, r)).
We leave the details to the reader. Suppose that r Q < r < ε −1/2 r Q for some Q ∈ I such that B Q ∩ B(x, 2r) = ∅. We denote
We will show that
Although we cannot guarantee that x ∈ L Q , it is clear that from this estimate one deduces that (a) from Definition 1.1 holds just by translating L Q appropriately. To prove (2.17) first we claim that if B P ∩ B(x, 3r) = ∅ for some P ∈ I, then ℓ(P ) ≈ ℓ(Q) and (2.18)
To see this, notice that
Then, recalling that r P = ε dist(z P , E) for all P ∈ I, we get
In particular, this implies that r Q ≈ r P and so that ℓ(P ) ≈ ℓ(Q) and finishes the claim. We will need the following well known lemma, a proof of which is supplied in [AT] .
Lemma 2.5. Suppose P 1 and P 2 are n-planes in R d+1 and X = {x 0 , ..., x n } are points so that (a) η = η(X) = min i dist(x i , span(X\{x i }))/ diam X ∈ (0, 1) and (b) dist(x i , P j ) < θ diam X for i = 0, ..., n and j = 1, 2, where θ < η(d
Denote L = P(z Q , 30r) and assume B P ∩ B(x, 3r) = ∅. Let x 0 = z P and x 1 , ..., x d ∈ L be such that |x i − x 0 | = r P for all i = 1, ..., d and X = {x 0 , .., x d } is a scaled copy of the vectors {e 0 , ..., e d } ⊆ R d where e 0 = 0 and e 1 , ..., e d are the standard basis vectors. Then it is not hard to show that η({x 0 , ..., x d }) = η({e 0 , ..., e d }) ∼ d 1 and diam X ∼ d r P . Moreover, since r P < 2r Q < 2r by (2.18) for ε small enough, B P ∩ B(x, 3r) = ∅, and B(x, 2r) ∩ B Q = ∅, we have
and so by the definition of L, there are points x ′ i ∈ ∂Ω with |x i − x ′ i | < 30δr, and so x ′ i ∈ B(z P , r P + 30δr) ⊆ B(z P , 2r P ) ⊆ B(z P , 30r P ) for δ ≪ ε 1 2 . Thus, there are points x ′′ i ∈ L P with |x ′ i − x ′′ i | < 30δr P , and thus
and thus the previous lemma implies, for B P ∩ B(x, 3r) = ∅,
In particular, this also holds for P = Q, and thus we have
Given P as above, we consider the hyperplanes
Notice that, by Lemmas 2.3 and 2.4,
From (2.22), it follows easily that |N z P ,r P − N z Q ,r Q | ε 1/2 . Taking also into account that |r P − r Q | ε 1/2 r Q ≤ ε 1/2 r, it is easy to check that
Together with (2.23), this gives
To see that (2.17) holds, by Lemma 2.4 it suffices to show that (2.25) for all y ∈ ∂Ω + ε ∩ B(x, r) there exists y ′ ∈ L Q such that |y − y ′ | ε 1/2 r, and (2.26) for all y ∈ L Q ∩ B(x, r) there exists y ′ ∈ ∂Ω + ε such that |y − y ′ | ε 1/2 r. The statement (2.25) holds because of (2.24) and the fact that Indeed, it is easy to see that, under our current assumptions, x ∈ E c and by virtue of (2.18) we have that ∂Ω + ε ∩ B(x, r) ⊂ E c . To prove (2.26), given y ∈ L Q ∩ B(x, r), let z be the orthogonal projection of y on L Q , so that |y−z| = r Q . Since B Q ∩B(x, 2r) = ∅, we have z ∈ B(x, r + r Q ). By (2.21) (with P = Q and ε small enough), we may find z ∈ B(x, 30r) ∩ L and | z − z| < εr, and by the definition of L and for δ small, we can find z ′ ∈ ∂Ω with |z −z| < 30δr < εr, and so |z − z ′ | < 2εr. Let P ∈ I be such that z ′ ∈ B P . Notice that
recalling (2.19). Hence, from (2.24) we infer that there exists y ′ ∈ 10B P ∩ ∂Ω + ε such that |y − y ′ | ε 1/2 r. So the proof of (2.17) is concluded.
The condition (b) in Definition (1.1) needs not to be checked in this case.
Case 3. Suppose that r ≤ r Q for some Q ∈ I such that B Q ∩ B(x, 2r) = ∅. In this case B(x, r) ⊂ 10B Q . Recalling that ∂Ω + ε coincides on 10B Q with the graph of a Lipschitz function f Q : L Q → L ⊥ Q with Lipscthitz constant not exceeding cε 1/2 , if we denote by L Q,x the hyperplane that is parallel to L Q and passes through x, we get by Lemmas 2.3 and 2.4
The condition (b) in Definition (1.1) needs not to be checked in this case either.
Radon measures of low dimension
Some of our work toward the main result can be done in more generality than harmonic measure. We will apply the following theorem, stated for general measures µ, in the last section in the case where µ is the harmonic measure for a Wolff domain.
Theorem 3.1. Let Ω be a (δ, r 0 )-Reifenberg flat domain, ξ 0 ∈ ∂Ω, and E ⊂ B(ξ 0 , r 0 ) ∩ ∂Ω a compact set. Also assume that there is a Radon measure µ with support equal to ∂Ω such that µ(B(ξ, r)) ≥ c µ r d−α for all ξ ∈ E, r < r 0 and some constants c µ , α > 0.
Proof. For Q ∈ I, let Γ Q = 10B Q ∩ ∂Ω + ε , so by Lemma 2.2, this is a Lipschitz graph, and so by the properties of Whitney cubes (and for ε small enough) (3.1)
Let ξ ∈ ∂Ω + ε , r ∈ (0, r 0 ), and define C(ξ, r) = {Q : Γ Q ∩ B(ξ, r) = ∅}.
Our goal now is to show that H d (∂Ω + ε ∩ B(ξ, r)) < ∞ for all r ∈ (0, r 0 ). We consider two cases.
If Q ∈ C(ξ, r), let y Q ∈ Γ Q ∩ B(ξ, r). By part (b) of Lemma 2.3,
so this and (3.1) imply
for some constant C depending only on d. Thus, for ε small enough, ℓ(Q) ε 2 r. Since the cubes in C(ξ, r) are disjoint (by virtue of being Whitney cubes) and with sidelengths at least a multiple of ε 2 r, there are at most N 0 = N 0 (ε, d) many of them. Finally, for each such Q, by (3.1) and the preceding discussion,
and thus
We claim that there is N 1 = N 1 (ε, d) so that no point in E is contained in more than N many B Q with Q ∈ C n (ξ, r). Thus, fix n ∈ Z and ζ ∈ E. If Q ∈ C n (ξ, r) is such that ζ ∈ B Q , then
Thus, all cubes Q ∈ C n (ξ, r) for which ζ ∈ B Q are disjoint, contained in a ball of radius C2 −n for some C = C(ε, d), and are of side length 2 −n , so there can only be at most N 1 = N 1 (ε, d) many of them, which settles the claim. For Q ∈ C(ξ, r), and since dist(Q, Γ Q ) r(B Q ) ∼ ε −1 ℓ(Q), we get
and so for ε small enough, ℓ(Q) ε 2 r, and again for ε small enough, ℓ(Q) < r < r 0 since r < r 0 . In particular, C n (ξ, r) = ∅ implies 2 −n ≤ r. Thus, using (3.1) and (3.2) (which also holds in this case), and the fact that ℓ(Q) ε 2 r,
Thus, Q ∈ C(ξ, r) implies ξ Q ∈ B(ξ, (C − 1)r) for some large C > 0, depending on d, and ℓ(Q) < r implies B Q ⊂ B(ξ, Cr). Finally, note that Q ∈ C n (ξ, r) implies
Therefore,
The Lemma is finished now that we have shown these two cases.
Wolff snowflakes and harmonic measure
We will now describe the construction of the Wolff snowflake domain. We follow closely the approach of [LNV] , which in turn is just a small variant of the original construction of Wolff in [W] . For more rigorous details, see the aforementioned references.
Let
is a d-dimensional cube with side length r and center 0. Let φ : R d → R be a piecewise linear function with supp(φ) ⊂ {x ′ ∈ R d : |x ′ | < 1/2 and ∇φ ∞ ≤ θ 0 . For fixed N large, set ψ(x ′ ) = N −1 φ(N x ′ ). Let b > 0 be a small constant and let Q be a d-cube (i.e., a d-dimensional cube contained in some hyperplane) with center a Q and side length ℓ(Q). Let e be a unit normal to Q and define
where cchE and intE denote the closed convex hull and interior of E, respectively. For the cube Q(1) set e = −e n = (0, . . . , 0, 1) and let
consists of a finite number of d-dimensional faces. We fix a Whitney decomposition of each face. That is, we divide each face of ∂ into d-cubes Q, with side lengths 8 −k , k = 1, 2, . . . which are proportional to their distance from the edges of the face they lie on. We also choose a distinguished
Suppose Ω is a domain and Q ⊂ ∂Ω is a d-cube with distinguished side γ. Let e be the outer unit normal to ∂Ω on Q and suppose that P Q ∩ Ω = ∅ and P Q ⊂ Ω. We form a new domain Ω as follows. Let T be the conformal affine map (i.e., a composition of a translation, rotation, dilation) with T (Q(1)) = Q which fixes the dilation, T (0) = α Q which fixes the translation, and finally fix the rotation by requiring that T ({x ∈ ∂Q(1) : x 1 = 1/2}) and γ = T (−e n ) is in the direction of e. Let Λ Q = T (Λ) and ∂ Q = T (∂). Then we define Ω through the relations Ω ∩ (P Q ∪ P Q ) = Λ Q and Ω \ (P Q ∪ P Q ) = Ω \ (P Q ∪ P Q ). Note that ∂ Q inherits from ∂ a natural subdivision into Whitney cubes with distinguished sides. We call this process "adding a blip to Ω along Q".
To use the process of "adding a blip" to construct a Wolff snowflake Ω ∞ , starting from Ω 0 , we first add a blip to Ω 0 along Q(1) obtaining a new domain Ω 1 . We then inherit a subdivision of ∂Ω 1 ∩ (P Q(1) ∪ P Q(1) ) into Whitney cubes with distinguished sides, together with a finite set of edges E 1 (the edges of the faces of the graph are not in the Whitney cubes). Let G 1 be the set of all Whitney cubes in the subdivision. Then Ω 2 is obtained from Ω 1 by adding a blip along each Q ∈ G 1 . From this process, we inherit a family of cubes G 2 ⊂ ∂Ω 2 (each with a distinguished side) and a set of edges E 2 ⊂ ∂Ω 2 of σ-finite
The following result is proved in [LNV, Lemma 7 .1].
Lemma 4.1. Suppose that θ 0 ∈ (0, 1) is small enough and N 0 large enough, depending on p, d. Then the Wolff snowflake domain Ω ∞ is (c θ 0 , ∞)-Reifenberg flat.
Remark 4.2.
(1) Similarly, for any fixed ε > 0 and τ > 0, one may construct a bounded Wolff snowflake domain (see also [LNV] and [W] ). Indeed, this is done by taking the unit cube in R d+1 contained in the lower half-space that has Q(1) as one of its faces (its "top" face). Then we just mimic the construction above to each face of the cube. We will denote this new domain by Ω ∞ . Notice here that Ω ∞ ⊆ Ω ∞ and
(2) From now on, we shall assume that θ 0 ∈ (0, 1) is a sufficiently small number.
Before we apply our results from the previous section let us introduce some notation. If µ is a Borel probability measure in R d+1 , we define its lower pointwise dimension at the point x ∈ supp µ to be
log µ(B(x, r)) log r and its upper pointwise dimension at the point x ∈ supp µ d µ (x) = lim sup r→0 log µ(B(x, r)) log r .
The common value d µ (x) = d µ (x) = d µ (x), if it exists, we call it pointwise dimension of µ at x ∈ supp µ. Let dim H (Z) be the Hausdorff dimension of the set Z. Given a measure µ on a set Λ ⊂ R d+1 the Hausdorff dimension of µ is defined by dim H (µ) = {inf dim H (Z) : Z ⊂ Λ and µ(Λ \ Z) = 0}.
Moreover, dim H (µ) = ess sup{d µ (x) : x ∈ Λ}, where the essential supremum is taken with respect to µ (see Proposition 3, [BW] ). In particular, if there exists a number δ so that d µ (x) = δ for µ-a.e. x ∈ Λ, then dim H (µ) = δ. This criterion was established in [Y] by Young.
The following lemma was proved by Wolff [W] Lemma 4.3. There exists a bounded Wolff snowflake Ω ∞ ⊂ R d+1 such that
where X ⊂ Ω ∞ so that ω Ω∞ (X ) = 0 and ω Ω∞ is the harmonic measure in Ω ∞ .
We shall use now Lemmas 4.1 and 4.3 in order to apply the results from the previous sections and obtain our main theorem.
Note that from now on cl(E) stands for the closure of the set E and we identify {(x, x d+1 ) ∈ R d+1 : x d+1 = 0} with R d .
Proof of Theorem 1.2. Let us fix a pole z 0 ∈ Ω ∞ . By Lemma 4.3 it holds that d ω Ω∞ (ξ) < d for ω Ω∞ -a.e. ξ ∈ ∂ Ω ∞ and thus, dim H (ω Ω∞ ) < d. This implies that there exists a set X ⊂ ∂ Ω ∞ so that ω Ω∞ (X) = 1, dim H (X) < d (which implies H d (X) = 0) and d ω Ω∞ (ξ) < d for every ξ ∈ X. Therefore, we can find α > 0 so that if we set Notice that this implies that ω Ω∞ (B(ξ, r) ∩ ∂ Ω ∞ ) > r d−α for any ξ ∈ Z 1 and 0 < r ≤ ρ 0 ≤ 1. Let us fix ξ 0 ∈ Z 1 . By the Lebesgue density theorem and the inner regularity of ω Ω∞ , there exist r 0 ∈ (0, ρ 0 ] and a compact set E ⊂ Z 1 ∩ B(ξ 0 , r 0 ) so that ω Ω∞ (E) > 0 and ω Ω∞ (B(ξ, r) ∩ ∂ Ω ∞ ) > r d−α for every ξ ∈ E and r ∈ (0, r 0 ). Since E ⊂ ∂ Ω ∞ ∩ ∂Ω ∞ and cl( Ω ∞ ) ⊂ cl(Ω ∞ ), in view of the maximum principle, we have that ω Ω∞ (E) > 0 and ω Ω∞ (B(ξ, r) ∩ ∂Ω ∞ ) > r d−α for every ξ ∈ E and r ∈ (0, r 0 ). Therefore, by Lemma 2.2, for sufficiently small ε 0 > 0, there exists an (ε 0 , ∞)-Reifenberg flat domain Ω so that E ⊂ Ω ∩ Ω ∞ and cl(Ω ∞ ) ⊂ cl(Ω). Once again, we apply the maximum principle and have that ω Ω (E) > 0 and ω Ω (B(ξ, r) ∩ ∂Ω ∞ ) > r d−α for every ξ ∈ E and r ∈ (0, r 0 ). Hence, by Lemma 3.1 we obtain that H d | ∂Ω is locally finite, that is Radon. This concludes our theorem since E is a compact subset of Ω so that H d (E) = 0 and ω Ω (E) > 0.
