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Abstract
How do organisms recognize their environment by acquiring knowledge about the world, and what ac-
tions do they take based on this knowledge? This article examines hypotheses about organisms’ adaptation
to the environment from machine learning, information-theoretic, and thermodynamic perspectives. We
start with constructing a hierarchical model of the world as an internal model in the brain, and review
standard machine learning methods to infer causes by approximately learning the model under the maxi-
mum likelihood principle. This in turn provides an overview of the free energy principle for an organism,
a hypothesis to explain perception and action from the principle of least surprise. Treating this statistical
learning as communication between the world and brain, learning is interpreted as a process to maximize
information about the world. We investigate how the classical theories of perception such as the infomax
principle relates to learning the hierarchical model. We then present an approach to the recognition and
learning based on thermodynamics, showing that adaptation by causal learning results in the second law
of thermodynamics whereas inference dynamics that fuses observation with prior knowledge forms a ther-
modynamic process. These provide a unified view on the adaptation of organisms to the environment.
1 Introduction
How do organisms recognize their environment by ac-
quiring knowledge about the outside world for their
survival, and what actions do they take based on this
knowledge? The purpose of this article is to gain a
deeper understanding of this issue by explaining the
perception and behavior of organisms from multiple
perspectives in different disciplines, namely machine
learning, information theory, statistical mechanics,
and thermodynamics.
Natural stimuli have characteristic statistical reg-
ularity that follows the rules of materials or life. As
a result of evolution and development, it is thought
that the nervous systems of living things adapt to
the statistical regularity of natural stimuli, and effi-
ciently encode them in their activity [1, 2, 3, 4, 5, 6].
From an information theoretic point of view, Horace
Barlow proposed the efficient coding hypothesis, an
adaptive principle of brains, which states that redun-
dancy of information in the environment is eliminated
and represented as independent activity in the brain
[2, 3]. According to the efficient coding hypothesis, an
understanding of the statistical structure of natural
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stimuli such as the sounds of forests, coastal land-
scapes or flowing streams deepens our understanding
of coding mechanisms of the brain [7, 8]. Indeed, it is
known that this hypothesis explains response charac-
teristics of early sensory neurons such as nonlinearity
of responses to stimuli, or sensitivity to the temporal
and spatial arrangement of stimuli, called receptive
fields [7, 8, 9, 10, 11].
Natural stimuli must originate from certain causes.
If we further consider the adaptive mechanisms of the
brain, we arrive at the concept of the brain as an or-
gan that infers the causes of input stimuli. According
to this view, the brain is an inference organ equipped
with an empirical model of what sorts of things in
the outside world cause the sensory data, and infers
the causes of the current data based on this model.
This view was proposed in the first half of the 20th
century by a German physicist and physician, Her-
mann von Helmholtz [12].1 He used the term un-
bewusster Schluss (unconscious conclusions) to refer
to conclusions about the causes of sensory input, ar-
guing that these are dominated by inductive conclu-
sions originating from experiences and analogy rather
than deductive logic.2 This concept is now known as
1Building on earlier work by Francis Bacon, Thomas
Hobbes and others.
2Helmholtz himself concludes the chapter on recognition in
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Helmholtz’s unconscious inference. Statistically opti-
mal reasoning is achieved by constructing a posterior
distribution of causes from a Bayesian formula to-
gether with a hierarchical model (generative model)
that describes the statistical structure of data gen-
eration. The hypothesis that organisms achieve op-
timal or approximate Bayesian inference using their
nervous systems is generally called the Bayesian brain
hypothesis [14]. In fact, in tasks where decisions have
to be made based on uncertain input stimuli, many
studies have reported that humans and other animals
arrive at conclusions that are close to those from
the Bayesian statistical inference [15]. Many ideas
have been proposed by theoretical groups regarding
mechanisms for calculating Bayesian posterior distri-
butions with neural systems [15, 16, 17, 18].
Hinton and Dayan et al. proposed an optimiza-
tion algorithm for a hierarchical model called the
Helmholtz machine, and introduced variational free
energy as its objective function [19, 20]. Friston et
al. argued that various related theories in recogni-
tion and learning can be handled in a unified way
by the principle of minimizing variational free en-
ergy (free energy principle) [21, 22, 23, 24, 25, 26].
This principle is also called surprise minimization be-
cause data is no longer surprising after learning. In
the literature of machine learning, the same frame-
work for stochastic latent variable models is called
variational inference [27, 28]. This framework origi-
nates from Dempster et al.’s Expectation Maximiza-
tion algorithm, and is established as an optimization
framework of applied models including various hid-
den Markov models, latent dirichlet allocation used
in natural language processing, and a variational au-
toencoder used in deep learning.
These models construct a generative model of the
external world, which is a hypothesis about data gen-
eration. Among them, predictive coding theory of the
brain [29, 30, 31, 32, 33] hypothesizes that recursive
hierarchical modules learn the statistical regularity.
These modules receive prediction from higher mod-
ules and send prediction error to the higher modules,
which successfully explained contextual modulation
of early visual neurons by the feedback prediction
signals [31]. An extended framework called message
passing algorithms (belief propagation) on graphical
models is discussed as computational architecture of
the cortex [32, 34], in particular in the context of the
free energy principle [35, 23, 36]. In this article, we
will see how information about the data is absorbed
his book [13] as follows: “it is the characteristic function of
the intellect to form general conceptions, that is, to search for
causes; and hence it can conceive (begreifen) of the world only
as being causal connection.”
into the model as prior knowledge through learning,
and how this knowledge can act as a top-down mod-
ulation signal, from perspectives of machine learning,
information-theory, and thermodynamics.
These modeling approaches, however, take into ac-
count only passive aspects of the brain responding
to presented stimuli. In real world, animals actively
explore the environment to acquire data of the out-
side world. Indeed, as has been pointed out by many
scientists and philosophers including Merleau-Ponty
and, more recently, Andy Clark, Rodney Brooks and
Francisco Valera, the brain is first and foremost a de-
vice for moving the body, and it is not possible to
conclude the theory of recognition and learning with-
out considering organisms’ active interaction with the
environment [37, 38].
Friston’s theory builds on the static recognition
model to provide a unified view that also includes
actions [22, 39, 40, 36]. This hypothesis called active
inference assumes that actions are selected based on
the principle of least surprise. For example, consider
the task of recognizing the book you are holding. To
recognize a book using the static hierarchical mod-
els (including deep neural networks), it is necessary
to perform learning by using a large amount of data
obtained by tilting the book, rotating it, examining
the cover and so on, so that it is possible to recognize
an item as a “book” no matter what state it is in.
But how do humans do this? If you do not under-
stand what something is by looking only at the spine
of the book, you might try turning this object over.
When you see the front, you will recognize that it is
a book. In this example, the use of actions makes
it easier to recognize that the object is a book, even
when using an internal model that only points to the
cover of the book. When data does not match our
generative model of the world, it is more likely to
surprise us (because the goodness-of-fit of the data to
the model is small). We can therefore make changes
to the outside world in order to adapt the object to
our recognition capabilities and reduce the surprise.
This is a way of interpreting behavior based on the
generative model of the world in the brain, and at-
tempts are being made to create a unified theory of
recognition and behavior by rewriting actions in this
framework, including the selection of actions by rein-
forcement learning [41, 40, 42].
In this article, we first introduce the hierarchical
model of the environment, and explain how the model
is interpreted as a model of the brain. We review
an approximate inference method in machine learn-
ing, and explain how it is related to the free energy
principle. Next, we present an overview of learn-
ing hierarchical models from an information theoretic
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Figure 1: Interaction between organisms and the environment
viewpoint, and explain how it relates to the informa-
tion maximization principle (infomax principle) and
the efficient coding hypothesis, which are the clas-
sical theories of sensory perception. Finally, from
the framework of statistical mechanics and thermo-
dynamics for entropy maximization, we redefine free
energy by revisiting the model of recognition, and dis-
cuss the formal relationship among statistical learn-
ing, minimization of free energy, and the second law
of thermodynamics.
2 Learning hierarchical models
In this section, we introduce the hierarchical models
used in the fields of machine learning and statistics,
and consider the meaning of introducing hierarchi-
cal models as a model of the brain. Next, we define
statistical learning and clarify difficulties of learning
the hierarchical models to motivate the need of ap-
proximate inference methods that will be described
in detail in the next section.
2.1 Hierarchical models
Organisms and machines can infer underlying causes
from the observed data, and can use this knowledge in
performing their next actions (see Fig. 1). It was hy-
pothesized that organisms achieve these recognition
and behaviors by constructing a model on causal re-
lationships in the outside world.3 Consider a model
that assumes the following hierarchical causal rela-
tionship. Let Y be the data obtained from the out-
side world, and assume that this data is sampled
3Here the ‘cause’ or ‘causative factor’ is the one assumed
in the model or brain. To verify if the assumed causes in-
deed causally influence data, we need to intervene the world
to control the causes. It is an act to test the causal model of
the world. We will touch upon action selection based on the
hierarchical model in the next section.
from a distribution p¯(y).4 The symbol X repre-
sents the causative factors behind the generation of
data. Furthermore, W represents the environmen-
tal factors or contexts that underlie these causative
factors and data. Assuming the distribution for the
causes and environmental factors, the joint distribu-
tion p(y,x,w) that represents the dependency be-
tween the data and these factors is called a genera-
tive model. The following hierarchical model is now
constructed as a generative model for data:
p(y,x,w) = p(y|x,w)p(x|w)p(w). (1)
In this article, the environmental factors w are
treated as a parameter without assuming a distribu-
tion.5 In this case, p(y|x,w) is called the observation
model, and p(x|w) is called the prior distribution. A
model of the data distribution can be derived by the
following equation,
p(y|w) =
∫
p(y,x|w)dx. (2)
This operation is called marginalization of latent vari-
ables.
A generative model is constructed based on an as-
sumed hierarchical structure for the data generation,
and this generative model can be used to estimate un-
derlying causes from data according to the following
Bayes’ theorem:
p(x|Y,w) =
p(Y|x,w)p(x|w)
p(Y|w)
. (3)
This is the distribution of causative factors for a given
set of data, and is called the posterior distribution. In
4In this article, we will use uppercase letters to denote ran-
dom variables, and lowercase letters to denote variables.
5x may be called the parameter of the observation model.
In this case, w is called the hyper-parameter.
3
2 LEARNING HIERARCHICAL MODELS
the case of machine learning, estimation based on the
posterior distribution may be performed by using its
analytical formula, or by using sampling techniques.
Organisms are also able to act based on inference
and prediction, whereby sensory data is encoded in
the form of neural activity and the network struc-
ture that supports it; therefore it is likely that the
brain implements functions similar to the Bayesian
inference [14]. Below we discuss how we consider the
hierarchical model as a model of the brain in this
article.
As a model of the brain, the posterior distribution
of the latent variableX is interpreted as neural activ-
ity caused by the stimulus Y. The prior distribution
of X is neural activity exposed to the various stimuli
in natural environment. To explain this in detail, we
introduce the following simplified hierarchical struc-
ture as an internal model of the world in the brain:
p(y,x|w) = p(y|x,φ)p(x|λ), (4)
where φ is a parameter of the observation model, λ
is a parameter of the prior distribution, and w =
(φ,λ).6 The observation model p(y|x,φ) represents
how data is expressed by combinations of neuronal
activity X. The parameter φ can be the basis func-
tions for representing the data. The prior distribution
p(x|λ) represents constraints on the neural activity.
Next, using this generative model, the posterior
distribution of the latent variable is obtained as
p(x|Y,w) =
p(Y|x,φ)p(x|λ)
p(Y|w)
. (5)
The posterior distribution of X represents the neu-
ral activity in response to stimulus Y.7 It is formed
by combination of the observation model and prior
distribution. Thus we can interpret that the poste-
rior is constructed by modulating the internal neural
activity represented as the prior distribution by ob-
serving data. In this case, we identify the prior as
spontaneous activity of neurons [43]. Alternatively,
we may consider the prior distribution constrains the
neural activity; therefore act as a bias signal on the
6From the original hierarchical model, this hierarchical
model is obtained as follows. First, the observation model is
obtained as p(y|x,φ) under the assumption that y is condition-
ally independent of λ given x. Second, the prior distribution
is obtained as p(x|λ) given that x does not depend on φ. Note
that x is independent from φ because the node y that connects
these two is marginalized.
7Alternatively, often in literature on predictive coding and
the free energy principle, activity rates (firing rates) of neu-
rons refers to maximum a posteriori (MAP) estimate of the
posterior distribution as a proxy of the distribution. Here we
take a view that neural activity represents a sample from the
posterior distribution.
Symbols Descriptions
Y, y data
sensory stimulus
X,x cause, latent variable
neural activity
W,w parameter, context
brain structure
φ parameter, basis function
brain structure
λ parameter in the prior
ω basis function, regularization
structure of spontaneous activity
β regularization
feedback modulation
p(Y|w) marginal likelihood, evidence
p(Y,X|w) complete data likelihood
p(y,x|w) generative model
p(y|x,φ) observation model
p(x|λ) prior distribution
spontaneous or modulation activity
p(x|Y,w) posterior distribution
evoked activity
q(x|Y) approximate posterior distribution
recognition model, evoked activity
L[q, p] lower bound, variational lower bound,
evidence lower bound (ELBO)
Q[q, p] expected complete data
log-likelihood, Q-function
H [q] entropy
neural activity. For example, if X is assumed to be
the activity of an area in the early visual cortex, the
influence of the activity from other areas (such as
feedback input from lateral neurons or upper areas)
can be expressed by the prior distribution.
The above provides a view to interpret the neu-
ral activity as dynamics to achieve inference of the
causative factors in the outside world. However, it
should be noted that the flow of information in our
physiological systems is opposite: external stimuli or
causes make peripheral sensory receptors respond,
which successively activate peripheral and central
nervous systems. How this forward direction of the
information processing can be framed into the inverse
inference framework will be discussed in the section
that relates the inference framework with information
theory.
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2.2 Learning
Learning refers to the process of adjusting the model
parameters so that the true data distribution and
the model distribution become as close as possible.
Here it is necessary to define the concept of close-
ness for distributions. We use the Kullback-Leibler
divergence, according to which the closeness of a dis-
tribution to the true data distribution is defined as
follows:
KL[p¯(y)||p(y|w)] ≡
∫
p¯(y) log
p¯(y)
p(y|w)
dy
= EY log p¯(Y)− EY log p(Y|w). (6)
Throughout this article, EY represents the expec-
tation by the true data distribution p¯(y).8 We
want to reduce this KL divergence by modifying
the model through learning, and this can be done
by maximizing EY log p(Y|w) in the second term.
The true data distribution EY is unknown, but this
term can be estimated by replacing it with the dis-
tribution of the observed data (empirical distribu-
tion). When an independent sample has been ob-
tained, the empirical distribution can be written as
p(y) = n−1
∑n
i=1 δ(y −Yi). For the sake of simplic-
ity, we use Y to represent either a set of all samples
{Y1,Y2, . . . ,Yn} or one sample Yi (i = 1, . . . , n)
(see discussion below).
Thus log p(Y|w) is the estimated value of the sec-
ond term in Eq. 6, and is a function of w since the
data point Y is given. p(Y|w) is called a marginal
likelihood function, and its logarithm is called the log
marginal likelihood function. The process of deter-
mining parameters that maximize the marginal like-
lihood function is called the Type II maximum likeli-
hood estimation. The resulting maximum likelihood
estimate value is as follows:
W∗ = argmax
w
log p(Y|w). (7)
Here the marginal likelihood function is given by
Eq. 2. The maximum likelihood estimation method is
the process of choosing the model distribution clos-
est to sample data in terms of the KL divergence
(Fig. 2). It is a projection of a sample from a higher-
dimensional data distribution to a restricted model
space.
The method for constructing a posterior distribu-
tion (Eq. 3) using the generative model with the pa-
rameter W∗ that is empirically obtained by learning
(maximum likelihood estimation) is called the empir-
8Note that this is not the expected value of the data gener-
ated by the model.
p(Y|w)
Y
Figure 2: Maximum likelihood estimation
ical Bayes method:
p(x|Y,W∗) =
p(Y|x,W∗)p(x|W∗)
p(Y|W∗)
. (8)
This estimation method is a hybrid of the Bayesian
inference and maximum likelihood estimation. In this
way, the empirical Bayes method that incorporates
the “experience” of data-based learning into prior
knowledge is an algorithm that realizes Helmholtz’s
unconscious inference.
But unfortunately, this direct empirical Bayes
method often runs into difficulties. To obtain the
marginal likelihood of Eq. 2, it is necessary to inte-
grate over the causative factors x, but it is difficult to
perform this integration analytically except when the
observation model and prior distribution are normal
distributions or special distributions. If the marginal
likelihood and its gradient cannot be obtained, then
it will not be possible to perform parameter optimiza-
tion. Also, since the marginal likelihood appears as
a normalization term in the Bayes’ theorem of Eq. 8,
it will also be impossible to calculate the posterior
distribution.
In statistics and machine learning, methods were
therefore devised for approximately optimizing pa-
rameters and constructing the posterior distribution.
The algorithm used for this approximate inference is
described below. Since the inference processes in the
brain’s neural network should be performed approx-
imately, algorithms for learning approximate infer-
ence model in the statistics and machine learning is
instructive when we consider models of the brain [21].
Finally, it is important to note that learning the
parameters can be performed using different sets of
5
3 APPROXIMATE INFERENCE
X
Y



N
Figure 3: Graphical representation of the hierarchical
model.
data, namely either an entire set of data or each
sample. Although expressions in the above and fol-
lowing descriptions do not distinguish these differ-
ences for the sake of simplicity, it should be noted
that these different optimization strategies result in
different learning dynamics that operate in distinct
time-scales, and have significant implications of the
parameters as a model of the brain. In this article, we
assume that the parameters in the observation model
φ are learned from an entire set of the observed data,
{Y1,Y2, . . . ,Yn}. The graphical representation of
the model is shown in Fig. 3. For example, the ba-
sis functions to represent images are learned from a
set of many visual scenes exposed to an animal. In
organisms, it is expected that learning with multi-
ple samples are performed in an online manner that
marginally updates parameters according to the con-
tribution by each sample in turn. Thus this learning
is gradual. The same approach, called the stochastic
gradient descent (SGD) method, is taken in machine
learning to deal with a large number of samples.
In contrast, we can consider two types of param-
eters in the prior distribution λ = {β,ω}: one set
of parameters ω are optimized by using all samples,
and the others β are optimized for each sample of
the data. For example, the parameters that represent
spontaneous activity of neurons may be learned from
many samples [43], whereas the parameters that mod-
ulates representation by the neural activity according
to the current context needs to be learned from each
sample. This latter learning is faster than the others.
In this case, learning the prior plays an important role
in constructing a posterior distribution that is tai-
lored for an individual sample. Early sensory neurons
receive feedback/recurrent modulation via top-down
or lateral connections, which plays an essential role
in perceptual experiences [44, 45], attention [46, 47],
and reward modulation [48] (see [49] for a review).
This feedback/recurrent modulation is interpreted as
a prior signal that biases the observation model, and
construct the posterior (evoked activity of neurons).
In machine learning, the same approach that optimize
prior parameters for each sample is known as the au-
tomatic relevance determination (ARD) method [50],
and is often used to represent the data by imposing
sparsity to basis functions.
3 Approximate inference
In this section, we will explain the approximate infer-
ence methods that play an important role in machine
learning, known as the Expectation-Maximization
(EM) algorithm. This classical algorithm is a basis
of variational methods which are standard tools to
learn hierarchical models under the principle of min-
imizing variational free energy. Understanding the
logic of fitting the model in the EM algorithm thus
provides the basis of constructing advanced genera-
tive models, and is also instructive when we consider
recognition and learning happening in the brain [21].
A detailed description of the EM algorithm can be
found in standard machine learning textbooks as well
[51, 50].
3.1 Recognition model and lower
bound
Instead of using an exact posterior distribution, the
approximate inference method considers another dis-
tribution that is easier to handle, and uses it to ap-
proximate the posterior distribution:
q(x|Y) ≈ p(x|Y,w). (9)
This approximate posterior distribution is also re-
ferred to as a recognition model. Using this recogni-
tion model, the logarithmic marginal likelihood can
be decomposed as follows [52]:
log p(Y|w)
=
∫
q(x|Y) log p(Y|w)dx
=
∫
q(x|Y) log
p(Y,x|w)
p(x|Y,w)
dx
=
∫
q(x|Y) log
q(x|Y)
q(x|Y)
p(Y,x|w)
p(x|Y,w)
dx
6
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=
∫
q(x|Y) log
p(Y,x|w)
q(x|Y)
dx
︸ ︷︷ ︸
Lower bound
+
∫
q(x|Y) log
q(x|Y)
p(x|Y,w)
dx
︸ ︷︷ ︸
KL divergence
. (10)
In the first equation, the term
∫
q(x|Y)dx = 1
is inserted. The second equation uses the relation
p(Y|w) = p(Y,x|w)/p(x|Y,w) based on the formula
of a posterior distribution (see Eq. 3). In the third
equation, a recognition model is inserted into the log-
arithm.
Here, the first term obtained by the last equation,
L[q, p] ≡
∫
q(x|Y) log
p(Y,x|w)
q(x|Y)
dx, (11)
is called the evidence lower bound (ELBO) or vari-
ational lower bound, and plays a central role in this
article. We will simply refer to it as the lower bound
in this article. The negative value of the lower bound
is called the variational free energy, which is the ob-
jective function in the free energy principle. In gen-
eral, the lower bound L[q, p] is a functional of the
recognition model q(x|Y) and the generative model
p(Y,x|w). The second term is the KL divergence
between the recognition model (an approximate pos-
terior distribution) and the exact posterior distribu-
tion.9 In summary, the log marginal likelihood is de-
composed as follows:
log p(Y|w) = L[q, p]+KL[q(x|Y)||p(x|Y,w)]. (12)
Note that L[q, p] is called the lower bound because
KL divergence takes a non-negative value, so the log
marginal likelihood function is bound by this func-
tion.10
log p(Y|w) ≥ L[q, p]. (13)
9The expected value of this term according to p¯(y) is called
the conditional KL divergence. Thus the second term is an
estimate of the conditional KL divergence.
10The lower bound L[q, p] can also be obtained using
Jensen’s inequality as:
log p(Y|w) = log
∫
p(Y,x|w)dx
= log
∫
q(x|Y)
p(Y, x|w)
q(x|Y)
dx
≥
∫
q(x|Y) log
p(Y,x|w)
q(x|Y)
dx
≡ L[q, p].
The lower bound can be decomposed as follows:
L[q, p] =
∫
q(x|Y) log p(Y,x|w)dx︸ ︷︷ ︸
Q-function
−
∫
q(x|Y) log q(x|Y)dx︸ ︷︷ ︸
Entropy
. (14)
Here, the first term is called the expected complete
data log-likelihood function or Q-function:
Q[q, p] ≡
∫
q(x|Y) log p(Y,x|w)dθ. (15)
The second term is the entropy of the recognition
model.
H [q] ≡ −
∫
q(x|Y) log q(x|Y)dx (16)
Using these equations, the EM algorithm alternates
between optimizing the approximate posterior distri-
bution and optimizing the parameters [53]. The ac-
tual steps of the EM algorithm are described below.
3.2 EM algorithm
The EM algorithm alternates between two steps
called the E-step and the M-step. Figure 4 shows
a schematic representation of these steps.
E-step: In the E-step, the recognition model is
optimized to provide good approximation of the ex-
act posterior distribution while the generative model
is fixed. The purpose of this step is to ensure that the
lower bound provides a tight bound on the marginal
likelihood. First, note that the parameter w of the
generative model is fixed, so the marginal likelihood
log p(Y|w) is constant. In this case, according to
Eq. 12, when KL divergence is reduced by approxi-
mating the recognition model to the exact posterior
distribution, the lower bound becomes correspond-
ingly larger and approaches the log marginal likeli-
hood function.
Many methods have been proposed for approxi-
mating the posterior distributions, although this ar-
ticle will not go into the details of these methods.
For example, stochastic methods include Monte Carlo
methods, and deterministic methods include Laplace
approximation (approximation by a Gaussian distri-
bution), variational approximation (mean field ap-
proximation), and expectation propagation methods.
M-step: The aim of the M-step is to increase
the marginal likelihood by optimizing the parameter
w. In this step, the recognition model is fixed. It
is presumed that optimization in the E-step results
7
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 L[q, p]= log p(Y | w) KL[q(x | Y) | p(x | Y,w)]
 
L[q, p]= q(x | Y) log p(Y | x,w)dz KL[q(x | Y) | p(x | w)]
 
L[q, p]= q(x | Y) log p(Y,x | w)dz + H[q(x | Y)]
 
L[q, p] q(x | Y) log
p(Y,x | w)
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Figure 4: The EM algorithm
in the best approximation of the exact posterior dis-
tribution p(x|Y,w) within the range of the model
assumed for the recognition model q(x|Y), therefore
the KL divergence of these two distributions (second
term of Eq. 12) is minimized. In this case, the KL di-
vergence is expected to increase due to the change in
the exact posterior distribution caused by change of
the parameter w, which then contributes to increas-
ing the marginal likelihood. Therefore, the change
of parameters can be performed so as to increase the
first term of Eq. 12, i.e., the lower bound. Inciden-
tally, we have already seen that the lower bound can
be decomposed as follows:
L[q, p] = Q[q, p] +H [q]. (17)
Since the recognition model is now fixed, only the Q-
function of the first term is dependent on the param-
eters. Therefore, in the M-step, we use parameters
that maximize the Q-function.
In summary, when using E-step to optimize the
approximate posterior distribution, the lower bound
increases because the KL-divergence decreases with
constant marginal likelihood. In M-step, the lower
bound is increased by selecting parameters that max-
imize the Q-function. Performing E-step and M-step
alternately therefore causes the lower bound to in-
crease monotonically, which is expected to increase
the marginal likelihood. This justifies changing the
objective function from the marginal likelihood to the
lower bound L[q, p]. As in the studies by Friston et
al., we may construct a theory that starts from min-
imization of the variational free energy that is the
negative lower bound.
3.3 Adaptation of the generative
model and behavior
The above description shows how approximate infer-
ence is achieved by the EM algorithm. In the fol-
lowing, we will look into details of the learning step,
considering cases where actions are included in this
reasoning. By rearranging the expressions discussed
above in terms of the lower bound L[q, p], we ob-
tain the following equations for E-step and M-step,
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respectively:
L[q, p] = log p(Y|w) −KL[q(x|Y)|p(x|Y,w)],
L[q, p] =
∫
q(x|Y) log p(Y,x|w)dx+H [q].
(18)
Furthermore, the lower bound can be decomposed as
follows:
L[q, p] =
∫
q(x|Y) log
p(Y,x|w)
q(x|Y)
dx
=
∫
q(x|Y) log
p(Y|x,w)p(x|w)
q(x|Y)
dx
=
∫
q(x|Y) log p(Y|x,w)dx︸ ︷︷ ︸
Accuracy
−
∫
q(x|Y) log
q(x|Y)
p(x|w)
dx
︸ ︷︷ ︸
Complexity
(19)
Here, the first term on the right side of the last equa-
tion is an expectation of the log observation model
by the recognition model, which represents the aver-
age goodness-of-fit of the observation model. This is
sometimes referred to as the accuracy of the model.
The second term is the KL divergence of the approx-
imate posterior distribution and prior distribution,
which is sometimes referred to as the complexity of
the model. We discuss these two terms below.
First, let us consider the accuracy (the first term).
In M-step, the parameters of the observation model
are optimized by maximizing the accuracy. For ex-
ample, parameters such as those of the basis func-
tions are optimized, thereby improving the explana-
tory accuracy of the data. Not only that, Friston et
al. hypothesized that actions are also chosen as to
maximize the accuracy [22, 39, 40, 36]. The inference
problem in which action is involved is studied as an
active inference problem, and it often refers to the
selection of action according to maximizing the lower
bound (or minimizing the variational free energy). In
this case, the behavior of an agent is generated ac-
cording to its generative model [41, 40, 42]. Actions
selected by this principle are expected to alter the
outside world so that it is more predictable for the
agent. Note that when we introduce actions as a way
of changing the data generation mechanism, the data
distribution p¯(x) – which has so far remained fixed –
is forced to change. However, organisms or agents are
not able to access the true data distribution. There-
fore, the only way to respond is by updating the gen-
erative model, and it is necessary for the generative
model to include statements of how the generation of
data is affected by actions.
Now let’s consider the complexity (the second
term). Complexity is minimized by bringing the prior
distribution closer to the posterior distribution. In
particular, when the approximate posterior distribu-
tion is an exact posterior distribution, we have the
relation∫
p(x|Y,w) log
p(x|Y,w)
p(x|w)
dx
= KL[p(x|Y,w)||p(x|w)], (20)
which is called a Bayesian surprise [54]. This value
quantifies how much the recognition model changes
when the data Y is provided, given the parameter w.
The EM algorithm therefore performs approximate
minimization of the Bayesian surprise. This means
that surprises in the data are eliminated by adapting
a prior distribution as a result of learning.
This process can represent the adaptability of or-
ganisms whereby the brain adapts to environmen-
tal factors or contexts, and incorporates them into
its internal model. In particular, it was shown that
the distance between the spontaneous firing activity
and stimulus response activity of the visual cortex
of ferrets decreases during the first 5 months of life
[43]. The sampling hypothesis suggests that this ob-
servation manifests that the prior distribution and
posterior distribution become closer due to learning
by identifying spontaneous activity as samples from
the prior distribution and stimulus-evoked activity as
samples from the posterior distribution. The next
section explains the adaptation process more gener-
ally from the viewpoint of information theory.
4 Information-theoretic ap-
proaches to adaptation
In this section, we treat the learning process as
communication through an information channel, and
look at the relationship between the maximization of
marginal likelihood in the previous section and max-
imization of information-theoretic quantities. Based
on this, we will examine the relationship between the
classical theory of perception [2, 5, 55] that is based
on the information maximization principle (Infomax
principle) and the approach with a generative model
in the previous section. This can deepen the under-
standing of the relationship between the hypothesis
of the brain as a nonlinear computing machine and
that of the brain as an inference machine. See also
[30, 20, 56, 26] for the relationship between the gen-
erative model and neural networks, and [23, 24, 57]
for the relationship between the free energy principle
and information theory.
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4.1 Maximization of mutual informa-
tion and optimization of the gen-
erative model
In this section, data Y is regarded as the input,
and the parameter W of the generative model is re-
garded as the output. Here, we want to maximize
the amount of mutual information between the ran-
dom variable Y (data) and the model parameter W.
The mutual information can be expressed in terms of
entropy and conditional entropy as follows:
I(Y;W) = H(Y)−H(Y|W)
= H(Y) + EYEW|Y log p(Y|W). (21)
The first term on the right side in Eq. 21 is the en-
tropy of the data distributionH(Y) ≡ −EY log p¯(Y),
and is constant when the data distribution is fixed.
In this section, we will not consider changes to the
data distribution caused by actions. Let us consider
the second term on the right side. In the previous
section, we considered the reverse process from the
output W to the input Y as the data generation pro-
cess in the internal model. Using latent variables, this
path was obtained as the marginal distribution:
p(y|w) =
∫
p(y|x,w)p(x|w)dx. (22)
The second term in Eq. 21 is the expectation of log
of this function with respect to the joint distribution,
p(y,w) = p¯(y)p(w|y). The hierarchical model of the
previous section possesses the parameter w, which
was learned from the data. This is a point estimate,
which means that the distribution of w for a given
set of data is given by p(w|Y) = δ(w −W⋆), where
δ(·) is the Dirac delta function. Note that W⋆ is a
function of Y. In this way, the second term on the
right side of Eq. 21 becomes EY log p(Y|W
⋆). Fur-
ther, by replacing the expected value of Y with the
empirical distribution, we can use the data Y to ob-
tain an estimate of the second term, which is the log
marginal likelihood function. This means that we can
expect the mutual information between Y and W to
be maximized by adopting the maximum likelihood
estimate W∗ as a point estimation.
We note that, using a hidden state X, the mutual
information between Y and W is generally decom-
posed as
I(Y;W) = I(Y;X,W)− I(X;Y|W). (23)
See the Venn diagram (Fig. 5) for the visualization
of this decomposition. From this decomposition, it
is found that the mutual information I(Y;W) in the
= -
Y
W
I(Y;W)
I(X;Y|W)I(Y;X,W)
X
I(Y;W)
Figure 5: Venn diagram and decomposition of mutual
information
sensory data Y and the parameter W can be decom-
posed into two factors: the mutual information rep-
resenting the encoding of sensory data Y by latent
variables X and parameters W (first term), and the
conditional mutual information between the latent
variables X and data Y, given prerequisite knowl-
edge acquired by the parameter W (second term).11
Below, we revisit the inference algorithm of the pre-
vious section, and clarify that they aim at optimizing
these information-theoretic quantities.
Based on Eq. 19, the marginal likelihood can be
expressed as
log p(Y|W⋆) = EX|Y,W⋆ log p(Y|X,W
⋆)
−KL[p(x|Y,W⋆)‖p(x|W⋆)],
(24)
where it is assumed that an exact posterior distribu-
tion has been obtained. The first term represents
the accuracy, and the second term represents the
11In this case, only the cost of encoding is considered. Tishby
et al.’s information bottleneck theory, which builds on Shan-
non’s rate distortion theory, plays a complementary role in the
theory of information maximization under the constraint that
the cost of decoding is given for a particular generation model.
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Bayesian surprise. We will confirm that maximiza-
tion of the accuracy and minimization of the Bayesian
surprise correspond to maximization of the first term
and minimization of the second term in Eq. 23, re-
spectively.
First we note that EW|Y represents expecta-
tion by the posterior distribution of W, namely
p(w|Y) = δ(w −W⋆). Therefore, the log marginal
likelihood can be expressed as log p(Y|W⋆) =
EW|Y log p(Y|W). By taking the expectation by
EY, we can see that the left side of Eq. 24 corre-
sponds to
EYEW|Y log p(Y|W) = −H(Y|W). (25)
Similarly, expectation of the first term on the right
side by data distribution is
EYEW|YEX|Y,W log p(Y|X,W) = −H(Y|X,W).
(26)
Second, the expectation of the Bayesian surprise (the
second term on the right side) by the data distribu-
tion becomes the conditional mutual information:
EYEW|YKL[p(x|Y,W)‖p(x|W)] = I(X;Y|W).
(27)
Note that the mutual information X and Y available
under Z is computed from the KL divergence:12
I(X ;Y |Z)
=
∫∫∫
p(x, y, z) log
p(x, y|z)
p(x|z)p(y|z)
dxdydz
= EXEZ|XKL[p(y|X,Z)||p(y|Z)] (29)
The mutual information for discrete random variables
can also be defined in the same way by replacing the
integral with a summation. Eq. 27 is an extension
of this formula to multivariate variables. In other
words, Bayesian surprise is an estimate of conditional
mutual information. Taken together, expectation of
Eq. 24 by EY is simplified to
−H(Y|W) = −H(Y|X,W)− I(X;Y|W). (30)
12In general, the mutual information of continuous random
variables X and Y is given by
I(X; Y ) =
∫∫
p(x, y) log
p(x, y)
p(x)p(y)
dxdy
=
∫∫
p(x)p(y|x) log
p(y|x)
p(y)
dxdy
= EXKL[p(y|X)||p(y)] (28)
By adding the entropy of the data H(Y) on both
sides of Eq. 30, we obtain Eq. 23.13
By comparing Eq. 24 with Eq. 23, we can clearly
understand objectives that optimization of each term
in Eq. 24 aims at during the learning. First, while
keeping in mind the existence of an unknown constant
H(Y), maximizing the first term on the right side of
Eq. 24 (accuracy) maximizes the (estimated) mutual
information related to the encoding from Y to X and
W. Second, minimization of complexity/Bayesian
surprise in the second term of Eq. 24 minimizes the
(estimated) mutual information between the neural
activityX and the dataY, conditional on the param-
eter W of the generative model. This means that the
information of the input data Y is absorbed during
the process of learning the parameter W, and as a
result, the neural activity X no longer has any infor-
mation about the input data Y other than what is
held by W.
4.2 Infomax principle for optimiza-
tion of nonlinear networks
In this subsection, we review the classical theory of
sensory perception. Based on this, we will consider
its relation to the approach based on the generative
model. Here we assume noiseless communication be-
tween the input Y and the output X, and that they
have the same dimension. For the noiseless channel,
we can represent X as a nonlinear function of Y, us-
ing x = f(y;ϕ), for which a neural network can be
used. Here ϕ are the parameters that define the non-
linear function (e.g., weights of a neural network),
and comprise receptive fields of the neurons.
The adaptation of the neural activity X to the ex-
ternal inputY by maximizing the mutual information
I(Y;X) is known as the infomax principle [5]. This
mutual information is expressed in terms of entropy
as
I(Y;X) = H(X)−H(X|Y). (32)
In a noiseless channel, the second term of Eq. 32 is not
dependent on the nonlinear function f(y;ϕ), so it can
13 Given the hierarchical model of the brain (Eq. 4), Eq. 23
can be further written as
I(Y;φ,λ) = I(Y;X,φ)− I(X;Y,φ|λ). (31)
This is obtained as follows. Under the assumption of the hi-
erarchical model shown in Fig. 3, we obtain I(Y;X,φ,λ) =
I(Y;X,φ) since X is conditionally independent of λ. Using
the general decomposition rule of Eq. 23 on the distributions
conditional on λ, we have I(Y;X|φ,λ) = I(X;Y,φ|λ) −
I(X;φ|λ) = I(X;Y,φ|λ). Here we used I(X;φ|λ) = 0 be-
cause X and φ are independent if Y is marginalized.
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be ignored in optimization.14 Therefore, maximizing
the mutual information is equivalent to maximizing
the entropy of the output X.
The method of optimizing parameter ϕ based on
this principle is known as independent component
analysis (ICA) used for blind signal separation[55].
That is, the parameter ϕ is updated using the fol-
lowing gradient,
∂I(Y;X)
∂ϕ
=
∂H(X)
∂ϕ
. (33)
Here, the entropy of X due to the stochastic data Y
is given by
H(X) = H(Y) +EY log det
∂f(y;ϕ)
∂y
∣∣∣∣
y=Y
, (34)
because p(y) = p(x)
∣∣∣∂x∂y
∣∣∣, where ∂x∂y = ∂f(y;ϕ)∂y is a
Jacobi matrix used for the change of variables, and
|·| = det · denotes a determinant. Using Eqs. 33 and
34, and replacing the expectation of data with a sam-
ple Y, the learning rule is obtained as
dϕ
dt
∝
∂
∂ϕ
log det
∂f(y;ϕ)
∂y
∣∣∣∣
y=Y
. (35)
The mutual information maximization based on
maximizing the output entropy follows the framework
of the efficient coding hypothesis proposed by Ho-
race Barlow [2, 3]. On the assumption of a noiseless
channel, Barlow proposed the principle of maximiz-
ing entropy of X (i.e., activity of neurons) as a goal
of encoding sensory data such as tactile and vision.
The efficient coding hypothesis is also called the re-
dundancy reduction hypothesis since it involves elim-
inating redundancy from data as shown below.
To explain this, let’s see that the multivariate en-
tropy can be decomposed as follows.
H(X) = −I(X1;X2; . . . ;Xd) +
d∑
i=1
H(Xi). (36)
Here, the first term on the right side is the multivari-
ate mutual information, defined as I(X1; . . . ;Xd) =
KL[p(X||Πdi=1p(Xi)]. Two conclusions can be de-
rived from this equation. From the first term, we
can see that in order to increase the mutual informa-
tion at the inputs and outputs, it is better to have a
smaller quantity of mutual information between the
outputs. That is, the parameter ϕ should be ad-
justed so that the output variables become indepen-
dent random variables. This sort of encoding, which
14The conditional entropy is 0 for discrete distributions, or
negative infinity for continuous distributions if the channel is
noiseless.
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Figure 6: Nonlinear functions and adaptation
aggregates external signals and converts them into
independent representations, is sometimes called fac-
torial coding.
Next, from the second term, it can be seen that in
order to increase the mutual information between the
input and output, the entropy of each random vari-
able of the output should be increased. Since the en-
tropy is maximized when the random variables have a
uniform distribution, the parameter ϕ should be ad-
justed so as to obtain a uniform output from the non-
linear function X = f(Y;ϕ). For example, it is the
most appropriate if the activity of individual neurons
is covered uniformly over its dynamic range. Consider
a one-dimensional sensory input p¯(y) for simplicity. If
we wish to construct a uniform distribution that has
an upper limit as an output X = f(Y ;ϕ), we should
use the nonlinear function f(y;ϕ) =
∫ y
−∞ p¯(y
′)dy′ or
a constant multiple thereof. This is because substi-
tuting a random variable Y whose distribution is p¯(y)
to its own cumulative distribution function results
in a uniform distribution of values over the range
[0, 1].15 This nonlinear transformation is sometimes
called histogram equalization.
According to the efficient coding hypothesis, or-
ganisms are thought to adapt its nonlinear activation
15If X is a random variable following the probability distri-
bution function FX(x) =
∫
x
−∞
fX(s)ds, then U = FX(X) has
a uniform distribution. It is also used as a way of creating
arbitrary sample distributions from uniform random numbers
(inverse function method): X = F−1
X
(U)
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functions of neurons to the distribution function of
the input data so they can use the output indepen-
dently and uniformly over its dynamic range. In par-
ticular, horizontal movements or multiplications are
added to basic nonlinear input/output functions to
rapidly adapt to the environment. This process is
called gain control (see Fig. 6). In insect retinal and
olfactory nerve cells [7, 58] and mammalian visual
neurons [59, 60, 61], the gain control is performed
to adapt to changes in the environment. Further-
more, the gain control explains higher-level cognitive
functions of a brain such as attention and coordinate
transformation of viewpoint [47, 62, 63, 64].
While the gain control allows fast adaptation to
changing environment, nonlinear functions them-
selves must be acquired from the data during learn-
ing processes in a longer time-scale. To capture the
non-Gaussian nature of sensory inputs, it is neces-
sary to adaptively generate a nonlinear function that
matches up the higher order statistics of the distribu-
tion. For the distribution whose dimension is higher
than two, the higher-order correlations (higher-order
statistics among the variables) in the distribution
must be captured. In this way, it is hypothesized
that nonlinear functions that are expressed through
the nonlinearity of neurons (nonlinear summation
of synaptic inputs at dendrites, firing characteristics
based on threshold mechanisms, and network dynam-
ics) are adapted to the characteristics of the distribu-
tion of input data [65, 11].
Finally, we examine how the above arguments on
the infomax principle can be generalized to the ap-
proach with the generative model. We investigated
optimization of the nonlinear function x = f(y;ϕ),
assuming a noiseless channel and equal dimensions
for y and x. For simplicity, here we assume that
the nonlinear function is bijective functions (one-to-
one functions), and define the inverse function as
y = g(x;φ). The parameter φ represents how the
data is constructed from the neural activity, and is
called the basis function or projection field [56]. This
is in contrast to the parameter ϕ that comprises the
receptive field of neurons, which explains neural ac-
tivity in terms of the sensory inputs.16
For the noiseless channel, the observation model
is written as p(Y|x,φ) = δ(Y − g(x;φ)). Then the
16If the functions and parameters are linear (Y = Xϕ and
X = Yφ), we obtain the relation, ϕφ = I.
marginal likelihood function is written as17
p(Y|w) =
∫
δ(Y − g(x;φ))π(x|λ)dx
= π(X) · det
∂f(y;ϕ)
∂y
∣∣∣∣
y=Y
. (38)
Here the prior distribution for X is denoted by π(·)
to avoid confusion. In the right hand side of this
equation, the sensory data Y is projected to the neu-
ral activity X by the nonlinear function x = f(y;ϕ),
and the likelihood of the sensory data Y is now eval-
uated using the neural activity X with respect to its
prior distribution. Under the maximum likelihood
principle, learning of the nonlinear function is per-
formed so that the neural activity X fits to the prior
distribution. At the same time, the parameter λ of
the prior distribution is optimized to fit the neural
activity. These learning processes correspond to opti-
mization of the observation model and the prior dis-
tribution discussed in the previous section, respec-
tively. Note that if we assume a flat prior, we obtain
the same gradient in Eq. 35 for the infomax princi-
ple from the principle of maximizing the log marginal
likelihood. This indicates that, in the approach with
the generative model, the optimal nonlinear function
x = f(y;ϕ) is modulated by the prior distribution,
which can be interpreted as the gain modulation.
One can arrive at the generative model investigated
in the previous section by generalizing the above de-
terministic observation model to noisy observation
models togather with non-bijective nonlinear func-
tions. Often the mean µ of the observation model
is modeled as µ = g(Xφ), where φ plays the role
of linear basis functions. Such a nonlinear function
g(·) is called a link function in statistics. Olshausen
& Filed introduced a sparse prior distribution to the
latent variables of the Gaussian observation model
with a linear link function, and make the basis func-
tions of the observation model learned from natural
images. In this model, the dimension of latent vari-
ables Y and corresponding basis functions are much
larger than the number of pixels in Y (overcomplete
model). They then found that the model learns high-
17Here, with the change of a variable y = g(x;φ), we have
p(Y|w) =
∫
δ(Y − g(x;φ))pi(x|λ)dx
=
∫
δ(Y − y)pi(g−1(y;φ)|λ)
∣∣∣∣∂x∂y
∣∣∣∣ dy
= pi(g−1(Y;φ)|λ) det
∂x
∂y
∣∣∣∣
y=Y
= pi(f(Y;ϕ)|λ) · det
∂f(y;ϕ)
∂y
∣∣∣∣
y=Y
. (37)
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dimensional correlation structures such as lines and
edges that often appear in natural images [8, 9].
An alternative approach to augment the noiseless
model to a noisy model is to directly construct the
approximate posterior distribution q(x|Y) by adding
noise to the nonlinear function x = f(y;ϕ). In
the original variational auto-encoder model, not only
the mean but variance of the approximated Gaus-
sian posterior distribution is learned by neural net-
works [52]. Contrary to the overcomplete representa-
tion, the dimension of the latent variableX is smaller
than that of the observation Y; therefore the poste-
rior called encoder maps the data into latent vari-
ables in a smaller subspace whereas the observation
model called decoder maps the latent variables to the
data, which has a larger dimension. A scheme differ-
ent from the EM algorithm was developed to learn
the posterior and the generative model simultane-
ously using the neural networks. Common to all ap-
proaches, it is known that neither of these approaches
can fully eliminate redundancy in simple nonlinear
functions or non-Gaussian distributions [11, 10, 66],
so efforts are being made to grasp the input correla-
tion structure with deeply hierarchical models.
5 Thermodynamics of adapta-
tion
In Section 3, we introduced the EM algorithm as
a learning method for hierarchical models based on
Helmholtz’s epistemology. This approach can be ex-
tended to variational inference using variational ap-
proximation methods. The variational inference is
a technique derived from mean field approximation
in statistical physics that provides approximate solu-
tions to physical models of materials involving com-
plex interactions among their elements (e.g., Ising
model). Therefore its mathematical framework is
closely related to statistical physics and thermody-
namics.18 However, it is not always clear how the
laws of thermodynamics relate to recognition and
learning.
In this section, we will look at the learning process
from a thermodynamic viewpoint based on the prin-
ciple of entropy maximization, and we will discuss dy-
namics of learning by defining energy and free energy
of a recognition model using an exponential family
distribution. Based on this, we explain the relation
18As a physiologist, Helmholtz himself developed a theory of
visual perception (the Young–Helmholtz theory of trichromatic
color vision), and as a physicist, he contributed to establishing
the first law of thermodynamics and the theory of free energy
in chemical reactions.
between causal statistical learning and the second law
of thermodynamics. A similar treatment to the neu-
ral dynamics presented in this section can be found in
the thermodynamic analysis of neural population ac-
tivity in Shimazaki 2015, 2018 [67, 68] to which the
reader is referred. Methods for calculating thermo-
dynamic quantities of neural populations from actual
recordings of time-series neural spike data, together
with the results of these methods, can be found in
Tkacˇik et al. 2015 [69], Donner et al. 2017 and Gau-
dreault et al. 2018 [70, 71].
5.1 Maximum entropy model
Before entering the discussion, we start with a de-
scription of the terminology. Based on Eq. 14, the
lower bound L[q, p] with a recognition model q(x|Y)
can be expressed as follows:
L[q, p] = S −
∫
q(x|Y)[− log p(Y,x|w)]dx. (39)
In this section, the Shannon entropy of the recogni-
tion model is represented by S (S ≡ H [q(x|Y)]). The
second term is the negative of the Q-function (−Q),
which is as follows:∫
q(x|Y)[− log p(Y,x|w)]dx = E . (40)
As shown later, E is a quantity that can be referred to
as the energy of the recognition model. These terms
are used to bound the negative marginal likelihood
function as
− log p(Y|w) ≤ E − S ≡ F, (41)
where, in statistical physics, the left side is called
free energy and the right side F = E − S is called
the variational free energy. The variational free en-
ergy is the negative lower bound (F = −L[q, p]), and
the problem of maximizing the lower bound that was
discussed in the section of approximate inference can
be substituted with the problem of minimizing the
variational free energy. In the following, a thermody-
namic approach to a recognition model will be intro-
duced to better understand dynamics of the entropy,
energy, and free energy (not variational free energy)
for a recognition model, induced by learning.
For this goal, we will construct a recognition model
from the maximum entropy principle. Consider the
problem of maximizing the entropy of a recognition
model q(x|Y) given an expected value of a genera-
tive model. This is an entropy maximization prob-
lem with constraints, which can be solved by the
method of Lagrange multipliers. In this method, the
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constrained maximization problem is replaced with
maximization of a new function that includes the con-
straints. More specifically, we maximize the following
Lagrange function (Lagrangian):
L˜β [q] = −
∫
q(x|Y) log q(x|Y)dx
− β
{
−
∫
q(x|Y) log p(Y,x|w)dx − E
}
+ a
{∫
q(x|Y)dx− 1
}
. (42)
where β, and a are Lagrange multipliers. The last
term is a constraint due to the fact that the recogni-
tion model is a density or probability function. Ac-
cording to the variational principle, we need to obtain
the distribution by maximizing Eq. 42. The variation
with respect to the distribution q(x|Y) is given by
δL˜β [q]
δq
=
∫
δq [−1− log q(x|Y)
+ βlog p(Y,x|w) + a]dx. (43)
Thus it is found that the distribution obeys the fol-
lowing exponential family distribution:
q(x|Y) =
1
Zβ(Y)
e−β{− log p(Y,x|w)}. (44)
The term Zβ(Y)(= e
a−1) is called a normalization
term or partition function, and is given by
Zβ(Y) =
∫
e−β{− log p(Y,x|w)}dx. (45)
The Lagrange multiplier β is obtained at the maxima
of the Lagrangian (
∂L˜β [q]
∂β
= 0), which is given by
Eq. 40. That is, β is chosen to satisfy the constraints
of Eq. 40. Note that in this section, we consider the
set of parameters as w = {ϕ,ω} by excluding β, and
separately introduce β as a Lagrange multiplier that
is a parameter of the posterior distribution.
The maximum entropy method is a method that
maximizes the entropy of a distribution while apply-
ing specific constraints. It can be used to obtain dis-
tributions by eliminating statistical structures other
than constraints. As seen above, its distribution is
expressed by an exponential family distribution from
the definition of entropy. In statistical physics, this
distribution is called the Gibbs or Boltzmann dis-
tribution, the exponent of the exponential function
H(x) ≡ − log p(Y,x|w) is called the Hamiltonian,
and the expected value of the Hamiltonian is called
the energy as given by Eq. 40. Also, β is called the in-
verse temperature, and T ≡ 1/β is called the temper-
ature. When β = 1, the distribution that maximizes
the entropy according to Eq. 44 becomes
qβ=1(x|Y) =
p(Y,x|w)
Zβ=1(Y)
= p(x|Y,w), (46)
which is an exact posterior distribution.
5.2 Law of conservation of entropy for
a recognition model
The generative model can be divided into an observa-
tion model and a prior distribution. To manipulate
the entropy of the recognition model more precisely
than in the above formula, we now consider a recog-
nition model, for which the constraints are stated in
more details. More specifically, we search for the
recognition model whose entropy is maximized under
the following constraints:
〈− log p(x|ω)〉 = U, (47)
〈− log p(Y|x,φ)〉 = V. (48)
where 〈·〉 is the expected value of the recognition
model. In this case, the Lagrangian can be written
as follows:
L˜β,α[q] = −
∫
q(x|Y) log q(x|Y)dx
− β
{
−
∫
q(x|Y) log p(x|ω)dx− U
}
− α
{
−
∫
q(x|Y) log p(Y|x,φ)dx− V
}
+ a
{∫
q(x|Y)dx− 1
}
, (49)
where β, α, and a are Lagrange multipliers.19 By
examining variations in the recognition model in the
same way as before, we obtain
δL˜β,α[q]
δq
=
∫
δq [−1− log q(x|Y)
+ βlog p(x|ω) + αlog p(Y|x,φ) + a]dx. (50)
Consequently, the recognition model obeys the fol-
lowing exponential family distribution:
q(x|Y) =
1
Zβ,α(Y)
eβ log p(x|ω)+α log p(Y|x,φ). (51)
The partition function is given by
Zβ,α(Y) =
∫
eβ log p(x|ω)+α log p(Y|x,φ)dx. (52)
19In the earlier equations, β was a Lagrange multiplier for
the generative model. However, it is now a Lagrange multiplier
for the prior distribution. Therefore, β is no longer a parameter
that controls energy. If we introduce α = βf , β controls the
energy.
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The Lagrange multipliers β and α are chosen to sat-
isfy the constraints. When β = 1 and α = 1, the
recognition model becomes an exact posterior distri-
bution.
The recognition model of Eq. 51 can be regarded
as an exponential family distribution where −β and
−α are canonical parameters, and − log p(x|ω) and
− log p(Y|x,φ) are features. We can therefore derive
a number of important relations. First, the logarithm
of the partition function forms a cumulant generating
function. As a result, the first derivative of the log
partition function by the canonical parameter gives
the expected value of the feature by the recognition
model. That is,
∂ logZβ,α(Y)
∂(−β)
= 〈− log p(x|ω)〉
∂ logZβ,α(Y)
∂(−α)
= 〈− log p(Y|x,φ)〉. (53)
Here, by defining a function
G(β, α) ≡ − logZβ,α(Y), (54)
they can be simplified to
∂G(β, α)
∂β
= U,
∂G(β, α)
∂α
= V. (55)
Next, the entropy of the recognition model can be
calculated as
S(U, V ) = 〈− log q(x|Y)〉
= β〈− log p(x|ω)〉+ α〈− log p(Y|x,φ)〉
+ logZβ,α(Y)
= βU + αV − G(β, α). (56)
The combination of Eq. 55 and Eq. 56 forms a Legen-
dre transformation that transforms G(β, α) (a func-
tion of β and α) into the entropy S(U, V ) which is a
function of U and V .20
Since there is no loss of information by the Leg-
endre transformation defined by Eqs. 55 and 56, it
is always possible to return to the original function
by using the inverse Legendre transformation. The
inverse Legendre transformation is given by
G(β, α) = βU + αV − S(U, V ). (57)
20In general, when a smooth convex function f(x) is ex-
pressed in terms of a new function f∗(p) = maxx{px− f(x)},
this is called a Legendre transformation. However, since the
derivative is zero at the maximum value, p = f ′(x), and thus p
represents the slope of the function f(x). Hence, strictly speak-
ing, Eq. 56 multipled by −1 represents the Legendre transfor-
mation from −G(β, α) to −S(U, V )
and
∂S
∂U
= β,
∂S
∂V
= α. (58)
This transformation converts the entropy S(U, V ) (a
function of U and V ) into G(β, α) (a function of β
and α). When β = 1 and α = 1, an exact posterior
distribution is obtained, in which case the marginal
likelihood and negative log partition function coin-
cide: log p(Y|w) = −G(1, 1).21
According to Eq. 58, the total derivative of the
entropy of the recognition model,
dS =
(
∂S
∂U
)
V
dU +
(
∂S
∂V
)
U
dV, (60)
can be expressed as follows:
dS = βdU + αdV. (61)
This formula represents the contribution of the prior
distribution and the observation model (input stim-
uli) to the change of entropy in the recognition model,
and dictates the law of conservation of entropy. In
physics, Eq. 61 is called the first law of thermodynam-
ics (law of conservation of energy).22 Since entropy
is a state variable that is determined for a particu-
lar recognition model, the entropy change on the left
side of Eq. 61 is expressed as a difference in state
variables at two close recognition models. However,
the terms βdU and αdV on the right side depend on
the integration path since β and α are functions of U
and V .
The parameters β and α of the approximate poste-
rior distribution represent contributions of the prior
distribution and the likelihood function when con-
structing the recognition model. This recognition
model becomes an exact posterior distribution when
β = 1 and α = 1. It is expected that there ex-
ists neural dynamics that progressively approaches
the optimal state for the Bayesian inference. Thus
it is important to consider the dynamics of β and α
when we hypothesize that the Bayesian inference is
implemented by neural dynamics in the brain.
21In general, the relationship with the lower bound is ex-
pressed as
L[q, p] = −G(β, α) + (β − 1)U + (α − 1)V. (59)
22The first law of thermodynamics TdS = dU + fdV is ob-
tained from Eq. 61, using the temperature T = 1/β and force
f = α/β. In this case dU is called the internal energy, which
is a state variable. On the other hand, the terms d¯Q = TdS
and d¯W = fdV , which are called heat and work, are repre-
sented using a path-dependent incomplete derivative d¯. Using
these terms, the first law of thermodynamics is also written as
d¯Q = dU + d¯W .
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For example, a likely scenario for the formation of
a posterior distribution by a neural network is as fol-
lows: after nerve cells have fired in response to the
presentation of a stimulus, the neural activity is mod-
ulated by feedback input (including information cor-
responding to the prior knowledge), whereby the ob-
servation and prior knowledge are fused. In [67, 68],
the spontaneous firing of neurons corresponding to
the prior distribution and the firing activity of neu-
rons induced by a stimulus are represented by expo-
nential family distributions, to which we apply the
thermodynamic formulation introduced in this sec-
tion. In particular, it was shown that, when stimu-
lus response is modulated with a time delay due to
feedback/recurrent input, neural dynamics forms an
information-theoretic cycle (an analogue of heat en-
gine, termed neural engine).23 Many studies have
shown that the modulation of late components of
stimulus response is related to attention, perceptual
experience, short term memory, and subjective re-
ward value [72, 73, 47, 44, 74, 45, 48]. This approach
allows us to quantify higher-order brain functions by
measuring active portion of the computation as en-
tropy emission related to the modulation of stimulus
response.
5.3 Learning and the principle of in-
creasing entropy
Several thermodynamic equations and the law of con-
servation of entropy have been concisely obtained by
adopting the maximum entropy model as a recogni-
tion model. Let’s see what happens in the learning
process of this model. In the discussion so far, the
parameter w = {φ,ω} has been fixed without con-
sidering learning, although we discussed dynamics to
construct the optimal recognition model by chang-
ing β and α. Let us admit that parameter w is also
optimized by learning, and assume that the learning
dynamics also follows the maximum entropy princi-
ple. That is, the learning plays a role of another
factor besides β and α (or U and V ) that change the
entropy of the recognition model, and this factor al-
ways increase entropy. More specifically, the law of
increasing entropy can be derived as a statistical law
23In these articles, thermodynamic analysis of a neural pop-
ulation was proposed by expressing spontaneous/background
activity and stimulus-related activity of neurons by an expo-
nential family distribution. In particular, if the level of the
background activity is changed with a time delay due to feed-
back inputs, the response of neurons to a stimulus undergo gain
control. The dynamics of such a delayed gain-control of the
stimulus response turns out to be analogous to a heat engine
of thermodynamics. This response cycle preserve information
about stimuli with the presence of the delayed feedback signal,
that would otherwise be lost.
for causal dynamics in which the forward and back-
ward processes are different, from the fluctuation the-
orem [75, 76, 77]. Assuming such causal dynamics for
learning, it is expected that
dS ≥ βdU + αdV. (62)
This is equivalent to the second law of thermodynam-
ics in physics, and it applies whenever an irreversible
process takes place. Here we examine how such a
causal learning rule relates to the optimization prin-
ciples introduced in previous sections.
Consider optimizing the parameters while keeping
β and α fixed. The free energy is a convenient quan-
tity that can be used instead of entropy under such
conditions. In fact, we will see that the quantity
G(β, α) is the free energy. The total derivative of
G(β, α) that is a function of β and α becomes
dG(β, α) = d(βU + αV )− dS
= (Udβ + βdU) + (V dα+ αdV )− dS
= Udβ + V dα, (63)
where the first law (Eq. 61) is used at the last equality.
It can also be obtained directly from the definition of
total derivative
dG(β, α) =
(
∂G
∂β
)
α
dβ +
(
∂G
∂α
)
β
dα, (64)
and from Eq. 55. G(β, α) is a thermodynamic quan-
tity that takes β and α as natural independent vari-
ables. Therefore it is particularly useful when these
independent variables are fixed. In this article we
call G(β, α) the Gibbs free energy.24 The reason why
we derive the total derivative using Eq. 63 in stead of
Eq. 64 is that it becomes clear that the following rela-
tionship holds when entropy is increased by learning:
24In thermodynamics, the dual function based on the Leg-
endre transformation of internal energy U is called thermody-
namic potential (free energy). The internal energy is given by
the formula dU = TdS + fdV , with S and V as natural inde-
pendent variables. For example, the Helmholtz free energy is
F = U − TS, and from the relationship dF = d(U − TS) =
dU − (dTS + TdS) = fdV − SdT . Here we have V and S as
natural independent variables. This is a Legendre transforma-
tion. At constant temperature, dF = fdV . Hence, the work
done in an isothermal process can be expressed as a difference
of Helmholtz free energy. Similarly, the Gibbs free energy in
thermodynamics is defined as G = F + fV . This is convenient
expression to use in isothermal and isobaric processes because
dG = dF − (dfV + fdV ) = −SdT + V df . However, the Gibbs
free energy G in this article is given by the relation G = βG.
When considering the recognition models of the brain and ma-
chine, the concepts of heat and work may aid understanding,
but it is not clear whether they will actually bring direct bene-
fits. Since the main focus of this article is on entropy, we have
regarded the Legendre transformation of entropy (rather than
internal energy) as free energy.
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dG(β, α) ≤ Udβ + V dα, (65)
by applying Eq. 62 to Eq. 63. In particular, if causal
learning occurs while β and α are fixed, the Gibbs
free energy decreases,
dG(β, α) ≤ 0. (66)
That is, the following learning rule can be derived:
dw
dt
= −ǫ
∂G
∂w
, (67)
where w = {φ,ω}, and ǫ is a learning coefficient of
the parameters.25 Alternatively to Eq. 67, an unique
value of the learning coefficient may be considered for
each parameter to account for adaptation to environ-
mental dynamics with different time-scales.
From the above, when β and α are fixed, the learn-
ing process that decreases the Gibbs free energy of
the recognition model is equivalent to the learning
that maximizes the entropy of the recognition model
(the second law of thermodynamics). In particular,
when β = 1 and α = 1, the Gibbs free energy be-
comes a negative marginal likelihood, and learning
according to the law of increasing entropy becomes
equivalent to learning according to the marginal like-
lihood maximization. Therefore, if there is a mech-
anism for forming an optimal posterior distribution
(β = 1, α = 1) as a recognition model after a stimulus
is received, and if learning is performed at this time,
we can expect the results obtained by minimizing the
Gibbs free energy are the same as those obtained by
maximizing the marginal likelihood. One may also
consider the hypothesis that actions are also selected
so as to reduce the Gibbs free energy, following the
assertions of Friston et al.
In this section, we clarified the relationship be-
tween learning according to the law of increasing
entropy, learning according to the minimization of
Gibbs free energy, and the maximization of marginal
likelihood, by using a maximum entropy model to
form a recognition model. In thermodynamics, free
energy is introduced by finding a new thermodynamic
quantity having the same meaning as the law of in-
creasing entropy under certain conditions when we
need to know in which direction a phenomenon will
occur as prescribed by the second law of thermody-
namics. Changes in gases and liquids at constant
25 Here we derived learning rules from the second law of
thermodynamics or the minimization principle of free energy,
but it is possible to decide on a specific causal learning rule
and derive the law of increasing entropy (the second law of
thermodynamics) [78, 79]. This approach to the learning pro-
cess started to be discussed with the recent development of
stochastic thermodynamics [80, 81].
temperature and constant pressure take place only
when some internal change such as a chemical re-
action takes place, and such reactions proceed in a
direction such that the Gibbs free energy decreases.
We explained how learning can be treated in the same
way in this section.
6 Summary and prospects
In this article, we examined hypotheses on adaptive
processes of organisms to their environments from
multiple viewpoints: maximizing the marginal like-
lihood (maximizing the lower bound and minimizing
the variational free energy), maximizing the mutual
information, the law of increasing entropy (the sec-
ond law of thermodynamics), and minimizing the free
energy.
One important topic which was not systematically
covered in this article is the adaptation of organisms
at different time scales. Data from the environment
has a temporal hierarchy ranging from the formation
of context over long timescales to short-term fluctu-
ations. Organisms are equipped with multiple adap-
tive mechanisms for such environmental changes. For
example, the intensity of light experienced by an or-
ganism changes with the cycle of day and night, but
also undergoes sharp changes as the organism moves
between light and shade. Animals perform multi-
ple adaptation processes to cope with the intensity
changes, starting with constriction of pupils known
as the pupillary light reflex, and including relatively
fast gain control performed in cells in retina [82, 59]
and primary visual cortex [61]. Furthermroe, it was
shown that visual attention of monkeys whereby the
animals change sensitivity to light contrast according
to the context of tasks is also explained by the gain
control mechanism [47]. The attentional mechanisms
in which organisms select data according to the con-
text may also be explained by the canonical adapta-
tion principle to the environment [47, 62, 63, 64, 83].
This implies that slower temporal dynamics is re-
quired for the neural dynamics to retain contextual
information occuring in a long time-scale. Indeed,
it has been reported that the intrinsic time scale of
neural activity slows down along the way from the
primary visual cortex to the prefrontal cortex [84].
Finally, the adaptation of visual stimuli to spatial
structures is a process of adaptation to data distri-
butions more slowly on a time scale corresponding to
the organism’s own development. All of these adap-
tations are thought to be performed using biophysi-
cal phenomena operating on different time scales, in-
cluding electrical responses and intracellular signal
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propagation (from tens of milliseconds to several sec-
onds), and synaptic plasticity resulting from protein
synthesis (from tens of minutes to several hours). It
is necessary to clarify these hierarchical dynamics in
order to understand the adaptation of organisms to
the environment.26
We touched upon these topics on the temporal hier-
archy in adaptation and learning at each section, but
not in a systematic manner. In Section 2 that intro-
duced learning, we mentioned different sample size
for learning parameters of the models. In addition
to learning the parameters in the generative model
from multiple samples for adaptation in a long time-
scale, we also introduced a process to learn the prior
distribution for each sample to account for the short-
term adaptation. In the section of information the-
ory (Section 4), using a simple example of the noise-
less channel, we confirmed that the nonlinear function
(neural network) should be adapted to the data dis-
tribution under the informax principle in both long
and short time-scales. Further, we discussed how this
nonlinear function can be mapped into the generative
model, and saw that the optimal nonlinear function
is modulated in the presence of the prior distribu-
tion. Finally, thermodynamic analysis in Section 5
formulated relative contributions of the observation
and prior to construct the recognition model, using
the weight paramters β and α. In this framework,
learning parameters of the observation model and
prior distribution in a longer time-scale was achieved
by minimization of the Gibbs free energy. Short-
term dynamics of the adaptation was discussed as
changes of the parameters β and α, which is described
analogously to a thermodynamic process. Further,
it was shown that this process works similarly to a
heat engine when the stimulus response (observation)
is modulated by feedback inputs (prior information)
via top-down or lateral connections [67, 68]. While
the issues of adapting to different temporal scales
have been discussed in other articles, a unified the-
ory that can be brought into practice remains to be
constructed.
It can be stated that organisms are equipped with
a number of adaptive mechanisms to environments
composed of spatial and temporal hierarchies by uti-
lizing their biophysical phenomena with various time-
scales, in order to maintain information-theoretic bal-
ance with the environment. With active inference
that includes behavior, this balance is stabilized be-
cause the organisms build more predictable environ-
ments by use of the actions. By investigating these
26The method of extracting features based on differences in
time scales is called slow feature analysis, and has been pro-
posed as one of the brain’s guiding principles [85, 86, 87].
adaptive processes from multiple view points, we will
keep gaining deeper understanding about their prin-
ciples.
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