Abstract. We compute the exact relaxation rate of the partially asymmetric exclusion process with open boundaries, with boundary rates opposing the preferred direction of flow in the bulk. This reverse bias introduces a length scale in the system, at which we find a crossover between exponential and algebraic relaxation on the coexistence line. Our results follow from a careful analysis of the Bethe ansatz root structure. 
Introduction
The partially asymmetric exclusion process (PASEP) [1, 2] is one of the most thoroughly studied models of non-equilibrium statistical mechanics [3] [4] [5] [6] . It is a microscopic model of a driven system [7] describing the asymmetric diffusion of hard-core particles along a one-dimensional chain. In this paper we will consider a finite chain with L sites. At late times the PASEP exhibits a relaxation towards a non-equilibrium stationary state. In the presence of two boundaries at which particles are injected and extracted with given rates, the bulk behaviour at stationarity is strongly dependent on the injection and extraction rates. The corresponding stationary phase diagram as well as various physical quantities have been determined by exact methods [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] .
More recently exact dynamical properties such as relaxation rates have been derived. On an infinite lattice where random matrix techniques can be used, considerable progress has been made, see e.g. [14] [15] [16] [17] . For the PASEP on a finite ring, where particle number is conserved, relaxation rates were obtained by means of the Bethe ansatz some time ago [18] [19] [20] [21] . The dynamical phase diagram of the PASEP with open boundaries was studied in [22] [23] [24] , again using Bethe ansatz methods.
In the present work we extend some of these results to the case of reverse bias, where the boundary parameters strongly oppose the bias in the bulk hopping rates. We will in particular focus on the coexistence line where the effects are most pronounced. We now turn to a description of the dynamical rules defining the PASEP on a one dimensional lattice with L sites, see Figure 1 . At any given time t each site is either occupied by a particle or empty. The system is then updated as follows.
The partially asymmetric exclusion process
Particles attempt to hop one site to the right with rate p and one site to the left with rate q. The hop is prohibited if the neighbouring site is occupied, and at sites 1 and L these rules are modified in the following way. If site i = 1 is empty, a particle may enter the system with rate α. If, on the other hand, this site is occupied, the particle will leave the system with rate γ or attempt to hop to the right with rate p. Similarly, at i = L particles are injected and extracted with rates δ and β respectively, and attempt to hop to the left with rate q.
It is customary to associate a Boolean variable τ i with every site, indicating whether a particle is present (τ i = 1) or not (τ i = 0) at site i. Let |0 and |1 denote the standard basis vectors in C 2 . A state of the system at time t is then characterised by the probability distribution
where
The time evolution of |P (t) is governed by the aforementioned rules, which gives rise to the master equation
where the PASEP transition matrix M consists of two-body interactions only and is given by
Here I (k) is the identity matrix on the k-fold tensor product of
The terms involving m 1 and m L describe injection (extraction) of particles with rates α and δ (γ and β) at sites 1 and L respectively. Their explicit forms are
The transition matrix M has a unique stationary state corresponding to the eigenvalue zero. For positive rates, all other eigenvalues of M have non-positive real parts. The late time behaviour of the PASEP is dominated by the eigenstates of M with the largest real parts of the corresponding eigenvalues.
In the next sections we set p = 1 without loss of generality and determine the eigenvalue of M with the largest non-zero real part using the Bethe ansatz. The latter reduces the problem of determining the spectrum of M to solving a system of coupled polynomial equations of degree 3L − 1. Using these equations, the spectrum of M can be studied numerically for very large L, and, as we will show, analytic results can be obtained in the limit for large L.
Reverse bias
The reverse bias regime corresponds to the boundary parameters opposing the direction of flow in the bulk. In this paper we achieve this by considering the regime q < 1, α, β γ, δ.
(1.7)
With q < 1 the bias in the bulk is for diffusion left to right, but setting α, β γ, δ strongly favours particles entering from the right and exiting on the left. Traditionally the reverse bias regime was considered only to exist for the case α = β = 0, see e.g. [13] ‡
Stationary phase diagram
In this section we briefly review some known facts about the stationary phase diagram. It will be convenient to use the following standard combinations of parameters [10] ,
In order to ease notations we will use the following abbreviations,
The parameters a, b, c, d are standard notation for the parameters appearing in the Askey-Wilson polynomials P n (x; a, b, c, d|q) used for the PASEP sationary state [25] .
Forward bias
The phase diagram of the PASEP at stationarity was found by Sandow [10] and is depicted in Figure 2 . The standard phase diagram is understood to depend only on the parameters a and b defined in (2.2) rather than p, q, α, β, γ, δ separately, see e.g. the recent review [6] . However, we will show below that the picture may be more nuanced in the regime where α, β γ, δ. Many quantities of interest, such as density profiles and currents, have been calculated for particular limits of the PASEP. For the most general case these have been computed by [25, 26] .
Reverse bias
Much less is known for the case of reverse bias. The stationary state normalisation and current for α = β = 0 have been computed by [13] . It is found that the current decays exponentially as
3)
It was argued in [13] that non-zero values of α and β would allow for a right flowing current of particles to be sustained, thus destroying the reverse bias phase. However, in ‡ Note that the authors of [13] consider q > 1 and γ = δ = 0 but we can simply translate their results to our notation using left-right symmetry. the following we will see that when α and β are O(q m ) for some m > 0, the system still feels the effects of a reverse bias in its relaxation rates. It would be interesting to know whether such effects survive in the stationary state.
Relaxation rates -approach to stationarity
The slowest relaxation towards the stationary state at asymptotically late times t is given by e E 1 t , where E 1 is the eigenvalue of the transition matrix M with the largest non-zero real part.
It is well-known that the PASEP can be mapped onto the spin-1/2 anisotropic Heisenberg chain with general (integrable) open boundary conditions [10, 11] . By building on recent progress in applying the Bethe ansatz to the diagonalisation of the Hamiltonian of the latter problem [27] [28] [29] , the Bethe ansatz equations for the PASEP with the most general open boundary conditions can be obtained. Recently these equations have also been derived directly using a (matrix) coordinate Bethe anstaz in the PASEP [30, 31] . The Bethe ansatz equations diagonalise the PASEP transition matrix. By analysing this set of equations for large, finite L the eigenvalue of the transition matrix with the largest non-zero real part has been obtained in the forward bias regime [22] [23] [24] . In this regime, particles diffuse predominantly from left to right and particle injection and extraction occurs mainly at sites 1 and L respectively. We will briefly review these results.
Bethe ansatz equations
As was shown in [22] [23] [24] , all eigenvalues E of M other than E = 0 can be expressed in terms of the roots z j of a set of L − 1 non-linear algebraic equations as
and the "bare energy" ε(z) is
The complex roots z j satisfy the Bethe ansatz equations
Here K(z) is defined by
and a, b, c, d are given in (2.2).
Analysis in the forward bias regime
The analysis of the Bethe equations for the forward bias regime proceeds along the following lines. One first defines the counting function,
We note that the choice of branch cuts in this definition of K(w, z) differs from [24] , but is numerically stable for large L. A further discussion on the choice of branch cuts in K is given in Section 4.2.
Using the counting function, the Bethe ansatz equations (3.4) can be cast in logarithmic form as
where I j are integers. Each set of integers {I j | j = 1, . . . , L − 1} in (3.8) specifies a particular (excited) eigenstate of the transition matrix.
In [24] , the logarithmic Bethe equations were solved numerically to find the structure of the root distribution (an example of such a solution will be seen in the next section). By comparing the resulting eigenvalues with brute force diagonalisation of the transition matrix, the integers I j corresponding to the first excited state can be found for small values of L. The integers were found to be
Assuming (3.9) holds for all L, (3.8) can be turned into an integro-differential equation for the counting function Y L (z), which can be solved asymptotically in the limit of large L. Exact asymptotic expressions were obtained for the first excited eigenvalue in the forward bias regime in all areas of the stationary phase diagram except the maximal current phase. We recall here the expression for the coexistence line:
Dynamical phase diagram
The dynamical phase diagram for the PASEP resulting from an analysis in the regime q < 1 is shown in Figure 3 . It exhibits the same subdivision found from the analysis of the current in the stationary state: low and high density phases (a > 1 and b > 1) with dynamic exponent z = 0, the coexistence line (a = b > 1) with diffusive (z = 2) behaviour and the maximum current phase (a, b < 1) with KPZ (z = 3/2) universality. Furthermore, the finite-size scaling of the lowest excited state energy of the transition matrix suggests the sub-division of both low and high-density phases into four regions respectively. These regions are characterized by different functional forms of the relaxation rates at asymptotically late times [24] , see also [32] .
Bethe ansatz in the reverse bias regime
The reverse bias regime corresponds to taking parameters a, b large, and c, d towards −1 (note that −1 < c, d ≤ 0). This change, and the resulting changes in the structure of the root distribution, requires a reformulation of the counting function, which will be discussed in Section 4.2 and Appendix A. But first we describe the changes to the root structure. In the following we address solutions on the coexistence line, a = b, and to simplify computations further also set c = d.
Moving from the forward to the reverse bias regime, the structure of the Bethe roots changes. From a forward bias root distribution (Figures 4, 5(a) ), increasing −c .2) and the vertical axis is the lowest relaxation rate. The latter goes to zero for large systems on the coexistence line (CL) and in the maximum current phase (MC). The curves and lines correspond to various crossovers in the low and high density phase, across which the relaxation rate changes non-analytically.
pushes out a complex conjugate pair of roots along with the single root on the positive real axis ( Figure 5(b) ). As −c increases further, the complex conjugate pair pinch in to the real axis until some point where they "collapse" (Figure 5 (c)) -one root returns to close the contour on the positive real axis leaving an isolated pair of real roots at
In fact, there is a pair of isolated roots for all k ∈ N such that −q k c falls outside the contour of complex roots. For L large, the contour crosses the real axis at [24] 
where the approximation is for a large. Therefore, the integer m defined by a and c through the inequalities
is equal to the maximum number of pairs of real roots as L → ∞. While we take our parameters to have generic values, it would be of interest to analyse the system at the resonant values of a, c where the inequalities become equalities, see e.g. [33] . We define The corresponding root distribution is displayed in Figure 6 . We denote by m the number of pairs of real roots for a particular value of L, with m ≤ m. Then the number of roots on the contour is L − 2m − 1, which is plotted in Figure 7 for the parameters (4.5). There are three regions to consider: 
Isolated roots region
We first consider the case where L − 2m − 1 is small and assume all roots are real, a situation similar to that encountered in the recent calculation of the PASEP current fluctuations [34] . The m pairs of isolated roots are 6) and the remaing root is close to −q m c. Substituting these roots into the expression for the eigenvalue (3.1) and dropping exponentially small parts, the sum telescopes, leaving
The L dependence enters through m and implies that the eigenvalue decays as q L/2 to a constant, which is O (q m ). This differs markedly from the asymptotic expression in the forward bias regime (3.10).
Asymptotic region
We now analyse the third region, where the number of roots on the contour is large. As we are interested in the asymptotic behaviour, we will assume we have reached the maximum number of pairs of real roots (m = m). We label the roots on the contour 8) and the real roots, as before, as
The choice of branch cuts in the counting function (3.6), (3.7) is suitable for the forward bias regime. In the reverse bias regime we must redefine the counting function. The form we use is
where now
With this definition, the complex roots satisfy
with the integers I j that correspond to the first excited state given by
The real roots satisfy
but the I ± k are not distinct. To find numerical solutions, we use an alternative form of the counting function that numbers all roots consecutively (see Appendix A). However, the form (4.10), (4.11) is better suited to the following asymptotic analysis.
Counting function for the complex roots
We can account for the contribution of the isolated roots in (4.12) and obtain Bethe equations for the complex roots alone. Ignoring exponentially small parts, the sum over real roots in (4.10) telescopes,
The complex roots lie on a simple curve in the complex plane, which approaches a closed contour as L → ∞. From (4.2) and (4.4), we see that the size of the contour scales as q m−1 . We therefore change to the scaled variables 16) and take into account the 2m real roots "missing" from the contour by defining a new counting function
With the change to the scaled variables ζ, we may drop any O(q m ) contributions. For example,
Collecting terms by order of 1/(L − 2m), the new counting function is given by
where we recall thatā is defined in (4.4). The telescoped sum (4.15) contributes terms to bothḡ andḡ b . The Bethe ansatz equations for the scaled complex roots are
with
The eigenvalue, in terms of the scaled roots ζ j is
where 24) includes E 0 and the contribution from the real roots, and the scaled bare energy is
. (4.25)
Asymptotic Analysis
The equations (4.21) are logarithmic Bethe equations for the complex roots in the reverse bias regime. These equations have the same form as the forward bias equations (3.6) with the key difference that there are now L − 2m − 1 roots instead of L − 1 (recall that m is defined by the condition (4.3) ). The method used in [24] to derive exact large L asymptotics for the eigenvalue E 1 can be applied to the reverse bias regime. But we require now that L − 2m is large. As a simple consequence of the residue theorem we can write
where C = C 1 +C 2 is a contour enclosing all the complex roots ζ j (see Figure 8 ) and f (ζ) is a function analytic inside C. We will use (5.1) to write an integro-differential equation for the counting function Y L−2m (ζ), but first we note some properties of Y L−2m (ζ).
The complex roots ζ j are connected by the contour Im Y L−2m (ζ) = 0. This contour extends to a point on the negative real axis, ζ c . We fix ξ and ξ * , the endpoints of C 1 and C 2 , on this contour by
On C 1 , inside the contour connecting the roots, the imaginary part of Y L−2m (ζ) is positive; on C 2 it is negative. Using (5.1) in (4.19), we obtain a non-linear integro-differential equation for Y L−2m (ζ), which, using the properties just described, is written as an integral over the contour of roots from ξ * to ξ, and correction terms integrated over C 1 and C 2 :
The correction terms can be approximated as in [24] giving
Here, the derivatives of K are with respect to the first argument, and we have extended the integration contour beyond the endpoints, so that it pinches the negative real axis at points ζ 
and expand in inverse powers of L − 2m. This yields a hierarchy of integro-differential equations for the functions y n (ζ)
The integral is along the closed contour following the locus of roots. The first few driving terms g n (ζ) are given by
The functionsḡ(ζ) andḡ b (ζ) are defined in (4.20) and (4.20) , and
arises when we evaluate K(ζ ± c , ζ) and take the limit ζ ± c → ζ c . The coefficients κ n , λ n , µ n and ν n are given in terms of δ n , ν n , defined by (5.5), and by derivatives of y n evaluated at ζ c . Explicit expressions are given in Appendix B. We note that although the definition of the counting function has changed, and despite expanding in L − 2m instead of L, the form of these coefficients and the driving terms are unchanged from [24] .
Solving for the y n
We may now solve (5.6) order by order. Working with the scaled roots, with the restrictions on parameters of the reverse bias regime we can assume that −qc lies inside the contour of integration, and that − 1 qā and −c lie outside it. The calculation follows in the same way as in [24] , so we give here only the result for the counting function:
Here (a; q) ∞ denotes the q-Pochhammer symbol
and we have defined functions
with §
(5.15)
Boundary conditions
Substituting the expansions (5.5) into the boundary conditions (5.2), which fix the endpoints ξ and ξ * , we obtain a hierarchy of conditions for y n (ζ c ), e.g.
Solving this equation order by order, we find 17) and
Eigenvalue with largest non-zero real part
As was done for the counting function, we use (5.1) in (4.23) to obtain an integrodifferential equation for the eigenvalue. Evaluating the resulting integrals in the same way as for the counting function itself, we obtain
where the integral is over the closed contour on which the roots lie, E (rev) 0 andε are given in (4.24) and (4.25) , and e 0 = λ 1ε (ζ c ),
20) [24] is incorrect for expressions such as ψ k (ζ
Substituting the expansion (5.9) for Y L−2m (ζ) into (5.19) we arrive at the following result for the eigenvalue of the transition matrix with the largest non-zero real part
(5.21)
Making the substitutionā = q m−1 a, we see that this is 22) which differs from the expression in the forward bias regime (3.10) only by changing L → L − 2m. In Section 7 we discuss the physical interpretation of this result.
Crossover region
We have found two very different expressions for the eigenvalue:
in (4.7) describing the relaxation for relatively small L, dominated by the isolated real roots, and E (rev) 1 in (5.21) describing the asymptotic relaxation when L − 2m is large. As L increases, the contour of complex roots begins to form. The first approximation is no longer valid, and the second cannot be applied until the contour is sufficiently large.
Nevertheless, we can compare the magnitude of the two expressions in this region. Assuming m = m, we can approximate (4.7) as
The asymptotic expression (5.21) can be approximated as
The contour begins to form when L − 2m = 2, and at this point we see that the two expressions are comparable. Figure 9 shows the two expressions and the numerically calculated value in the crossover region.
Conclusion
We have computed the relaxation rate on the coexistence line of the partially asymmetric exclusion process with reverse biased boundary rates. Such rates introduce a length scale m ≈ − log(−ac)/ log q in the system, determined by (4.3). There are two distinct sub regimes. When the system size is small compared to the reverse bias, i.e. L 2m, the relaxation is exponential in the system size and the inverse relaxation time is given by (4.7). For large systems, L 2m, the relaxation on the coexistence line is diffusive but the inverse relaxation time vanishes with the square of a reduced system size L − 2m. This behaviour can be obtained by an effective one particle diffusion model as in [23, 35] but in a reduced system of size L − 2m.
We thus observe the effects of the reverse bias on the relaxation rate even with non-zero (but small) rates in the forward direction -provided the rates in the reverse direction are large enough. We suspect that in this case the forward contribution to the stationary current of particles is not strong enough to destroy the reverse bias phase, contrary to the argument in [13] . It would be of interest to revisit the calculation of the stationary current to see whether this is indeed the case.
The corresponding physical interpretation of these results is the following. In the setup of this paper, where the bulk bias is from left to right, the system will fill up completely on the right hand side over a length 2m. In the remaining space of size L − 2m, the system behaves as a regular PASEP on the coexistence line, and forms a uniformly distributed domain wall. As far as we are aware, the stationary density profile of the PASEP in the reverse bias regime has not been computed analytically, and it would be interesting to see whether this picture is confirmed by such a calculation.
the Bethe equations become
The complex contour is formed by the roots
while the isolated roots are The interaction terms from K(w, z) must also be handled similarly. Roots z When the argument of the logarithm is negative, we must choose the appropriate phase. Again, we consider how the isolated roots form, but must now consider their phase relative to all other roots. With this form of the counting function, we have found numerical solutions for large L and m using standard root finding techniques. The key difficulty that remains is finding the transition point from a pair of complex roots pinching the real axis ( Figure  5(b) ) to a pair of isolated real roots ( Figure 5(c) ).
Note that we assume that ν ± k > ν ± k for k < k , based on the numerical solutions.
Appendix B. Expansion coefficients
In this appendix we list the coefficients arising in the expansion (5.6), (5.7) of the integral equation for the counting function Y L−2m (ζ). In the following list we abbreviate y n (ζ c ) by y n . We note that by definition δ n and η n are real quantities. 
