A multi-stage approach was adopted to investigate similarities and differences between the explicit Taylor-Galerkin and the explicit Runge-Kutta time integration schemes. It was found that the substitution of some, but not all, of second-order temporal derivatives in a Taylor-Galerkin scheme by additional stages makes it analogous to a Runge-Kutta scheme while preserving its original dissipative property for node-to-node oscillations. The substitution of all second-order temporal derivatives transforms Taylor-Galerkin schemes into Runge-Kutta schemes with zero attenuation at the grid cut-off. The application of this approach to an existing two-stage TaylorGalerkin scheme yields a low-dissipation low-dispersion Taylor-Galerkin formulation. Two onedimensional benchmarks were simulated to study the performance of this new scheme. The reverse process yields a general approach for transforming m-stage Runge-Kutta schemes into (mÀ1)-stage Taylor-Galerkin schemes while preserving the same order of accuracy. The dissipation and dispersion properties for several new Taylor-Galerkin schemes were compared to those of their corresponding Runge-Kutta form.
Introduction
Large eddy simulations (LES) have become popular in computational aeroacoustics (CAA). The accurate resolution of turbulent kinetic energy and length scales requires precise control over dissipation and dispersion properties of the numerical schemes used over the entire resolved wavenumber range. 1, 2 Sufficient dissipation at the grid cut-off wavenumber is required to prevent aliasing due to an accumulation of turbulent kinetic energy at the grid cut-off scale. For high Reynolds number flows, spurious node-to-node oscillations due to polynomial aliasing or under-integration of non-linear terms, especially in high-order methods, 3, 4 add to the numerical stabilization challenges by directly injecting energy into the grid cut-off.
Obtaining merely the dissipation required for numerical stability at high Reynolds numbers while minimizing dissipation at low and moderate wavenumbers constitutes a major challenge for the development of numerical schemes that are well suited for LES in CAA applications. 5 The accuracy of far-field sound prediction drops if the turbulent kinetic energy content at low and moderate wavenumbers is affected. At high Reynolds numbers, the Taylor and Kolmogorov scales are much smaller than the computational grid size. Thus, the numerical dissipation required to extract turbulent kinetic energy at grid cut-off scale is more significant than the molecular viscosity. 6 In finite element methods (FEM), Galerkin/Runge-Kutta (RK) schemes are prone to exhibit node-to-node oscillations, which may lead to spurious wave packets and eventually numerical instabilities. 7 Taylor-Galerkin (TG), 8 streamline upwinding Petrov-Galerkin (SUPG) 9, 10 and the Galerkin/least square schemes 11 have been used to overcome this challenge. TG schemes are usually less dissipative than common implementations of SUPG and least square families. 12 TG schemes have been successfully used on unstructured grids for various aeroacoustics applications, including jet noise predictions. [13] [14] [15] [16] The accuracy was comparable to that of high-order compact schemes on structured grids. 17 The major challenge in the implementation of TG schemes is the presence of time derivatives of order two and higher in the temporal integration algorithm. For a general partial differential equation of the form @ t u ¼ LðuÞ ð 1Þ a second-order temporal derivative, i.e. @ tt u, is substituted with @ t LðuÞ. For convection-diffusion problems, this term would yield fourth-order spatial derivatives from diffusion terms and flux Jacobians from non-linear convection terms. It becomes even more challenging for TG schemes when third-and fourth-order temporal derivatives appear that must be evaluated based on the spatial derivatives using LðuÞ.
In the present study, TG schemes were revisited using a multi-stage (MS) approach. Second-order temporal derivatives were replaced with intermediate time integration stages. The application of this procedure to all stages of TG schemes transforms them into RK schemes. A reversed strategy offers a new approach for the formulation of highorder TG schemes from RK methods.
TG schemes are reviewed in section ''TG schemes,'' where their limitations are briefly discussed. In section ''MS formulation for TG schemes,'' the new MS formulation is presented, with the goal of improving dissipation and dispersion properties of existing TG schemes. The MS versions of TTG3, TTG4A, 18 and TTGC3 12 are introduced. Their dissipation and dispersion errors are compared against their original formulation as well as Osher and Shu's third-order RK (SSRK3) 19 and the standard fourth order RK (RK4). Using the MS formulation, high-order TG schemes can be derived from RK methods. In section ''RK-based high-order TG schemes,'' SSRK3, RK4, and the fourth-order six-stage RK of Berland et al. 20 (RK46-NL) are transformed into relevant TG formulations.
Their dissipation and dispersion properties are compared. In section ''TG vs. Turan-type multi-derivative RK,'' it is shown that TG schemes are a subclass of Turan-type RK [21] [22] [23] [24] methods. Section ''Numerical results'' presents numerical results from simulating onedimensional Burger's as well as Sod shock tube problems to demonstrate the performance of the MS TG formulation.
TG schemes
The Euler-TG (ETG) scheme was first developed by Donea. 8 A Taylor expansion was used to march from t n to t nþ1
for an arbitrary variable, u. Time derivatives were then replaced by terms with spatial derivatives. For example, the one-dimensional advection equation
and
The CFL stability condition is C < 1 for one-dimensional, C < 1/2 for two-dimensional, and C < 1/3 for three-dimensional simulations. 8 Quartapelle and Selmin 18 developed two-step TG schemes (TTG), i.e. TTG3 and TTG4, to alleviate the need to approximate the third-order time derivatives. The time-marching algorithm was defined asũ
where ¼ 1=9 yields the third-order scheme TTG3, and ¼ 1=12 yields the fourth-order scheme TTG4A. Colin and Rudgyard 12 showed that the accuracy of the ETG, TTG3, and TTG4A schemes is insufficient for LES applications due to dissipation at intermediate wavenumbers.
They consequently proposed a new class, TTGC; in which, the time-marching stages are defined asũ
where , , 1 , 2 , 1 and 2 are free parameters. The TTG4A and TTG3 schemes are special cases of the TTGC family with 2
and ¼ 1=12 for TTG4A. Colin and Rudgyard 12 considered four criteria for their scheme (TTGC3): first, it should provide at least third-order accuracy in time; second, it should have non-zero dissipation at the highest wavenumber, kÁx ¼ ; third, it should reduce the need to calculate @ tt u n only for the first step; and fourth, it should remove the additional cost for storing @ t u n in the second step. To satisfy all these conditions, they imposed 2 
, and 1 ¼ with the user-defined parameter 2 ½0, 1. They suggested that 0 0:2 yields acceptable CFL limits.
Numerical challenges with TG schemes
The replacement of temporal derivatives with spatial derivatives is highly challenging in the case of multidimensional non-linear problems, especially for convection-diffusion problems. 3 There are two sources of complexity in TG schemes, especially for non-linear equations, e.g. Euler and Navier-Stokes. First, flux Jacobians appear in the substitution of second-order time derivatives. Second, the mass matrix is modified due to the third-order time derivative approximation.
Jacobian matrices and substitution of time derivatives
Consider the following general governing equation,
where LðÁÞ is a spatial differential operator representing the right-hand side of the equation. In FEM, the Galerkin formulation of spatial derivatives yields integrals that include the spatial derivatives of element shape functions and the test function. For an arbitrary node (i), the equation (17) is written in the weak form as
where Á, Á h i is the inner product operator in L 2 ðÞ space, i is the test function having compact support, i.e. nonzero only in the elements around the node (i) denoted by i , and denotes the entire computational domain. A weak projection is also applied on the Taylor expansion in time, equation (2) , which yields
To estimate the second time derivative, one can write
where @ u LðuÞ is the Jacobian of LðÁÞ with respect to u. The choice of element order is mainly based on the level of accuracy required to calculate integrations in the integrals on the right-hand side of equation (17) . Second-and higherorder temporal derivative terms become highly non-linear when substituted with spatial derivatives terms, more so than the discretized governing equation itself. For example, the integration of the weak Galerkin form of equation (19) , i.e. , @ tt u ¼ , @ u LðuÞ Á LðuÞ ð20Þ requires the element shape functions and the test function to be polynomials of orders higher than that required for the integration of the original governing equation (17) . It is because second-order spatial derivative operators are multiplied in the term @ u LðuÞ Á LðuÞ and even the commonly used separation by parts technique cannot reduce the order of spatial derivatives. Consequently, the basis functions are required to be at least C 2 rather than C 1 . The derivations required for the substitution of higher-order temporal derivatives can be mathematically tedious, involving the calculation of many terms 25 due to the second-and higher-order Jacobians, i.e. @ j LðuÞ=@u j for j ! 2. Higher order basis polynomials enforce more quadrature points for accurate numerical integration. Kirby and Karniadakis 26 showed that the integration of non-linear flux terms in the weak form requires 3ðN þ 1Þ=2 Gauss-Lobatto-Legendre (GLL) quadrature points for incompressible and 2ðN þ 1Þ for compressible Navier-Stokes equations, where N is the polynomial order of element shape functions. This technique is commonly recognized as ''overintegration,'' ''consistent integration,'' or ''super-collocation'' in the discontinuous Galerkin (DG) and spectral FEM.
Three-dimensional computation costs would be significantly high for so many function evaluations. However, if over-integration is not used, spurious oscillations and numerical instability eventually appear in the solution, biasing the kinetic energy content at high wavenumbers.
The calculation of Jacobian terms is also numerically expensive as they form dense matrices and include transformations from the physical space to the local space. Colin and Rudgyard 12 provide extensive mathematical derivations for Jacobian matrices related to the second-order temporal derivative in the Euler equations on linear (triangle, tetrahedron) and bi-linear (quadrilateral, hexahedron) elements.
The need for numerical de-aliasing and computationally expensive Jacobian calculations suggests that it is more desirable to reduce the number of second-order temporal derivatives in MS TG (TTG and TTGC) schemes than to calculate them from high-order spatial derivatives of the governing equations.
Third-order time derivative approximation and modified mass matrix
In some TG schemes, such as ETG, 8 Lax-Wendroff TG (LWTG), 27 and Lax-Friedrich TG (LFTG), 27 the third-order temporal derivative is approximated as shown in equation (5). It modifies the mass matrix, as seen in equations (5) to (7). A modified mass matrix, e.g. M À 1=6C 2 2 in equation (7), usually requires an update at every time step in Euler and Navier-Stokes equations resulting in excessive computational cost. The presence of even higher-order temporal derivatives exacerbates this problem.
A MS formulation could circumvent the aforementioned difficulties through the introduction of additional intermediate stages. This general idea yields a set of time-integration schemes from existing TG schemes (e.g. TTG3, TTGC3, and TTG4A) to RK methods.
MS formulation for TG schemes
In order to obtain formulations suitable for FEM, a MS approach was adopted from Donea and Roig. 3 The original approach was to rewrite Pade´-type methods such that each stage includes only the first-order temporal derivative. In Pade´-type methods, time marching is achieved by first rewriting the temporal Taylor-series in terms of an exponential function
The exponential term is evaluated using Pade´approximation, i.e.
where P L ðxÞ and Q M ðxÞ are polynomials of order L and M, respectively, and x ¼ Át @ @t . It is used to rewrite equation (22) in an implicit form as
Donea and Roig 3 used nested factorization for P L and Q M polynomials. An arbitrary polynomial f m ðxÞ of order m can be written in a nested factorization form with non-zero coefficients w i and w 0 ¼ 1 as
It can be rewritten in a MS formulation as 28 can be cast into this formulation. This approach allows for use of C 0 finite elements for the spatial discretization of LðuÞ with spatial derivatives up to second order.
Starting from the general two-stage formulation by Colin and Rudgyard 12 (TTGC), equations (14) and (15), each stage can be written as a series of nested derivatives. For a non-zero parameter, , equation (14) is then rewritten in the form
Division into two stages and substitution in equation (14) yields
where second-order temporal derivatives, @ tt u n and @ tt u ð2Þ , are replaced by spatial derivatives to yield a family of three-stage TG schemes (TGN-1). This formulation eliminates the second-order temporal derivative in the first stage. Only one of the remaining secondorder temporal derivatives, i.e. @ tt u n or @ tt u ð2Þ , can be further divided into additional stages. If both are treated similarly, the TG scheme will transform into a RK scheme, see Appendix 1. An alternative formulation (TGN-2) is obtained by keeping the second-order time derivative in the first stage, i.e. equation (14) , and splitting the second-order temporal derivatives in the second stage, i.e. equation (15) .
The TGN-1 formulation for TTG3 (TTGN3-1) and TTG4A (TTGN4A-1) are derived as 
where ¼ 1=2 À . Similarly, the TGN-2 formulations, TTGN3-2 TTGN4A-2, are given as
The TTGNC3-2 scheme is defined as
von Neumann analysis
To demonstrate that the MS formulation preserves the order of accuracy, a von Neumann analysis was performed for the TTGNC3-1 scheme applied on the linear advection equation with fixed speed, a, i.e.
The application of the weak Galerkin method on one-dimensional linear elements for spatial discretization and TTGNC3-1 for time integration yields (45) to (47) yields the amplification factors
with p ¼ kÁx as the normalized wavenumber, and i ¼ ffiffiffiffiffiffi ffi À1 p . The substitution of equations (48) and (49) into equation (50) and a Taylor expansion to the fifth-order yields
A comparison between equation (54) and the Taylor expansion of the analytical amplification factor
shows that the TTGNC3-1 scheme is accurate up to the third-order in space. To demonstrate that the implemented scheme is truly third order, a grid convergence study was conducted for simulating convection of a subsonic Gaussian density distribution, see Appendix 2. Figures 1 and 2 compare dissipation and dispersion errors of TTGN-1 and TTGN-2 schemes at CFL ¼ 0.7, respectively, to that of the original TTG3, TTGC3, and TTG4A schemes as well as Shu and Osher's third-order RK method. The dissipation and dispersion errors of TTGNC3-2 are nearly identical to those of the original TTGC3 scheme. This means that the dissipation at intermediate wavelengths, i.e. 2Áx 5 5 8Áx, is mostly due to the term @ tt u n in equation (41); while the dissipation at grid cut-off, ¼ 2Áx, needed for the attenuation of node-to-node oscillations originates from the term @ tt u n in equation (37), as shown by the dissipation error for TTGNC3-1. In MS time-integration schemes, the last few stages are analogous to the highest modes in a Fourier series. When the spatial derivative terms appear in an intermediate stage, the dissipation appears in moderate wavenumbers. Similarly, spatial derivatives in the last stage mainly affect wavenumbers near grid cut-off.
In terms of its potential for the stabilization of FEM through the damping of node-tonode oscillations, it seems that TTGNC3-1 is the most suitable choice among all TGN schemes presented here. The dissipation error for TTGNC3-1 is very similar to that of a third-order RK scheme for wavelengths as small as ¼ 3Áx. The new scheme provides the same level of attenuation at grid cut-off, ¼ 2Áx, as the original TTGC3 scheme by Colin and Rudgyard. 12 The TTGNC3-1 scheme's dispersion error is even slightly smaller than that of third-order RK schemes, making it suitable for aeroacoustics applications.
The dissipation and dispersion errors of the TTGNC3-1 scheme are compared against those of the original TTGC3 scheme at different CFL numbers for a fixed ¼ 0:01 in Figure 3 , and for various at a fixed CFL ¼ 0.3 in Figure 4 . These results exhibit the low dissipation and low dispersion properties of a RK scheme and the non-zero attenuation at the grid cut-off of a TG scheme. Therefore, the TTGNC3-1 scheme can be considered as a low-dissipation low-dispersion TG (LDDTG) scheme. The TTGNC3-1 CFL condition is smaller than that of TTGC3 for 5 0:4 as seen in Figure 5 . A range of 0 5 5 0:05 should allow simulations at practical CFL numbers. 
RK-based high-order TG schemes
The MS approach introduced in the previous section suggested a reverse approach for developing high-order TG schemes while avoiding the challenging third-and higher-order temporal derivatives. The last two stages of a RK scheme can be combined into a single stage in which secondorder temporal derivatives appear. This manipulation yields a TG scheme of the same order of accuracy, with some dissipation at the grid cut-off to remove node-to-node oscillations.
To demonstrate this approach, a TG scheme was derived from the standard fourth-order RK scheme (RK4). Combining the last two stages yields 
ð58Þ Figure 6 compares the dissipation and dispersion errors at CFL ¼ 0.9 for RK4 with those of its corresponding TG scheme, TGN-RK4. The stability condition for TGN-RK4 is CFL 1. Figure 7 shows the dissipation and dispersion errors for the third-order three-stage RK scheme developed by Shu and Osher 19 (SSRK3), and its corresponding TG scheme (TGN-SSRK3) at CFL ¼ 0.7. The stability condition for TGN-SSRK3 is CFL 0:707, in contrast to CFL 5 1:0 for the original SSRK3 scheme. The characteristics of the fourth-order sixstage low-dissipation low-dispersion RK scheme developed by Berland et al. 20 (RK46-NL), and its corresponding TG scheme (TGN-RK46-NL) at CFL ¼ 0.5 are shown in Figure 8 . The stability condition for TGN-RK46-NL is CFL 0:578, in contrast to CFL 5 1:65 for the original RK46-NL scheme.
TG vs. Turan-type multi-derivative RK
TG schemes could be considered as a sub-class of Turan-type multi-derivative RK (TMDRK) schemes. [21] [22] [23] [24] For a general differential equation @u=@t ¼ LðuÞ, a general TMDRK scheme is given as where and the differential operator D is defined as (12) to (15) shows that TTG3, TTG4A, and TTGC3 are all special cases of TMDRK. The terminology ''Taylor-Galerkin'' refers to the use of the temporal Taylor series for time integration, as for TMDRK, and a Galerkin projection in the weak form for the spatial discretization in FEM.
This framework for RK methods and their counterpart the TG formulation suggests that the desirable attenuation at grid cut-off is obtained when the second-order temporal derivative, @ tt u, is kept in the last stage. The second-order temporal derivative terms in other stages mostly increase the scheme's dissipation in the low to moderate wavenumbers. This implies that the specific subclass of TMDRK with second derivatives appearing only in the last stage, i.e. TG schemes, ''may'' be well suited for Galerkin-based schemes. Further studies are required to verify this observation. 
Numerical results
Numerical results were obtained for a one-dimensional Sod shock tube problem and a onedimensional periodic Burger's problem using TTGC3 and TTGNC3-1 time integration schemes. For both cases, the one-dimensional form of the filter proposed by Najafi-Yazdi et al. 29 with a very sharp cut-off, k f Áx % 0:86 corresponding to =Áx % 2:33, was applied on the solution at each time step to prevent numerical instability. The filter cut-off is shown as a vertical dotted line for the energy spectra. Figure 9 . Density () distributions for (solid) exact, (circle) TTGC3, and (square) TTGNC3 solutions. The part in the red square is enlarged in Figure 10 .
Sod shock tube
The classical Sod shock tube problem 30 was simulated using the initial conditions ð, u, pÞ ¼ ð1, 0, 0Þ for x < 0 and ð, u, pÞ ¼ ð0:125, 0, 0:1Þ for x ! 0. Although classical continuous Galerkin schemes are not suitable for capturing discontinuities, a shock that contains energy in all wavelengths is a suitable benchmark to demonstrate the differences between TTGC3 and TTGNC3-1 schemes. The simulations were performed on a 64-cell computational grid defined on x 2 ½À0:5, 0:5 with CFL ¼ 0.5.
Density distributions along the computational domain at t ¼ 0.2 obtained from TTGC3 and TTGNC3-1 schemes are presented in Figure 9 and compared with the exact solution. The region between the shock and the entropy discontinuity is enlarged in Figure 10 .
The difference between the TTGC3 and TTGNC3-1 is revealed by their energy content in the range 2 5 4, i.e. Figure 11 . The small spurious noise in the exact solution energy spectrum is due to the uniform sample size of 2000 points. The TTGNC3-1 result shows less attenuation than that of TTGC3, as expected from their dissipation properties in Figure 1 . The difference in this case is small because the energy transfer to wavelengths near grid cutoff occurs only due to numerical dispersion.
Periodic Burger's problem
Using a Burger's problem defined as uðx, t ¼ 0Þ ¼ À sinð2xÞ for x 2 ½À0:5, 0:5 on a periodic domain, the low dissipation feature of TTGNC3-1 can be demonstrated more clearly. The energy content of the monotonic initial condition transfers into all wavenumbers as the smooth flow evolves into a discontinuity. This continuous transfer of energy from large wavelengths to small wavenumbers provides a means to determine the numerical schemes' dissipation in the energy spectrum. In the Sod shock tube problem, the energy transfer was due to numerical dispersion. The physical mechanism modeled in Burger's problem yields much more significant transfer.
Figures 12 and 13 demonstrate the velocity distribution over the computational domain at t ¼ 0.44, showing visible differences between TTGC3 and TTGNC3-1. The energy spectrum, Figure 14 shows a decrease of dissipation for medium to low wavelengths for TTGNC3-1 over TTGC3. For example, the energy content at =Áx ¼ 3:0 for TTGNC3-1 is 3.5 times that of TTGC3. Figure 13 . Density () distributions for (circles) TTGC3, and (squares) TTGNC3 solutions, zoomed over the region before the discontinuity.
Conclusions
A MS approach 3 was adopted to improve the dissipation properties of the existing two-stage TG schemes and develop new high-order TG schemes from existing RK methods.
A new low-dissipation low-dispersion TG scheme (TTGNC3-1) was developed based on the TTGC3 scheme of Colin and Rudgyard.
12 Its dissipation is almost identical to the thirdorder RK scheme (SSRK3) by Shu and Osher 19 for wavenumbers as small as ¼ 3Áx, with the same level of attenuation at the grid cut-off as that of TTGC3. The dispersion error is slightly smaller than the SSRK3 schemes.
The standard fourth-order RK scheme (RK4), Shu and Osher's third-order RK scheme 19 (SSRK3), and the fourth-order six-stage scheme of Berland et al. 20 (RK46-NL) were transformed into corresponding TG schemes, i.e. TGN-RK4, TGN-SSRK3, and TGN-RK46-NL. The MS approach provided a new way to use the rich literature on RK schemes for developing higher order TG schemes. It was also shown that TG schemes are a subclass of TMDRK schemes, i.e. where some stages have the second-order temporal derivative terms. The substitution of temporal derivatives with spatial derivative terms in intermediate stages was found to yield dissipation at moderate wavenumbers; and the substitution in the last stage results dissipation at grid cut-off.
Two one-dimensional benchmarks, Sod shock tube and Burger's periodic problem, were used to demonstrate that TTGNC3-1 is less dissipative than TTGC3. Burger's problem proved to be a more effective benchmark for this purpose since the energy transfer from large wavelengths to small ones occurs naturally through the physics of the problem at hand; while for the Sod shock tube, energy transfer occurs only through the numerical dispersion which is a weak mechanism.
For future work, the newly proposed TTGNC3-1 formulation will be used to simulate several aeroacoustics benchmarks including convection of isentropic vortex in subsonic and supersonic mean flows, 12 as well as more realistic cases, e.g. mixing layer and jet flow 20, [31] [32] [33] simulations. Equation (15) is the general form for TTG3, TTGC3, and TTG4A which can be rewritten as 
and therefore, u nþ1 can be written as Figure 15 shows the stability regions for the MS forms of TTG3, TTGC3, TTG4A and compares them against RK3 and RK4 schemes. The MS-TTGC3 scheme is two-stage thirdorder with similar stability region as of SSRK3. The MS-TTG4A scheme is four-stage fourth-order with a stability region identical to RK4. MS-TTG3 is a four-stage thirdorder scheme with a stability region different than the rest. where C is a constant, and h is the grid spacing. The order of convergence is obtained from three solutions using a constant grid refinement ratio r as
The orders of convergence, p, for L 1 and L 2 norms of errors for every three successive grids are also presented. In the last row, a Richardson extrapolation is used to estimate p at the limit of h ! 0. A third order of convergence is achieved for TTGNC3-1 scheme. 
