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We deal with numerical approximation of stochastic Itô integrals of singular functions. We
first consider the regular case of integrands belonging to the Hölder class with parameters
r and %. We show that in this case the classical Itô–Taylor algorithm has the optimal error
Θ(n−(r+%)). In the singular case,we consider a class of piecewise regular functions that have
continuous derivatives, except for a finite number of unknown singular points. We show
that any nonadaptive algorithm cannot efficiently handle such a problem, even in the case
of a single singularity. The error of such algorithm is no less than n−min{1/2,r+%}. Therefore,
wemust turn to adaptive algorithms. We construct the adaptive Itô–Taylor algorithm that,
in the case of at most one singularity, has the optimal error O(n−(r+%)). The best speed of
convergence, known for regular functions, is thus preserved. For multiple singularities, we
show that any adaptive algorithm has the errorΩ(n−min{1/2,r+%}), and this bound is sharp.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The goal of this paper is to derive optimal bounds on the minimal error for approximation of stochastic Itô integrals of
the form
I(f , B) =
∫ T
0
f (t)dBt , (1)
where T > 0.Weassume thatB is a standard one-dimensional Brownianmotion, and adeterministic function f : [0, T ] → R
is possibly singular. By a singular function we mean a function f which may be discontinuous and/or have r discontinuous
derivatives at a finite number of unknown singular points.
In order to compute an approximation of I(f , B)we assume that standard information, given by values of integrands f and
r-fold integrated Brownian motion B(r) at a finite number of points, is available. Such information about process B(r) is often
used in the general Itô–Taylor schemes in order to approximate solutions of stochastic differential equations (see [1,2]). We
will consider three classes of algorithms, denoted byΨn,Ψ ∗n andΨ ∗∗n . The index n denotes the total number of evaluations of
f , B(r) and its derivatives used by algorithms from these classes. First class Ψn contains nonadaptive algorithms. Algorithms
that are adaptive with respect to function f , but use the same sampling points for every trajectory of the process B(r), define
the class Ψ ∗n . Finally, fully adaptive algorithms that choose sampling points in adaptive way with respect to function f and
process B(r), define the class Ψ ∗∗n . The error of an algorithm is defined in the worst case sense by taking the square root of
the maximummean squared error over the class of integrands f that are considered in this paper.
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A number of papers on singular problems have recently appeared in the literature, just to mention such articles as [3–6]
or [7] which deal with approximation of scalar Lebesgue integrals, singular functions, and solutions of singular initial-value
problems.
In this paper we deal with singular problems of the form (1). We start with the regular case when integrands f belong
to the Hölder class F r,%reg with regularity parameters r ≥ 0 and % ∈ (0, 1]. For the classical Itô–Taylor algorithm AITn we
show that the error is O(n−(r+%)) (Proposition 1). Lower bounds are Ω(n−(r+1)) for algorithms from the class Ψ ∗∗n , and
Ω(n−(r+%)) for algorithms that belong to Ψ ∗n (see Corollary 1 and Theorem 2, respectively). This establishes the optimality
of the nonadaptive Itô–Taylor schemeAITn (Corollary 2). This also means that we do not need to use adaptive algorithms in
the regular case. In the singular case things go different. We consider the classF r,%sng,p of piecewise smooth functions f which
have at most p unknown singular points. It turns out that nonadaptive algorithms cannot handle such problems, even in the
case of a single singular point, and the error of such algorithms is no less than n−min{1/2,r+%} (Proposition 2). Therefore, we
turn to adaptive algorithms. For p = 1we construct the adaptive Itô–Taylor algorithmAIT∗n that detects a singular point and
next suitably modifies starting discretization of the interval [0, T ]. We show in Theorem 3 that the algorithmAIT∗n preserves
the optimal error O(n−(r+%)), known from the regular case. For p ≥ 2 we show that even adaptive algorithms from the class
Ψ ∗n have the errorΩ(n−min{1/2,r+%}) and the Itô–Taylor algorithmAITn is optimal in this case (Proposition 3 and Corollary 4).
The question about lower bounds for the algorithms from the class Ψ ∗∗n for p ≥ 2 is left open.
The paper is organized as follows. Problem formulation and basic definitions are given in Section 2. Regular case, along
with upper and lower bounds on the nth minimal error, is investigated in Section 3. In Section 4 we define the optimal
adaptive algorithm and present optimal bounds in the class F r,%sng,1 of functions with at most one unknown singularity. The
case of multiple singular points is discussed in Section 5. In Section 6 we summarize main results and give final remarks.
Appendix contains the proof of some auxiliary result.
2. Problem formulation
For a given real number T > 0 we study optimal approximation of the following Itô integral,
I(f , B) =
∫ T
0
f (t)dBt , (2)
where f : [0, T ] → R and B is the standard one-dimensional Brownian motion.
We shall consider two cases: of regular or piecewise regular functions f . More precisely, we deal with the following
classes of functions. For a given integer r ≥ 0 and nonnegative real numbers L and % ∈ (0, 1]we define the class of Hölder
regular functions
F r,%reg = {f : [0, T ] → R | f ∈ C (r)([0, T ]), |f (r)(t)− f (r)(s)| ≤ L|s− t|%, s, t ∈ [0, T ]}.
A special case of (2), for f ∈ F r,%reg with r = 0 and % = 1, was investigated in [8], while the case with % = r = 1 was
considered in [9].
We also consider the class F r,%sng,p of scalar singular functions f . For given integers r ≥ 0, p ≥ 1 and nonnegative real
numbers % ∈ (0, 1],M0,M1, . . . ,Mr and L, function f ∈ F r,%sng,p satisfies the following conditions:
• Function f has r continuous derivatives in R, except for at most p (unknown) singular points 0 < u1f < u2f < · · · < upf <
T , i.e.,
f ∈ C (r)([0, u1f )) ∩ C (r)([u1f , u2f )) ∩ · · · ∩ C (r)([up−1f , upf )) ∩ C (r)([upf , T ]). (3)
We set f (j)(uqf ) = f (j)(uq+f ) and we assume that there exists finite limits f (j)(uq−f ) = limt→uq−f f
(j)(t) for j = 0, 1, . . . , r
and q = 1, 2, . . . , p.
• The jumps∆j,qf at points uqf , defined by
∆
j,q
f = f (j)(uq+f )− f (j)(uq−f ), (4)
are bounded,
|∆j,qf | ≤ Mj, (5)
for j = 0, 1, . . . , r and q = 1, 2, . . . , p.
• The rth derivative of f is a piecewise Hölder function:
|f (r)(t)− f (r)(s)| ≤ L|t − s|%,
for all t, s ∈ [0, u1f ), t, s ∈ [u1f , u2f ), . . . ,t, s ∈ [upf , T ].
The numbers r, %, p,M0,M1, . . . ,Mr and L will be called parameters of the classes F
r,%
reg or F
r,%
sng,p. In general
M0,M1, . . . ,Mr and L are unknown and described algorithms will not use them as input parameters. Obviously, we have
that F r,%reg ⊂ F r,%sng,p for all p ≥ 1.
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In order to describe information used, we recall definition of the s-fold integrated Brownian motion, denoted by B(s),
s ∈ N+. It is defined by induction,
B(0)t = Bt , B(s)t =
∫ t
0
B(s−1)u du, (6)
for all t ≥ 0 and s ∈ N+.
We assume that we have available standard information about function f and about process B(r). This means that we can
evaluate f and its derivatives f (j), for j = 1, 2, . . . , r , at points al ∈ [0, T ]. We assume that if the argument of f (j) coincides
with a singular point upf then the procedure computing f
(j)(upf ) returns both left- and right-hand side values f
(j)(up+f ) and
f (j)(up−f ). Moreover, we can evaluate process B(r) and its derivatives
di
dt i
B(r) = B(r−i), for i = 1, 2, . . . , r , at points tl ∈ [0, T ].
Hence, a vector of information used, denoted by Nn(f , B), consists of values
f (j1)(a1), . . . , f (jk)(ak), B
(r−i1)
t1 , . . . , B
(r−im)
tm , (7)
where k(m) denote the total number of evaluations of f (B(r)) and its derivatives, and where the total cardinality of
information used n = k+m. In (7) we assume that if α 6= β then (jα, aα) 6= (jβ , aβ) and (iα, tα) 6= (iβ , tβ).
An algorithmAn using information Nn, that gives approximation of I(f , B), is of the form
An(f , B) = ψ (Nn(f , B)) , (8)
whereψ : Rn → R is a measurable function, see [18]. We consider three classes of algorithms. ByΨn we denote the class of
all algorithms of above form, for which information points are given in nonadaptive way (i.e., independently of f and B(r)).
By Ψ ∗n we denote the class of adaptive algorithms that use points ai which may depend on evaluations of f or its derivatives
at the previous points, but not on the values of B(r) or its derivatives. That is, a1 is fixed and we choose ai, for i ≥ 2, as a
function of computed values of f or its derivatives with the restriction that the total cardinality is n (for the process B(r) we
use points chosen in nonadaptive way with respect to B(r) which do not depend on a particular trajectory of the process
B(r)). Finally, by Ψ ∗∗n we denote the class of all algorithms for which information points ai and ti may be chosen in adaptive
way with respect to f and B(r) as it was described above. We have that Ψn ⊂ Ψ ∗n ⊂ Ψ ∗∗n .
The error of an algorithm An ∈ Ψ¯n (Ψ¯n = Ψn, Ψ¯n = Ψ ∗n or Ψ¯n = Ψ ∗∗n ) for function f from a class F (F = F r,%reg or
F = F r,%sng,p) is defined by
e(An, f ) =
(
E (I(f , B)−An(f , B))2
)1/2
, (9)
and the error of an algorithmAn in a class F ,
e(An,F ) = sup
f∈F
e(An, f ). (10)
In respective classes of algorithms the nth minimal errors, in a class F , are given by
en(F ) = inf
An∈Ψn
e(An,F ), e∗n(F ) = inf
An∈Ψ ∗n
e(An,F ), e∗∗n (F ) = inf
An∈Ψ ∗∗n
e(An,F ). (11)
Of course, we have that e∗∗n (F ) ≤ e∗n(F ) ≤ en(F ). Our aim is to find possibly sharp bounds on above nth minimal errors
as n→∞, i.e., lower and upper bounds which match up to a constants. We also want to know algorithm, from respective
class, for which the infimum in (11) is asymptotically attained.
Unless otherwise stated, all constants appearing in this paper (including those in the ‘‘Θ ’’, ‘‘O’’ and ‘‘Ω ’’ notation)will only
depend on the parameters of the certain class, and possibly on T . Statement ‘‘for sufficiently large n’’ means ‘‘for n ≥ n0’’,
where n0 also depends on the parameters of a class and T . The same symbol may be used for different constants.
3. Regular case—the classF r,%reg
We start with upper bound on the nth minimal error in the class F r,%reg .
3.1. Upper bound
It is known that the Itô integral (2) is the solution at time T of the stochastic differential equation, with zero drift
coefficient and additive noise, given by
dXt = f (t)dBt , (12)
with the initial condition X0 = 0. Hence, to deliver upper bound on the nthminimal error we consider the general Itô–Taylor
algorithm [1], in this paper denoted byAITn . Since, for problem (2) the Itô–Taylor expansion becomes ordinary Taylor series,
we do not need to use the hierarchical sets, as it was in [1]. For our purpose the algorithm AITn is obtained by expanding
integrand f in the Taylor series on the proper subintervals of [0, T ]. Namely, take an integer n ≥ 1 and let the sample points
be defined as
ai = (i− 1)T/n, i = 1, 2, . . . , n+ 1. (13)
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The algorithmAITn is defined by
AITn (f , B) =
n∑
i=1
AITi,n(f , B), (14)
where
AITi,n(f , B) =
r∑
j=0
f (j)(ai)
j!
∫ ai+1
ai
(t − ai)jdBt . (15)
Parameters used byAITn are: the smoothness r and a positive integer n.
Note that the algorithm uses only available information about B(r) described in Section 2. One can see this from the
following identity which can be proved by induction and integration by parts. For all 0 ≤ a < b, r ∈ Z+, q = 1, 2, . . . , r
and functions g ∈ C (r)([a, b]), it holds∫ b
a
g(t)Btdt =
q−1∑
j=0
(−1)j
(
g(j)(t)B(j+1)t
)∣∣∣∣∣
b
a
+ (−1)q
∫ b
a
g(q)(t)B(q)t dt. (16)
From (16) for the function g(t) = (t − ai)j−1 we have∫ ai+1
ai
(t − ai)jdBt = (T/n)jBai+1 − j
(
j−1∑
s=0
(−1)sg(s)(ai+1)B(s+1)ai+1 + (−1)j(j− 1)!B(j)ai
)
, (17)
for j = 1, 2, . . . , r , and ∫ ai+1ai (t − ai)0dBt = Bai+1 − Bai for j = 0. Therefore, we can express every integral ∫ ai+1ai (t − ai)jdBt
in terms of values of B(s) (s = 0, 1, . . . , j) at the sample points. By (14) and (17) the total cardinality of the information used
by the algorithm is bounded from above by 2(r + 1)n. Hence,AITn ∈ Ψ2(r+1)n.
We now ask about the upper bounds on the error of the algorithmAITn , in considered Hölder class of integrands f . In [1]
the rate of strong convergence of order n−r was established for the general Itô–Taylor scheme. However, bound delivered
in [1] contains unspecified constants and cannot be used in our (worst case) setting. In the following proposition we show
an upper bound O(n−(r+%)) on the error of the algorithmAITn in a slightly different class of functions than considered in [1]
and using simpler proof technique, adapted to our problem. We show explicitly how the error depends on the cardinality n
of information used and on the regularity parameters of the Hölder class F r,%reg .
Proposition 1. For the algorithmAITn we have
1
e(AITn ,F
r,%
reg ) ≤
LT r+%+1/2
(r − 1)!(2(r + %)+ 1)1/2 β(% + 1, r)n
−(r+%), (18)
where β(x, y) is the beta-function.
Proof. We define the function fˆ : [0, T ] → R by
fˆ (t) =
n∑
i=1
1[ai,ai+1)(t)
r∑
j=0
f (j)(ai)
j! (t − ai)
j. (19)
Then we can write the algorithmAITn in the integral form
AITn (f , B) =
∫ T
0
fˆ (t)dBt .
If r ≥ 1 then, by Taylor’s theorem, we have for all t ∈ [ai, ai+1) that
f (t)− fˆ (t) =
∫ 1
0
(
f (r)(θ t + (1− θ)ai)− f (r)(ai)
)
(t − ai)r (1− θ)
r−1
(r − 1)! dθ. (20)
Since f (r) satisfies Hölder condition, we have
|f (t)− fˆ (t)| ≤ Lβ(% + 1, r)
(r − 1)! (t − ai)
r+%, (21)
1 We use the convention that β(x, 0) := 1 and (−1)! := 1.
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for all r ≥ 0 and t ∈ [ai, ai+1). From the Itô isometry for Itô integrals we have that(
e(AITn , f )
)2 = ∫ T
0
(
f (t)− fˆ (t)
)2
dt =
n∑
i=1
e2i ,
where
e2i =
∫ ai+1
ai
(
f (t)− fˆ (t)
)2
dt.
From (21) we thus have that
e2i ≤
L2β2(% + 1, r)
((r − 1)!)2(2(r + %)+ 1) (ai+1 − ai)
2(r+%)+1, (22)
which finally gives(
e(AITn , f )
)2 ≤ L2T 2(r+%)+1β2(% + 1, r)
((r − 1)!)2(2(r + %)+ 1)n
−2(r+%),
for all f ∈ F r,%reg . This proves the thesis. 
Remark 1. From the proof of Proposition 1, we see that for every discretization 0 = τ1 < τ2 < · · · < τn+1 = T (not
necessary equidistant) we have
e(AITn ,F
r,%
reg ) ≤ C
(
n∑
i=1
(τi+1 − τi)2(r+%)+1
)1/2
,
where positive constant C depends only on the parameters of the class F r,%reg and T .
In order to establish optimality of the Itô–Taylor algorithm, we need to investigate lower bounds on the nth minimal error
in the considered class of integrands f .
3.2. Lower bounds
We prove a theorem that gives a lower bound on the error of any algorithmAn ∈ Ψ ∗∗n . This bound holds for any class F
of integrands containing functions of a special form. As we will see, such functions belong to the class F r,%reg .
Theorem 1. If a classF contains function h : [0, T ] → R of the form h(t) = γ1+γ2t r+1 for some γ1, γ2 ∈ R and r ∈ Z+∪{0}
with γ2 6= 0, then there exists positive constant C, depending only on r, such that for sufficiently large n and for any algorithm
An ∈ Ψ ∗∗n we have
e(An,F ) ≥ Cγ2T r+3/2n−(r+1). (23)
Proof. From the properties of the Itô integral and applying (16) to the function g(t) = t r we have
I(h, B) = (γ1 + γ2T r+1)BT − γ2(r + 1)
r−1∑
j=0
(−1)jg(j)(T )B(j+1)T + γ2(r + 1)!(−1)r+1
∫ T
0
B(r)t dt. (24)
By changing variables we have∫ T
0
B(r)t dt = T r+3/2
∫ 1
0
B¯(r)t dt, (25)
where B¯(r)t = T−(r+1/2)B(r)Tt is also the r-fold integrated Brownian motion. Hence, for γ2 6= 0 approximating I(h, B) is
equivalent to the problem of approximating scalar Lebesgue integrals
∫ 1
0 B¯
(r)
t dt from the r-fold integrated Brownian motion
B¯(r)t . Such linear problems under Gaussian measures were studied in [10–13] and [17]. From the results of that papers we
have that the nth minimal average error is no less than
Cγ2T r+3/2n−(r+1), (26)
as n→∞, even for adaptive choice of evaluation points. In (26) positive constant C depends only on r . This proves (23). 
We want to stress here that the lower bound from Theorem 1 holds even if we have complete information about the
integrand.
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Theorem 1 yields the following corollary.
Corollary 1. There exists positive constant C, depending only on r, such that for sufficiently large n and for any algorithm
An ∈ Ψ ∗∗n we have
e(An,F r,1reg ) ≥ CLT r+3/2n−(r+1). (27)
Proof. For γ2 = L/(r + 1)! and any γ1 function h(t) = γ1 + γ2t r+1 belongs to the class F r,1reg , therefore from Theorem 1 we
have the thesis. 
Corollary 1 gives lower bounds for the largest class of algorithms Ψ ∗∗n , considered in this paper, in the Lipschitz class of
integrands F r,1reg . For the Hölder class F
r,%
reg , with any % ∈ (0, 1], we will give lower bound on the error for algorithms from a
smaller class Ψ ∗n . Lower bound in the class F
r,%
reg , with % ∈ (0, 1), for algorithms that belong to Ψ ∗∗n is an open problem.
The following Theorem 2 shows lower bound in the class Ψ ∗n . That is, we assume discrete adaptive information about f .
Moreover, the lower bound holds even if we have complete information about trajectories of the process B(r).
Theorem 2. There exist positive constants C and n0, depending only on the parameters of the class F
r,%
reg and T , such that for all
n ≥ n0 and any algorithmAn ∈ Ψ ∗n we have
e(An,F r,%reg ) ≥ Cn−(r+%). (28)
Proof. Let a1, a2, . . . be the information points computed for the function f ≡ 0, where the total number of evaluations
is n. We now construct the function f˜ ∈ F r,%reg which share with f the same information and for which the distance
E|I(f , B)− I(f˜ , B)|2 is as large as possible.
Let a˜0 = 0, a˜l+1 = T and let {a˜i}li=1 be those distinct (ordered in increasing order) information points, used by algorithm
An for f , which belong to the interval (0, T ). Of course, we have 0 ≤ l ≤ n. We define the function f˜ as follows.
For i = 0, 1, . . . , l let hi ∈ F r,%reg be functions with the following properties:
• hi has support [a˜i, a˜i+1] and hi(t) ≥ 0,
• ∫ a˜i+1a˜i hi(t)dt = C(a˜i+1 − a˜i)r+%+1,
where C is known positive constant which depends only on the parameters of the class F r,%reg and T (but not on i and n).
Construction of such functions is well know, since these functions are often used in proving lower bounds, see [14,15].
We set f˜ (t) = γ ∑li=0 hi(t)with γ > 0. Then f˜ ∈ F r,%reg for suitably chosen γ that depends only on the parameters of the
class F r,%reg and T . From properties of hi we see that f and f˜ have the same information and thereforeAn(f1, B) = An(f2, B).
Hence
e(An,F r,%reg ) ≥
1
2
(
E
(
I(f , B)− I(f˜ , B)
)2)1/2 = γ
2
∫ T
0
(
l∑
i=0
hi(t)
)2
dt
1/2
= γ
2
(
l∑
i=0
∫ a˜i+1
a˜i
(hi(t))2 dt
)1/2
≥ γ
2
 l∑
i=0
(a˜i+1 − a˜i)−1
(∫ a˜i+1
a˜i
hi(t)dt
)21/2
≥ γ CT
r+%+1/2
2
(l+ 1)−(r+%).
Since 0 ≤ l ≤ n, this proves the assertion of the theorem. 
From the Proposition 1 and Theorem 2 we conclude the following result.
Corollary 2. The nth minimal error in the class F r,%reg satisfies
en(F r,%reg ) = Θ(n−(r+%)). (29)
Hence, optimal algorithm is the Itô–Taylor schemeAITn . Lower bound in (29) also holds for adaptive algorithms from the classΨ
∗
n .
Corollary 2 states that in the regular case the nonadaptive Itô–Taylor algorithm is optimal even among all adaptive
algorithms. This means that we do not need to use adaptive algorithms when integrands f belong to the class of regular
functions F r,%reg .
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4. Singular case—the classF r,%sng,1
In this section we investigate problem (2) in the class F r,%sng,1. Since F
r,%
reg ⊂ F r,%sng,1, we have
en(F
r,%
sng,1) = Ω(n−(r+%)). (30)
We want to know if there exists an algorithm which preserves the error O(n−(r+%)) also in the singular class F r,%sng,1. Such
algorithm cannot be nonadaptive since we have the following proposition.
Proposition 2. For r ≥ 0, % ∈ (0, 1] and any algorithmAn ∈ Ψn we have
e(An,F
r,%
sng,1) = Ω(n−1/2). (31)
For r = 0 we have that
e(An,F
0,%
sng,1) = Ω(n−min{1/2,%}). (32)
Proof. Let 0 ≤ a1 ≤ a2 ≤ · · · ≤ an ≤ T be the nonadaptive information points used by an algorithm An for a function f .
We define k + 1 (k ≤ n + 1) points in the following way. Set a¯0 := 0, a¯k := T and let {a¯i}k−1i=1 be those information points{ai}ni=1 that belong to (0, T ), and for which a¯1 < a¯2 < · · · < a¯k−1. Denote by [a¯i, a¯i+1] the interval of maximal length, for
which a¯i+1 − a¯i ≥ T/k and let [a˜i, a˜i+1] be a subinterval of (a¯i, a¯i+1), such that a˜i+1 − a˜i ≥ T/(2k). Let us now consider two
functions f1 and f2 from the class F
r,%
sng,1, where f1 = M01[a˜i,T ] and f2 = M01[a˜i+1,T ]. Functions f1 and f2 differ only in (a˜i, a˜i+1),
and have singularities at a˜i and a˜i+1, respectively. Hence, they share the same information and the output ofAn for f1 and f2
will be the same. Nevertheless I(f1, B)− I(f2, B) = M0(Ba˜i+1 − Ba˜i), and therefore
e(An,F
r,%
sng,1) ≥
1
2
(
E (I(f1, B)− I(f2, B))2
)1/2 ≥ (M20T
8k
)1/2
.
Since k ≤ n+ 1, the proof of (31) is completed. To see (32) we use (31) and Theorem 2 with r = 0. 
Proposition above states that if we use only nonadaptive information about f and B(r) to approximate (2) then the error
is Ω(n−1/2), even for piecewise very regular functions with a single singularity. This means that we must turn to adaptive
algorithms.
To define an adaptive algorithm,we first study the behavior of the algorithmAITn , when unknown singularities exist in the
interval (0, T ). Next, in the case when p = 1, we use slightly modified bisection algorithm from [7], locating the singularity,
and we define the adaptive algorithm (denoted byAIT∗n ) that will have the desired error O(n−(r+%)).
4.1. Error of the Itô–Taylor algorithm in the presence of a singularity
In the singular case for the algorithmAITn , if the derivative f
(j)(ai) does not exist, by f (j)(ai)we mean f (j)(a+i ). Moreover,
for simplicity, when p = 1 we will write uf and∆jf instead of u1f and∆j,1f , respectively.
The following lemma shows an upper bound on the error ofAITn in the presence of at most one singularity.
Lemma 1. There exist positive constants C and n0, depending only on the parameters of the class F
r,%
sng,1 and T , such that for all
f ∈ F r,%sng,1 and n ≥ n0 we have
e(AITn , f ) ≤ C
(
n−(r+%) + n−1/2
r∑
j=0
|∆jf |n−j
)
. (33)
Before proving Lemma 1, we show the following result.
Lemma 2. There exist constants C, C¯ and n0, where C and n0 depend only on r, %, p, L and T , and C¯ depends only on
r, p,M0,M1, . . . ,Mr , such that for all n ≥ n0 we have
e(AITn ,F
r,%
sng,p) ≤ C(n−(r+%) + C¯n−1/2). (34)
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Proof. Let f ∈ F r,%sng,p and let the function fˆ be defined by (19). Take n ≥ p and let discretization points ai be defined by (13).
Let us denote by m(f , i) the number of singular points of f that are in interval (ai, ai+1), i = 1, 2, . . . , n. By N (f ) we mean
the following set of indices:
N (f ) = {i : 1 ≤ i ≤ n,m(f , i) > 0}. (35)
The cardinality of the setN (f ), denoted by ]N (f ), is the total number of intervals (ai, ai+1) that contain at least one singular
point of f . If we haveN (f ) = ∅, then either there is no singularity for f or every singularity coincides with some discretiza-
tion point. In this case estimation of the error E
(∫ T
0 (f (t)− fˆ (t))dBt
)2
goes exactly as in the regular case. Therefore, we
can assume that N (f ) 6= ∅. Of course we have ]N (f ) ≤ p and∑i∈N (f )m(f , i) ≤ p. For i ∈ N (f ) we denote by u(α,i)f , α ∈
{1, 2, . . . ,m(f , i)}, those singular points u1f , u2f , . . . , upf which belong to (ai, ai+1), ordered in increasing order, i.e., u(1,i)f <
u(2,i)f < · · · < u(m(f ,i),i)f . From Lemma 4 (in the Appendix), with g := f and p := m(f , i), we have for t ∈ [ai, ai+1) that
|f (t)− fˆ (t)| ≤ C
(
n−(r+%) + δ˜f ,i
)
, (36)
where
δ˜f ,i =
r∑
jm(f ,i)=0
|∆˜jm(f ,i),m(f ,i)f |n−jm(f ,i) +
r∑
jm(f ,i)=0
r∑
jm(f ,i)−1=jm(f ,i)
|∆˜jm(f ,i)−1,m(f ,i)−1f |n−jm(f ,i)−1
+
r∑
jm(f ,i)=0
r∑
jm(f ,i)−1=jm(f ,i)
r∑
jm(f ,i)−2=jm(f ,i)−1
|∆˜jm(f ,i)−2,m(f ,i)−2f |n−jm(f ,i)−2
+ · · · +
r∑
jm(f ,i)=0
r∑
jm(f ,i)−1=jm(f ,i)
r∑
jm(f ,i)−2=jm(f ,i)−1
. . .
r∑
j2=j3
r∑
j1=j2
|∆˜j1,1f |n−j1 ,
and where
∆˜
jm(f ,i)−β ,m(f ,i)−β
f := f (jm(f ,i)−β )
(
u(m(f ,i)−β,i)+f
)
− f (jm(f ,i)−β )
(
u(m(f ,i)−β,i)−f
)
, (37)
for β ∈ {0, 1, . . . ,m(f , i) − 1}. Constant C in (36) depends only on r, L, %, p and T . Since f ∈ F r,%sng,p, there exists positive
constant C˜ , which depends only on p, r,M0,M1, . . . ,Mr , such that we have
δ˜f ,i ≤ C˜, (38)
for all i ∈ N (f ). We have, as in proof of Theorem 1, thatAITn (f , B) =
∫ T
0 fˆ (t)dBt and we can decompose(
e(AITn , f )
)2 = ∑
i6∈N (f )
e2i +
∑
i∈N (f )
e2i .
For i ∈ N (f )we have from (36)
e2i =
∫ ai+1
ai
(
f (t)− fˆ (t)
)2
dt ≤ C1(n−(2(r+%)+1) + n−1(δ˜f ,i)2),
where C1 depends only on r, L, %, p and T . If i 6∈ N (f ) then we have (as in regular case) e2i ≤ C2n−(2(r+%)+1) with constant
C2 that depends only on r, L, % and T , see (22). Therefore
(
e(AITn , f )
)2 ≤ C (n−2(r+%) + n−1 ∑
i∈N (f )
(δ˜f ,i)
2
)
(39)
≤ C (n−2(r+%) + C¯n−1) , (40)
for n ≥ p. In (40) constant C > 0 depends only on p, T , %, L and r , while C¯ > 0 depends on p,M0,M1, . . . ,Mr and r . This
ends the proof of (34). 
The statement of Lemma 1 follows from (39) with p = 1.
Remark 2. Lemma 1 shows how the upper bound on the error ofAITn depends on the jumps∆
j
f . For example, for discontinu-
ous functions f (∆0f 6= 0), the error of theAITn is of order |∆0f |n−min{1/2,r+%}. If f is continuous and has s continuous derivatives
with 0 ≤ s ≤ r − 1 (∆αf = 0 for α = 0, 1, . . . , s) then the error is O(n−(s+1+min{1/2,%})). For s = r the error is O(n−(r+%)).
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By Lemma 1 the error of the algorithmAITn in the class F
r,%
sng,1 satisfies
e(AITn ,F
r,%
sng,1) = O(n−min{1/2,%+r}). (41)
Moreover, we can showexplicitly the function f ∈ F r,1sng,1 forwhich the error (10) of the Itô–Taylor algorithmAITn isΩ(n−1/2).
Namely, for every n ≥ 2 we construct the function f in the following way. Let {ai}n+1i=1 be defined in (13). Set i0 = dn/2e and
uf = (ai0 + ai0+1)/2. The function f is given by
f (t) =
{
1, t ∈ [0, uf ),
γ t r+1 + 1, t ∈ [uf , T ], (42)
where γ > 0 is suitably chosen constant that depends only on the parameters of the class F r,1sng,1 and T . Using the following
identity
f (t)− fˆ (t) =
r∑
j=0
1
j!∆
j
f (t − uf )j +
r∑
j=0
(f (j)(u−f )− fˆ (j)(uf ))(t − uf )j + γ (t − uf )r+1,
which follows from (70) in the proof of the Lemma 4 (see the Appendix), it can be easily shown that for the function (42)
we have
(
e(AITn , f )
)2 ≥ γ 2 (T
4
)2r+2 T
2n
. (43)
Identity (43) together with (41) finally gives
e(AITn ,F
r,1
sng,1) = Θ(n−1/2). (44)
Remark 3. It follows from (41) and Theorem 2 that for r = 0 and % ∈ (0, 1/2] the bound (41) cannot be improved even if
we use adaptive algorithms, since in this case we have that
e∗n(F
0,%
sng,1) = Θ(n−%). (45)
In the remaining cases, when (r, %) ∈ ({0} × (1/2, 1]) ∪ ({1, 2, . . .} × (0, 1]), we have from Proposition 2 that the bound
O(n−min{1/2,%+r}) cannot be improved in the class of nonadaptive algorithms. Therefore, in the case when r + % > 1/2 we
must turn to adaptive algorithms.
In order to define an adaptive algorithm we introduce analogous classes of functions f as in [7], which we will use to
distinguish between mild and difficult singularities for a given n. Let K be a positive constant which may only depends on
the parameters of the class F r,%sng,1 and T . For any n ≥ 1, we define a subclassMK (n) of F r,%sng,1 by
MK (n) =
{
f ∈ F r,%sng,1 |
r∑
j=0
|∆jf |n−j ≤ Kn−(r+%)
}
.
We have thatMK (n¯) ⊂ MK (n) for n ≤ n¯.
By Lemma 1 for f ∈ MK (n)we obtain
e(AITn , f ) ≤ C(1+ Kn−1/2)n−(r+%).
Therefore, up to a constant K , the error bound from the regular case is preserved. Singularities uf for integrands f ∈ MK (n)
will be calledmild for a given nwith constant K . Otherwise they will be referred to as difficult for n.
4.2. The adaptive Itô–Taylor algorithm
In order to define the adaptive Itô–Taylor algorithm we use a slightly modified bisection algorithm from [7], that was
used to locate the unknown singularity for a singular initial-value problem. In [7] the detection mechanism was defined for
a Lipschitz class but it is easy to see that, after some modifications, it also works for the Hölder class F r,%sng,1.
For real numbers c, d ∈ (0, T ) (c < d) and function f ∈ F r,%sng,1, we define as in [7] the following quantity
Af (c, d) = max
0≤j≤r
|f (j)(d)− w(j)c (d)|
(d− c)r−j+% , (46)
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wherewc(t) =∑rj=0(1/j!)f (j)(c)(t − c)j, t ∈ [c, d]. Then the following implication holds:
if uf 6∈ [c, d] then Af (c, d) ≤ L, (47)
which is a direct consequence of Taylor’s theorem.
We now recall the following lemma from [7] which gives upper bounds, in terms of quantity Af , on unknown jumps∆
j
f
for singularities from an interval (c, d).
Lemma 3 ([7]). There exist positive constants Kj, j = 0, 1, . . . , r, dependent only on j, r and L such that for all c, d ∈ [0, T ],
c < d, the following implication holds:
if uf ∈ (c, d) then |∆jf | ≤ Kj(Af (c, d)+ 1)(d− c)r−j+%, j = 0, 1, . . . , r. (48)
Wewill be locating difficult singularity for f ∈ F r,%sng,1 using algorithm from [7], suitablymodified for our purpose. Let us now
recall this algorithm with minor modifications necessary in our context. Properties of the recalled algorithm are discussed
in [7].
Take arbitrary D > 0 and proceed as follows.
L1 Compute f (j)(ai) for i = 1, 2, . . . , n + 1, j = 0, 1, . . . , r , where points {ai} are given by (13). If uf = ai for some i, then
go to STOP.
L2 Compute A¯f given by
A¯f = max
1≤i≤n
Af (ai, ai+1). (49)
If, for some distinct i and j, A¯f = Af (ai, ai+1) = Af (aj, aj+1) then go to STOP and use the algorithm AITn (f , B), from the
regular case, to approximate I(f , B).
L3 Check if A¯f ≤ D. If YES, go to STOP and use the algorithm AITn (f , B) to approximate I(f , B). If NO, choose interval
(c, d) = (al, al+1) for which the maximum in (49) is achieved. Set s = 0 and smax = d(2(r + %)− 1) log2(n/T )e.
L4 Set s := s+ 1. Compute v = (c + d)/2 and f (j)(v) for j = 0, 1, . . . , r . If v = uf then go to STOP.
L5 Compute the values Af (c, v) and Af (v, d), and check if Af (c, v) = Af (v, d). If YES then go to STOP and use the algorithm
AITn (f , B) to approximate I(f , B). If NO then choose the next (c, d) in the following way:
(c, d) =
{
(c, v), if Af (c, v) > Af (v, d),
(v, d), if Af (c, v) < Af (v, d).
(50)
If s < smax, then go to L4.
STOP.
In the algorithm above the quantity smax is strictly positive since, according to Remark 3, in the adaptive case we assume
that r + % > 1/2.
Information cost of using the algorithm is bounded from above by (n + 1)(r + 1) + d(2(r + %) − 1) log2 n +
log2(1/T )2(r+%)−1e(r+1) evaluations of f or its derivatives. The first term comes from step L1, the second one is consequence
of a logarithmic number of repetitions of steps L4–L5.
Remark 4. Note that the Lipschitz constant L, which is in general unknown, is not used by the algorithm. If we knew L, then
the best choice for Dwould be D = L.
While performing the bisection algorithm, the following cases may occur:
Case 1. For some distinct i and j, A¯f = Af (ai, ai+1) = Af (aj, aj+1). Then A¯f ≤ L and hence, we have
e(AITn , f ) ≤ Cn−(r+%)
(
1+ n−1/2(L+ 1)max
0≤j≤r
KjT%
T r+1 − 1
T − 1
)
, (51)
where C > 0 depends only on r, %, L and T .
Case 2. A¯f ≤ D. Then there exists an interval (c˜, d˜) ⊂ (0, T ), d˜ − c˜ = T/n, such that uf ∈ (c˜, d˜) and Af (c˜, d˜) ≤ max{D, L}.
Therefore from Lemmas 1 and 3 we obtain forAITn (f , B) that
e(AITn , f ) ≤ Cn−(r+%)
(
1+ n−1/2(max{D, L} + 1)max
0≤j≤r
KjT%
T r+1 − 1
T − 1
)
, (52)
where positive constant C depends only on r, %, L and T .
Case 3. A¯f = Af (al, al+1) > D and at some stage in L4–L5 we have Af (c, v) = Af (v, d). Then Af (c, v) ≤ L and (51) holds.
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As we can see in all above cases, in order to preserve optimal error from the regular case, it suffices to use the nonadaptive
Itô–Taylor algorithmAITn . If none of the these cases happened then, after at most smax steps, we obtain the interval (c, d) or
the singular point uf itself. The length of this interval is d− c ≤ (T/n)2(r+%). (If the algorithm gives us the singular point uf
itself then we can choose interval (c, d) to be arbitrarily small.) The main property of the algorithm is that we have
if uf 6∈ (c, d) then ∃(c¯,d¯)⊂(0,T ) : uf ∈ (c¯, d¯), d¯− c¯ ≤ T/n and Af (c¯, d¯) ≤ L. (53)
Hence, if uf 6∈ (c, d) then from (53) and Lemma 3 we obtain
r∑
j=0
|∆jf |n−j ≤ (L+ 1)max0≤j≤r KjT
% T
r+1 − 1
T − 1 n
−(r+%), (54)
which means that such singularity is mild.
Having the information about the interval (c, d), that contains difficult singularity for f , we can modify the starting
discretization {ai} of the interval [0, T ] in the following way.
Let l be the index for which the maximum in (49) is achieved. Using the interval (c, d) ⊂ [al, al+1], given by the bisection
algorithm, we define the new mesh points {a¯i} as follows: a¯i = ai, for i = 1, 2, . . . , l, a¯l+1 = c , a¯l+2 = d and a¯i+2 = ai
for i = l + 1, l + 2, . . . , n + 1. Therefore, the new discretization {a¯i} contains at most n + 3 points. Note that a¯i 6= uf for
i = 1, 2, . . . , n+ 3.
The adaptive Itô–Taylor schemeAIT∗n is defined in the following way. For f ∈ F r,%sng,1 let
AIT∗n (f , B) =
n+2∑
i=1
AIT∗i,n (f , B), (55)
where
AIT∗i,n (f , B) =
r∑
j=0
f (j)(a¯i)
j!
∫ a¯i+1
a¯i
(t − a¯i)jdBt . (56)
Parameters of the algorithmAIT∗n are: the smoothness parameters r and %, a positive integer n and a threshold D.
For sufficiently large n the informational cost of the algorithmAIT∗n , which first detects the difficult singularity for f and
next performs the classical Itô–Taylor algorithmon themodifiedmesh, is bounded fromabove by cn evaluations of function f
and process B(r) alongwith their derivatives. Positive constant c depends only on r, % and T . Hence, we have thatAIT∗n ∈ Ψ ∗cn.
We now show that the algorithm AIT∗n has the optimal order of convergence in the class F
r,%
sng,1 of singular functions,
which is the same as for the class of regular functions F r,%reg .
Theorem 3. There exist positive constants C and n0, depending only on the parameters of the class F
r,%
sng,1 and T , such that for
n ≥ n0 we have
e(AIT∗n ,F
r,%
sng,1) ≤ Cn−(r+%). (57)
Proof. We can write the algorithmAIT∗n (f , B) in the integral form:
AIT∗n (f , B) =
∫ T
0
f¯ (t)dBt , (58)
where the function f¯ : [0, T ] → R is defined as follows
f¯ (t) =
n+2∑
i=1
1[a¯i,a¯i+1)(t)
r∑
j=0
f (j)(a¯i)
j! (t − a¯i)
j. (59)
From the Itô isometry we have that
E
(
I(f , B)−AIT∗n (f , B)
)2 = n+2∑
i=1
e¯2i , where e¯
2
i =
∫ a¯i+1
a¯i
(
f (t)− f¯ (t))2 dt.
If uf 6∈ (c, d) then we have from (53) and (54) that the singularity uf is mild. Therefore, e¯2i = O(n−(2(r+%)+1)), for
i = 1, 2, . . . , n+ 2, and this gives
E
(
I(f , B)−AIT∗n (f , B)
)2 = O(n−2(r+%)).
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Let now uf ∈ (c, d). Since |∆jf | ≤ Mj, for j = 0, 1, . . . , r , and d−c ≤ (T/n)2(r+%), we have e¯2l+1 = O(n−2(r+%)). Since function
f has no singularities in the remaining intervals, we have as in the regular case that e¯2i = O(n−(2(r+%)+1)) for i 6= l+1. Hence
E
(
I(f , B)−AIT∗n (f , B)
)2 = n+2∑
i=1,i6=l+1
e¯2i + e¯2l+1 ≤ Cn−2(r+%),
for all n ≥ n0, where constants C and n0 depend only on the parameters of the class F r,%sng,1 and T . This gives (57). 
Theorems 2 and 3, together with the fact that F r,%reg ⊂ F r,%sng,1, imply matching upper and lower bounds on e∗n(F r,%sng,1).
Corollary 3. In the class F r,%sng,1 we have the following bounds on the nth minimal error:
e∗n(F
r,%
sng,1) = Θ(n−(r+%)).
The optimal algorithm is the adaptive Itô–Taylor schemeAIT∗n .
Remark 5. Wewant to stress that it is possible to approximate the Itô integral (2) in other classes of singular functions than
described in this paper. For example, in [6] it is shown how optimally approximate scalar functions from the class F 1r of
piecewise Sobolev functions, that have at most one singular point. Using algorithm from [6] we can define approximation
of integral (2) as follows:
A¯n(f , B) =
∫ T
0
(Aadn f )(t)dBt , f ∈ F 1r , (60)
whereAadn is the algorithm from [6] which gives approximation of a singular function from F
1
r . It is possible to show for the
algorithm A¯n that
lim
n→∞ e(A¯n, f ) · n
r = C(r, T ) · ‖f (r)‖L2(0,T ).
Theorem 3 shows that optimal approximation of the Itô integrals of singular functions from the Hölder class can be done by
a slightly modified Itô–Taylor algorithmAIT∗n .
5. Singular case—the classF r,%sng,p with p ≥ 2
In this section we deal with bounds on the nth minimal error in classes of functions with multiple singularities. We shall
show that the optimal error isΘ(n−min{1/2,%+r}) in the class of algorithms Ψ ∗n .
Proposition 3. Let p ≥ 2. For r ≥ 0, % ∈ (0, 1] and any algorithmAn ∈ Ψ ∗n we have
e(An,F r,%sng,p) ≥ e(An,F r,%sng,2) = Ω(n−1/2). (61)
For r = 0, we have that
e(An,F 0,%sng,p) = Ω(n−min{1/2,%}). (62)
Proof. Since F r,%sng,2 ⊂ F r,%sng,p for p ≥ 2, it suffices to consider the case p = 2. Let a1, a2, . . . be the information points
computed for the function f ≡ 0 (the total number of evaluations is n). The points {a¯i}ki=0 and the intervals [a¯i, a¯i+1],[a˜i, a˜i+1] are defined in the same way as in the proof of Proposition 2. Let us now consider two functions f1 and f2, where
f1(t) = M01[a˜i,a˜i+1)(t) and f2(t) = −f1(t). Each function f1 and f2 have two singular points, in a˜i and a˜i+1, and belongs to the
class F r,%sng,2. Moreover I(f1, B)− I(f2, B) = 2M0(Ba˜i+1 − Ba˜i). Since both functions are equal to 0 at the information points ai,
the algorithm uses those points to evaluate both functions. ThereforeAn(f1, B) = An(f2, B), and hence
e(An,F
r,%
sng,2) ≥
1
2
(
E (I(f1, B)− I(f2, B))2
)1/2 = M0 (E|Ba˜i+1 − Ba˜i |2)1/2 ≥ M0 ( T2k
)1/2
.
This and the fact that k ≤ n+ 1 complete the proof of (61). To see (62) we use (61) and Theorem 2 with r = 0. 
Lower bounds from Proposition 3 are sharp, since from Lemma 2 we have the following corollary.
Corollary 4. In the class F r,%sng,p, p ≥ 2, we have the following bounds on the nth minimal error:
e∗n(F
r,%
sng,p) = Θ(n−min{1/2,r+%}). (63)
The optimal algorithm is the Itô–Taylor schemeAITn .
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6. Summary and final remarks
The main results of this paper can be summarized as follows:
Class of functions f Class of algorithmsAn nth minimal error
F
r,%
reg Ψn Θ(n−(r+%))
F
r,%
reg Ψ
∗
n Θ(n
−(r+%))
F r,1reg Ψ
∗∗
n Θ(n
−(r+1))
F
r,%
sng,1 Ψn Θ(n
−min{1/2,r+%})
F
r,%
sng,1 Ψ
∗
n Θ(n
−(r+%))
F r,1sng,1 Ψ
∗∗
n Θ(n
−(r+1))
F
r,%
sng,p, 2 ≤ p <∞ Ψ ∗n Θ(n−min{1/2,r+%})
We see that adaption with respect to f helps, in the worst case setting, only when there is at most one singularity and
r+% > 1/2. If r = 0 and % ∈ (0, 1/2] then the error isΘ(n−%) both in the regular and singular case, even if we use adaptive
algorithms. In our future work we are planning to consider the asymptotic setting. We believe that the error O(n−(r+%)) can
be preserved in this case, even when multiple singularities exist.
Results presented in this paper can easily be used for the approximation of the Itô integrals (2)where f = [f1, f2, . . . , fd]T ,
with fk : [0, T ] → R for k = 1, 2, . . . , d, and B = [B1, B2, . . . , B2] is the d-dimensional Brownian motion, d ≥ 2. It is
known that Itô integrals with such f and B are defined as a sum of independent stochastic integrals, each driven by the
one-dimensional Brownian motion:∫ T
0
f (t)dBt =
d∑
k=1
I(fk, Bk), (64)
where I(fk, Bk) =
∫ T
0 fk(t)dB
k
t , see [16]. Provided that each component fk belongs to F
r,%
reg or F
r,%
sng,p, we can define
approximation of (64) by taking AITn (f , B) =
∑d
k=1AITn (fk, Bk) or AIT∗n (f , B) =
∑d
k=1AIT∗n (fk, Bk), respectively. The
AITn (fk, B
k) is defined in (14), whileAIT∗n (fk, Bk) in (55). Using the Itô isometry for integrals (64) one can show that the error of
both algorithmsAITn (f , B) andA
IT∗
n (f , B) is again O(n
−(r+%)), where constant in the ‘‘O’’ notation depends on
√
d. Moreover,
this bound is optimal which can be easily shown by considering for lower bounds functions f = [f1, 0, . . . , 0]T , with f1
defined as in proofs of lower bounds in the scalar case. (The constant
√
d may also be obtained in the lower bounds by
taking functions f = f1 · [1, 1, . . . , 1]T ).
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Appendix
The following result gives upper bounds on the remainder term of Taylor expansion of scalar function with multiple
singularities.
Lemma 4. Let c, d ∈ [0, T ] (c < d) and let for function g ∈ F r,%sng,p, singularities u1g , u2g , . . . , upg ∈ (c, d). Then there exist
constants Ck, depending only on the parameters of F
r,%
sng,p and k, such that for all t ∈ [c, d] and k = 0, 1, . . . , r we have
|g(k)(t)− gˆ(k)(t)| ≤ Ck(d− c)r−k+% +
r∑
jp=k
|∆jp,pg |(d− c)jp−k +
r∑
jp=k
r∑
jp−1=jp
|∆jp−1,p−1g |(d− c)jp−1−k
+ · · · +
r∑
jp=k
r∑
jp−1=jp
r∑
jp−2=jp−1
· · ·
r∑
j2=j3
r∑
j1=j2
|∆j1,1g |(d− c)j1−k, (65)
where gˆ(t) =∑rj=0(g(j)(c)/j!)(t − c)j, for t ∈ [c, d].
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Proof. Let us denote by u0g := c and up+1g := d. It is easy to see that for r = 0 and t ∈ [c, d]we have that
|g(t)− gˆ(t)| ≤ C0
(
(d− c)% +
p∑
j=1
|∆0,jg |
)
. (66)
Now, let r ≥ 1. For t ∈ [u0g , u1g) (q = 0) and k = 0, 1, . . . , r − 1, since g(r) is regular in this interval, we have
R(k)0 (t) = g(k)(t)− gˆ(k)(t) =
∫ 1
0
(
g(r)(θ t + (1− θ)u0g)− g(r)(u0g)
)
(t − u0g)r−k
(1− θ)r−k−1
(r − k− 1)! dθ,
and R(r)0 (t) = g(r)(t)− gˆ(r)(t) = g(r)(t)− g(r)(c). Therefore
|R(k)0 (t)| = |g(k)(t)− gˆ(k)(t)| ≤ L(d− c)r−k+%, (67)
for k = 0, 1, . . . , r and t ∈ [u0g , u1g).
Let q ∈ {1, 2, . . . , p} and t ∈ [uqg , uq+1g ) (if q = p then we take t ∈ [upg , up+1g ]). Then we have by the Taylor’s formula
g(k)(t) =
r∑
jq=k
g(jq)(uq+g )
(jq − k)! (t − u
q
g)
jq−k + R(k)q (t),
where
R(k)q (t) =
∫ 1
0
(
g(r)(θ t + (1− θ)uq+g )− g(r)(uq+g )
)
(t − uqg)r−k
(1− θ)r−k−1
(r − k− 1)! dθ, (68)
for k = 0, 1, . . . , r − 1 and R(r)q (t) = g(r)(t)− g(r)(uq+g ). Hence, we have that
|R(k)q (t)| ≤ L(d− c)r−k+%, (69)
for all t ∈ [uqg , uq+1g ) and k = 0, 1, . . . , r . Moreover, we can express function gˆ as
gˆ(k)(t) =
r∑
jq=k
gˆ(jq)(uqg)
(jq − k)! (t − u
q
g)
jq−k,
for k = 0, 1, . . . , r . Thus we have for q = 1, 2, . . . , p, t ∈ [uqg , uq+1g ) and k = 0, 1, . . . , r that
|g(k)(t)− gˆ(k)(t)| =
∣∣∣∣∣∣
r∑
jq=k
1
(jq − k)!
(
g(jq)(uq+g )− gˆ(jq)(uqg)
)
(t − uqg)jq−k + R(k)q (t)
∣∣∣∣∣∣
≤
r∑
jq=k
|∆jq,qg |(d− c)jq−k +
r∑
jq=k
|g(jq)(uq−g )− gˆ(jq)(uqg)|(d− c)jq−k + L(d− c)r−k+%. (70)
Recursive inequality (70) binds the error in the interval [uqg , uq+1g ) with the error on the previous interval [uq−1g , uqg). From
this inequality we get (65). 
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