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In medical image analysis the image content is often represented by features computed from the pixel matrix in order to support the
development of improved clinical diagnosis systems. These features need to be interpreted and understood at a clinical level of under-
standing Many features are of abstract nature, as for instance features derived from a wavelet transform. The interpretation and analysis
of such features are diﬃcult. This lack of coincidence between computed features and their meaning for a user in a given situation is
commonly referred to as the semantic gap. In this work, we propose a method for feature analysis and interpretation based on the simul-
taneous visualization of feature and image domain. Histopathological images of meningiomas WHO (World Health Organization) grade
I are represented by features derived from color transforms and the Discrete Wavelet Transform. The wavelet-based feature space is then
visualized and explored using unsupervised machine learning methods. We show how to analyze and select features according to their
relevance for the description of clinically relevant characteristics.
 2007 Elsevier Inc. All rights reserved.
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In medical image analysis an increasing amount of pro-
cessing tools is developed to assist clinical experts in diag-
nostic processes. These include techniques for automated
image classiﬁcation or content based image retrieval. If
the image content is characterized by numerical image fea-
tures instead of manually selected labels, it is challenging to
decide which features are the most appropriate ones for the
particular diagnostic purpose.
The most common method is to analyze the features
regarding their discriminative power for the diagnosis. In1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.06.007
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E-mail address: lessmann@physik.uni-bielefeld.de (B. Lessmann).case of automated classiﬁcation one can e.g. perform clas-
siﬁcation on all possible subsets of features and then select
the feature set providing the highest classiﬁcation score.
However, this method of feature analysis strongly depends
on the speciﬁc type of application, e.g. the applied classiﬁ-
cation methods, the feature selection algorithm or the size
of the database [1]. Furthermore the classiﬁcation remains
a black-box scenario, i.e. it does not provide an interpreta-
tion of the features in the image domain. While basic image
features such as color histograms can be interpreted to
some extend, features based on transforms—such as Fou-
rier or Wavelet Transform—are much more diﬃcult to
understand. In fact, this lack of transparency marks a cru-
cial point of criticism by the physicians, who are interested
in features or feature sets that can be interpreted to some
degree at a clinical level of understanding. It is therefore
Table 1
A summary of the histological features for the four tumor classes
Subtype Characteristics
Meningotheliomatous Lobulated, cells forming a syncytium
Fibroblastic Spindle-shaped cells, matrix abundant in collagen
Transitional Whorls, few psammoma bodies, features of
ﬁbroblastic
Psammomatous Transitional appearance, abundant psammoma
bodies
The histological features for the four tumor classes.
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tures to clinical semantics.
The phenomenon of missing interpretability of numeri-
cal features is called the semantic gap which is deﬁned
according to [2] in the following way: The semantic gap is
the lack of coincidence between the information that one
can extract from the visual data and the interpretation that
the same data have for a user in a given situation. Recently,
the semantic gap has been discussed in the context of image
retrieval. In [3] images are annotated using medical key
words in order to improve retrieval performance. In [4]
semantic metadata is extracted from visual descriptors by
classifying images into semantic categories and organizing
a database based on concepts.
In this work we address the problem of the semantic gap
with respect to the interpretation and analysis of numerical
features. In general it is not desirable to utilize as many fea-
tures as possible for image characterization since large
numbers of features are diﬃcult to handle and may
decrease the system performance (curse of dimensionality
[1]). On the contrary it is important to evaluate the features
regarding their potential for the required purpose and to
select an optimized subset. In this work we explore a space
of texture features computed from microscopy images. To
link local, morphological image characteristics to the space
spanned by the texture features a Self Organizing Map
(SOM) is employed. As a method of unsupervised learning
the SOM is a powerful tool providing both the ability of
clustering and data visualization.
SOMs have been considered to serve as interactive visu-
alization tools e.g. for database visualization and browsing
[5], content-based image retrieval [6] or building of a tex-
ture dictionary [7]. One application of SOMs on histologi-
cal datasets is the investigation of human deﬁned image
characteristics as described in [8]. In that work the features
used for clustering are based on human deﬁnition and rat-
ing, i.e. the occurrence of a speciﬁc histological character-
istic (e.g. collagen ﬁbers) has been graded on a scale of
one to four by a human observer.
Here, we demonstrate the ability of SOMs to serve as an
interface for the analysis of numerical features. We demon-
strate the method utilizing an example database of micro-
scopic images of benign brain tumors. The database
contains histopathological images of four subtypes of men-
ingiomas. The subtypes are classiﬁed by a medical expert
into four meningioma classes depending on texture charac-
teristics at diﬀerent scales. Therefore we have chosen from
the variety of methods for texture characterization the Dis-
crete Wavelet Transform as a method which allows to
encode scale-dependent image information.
The SOM-based visualization of the feature space then
enables us to establish a correlation between single features
and histologically relevant image structures and thus
makes the selection of a subset of clinically important fea-
tures possible.
The meningioma datasets are chosen as a well deﬁned
test dataset appropriate to establish the approach. By uti-lizing a well deﬁned image domain with a fully understood
clinical background it is possible to develop the desired
framework and to demonstrate its potential. In the future
this framework may be utilized for the semantic analysis
of image domains in context of new clinical questions. In
application to unsolved diagnostic problems (e.g. predict-
ing therapy response or clinical outcome in correlation with
histopathology) our framework would allow to ﬁnd and
deﬁne image characteristics suitable to describe an external
categorization (e.g. responders or long term survivors) of
the image domain.
Preliminary experiments have already been described in
[9] which suﬀered from a lack of interpretability. Utilizing a
new color transform we can now show, how our approach
can be used to bridge the gap between numerical features
and histopathological terms and thus transfer clinical terms
into the feature space. In [9] features are only examined
with respect to their contribution to the clustering result.
A clinical interpretation of single numerical features was
not discussed.
2. Materials
In order to provide a test set of data for our system, we
have chosen four histopathologically well deﬁned subtypes
of meningioma, a benign tumor of the coverings of the
brain, i.e. the meninges [10]. The four subtypes are charac-
terized by distinct features (Table 1) allowing a trained
investigator to make an unequivocal diagnosis in most
cases. Due to the fact that the texture features of this test
dataset are well understood it is suitable as a standard
dataset for the development of the described framework.
During the phase of development it is important to avoid
the introduction of clinical questions as an additional var-
iable. Examples of subimages (256 · 256 pixel) are shown
in Fig. 1. However, intermediate features are especially
common between ﬁbroblastic, transitional and psammo-
matous subtypes.
Diagnostic tumor samples were derived from neurosur-
gical resections at the Bethel Department of Neurosurgery,
Bielefeld, Germany for therapeutic purposes, routinely
processed for formalin ﬁxation and embedded into paraf-
ﬁn. Four micrometer thick microtome sections were
dewaxed on glass slides, stained with Mayer’s haemalaun
and eosin (H&E), dehydrated and coverslipped with
mounting medium (Eukitt, O. Kindler GmbH, Freiburg,
Fig. 1. Example subimages for the diﬀerent subtypes of meningiomas: (a) meningotheliomatous, (b) ﬁbroblastic, (c) psammomatous, (d) transitional.
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and 2005 was selected to represent typical features of each
meningioma subtype. Slides were analyzed on a Zeiss Axi-
oskop 2 plus microscope with a Zeiss Achroplan 40·/0.65
lens. After manual focusing and automated background
correction, 1300 · 1030 pixels, 24 bit, true color RGB pic-
tures were taken at standardized 3200 K light temperature
in TIF format using Zeiss AxioVision 3.1 software and a
Zeiss AxioCam HRc digital color camera (Carl Zeiss
AG, Oberkochen, Germany). Five typical cases were
selected for each diagnostic group and four diﬀerent photo-
micrographs were taken of each case, resulting in a set of
80 pictures. Each original picture was truncated to
1024 · 1024 pixels and then subdivided in a 4 · 4 subset
of 256 · 256 pixel pictures. This resulted in a database of
1280 subimages for further analysis. All images were fully
anonymized and our work did not inﬂuence the diagnostic
process or the patient’s treatment.
3. Methods
3.1. Color channels
In many applications RGB (Red, Green, Blue) images
are transformed into a color space more suitable for human
perception, i.e. the HSV (Hue, Saturation, Value) color
space [11] or the L*u*v color space [12]. Since pathology
images are limited regarding their colors we transform
the RGB values in order to enhance special image struc-
tures. In the following, we have computed two transformed
images from the RGB values (R(x,y), G(x,y), B(x,y)).
First, an intensity value is computed by averaging the three
color channels for each pixel and location (x,y) according
toh1ðx; yÞ ¼ 13  ½Rðx; yÞ þGðx; yÞ þ Bðx; yÞ: ð1ÞThe images computed according to Eq. (1) will be de-
noted as intensity images in the following. Second, a
transform in color space is designed to extract the cell
nuclei from the image, since they appear to exhibit sig-
niﬁcant characteristics for distinguishing the tumor clas-
ses. However, the image color of a single stained
tumor section inevitably depends to some extent on
changes during the preparation. To reduce dependence
on these color changes, we apply a mean shift to all
images and color channels. The average color, in the fol-
lowing indexed by av, is supposed to be very close to the
color of those structures providing the largest areas in
the image, in this case the cytoplasm or the psammoma
bodies.
Rshiftðx; yÞ ¼ Rðx; yÞ Rav ð2Þ
Gshiftðx; yÞ ¼ Gðx; yÞ Gav ð3Þ
Bshiftðx; yÞ ¼ Bðx; yÞ  Bav: ð4ÞThe preparation procedure described above using the rou-
tine H&E stain leads to a blue coloration of the cell nuclei
in contrast to the surrounding cytoplasm usually showing a
pink color. We point out that this holds for the dataset
analyzed since it contains only WHO grade I meningioma.
Some other types of meningiomas, e.g. the clear cell menin-
gioma (WHO grade II) provide a coloring diﬀerent from
the one described.
After applying the mean shift to the color channels,
those image structures, which are ‘‘bluer’’ than the sur-
rounding tissue, are characterized by Bshift(x,y) >
Rshift(x,y).
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with maxRBshiftðx; yÞ ¼ maxfRshiftðx; yÞ;Bshiftðx; yÞg ð6Þall image structures with Bshift(x,y) < Rshift(x,y) are set to
zero. The remaining structures, which are supposed to be
mainly cell nuclei, are retained.
The factor S is the saturation as deﬁned in the HSV
color space [13]S ¼ maxRGBðx; yÞ minRGBðx; yÞ
maxRGBðx; yÞ ð7Þ
with maxRGBðx; yÞ ¼ maxfRðx; yÞ;Gðx; yÞ;Bðx; yÞg ð8Þand minRGB(x,y) accordingly. This factor suppresses arte-
facts originating from the white areas in the images. Espe-
cially in psammomatous meningiomas the white areas are
due to artiﬁcial cracks during tissue processing and do
not represent relevant staining properties of the tumors.
The resulting images of the transform h2 will be denoted
as cell nuclei images in the further description. Fig. 2 shows
examples of the transform.Fig. 2. Example subimages for the transform in color space. Each of the sub
enhanced cell nuclei h2: (a) meningotheliomatous, (b) ﬁbroblastic, (c) psammo3.2. Discrete Wavelet Transform
In this work, wavelet-based features are used for tissue
characterization. Wavelet-based multiresolution analysis
enables to assess the scale-dependent information in signals
and images [14]. A signal f is decomposed using the Discrete
(Dyadic) Wavelet Transform into a basis of shifted and
dilated versions of a basic wavelet or mother wavelet w [15]
f ðxÞ ¼
X
ðj;kÞ
djðkÞwj;kðxÞ; ð9Þ
with wj;kðxÞ ¼ 2j=2wð2jx kÞ: ð10ÞHere the index j indicates the dilation or scaling step while
k refers to translation or shifting. The wavelet coeﬃcients
dj(k) are given by the scalar product dj(k) = Æf(x), wj,k(x)æ
or djðkÞ ¼ hf ðxÞ; ~wj;kðxÞi in case of biorthogonal wavelets
with the dual wavelet ~w [15]. An eﬃcient calculation of
these coeﬃcients is accomplished by the Fast Wavelet
Transform (FWT), an algorithm allowing the coeﬃcients
to be calculated in a stepwise manner. To perform the
FWT a so called scaling function / related to the wavelet
w is required. On the ﬁrst scale the signal is decomposed
into its details and the remaining signal, i.e. the approxima-images already shown above is displayed as intensity image h1 and with
matous, (d) transitional.
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scribed by the wavelet coeﬃcients of this scale while the
approximation is represented by the coeﬃcients of the scal-
ing function. The procedure can be iterated by a further
decomposition of the approximation into details and
approximation of the next coarser scale [16].
In two dimensions, the wavelets are product functions of
the one-dimensional wavelet- and scaling-function. We
have decided to use a decomposition procedure, which is
called Nonstandard-Decomposition in [17]. Here, the
decomposition is applied scale wise to both dimensions.
In this way the decomposition at each scale is completed
before proceeding with the next coarser scale. The corre-
sponding coeﬃcients dj,o(kx,ky) then do not only reﬂect a
particular scale j, but also a particular orientation o in
the images. The two-dimensional wavelet functions to be
considered are w(x)/(y), /(x)w(y), w(x)w(y) and /(x)/
(y). The coeﬃcients corresponding to the latter one are
the two-dimensional scaling function coeﬃcients, further
decomposed in the next step, while the coeﬃcients corre-
sponding to the prior functions provide the details in hor-
izontal (x) direction, vertical (y) direction and the diagonal
details.
3.2.1. Wavelet-based image features
Texture is probably the most important descriptor for
tissue characterization in medical textbooks. Several diﬀer-
ent texture features have been evaluated in literature,
including e.g. co-occurrence matrices, line-angle-ratio sta-
tistics [18,19], Gabor ﬁlters [19] or wavelet based features
[20]. A comprehensive overview of texture features can be
found in [21], a comparative study is given in [22]. In [22]
several texture features including wavelet-based features
are compared regarding the classiﬁcation performance of
diﬀerent textures. In that work no type of feature stands
out as a clear winner. Among the wavelet-based features
wavelet packet features are considered to perform better
but with the price of a signiﬁcantly increased size of the fea-
ture vector. Furthermore it was shown, that the inclusion
of further subbands does not necessarily improve the clas-
siﬁcation. Thus it seems to be of high interest to develop a
methodology for a detailed exploration of the inﬂuence of
single features on the discrimination of diﬀerent textures.
In this way it is possible to develop powerful features with
a low computational complexity as demanded in [22]. In
the analysis of histopathological images wavelets have been
used, e.g. in [20] for the identiﬁcation of speciﬁc cell nuclei.
In [23] the content of histopathological images is character-
ized by numerical features including wavelet-based fea-
tures. In our work the texture characterization does not
involve a prior segmentation as e.g. in [12] but is performed
on the entire subimages. To access the scale-dependent
information we decided to use multiresolution wavelet fea-
tures. We use a pair of symmetric, biorthogonal wavelets,
developed by Cohen, Daubechies and Feauveau. These
pairs of scaling and wavelet-functions are indicated as
/2; ~/2;2;w2;2; ~w2;2 in [24]. They are also known as 5/3-Filterand for instance utilized in the JPEG2000-algorithm [25].
As described in [26] and [27] the l1 or l2-norms of the detail
coeﬃcients corresponding to certain scales and orientations
can be used as powerful texture features. In this work the
l1-norm, i.e. the mean absolute coeﬃcient (MAC) of each
scale and orientation has been computed according to
l1ðdj;oÞ ¼
P
kx ;ky
jdj;oðkx; kyÞj. The ﬁnal feature vectors are
based on these MACs. As shown in [9] two types of fea-
tures based on these MACs were found to be appropriate
to characterize the four types of tissue.
First, a mean absolute coeﬃcient for each scale j is com-
puted according to
f1ðjÞ ¼
X
o
MACðo; jÞ; j ¼ 1::6; o ¼ o1; o2; o3: ð11Þ
Again j is the scale index, while index o indicates the ori-
entation in the image. The indices o1 and o2 indicate coef-
ﬁcients in vertical or horizontal direction, while o3 indicates
the diagonal details.
Second, we use a feature set f2 describing whether the
image structures are anisotropic, i.e. orientated in a pre-
ferred orientation.
f2ðjÞ¼ jMACðo1;jÞMACðo2;jÞjþ cMACðo3;jÞ; j¼ 1::6
ð12Þ
In case of image structures mainly orientated in horizontal
or vertical direction, either the MAC for o1 or o2 should be
signiﬁcantly increased, while the other one is correspond-
ingly decreased. Therefore jMAC(o1,j)-MAC(o2,j)j reaches
a high value. For image structures orientated in a diagonal
direction the ﬁrst part of Eq. (12) vanishes, but, at the same
time, the second part increases. The normalization factor c
assures that the added MACs have equalized variances
such that the inﬂuences of both parts of the sum are com-
parable. In contrast to [9] the components of the second
feature set are not normalized to the corresponding compo-
nent of the ﬁrst set. We point out, that a similar approach
to characterize images by scale- and orientation-related
texture measures using wavelets has already been used for
the characterization of corrosion images [28]. However,
there the computed features used diﬀer from the ones we
computed in this work.3.3. Self Organizing Map
The Self OrganizingMap (SOM) is a clustering approach
from the ﬁeld of artiﬁcial neural networks [29]. A set of ref-
erence or prototype vectors fujg; uj 2 Rn, is trained accord-
ing to a given dataset of feature vectors fxig; xi 2 Rn. Here,
n is the number of features. The SOM is represented by a
two-dimensional square grid, which consists of nodes each
associated to one of the reference vectors. During each
learning step t a vector from the input space xk is selected
and the nearest reference vector um (winner node) is
identiﬁed by jum-xkj = minjjuj-xkj. The nodes are updated
according to uj(t + 1) = uj(t) + hmj(t)[xk-uj(t)]. The function
1 For interpretation of the references in color in this ﬁgure, the reader is
referred to the web version of this article.
636 B. Lessmann et al. / Journal of Biomedical Informatics 40 (2007) 631–641hmj is deﬁned as hmj ¼ aðtÞ exp½ jrmrjj
2
2r2ðtÞ , where a(t) is the
learning rate factor and decreases with time. The vectors rm
and rj are the coordinates of the nodes in the SOM grid, with
thewinner nodem. The functionr(t) also decreaseswith time
in order to reduce the neighborhood included in the training
procedurewith time. The decreasing of both functions a(t),rt
freezes the SOMafter a given number of iterations [29].After
a successful training procedure the reference vectors depict
the data distribution in the data set preserving the topology.
3.3.1. SOM-based exploration procedure
The SOM is applied to visualize and explore a database
content based on speciﬁc image features. Since the images
have a size of 256 · 256 pixels, features of eight scales
can be computed. The features of the coarsest two scales
are neglected, since the associated coeﬃcients encode
details corresponding to the total or a quarter image, which
does not seem to be reasonable. Considering the two sets of
features (f1, f2), the two color channels (h1,h2) described
above and the remaining six scales a total number of 24
possible features has to be taken into account.
The training procedure is accomplished two times, ﬁrst,
using the ﬁrst set of features f1 (12 feature vector compo-
nents), second, using the second set of features f2 (12 fea-
ture vector components). The results are shown in the
Figs. 3 and 4 respectively. The diﬀerent types of tumor tis-
sue are indicated by the following color code: Red symbol-
izes meningotheliomatous tissue, green indicates
ﬁbroblastic tissue, blue indicates psammomatous tissue
and black symbolizes the transitional group. An 8 · 8
SOM grid is utilized for the exploration procedure. In each
ﬁgure three types of SOM visualizations are presented.
At the top the clustering result is shown. For each fea-
ture vector, i.e. each subimage, the nearest reference vector
of the trained SOM and thus the corresponding node in the
SOM grid can be computed. In this way, the feature vector
of each subimage is mapped to one node in the SOM grid.
Each subimage is then visualized by a point of the particu-
lar color, the point is displayed at the computed node. In
this way the cluster structure of the feature space is
revealed since each node in the grid is visualized by the fea-
ture vectors clustered at that speciﬁc node.
In the middle the same SOM grid is visualized in another
mode. Here each node is marked with one of the subimages
of the respective cluster. To be explicit, the subimage asso-
ciated with the nearest feature vector has been chosen from
the dominating tumor class at the speciﬁc node. In this
way, the distribution of histological features can be
explored.
At the bottom of the ﬁgure the Component Plane Maps
are shown, a special visualization of the reference vector
components. Each little square is a visualization of the
SOM grid and one component of the reference vectors.
The gray value shows the distribution of this component
on the SOM grid. Since the reference vectors have twelve
components in both cases, twelve Component Plane Maps
are shown, one map for each component of the referencevector. Black color symbolizes low values of the compo-
nent, white color indicates high values.3.3.1.1. Feature set f1. Starting with the analysis of Fig. 3,
the following conclusions can be derived. The clustering
result visualized at the top shows that this set of features
is appropriate to discriminate psammomatous (blue)1 and
transitional (black) images. However, the meningothelio-
matous (red) and the ﬁbroblastic (green) classes are still
strongly mixed. This is especially due to the feature vec-
tor components 1–6, which are the features of the inten-
sity image h1. In the Component Plane Maps these
components vary strongly from the top to the bottom
of the SOM grid. By exploring the corresponding sub-
images it becomes clear, that these components are
linked to tissue inhomogeneities in the extracellular
matrix, which occur in both classes. Furthermore the
high scale component (component six) additionally intro-
duces an inner-class separation in the psammomatous
group of tissue (from top right to bottom right). The
visualization of histological characteristics reveals that
this component is especially high in those images show-
ing large cracks in the tissue (bottom right of the
SOM grid). Since the amount of cracks in the tissue var-
ies strongly in psammomatous tissue it is not considered
to be of diagnostic relevance. We will therefore neglect
the components 1–6 of feature set f1. The visualization
further reveals some redundancy in the components 7–
12 of this feature set. These components show a very
consistent distribution. Some of them can therefore also
be neglected. From the feature set f1 only the compo-
nents 9–10 are chosen for tissue characterization. These
components correspond to the scales 3 and 4 of the cell
nuclei image h2.3.3.1.2. Feature set f2. As described above this set of fea-
tures is constructed to describe preferred orientations in
the image. As expected the separation of the ﬁbroblastic
and the meningotheliomatous class as visualized at the
top of Fig. 4 is signiﬁcantly increased compared to fea-
ture set f1. However, the Component Plane Maps reveal
that the components 6 and 12 associated to very coarse
scale details do not show a distribution corresponding
to some histological interpretation and are therefore
neglected. The remaining components show a strong
redundancy, so in the next step we only choose the com-
ponents 3,4,9,10 for tissue characterization. Please note
at this point, that it is generally desirable to reduce the
length of the feature vector. Thus the components
1,2,5,7,8,11 are only discarded due to redundancy and
not due to clinical reasons. The selected components cor-
Fig. 3. Visualization of the SOM training result based on the feature set f1. Top: Visualization of cluster structure. Center: Visualization of histological
characteristics. Bottom: Component Plane Maps.
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Fig. 4. Visualization of the SOM training result based on the feature set f2. Top: Visualization of cluster structure. Center: Visualization of histological
characteristics. Bottom: Component Plane Maps.
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Table 2
Final set of features employed for tissue characterization
Set of features Component Channel
Intensity image h1 Cell nuclei image h2
f1 9 and 10 Scale 3 & 4
f2 3 and 4 Scale 3 & 4
9 and 10 Scale 3 & 4
The ﬁnal set of selected features.
B. Lessmann et al. / Journal of Biomedical Informatics 40 (2007) 631–641 639respond to scales three and four of both color channels
h1 and h2. The six selected features are summarized in
Table 2.Fig. 5. Result of the SOM training based on the selected features. Top:
characteristics.4. Results
The result of our exploration procedure described above
is the selection of a subset of six features from a total set of
24 features. These features have been selected in order to
provide a feature vector which describes the clinically rele-
vant image features. To evaluate this subset the SOM train-
ing based on these selected features is repeated. The result
is shown in Fig. 5. Obviously, although only six features
have been selected from a group of 24 features, these fea-
tures are clearly appropriate for a good separation of the
four classes of tissue.Visualization of cluster structure. Bottom: Visualization of histological
640 B. Lessmann et al. / Journal of Biomedical Informatics 40 (2007) 631–6415. Discussion
Due to a feature selection based on a histological inter-
pretation, the components of the reference vectors can be
clearly linked to particular image structures at a clinical
level of understanding. This is illustrated in Fig. 6. This
Figure shows the reference vectors associated to each
node as a bar plot. Due to the visualization in the image
domain in Fig. 5, we are able to link the characteristics of
the reference vectors to the clinically relevant image struc-
tures. This is shown in Table 3. For example low values
of all components of the feature vector are characteristic
for psammoma bodies providing nearly no cell nuclei
and no orientated structures. A moderate to high value
of the features 1 + 2 is typical for all other groups of tis-
sue providing at least a moderate amount of cell nuclei. In
the transitional subclass larger areas of collagen may be
contained in the subimages. These areas are very homoge-Fig. 6. A histological feature map derived from the visualization
procedure.
Table 3
The histological feature map (Fig. 6) allows to clearly link numerical
features to histological semantics
Component Histological interpretation
1 + 2 Amount of cell nuclei contours (related to the number of
cell nuclei)
Especially low values in psammoma bodies and areas of
plump collagen
3 + 4 Amount of anisotropic tissue inhomogeneities
Especially high values in case of parallel aligned cracks in
ﬁbroblastic tissue
5 + 6 Anisotropic shaped cell nuclei
Especially high values in ﬁbroblastic tissue
The interpretation of single features.neous and do not contain cell nuclei, thus this subclass
may provide quite moderate values in the ﬁrst two com-
ponents. The features 1 + 2 encode mainly the amount
of cell nuclei contours contained in the subimages. There-
fore the features increase with an increasing amount of
cell nuclei and also with increasing anisotropy of cell
nuclei. The elliptically shaped cell nuclei in ﬁbroblastic tis-
sue provide longer contours and thus usually higher val-
ues of features 1 + 2 compared to meningotheliomatous
tissue. The components 3 + 4 indicate anisotropic inho-
mogeneities in the extracellular matrix such as parallel
aligned cracks. Therefore these values are especially high
in ﬁbroblastic images and also signiﬁcant in transitional
tissue. The components 5 + 6 indicate spindle-shaped cell
nuclei, and thus provide signiﬁcant values in case of ﬁbro-
blastic tissue.
To additionally prove that the subset of features selected
above is more appropriate for class discrimination than the
combination of all possible features, a measure rating the
class separation in the feature space is computed. First,
the center of each class c in the feature space xc and the
average distance of each class center from the centers of
the remaining three classes dist(c) is determined. Second,
the inner-class variance of each class r2c is determined. All
values are normalized to the length of the feature vectors.
This normalization assures, that the results of feature vec-
tors providing diﬀerent dimensions are comparable. A
good separation of one class from the others is achieved,
if the distance of the class center to the other class centers
is high and the inner-class variance is small. As a measure
of the separation we therefore compute the ratio rc ¼ distðcÞrc .
The higher this ratio the better the class separation. In
Table 4 the ratios rc for the four classes based on diﬀerent
subsets of features are shown. The selected subset of six
features clearly outperforms the other combinations of
features.
Although our main intention is not related to classiﬁca-
tion issues we perform a classiﬁcation experiment to test
the generalizability of our approach. To this end we apply
a conservative four-patients-left-out cross-validation classi-
ﬁcation. Classiﬁcation of the subimages left out during
training (one patient per class) is performed by a majority
vote of their winner node in the SOM. Finally the entire
images are classiﬁed according to the majority of their sub-Table 4
Separation of tumor classes according to diﬀerent feature combinations.
Features rc of tumor classes
Meningo-
theliomatous
Fibroblastic Psammo-
matous
Transitional
Set f1 1.295 1.334 1.923 1.601
Set f2 1.403 1.466 2.101 1.487
All features 1.369 1.386 1.968 1.518
Selected
features
1.735 1.741 2.992 1.954
Separation of tumor classes in the feature space.
B. Lessmann et al. / Journal of Biomedical Informatics 40 (2007) 631–641 641images. On average approximately 79% of the entire
images are classiﬁed correctly, which shows the suitability
of the features for a future classiﬁcation study.
6. Conclusions
We presented a framework for the semantic exploration
of a wavelet-based feature space. The introduction of a pre-
processing step to enhance particular image structures and
the simultaneous visualization of the feature and image
space provides a method for the exploration of correlations
of clustering results in the feature space to histological
image characteristics.
The visualization methods presented allow the inclusion
of medical expert knowledge in the process of feature selec-
tion and thus the selection of a subset of features with clin-
ical relevance.
Due to the selection of a small subset of features compu-
tational costs are reduced and diﬃculties associated with
large feature vectors, sometimes called the curse of dimen-
sionality [1] can be avoided. Additionally, by utilizing a
class separation measure it was proven that the selected
subset of features leads to a separation of the four classes
in the feature space with the highest accuracy.Acknowledgments
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