Abstract. We derive an adjunction inequality for any smooth, closed, connected, oriented 4-manifold X with b + = 1. This inequality depends only on the cohomology algebra and generalizes the inequality of Strle in the case of b1 = 0. We demonstrate that the inequality is especially powerful when 2χ+3σ ≥ 0, whereχ is the modified Euler number taking into account of the cup product on H 1 .
Introduction
Let X be a smooth, closed, connected, oriented 4-manifold. The minimal genus function mg X is a basic invariant of X. For rich history on this function see the excellent surveys of Lawson, [9] , [8] . For manifolds with b + (X) = 1, in this paper we will provide a general adjunction type bound for mg X . Unlike the well known adjunction bounds in [7] , [21] , [23] , our bound is purely in terms of the cohomology algebra of X.
1
To state our bound we need to introduce the modified Euler characteristic χ. Let Λ = ⊕ 4 i=0 Λ i be a cohomology algebra of b + = 1 type. We refer the readers to Section 2.1 for precise definition. Consider the skew symmetric bilinear form (1) T :
It is easy to see that the image of T is at most one dimensional ( [14] ). Let b 1 (Λ) be the rank of the skew-symmetric pairing T . Letχ ( Notice that h c (A) is always an integer since c is characteristic. Notice also that h c (A) = h c (−A), hence h(A) = h(−A). We remark that the minimal genus function mg X also has this symmetry.
More generally, h is invariant under automorphisms of the algebra Λ. This property will be used to calculate h explicitly when 2χ + 3σ ≥ 0.
For X a smooth, closed, oriented 4-manifold with b + = 1, let Λ(X) = H * (X; Z)/Tor. Then Λ(X) is an algebra of b + = 1 type. In this case, our bound of the minimal genus function is Theorem 1.4. Let X be a smooth, closed, oriented 4-manifold with b + (X) = 1. Then for any A ∈ Λ 2 (X) with A · A ≥ 0, we have mg X (A) ≥ h(A).
Hereafter, we identify H 2 (X; Z) with H 2 (X; Z) by Poincaré duality whenever necessary. Notice that the bound of mg X in Theorem 1.4 does not involve any Seiberg-Witten invariant. This inequality is motivated by the one given by Strle in [26] for classes with positive square in 4-manifolds with b + = 1 and b 1 = 0, which is proved via L 2 moduli spaces of manifolds with cylindrical ends. Our proof uses the wall crossing formula for Seiberg-Witten invariants.
When 2χ(Λ)+3σ(Λ) ≥ 0, h is easier to calculate and offers a sharp bound in the following sense. 
As a consequence of Theorem 1.4 and Theorem 1.5, when restricted to classes with non-negative square, X Λ has the smallest minimal genus function among 4-manifolds with the same cohomology algebra (modulo torsion).
In the last section we apply our bound to strongly constrain classes with non-negative square and which are represented by spheres. In a future paper we will make some explicit calculations of h when 2χ(Λ) + 3σ(Λ) < 0 and discuss further properties of h. In particular, we hope to apply these calculations, together with Theorem 1.4, to completely constrain classes represented by spheres.
We end the introduction with a number of remarks. h(A) only depends on the cohomology algebra of X. In this sense it is similar to the Rokhlin ( [24] ), Hsiang-Szczarba ( [5] ) bound via branched covering and Atiyah-Bott G-signature theorem. When b + = 1, the bound by h is generally stronger.
When b + ≥ 2 and indefinite, the adjunction type inequality depending on the cohomology algebra exists for a few manifolds of small even intersection forms on the 11/8 line l(−2E ⊕ 3U ), l = 1, 2, 3 ([20] , [3] ). In these cases c = 0 is the only adjunction class. Beyond the 11/8 line, no such adjunction inequality could exist, since Wall showed in [28] that there exist manifolds such that every primitive ordinary class is represented by spheres. This is also true for any odd and strongly indefinite intersection form: m 1 ⊕n −1 with m, n ≥ 2.
Similar to the b + > 1 Seiberg-Witten adjunction inequalities in [7] , [21] , [23] , the bounds h c involve the absolute value |c · A|. The absolute value cannot be removed by checking CP 2 .
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are isomorphisms of groups. Denote the rank of
Given two cohomology algebras Λ a and Λ b , their direct sum Λ a ⊕ Λ b is defined as the cohomology algebra Λ with Λ i = Λ i a ⊕ Λ i b for 1 ≤ i ≤ 3, and the bilinear pairings being the direct sum. Notice that the b + type is additive with respect to this operation.
2.1.1. Special features of b + = 1 type. Suppose now Λ is an algebra of b + = 1 type. We recall here the special feature mentioned in the introduction.
• The image of the skew-symmetric pairing T : Λ 1 × Λ 1 → Λ 2 is either 0 or 1 dimensional.
• Letb 1 (Λ) be the rank of T . Since T is skew symmetric,b 1 is always an even number.
Example 2.2. The following algebra of b
A simple but useful fact is that the sum Λ ⊕ lΛ S is an algebra of b + = 1 type with the sameb 1 andχ for any non-negative integer l.
It is easy to see that Λ ′ is well defined up to isomorphism, so we will denote any Lefschetz reduction of Λ by Λ red .
Unimodular quadratic forms.
Notice that the symmetric bilinear pairing Γ is unimodular. We will often abbreviate Γ(x, y) as x · y. It induces a unimodular quadratic form Q : Λ 2 → Z as Q(x) = Γ(x, x). Q(x) is called the norm of x. Γ is of even type if Q(x) is even for any vector x ∈ Λ 2 . Otherwise, Γ is called of odd type. Γ is called definite, or indefinite if min{b + , b − } = 0 or ≥ 1 respectively.
The following classification is well known (eg. [27] ): indefinite unimodular symmetric forms are classified by their rank, signature and type. Let U = 0 1 1 0 and E be the hyperbolic lattice and the (positive definite) E 8 lattice respectively. The list of indefinite unimodular symmetric forms is
Therefore, when b + = 1, the list of unimodular symmetric forms is
, where n, q ∈ N ∪ {0}.
2.2.
The adjunction classes and h. Let Λ be an algebra of b + = 1 type. Let C Λ be the set of adjunction classes of Λ. We discuss properties of this set and their consequences for the function h.
Let Aut(Λ) be the automorphism group of the algebra Λ. Notice that Aut(Λ) is a subgroup of the automorphism group of the symmetric form Γ, Aut(Γ).
Proof. This is clear for type I adjunction classes (even true for the possibly larger Aut(Γ)). For type II adjunction classes, observe that the image of T is invariant under Aut(Λ) (but not necessarily under Aut(Γ)).
Let A ∈ Λ 2 and α ∈ Aut(Λ). For any c ∈ C Λ , h c (A) = h α(c) (α(A)). Since α(c) is also in C Λ , we have h(A) ≤ h(α(A)). Similarly, we also have h(α(A)) ≤ h(A). Hence we have the desired equality.
By this invariance property, to determine the function h, it suffices to pick an element, called reduced element, in each orbit of Aut(Λ) and calculate the value of h. We are able to carry this out completely when 2χ + 3σ ≥ 0.
The following simple fact will be useful in Section 4. 2.3.1. Aut(Λ) and reduced classes. We now describe Aut(Λ) and define the notion of reduced classes (under a choice of basis) in the five cases. Notice that whenever T is trivial, we have Aut(Λ) = Aut(Γ). Case (1) Take a basis B = {F, B} of Λ 2 with F ·F = B ·B = 0, F ·B = 1. The automorphism group is Z 2 ⊕ Z 2 generated by −Id and switching of F and B.
Reduced classes: aF + bB, a ≥ |b| ≥ 0.
According to Wall [27] , Aut(Λ) = Aut(Γ) is transitive on classes with the same square and divisibility.
Reduced classes: aF + bB, a ≥ |b| ≥ 0. Case (3) Assume Im T is generated by F . In particular, F · F = 0. Choose a basis B = {F, B} of Λ 2 with B · B = 0 and F · B = 1.
The automorphism group is Z 2 generated by −Id since F is preserved up to sign.
Reduced classes: aF + bB with a > 0, or
According to Wall [27] , Aut(Λ) = Aut(Γ) is generated by reflections along the classes H,
Following the terminology in [4] and [6] , we say that aH − n i=1 b i E i is reduced with respect to the basis
Case (5) In this case σ = 0 and the intersection form is 1 ⊕ −1 , or equivalently V = 0 1 1 1 . Suppose Im T is generated by F . Notice that
The only non-trivial automorphism of Λ is −Id, since F is preserved up to sign.
Reduced classes: aF + bB with a > 0, or a = 0, b ≥ 0. Proof. This is straightforward to see using the description of Aut(Λ) above except for Case(4). For Case (4) this was established by [11] (This is still true for arbitrary n by [11] and [30] ).
Calculation of h for reduced classes.
Let us first make a few observations.
1. Given A, we want to minimize |c · A| among all adjunction classes. 2. When T is trivial there are only type I adjunction classes. 3. Notice that 2χ + 3σ = σ + 8 − 4b 1 . So we need to consider both type I and type II adjunction classes whenb 1 ≥ 2.
We assume A is a nonzero class of non-negative square.
Proposition 2.7. Suppose 2χ(Λ) + 3σ(Λ) ≥ 0 and Λ is as in Cases (1), (2), (3), (5). Suppose A is a reduced class with A · A ≥ 0. There is a uniform c 0 such that h(A) = h c 0 (A). Explicitly, c 0 is given in each case as follows.
• Case (1) c 0 = 2F + 2B whenb 1 = 0 and Γ = U .
• Case (2) c 0 = 0 whenb 1 = 0 and Γ = U ⊕ (−E).
• Case (3) c 0 = 2B whenb 1 = 2 and Γ = U .
• Case (5) c 0 = F − 2B whenb 1 = 2 and Γ = V .
Proof. Case (1). Suppose
Any characteristic class is of the form c = 2kF + 2lB. We also assume that k ≥ 0 since we try to minimize the absolute value |c · A|.
Since T is trivial there are only type I adjunction classes. Such a class c should satisfy
and it reaches the minimum when k = l = 1. For c 0 = 2F + 2B, we obtain for a reduced class A,
Case (2) . Again there are only type I adjunction classes since T is trivial. The class 0 is characteristic and σ = −8 < 0, so we take c 0 = 0. Clearly, |c 0 · A| = 0 reaches its minimum, and thus
Notice also this formula is in fact valid for an arbitrary class with nonnegative square, not just the reduced ones.
Case (3). Let A = aF + bB be a reduced class, namely, a > 0, or
Any characteristic class is of the form c = 2qF + 2pB with q ≥ 0, up to the automorphism −Id.
We first consider type II adjunction classes. Such a class c satisfies c · c = 8pq ≥ 2χ + 3σ = 0 and c · F = 2p = 0.
Notice that these conditions imply that p > 0. Since a, b, p, q ≥ 0 and p > 0, |c · A| = |2ap + 2bq| is minimized by p = 1 and q = 0. Therefore we take c 0 = 2B, and we have
As for type I adjunction classes, observe that σ = 0, so any such class also has nonzero p, q coefficient and hence is also of type II. Therefore h(A) = h c 0 (A).
Case (5). This case is similar to Case (3).
Any characteristic class is of the form c = (2q − 1)F + 2pB. And we will assume that 2q − 1 ≥ 0. We first consider type II adjunction classes. Such a class satisfies c · c = 4p(p + 2q − 1) ≥ 2χ + 3σ = 0 and c · F = 2p = 0.
Thus either p > 0 or p + 2q − 1 ≤ 0. To minimize |c · A|, write
In each case, we can show that |c · A| is minimized by taking p + 2q − 1 = 0 and p = −1.
Therefore we take c 0 = F − 2B, and we have
For Case(4) we have the following analogous statement. Since the proof is long and elementary, we defer the proof to the Appendix. Lemma 2.8. Suppose Λ is as in Case (4) and
We remark that it is easy to check that c 0 in all five cases is characterized by the following conditions:
• c 0 is characteristic,
• c 0 is non-trivial on Im(T ) when T is non-trivial.
• c 0 has smallest coefficient in absolute value among classes satisfying the above four conditions.
2.3.3.
The sign of h. We explore Proposition 2.7 to determine when h takes positive and non-negative values.
Corollary 2.9. Suppose 2χ(Λ) + 3σ(Λ) ≥ 0 and Λ is not in Case (4). If A = aF + bB ∈ Λ 2 with A · A ≥ 0 is reduced and h(A) ≤ 0, then A is given as follows.
• Case (1) Proof. The formulae for h(A) are given explicitly in (3)-(6) for the four cases. We can solve h(A) ≤ 0 and h(A) = 0 easily.
For Case (4), we can also use (7) to determine when h takes positive and non-negative values. Again we will defer the proof to the Appendix since it is elementary but complicated.
Lemma 2.10. For Case (4). h(A) = 0 when
3. Proof of Theorem 1.4 3.1. Seiberg-Witten invariants. Let X be a smooth closed oriented fourmanifold. Consider the exterior algebra
In this section, we review the V (X)-valued Seiberg-Witten invariants. For more details, see [19, 17] . Suppose g is a Riemannian metric on X. Let P → X be the SO(4)-frame bundle associated to the tangent bundle. A Spin c structure on X is a liftingP of P to a Spin c (4)-principal bundle. The associated complex spinor bundle S C (P ) → X is decomposed as the direct sum of two rank-2 Hermitian vector bundles S ± C (P ). The determinant line bundle ofP is defined by L = det(S ± C (P )). It is known that c 1 (L) ∈ H 2 (X; Z) is characteristic and Spin c structures are parametrized by characteristic classes if H 2 (X; Z) has no 2-torsion. For convenience, we also use L to denoteP . A unitary connection A ∈ A L on L and the Levi-Civita connection on T X induce a Dirac operator
For a connection A ∈ A L and a section ψ ∈ Γ(S + C (P )), the Seiberg-Witten equations are D A ψ = 0,
The gauge group G = Map(X, S 1 ) acts on the configuration space C(P ) = A L × Γ(S + C (P )). A pair (A, ψ) is called reducible if ψ ≡ 0 and irreducible otherwise. Let C * (P ) be the subset of irreducible elements, on which gauge group acts freely. Let B(P ) = C(P )/G and B * (P ) = C * (P )/G be the quotient spaces.
Let M X,g (L) be the quotient space of elements in C(P ) satisfying the Seiberg-Witten equations under the action of gauge group. It has formal dimension
is always compact and, for a generic metric, it is a smooth ori-
There is a universal circle bundle over X × B * (P ). Its first Chern class µ ∈ H 2 (X × B * (P ); Z) induces a map by slant product:
For a generic metric, we introduce the V (X)-valued invariant SW(X, g, L). More precisely, for a collection of 1-forms γ 1 , γ 2 , . . . , γ p ∈ H 1 (X; Z)/T orsion (see [17] ), the Seiberg-Witten function is defined as
where x 0 is any point on X. Note that SW(X, g, L)(1), denoted as SW (X, g, L), is the normal Seiberg-Witten invariant. When b + > 1, SW is independent of the choice of a generic metric g and is denoted by SW(X, L).
When b + = 1, SW depends on the choice of a chamber. For a 4-manifold with b + = 1, the set of nonzero real second cohomology classes of nonnegative square has two components. The orientation of H 2 + (X; R) picks one component C of them and is called the forward cone. In this case, each metric g induces a unique self-dual harmonic 2-form ω g ∈ C with ω 2 g = 1. The Seiberg-Witten invariant only depends on the sign of c 1 (L) · [ω g ] rather than the choice of g. 
Notice that SW ± (X, L) depend on the choice of the forward cone. They are switched if we change the forward cone.
We will study the minimal genus problem for a class A with non-negative self-intersection. Since A and −A have the same minimal genus, we could assume that A lies in the closure of the forward cone C.
We recall the symmetry, and the blow up formulas for SW ± . [29] , [19] )
where
We explain (8) 
Two types of invariants. For type I adjunction classes, we need the following version of invariants,
where {γ 1 , γ 2 , . . . , γ b 1 } is an integral basis for H 1 (X; Z)/T orsion, compatible with the orientation of
where we have used
For type II adjunction classes, we need the following version of invariants:
is an integral basis for the null space of T . This invariant is defined if
When b 1 =b 1 , the invariants are simply SW ± (X, L). The wall crossing numbers for these two types of invariants are ( [7] , [17] , [22] )
where F is a generator of Im T and u is a nonzero constant. In light of the SW dimension calculation above and wall crossing formulas (10) and (11), Theorem 1.4 follows from the following more general result which involves the wall crossing value of the full SW. 
For brevity, we let c = c 1 (L).
3.2.
The case Σ · Σ ≤ |c · Σ|. Notice that Σ · Σ − |c · Σ| is an even number since c is a characteristic class. So if Σ·Σ−|c·Σ| < 0, then Σ·Σ−|c·Σ| ≤ −2. And the adjunction inequality holds trivially.
In the case Σ · Σ = |c · Σ|, we use the following result of Morgan-Szabó-Taubes (it is stated for SW but certainly works for the full SW): 
Suppose that Σ · Σ > 0 and c · Σ = Σ · Σ. Blowup X at n = Σ · Σ points. LetX be the resulting manifold,Σ the resulting surface, which has the same genus as Σ, and E 1 , . . . , E n the exceptional classes in H 2 (X; Z).
c is still characteristic and has the same SW dimension as c. Moreover, Σ ·Σ =c ·Σ = 0. Thus we are reduced to the case that
In this case, we will show that Σ is not a sphere by applying Lemma 3.4 to both c and −c.
If Σ is a sphere and [Σ] is of infinite order, by Lemma 3.4 applied to ±c, SW − (X, ±c) = 0.
By the assumption on the non-trivial wall crossing for c, there exists
By formula (8) in Lemma 3.2,
This contradicts to SW − (X, −c) = 0.
Σ·Σ > |c·Σ|.
Since c is characteristic, we actually have Σ·Σ−|c·Σ| ≥ 2 in this case. 
Proof of Theorem 3.3 assuming Proposition 3.5. The case that Σ·Σ ≤ |c·Σ| has been dealt with in Section 3.2. So we assume that Σ · Σ > |c · Σ| as in Proposition 3.5. If we also assume that Σ has positive genus, then Theorem 3.3 follows from Proposition 3.5.
So to prove Theorem 3.3, it remains to show that Σ cannot be a sphere if
Assume Σ is a sphere and satisfies Σ · Σ − |c · Σ| ≥ 2. We can attach a trivial handle to Σ and construct a torus T , which is homologous to Σ. Observe that 2g(T ) − 2 = 0, which is less than T · T − |c · T | ≥ 2. So this is impossible by Proposition 3.5.
Therefore we do obtain the adjunction inequality.
3.4. Proof of Proposition 3.5. We start with the following inequality in the case Σ · Σ = 0, which is essentially the combination of Proposition 8, Lemma 9 and Lemma 10 of [7] . The arguments are the same with the ordinary SW invariants replaced by the V (X)-valued invariants SW. 
The inequality also holds if
Assume H is an integral class in C with H 2 = 1 and U is a tubular neighborhood of Σ diffeomorphic to Σ×D, where D is a 2-dimensional disk. Let Y = ∂U , which is diffeomorphic to Σ×S 1 . Choose a metric g on X such that it has product form g Σ +dθ 2 +dt 2 in a collar Y × (− ǫ, ǫ), where g Σ is a metric on Σ with constant scalar curvature −4π(2g − 2) and unit area, dθ 2 is the metric on S 1 , and dt 2 is the metric on (− ǫ, ǫ). Let g R be the metric given by attaching a cylinder Y × [−R, R] with product metric g Σ + dθ 2 + dt 2 between X − U and U . Let ω g R be the unique self-dual harmonic form in C normalized by H · [ω g R ] = 1. Take a sequence {R i } increasing to infinity. The corresponding sequence of self-dual harmonic forms {ω g R i } has a subsequence (also called {ω g R i }) converging to a limit, called ω LN . By the proof of [7] Lemma 10,
is non-empty when i >> 0. By [7] Proposition 8 and Lemma 9, 2g(Σ) − 2 ≥ |c 1 (L) · Σ| as deserved.
The proof for c 1 (L) · Σ < 0 and SW − (X, L) = 0 case is the same.
Under the condition of this theorem, we call g R i the long neck metric. We also call the chamber containing ω R i with i >> 0 the long neck chamber and define SW LN (X, L) as the SW invariant of X with respect to L and the chamber.
Proof of Proposition 3.5. If we blow up X at n = Σ · Σ points on Σ, the blowup surfaceΣ ⊂ X♯nCP 2 satisfies
with E 1 , · · · , E n the exceptional classes. Suppose L is a Spin c structure such that its SW dimension k(L) ≥ 0, and the wall crossing value
Notice that in the formula of Lemma 3.2, the forward coneC of X♯nCP 2 is chosen such that C ⊂C.
SoΣ is in the positive (resp. negative) chamber of c 1 (L 1 ) (resp. c 1 (L 2 )). Consider the long neck metricg R i on X♯nCP 2 relative toΣ, we know that
By the blowup formula (Lemma 3.2), we have
By the assumption of non-trivial wall crossing, at least one of
is nonzero. Hence either
By Lemma 3.6,
Applications
We will apply Theorem 1.4 to obtain explicit genus bound for cohomology classes with non-negative square.
4.1. Proof of Theorem 1.5. Let us make a simple observation.
Lemma 4.1. Suppose Y is a closed 4-manifold and X
Proof. The inequality about mg is clear since any smooth surface in Y can be considered as a surface in X representing the same class.
The equality about h follows from Lemma 2.5. Proof. We still divide the discussion into five cases as in the beginning of Section 2.3 and choose X Λ in each case. Case (1) T trivial and Γ = U . In this case let X Λ = S 2 × S 2 . Case (2) T trivial and Γ = U ⊕ (−E). In this case choose X Λ to be the Enriques surface.
Case (3)b 1 (Λ) = b 1 (Λ) = 2 and Γ = U . In this case let X Λ = S 2 × T 2 . Case (4) T trivial and Γ odd. In this case let X Λ = CP 2 ♯nCP 2 .
Case (5)b 1 (Λ) = b 1 (Λ) = 2 and Γ odd. In this case choose X Λ to be the non-trivial sphere bundle over T 2 .
We will need the following facts about these symplectic manifolds X Λ .
Lemma 4.3. For those symplectic manifolds X = X Λ ,
• mg X (A) has been computed for any class A with A · A ≥ 0.
• D(X) = Aut(Λ(X)).
Proof. The fact that D(X) = Aut(Λ(X)) for S 2 × S 2 , S 2 -bundles over T 2 is straightforward (see e.g [12] ). The equality for CP 2 ♯nCP 2 , n ≤ 9 was due to Wall [27] , and for Enriques surface due to Lönne [18] (extending Friedman-Morgan [2] ). The minimal genus function mg was computed in [13] and [25] for S 2 ×S 2 , in [12] for S 2 -bundles over T 2 , in [13] and [11] for CP 2 ♯nCP 2 , n ≤ 9. For the Enriques surface, the generalized Thom conjecture in [21] implies that the genus bound (4) is valid for any class with non-negative square. Moreover, the minimal genus of A with A · A ≥ 0 is given precisely by 1 2 (A · A + 2), which can be seen from symplectic Seiberg-Witten theory as in [17] .
By Lemma 4.3, for any class of non-negative square A of X Λ , there is a geometric automorphism φ ∈ D(X Λ ) such that A ′ = φ(A) is reduced. Since mg X (A ′ ) = mg X (A) and h(A ′ ) = h(A), it suffices to show that h = mg X for reduced classes with non-negative square.
This equality is clear from comparing (3)- (6), (7) and the references in Lemma 4.3.
We remark that in fact there are connected symplectic surfaces in the class A for some symplectic forms, whenever A · A > 0, or A · A = 0 and A is primitive. Another fact is that when the symplectic form is reduced, the symplectic canonical class is the same as c 0 .
Now we complete the proof of Theorem 1. 
This implies the desired equality. 
If A · A = 0, then either • Λ is in Cases (1), (3), (5) and A = aF with a ≥ 1, or • Λ is in Case (4) and A = a(H − E 1 ) with a ≥ 1.
When 2χ + 3σ < 0, the calculation of h is harder. Nevertheless, we still hope to show: the only possible classes (with non-negative square) represented by spheres are the same as in the case 2χ + 3σ ≥ 0.
In the 80s and 90s using Donaldson's diagonalization of definite smooth manifolds, there have been many applications to representing classes by spheres in manifolds with b + = 1. The most general one is due to Kikuchi (Theorem 1 in [6] ), which is reformulated for the trivial T case as follows: When T is non-trivial, we have the following simple observation. Proof. Suppose A is a class with A · A = s > 0 and represented by an embedded sphere S in X. Connect sum the pair (X, S) with s − 1 copies of the pairs (CP 2 , CP 1 ) to obtain the pair (X ′ , S ′ ). Notice that S ′ is a sphere with self-intersection 1 whose neighborhood has S 3 as boundary. Thus (X ′ , S ′ ) decomposes into the connected sum (Z, ∅)#(CP 2 , CP 1 ), where Z has negative-definite intersection form. However H 1 (Z) = H 1 (M ) and hence F = 0 is in H 2 (Z). But this is impossible since F · F = 0 and Z is negative definite.
So the remaining case is A · A = 0. Proof of Lemma 2.8 .
e i E i be a characteristic class. Then k and e i are odd. Since T is trivial, there are only type I adjunction classes. Such a class c satisfies c · c = k 2 − e 2 i ≥ σ + 8 = 9 − n ≥ 0. Since e i = 0 for any i we must have |k| ≥ 3. Again we could assume k ≥ 3. For such a c, since k, a ≥ 0 and A · A = a 2 − b 2 i ≥ 0, by Cauchy-Schwarz inequality, we have
Then |c 0 · A| = c 0 · A and we obtain the formula for h c 0 as in (7).
We will show h(A) = h c 0 (A) by verifying that c · A ≥ c 0 · A among all type I adjunction classes with positive k coefficient. That is, we will prove that
where (k; e 1 , · · · , e n ) and (a; b 1 , · · · , b n ) satisfy the said conditions. Observe that
by rearrangement inequality, where τ is a permutation of {1, 2, · · · , n} such that |e τ (1) | ≥ |e τ (2) | ≥ · · · ≥ |e τ (n) | ≥ 1. So it suffices to prove (12) under an extra condition e 1 ≥ e 2 ≥ · · · ≥ e n ≥ 1. Since a ≥ 1 for nonzero reduced classes, let x i = b i /a for all i. Then
If n < 9, we may extend to n = 9 case by setting e n+1 = · · · = e 9 = 1 and x n+1 = · · · = x 9 = 0. So we need to prove that (13) k
(e i − 1)x i ≥ 0 under conditions (14) k > e 1 ≥ e 2 ≥ · · · ≥ e 9 ≥ 1, all odd, k 2 − 9 i=1 e 2 i ≥ 0, and
Notice that the second and third inequalities in (15) imply that
So the first inequality in (15) is redundant, and will be ignored. If e 1 = e 2 = · · · = e 9 = 1, then k ≥ 3, and inequality (12) or (13) holds obviously. For fixed (k; e 1 , · · · , e 9 ) satisfying (14) and e 1 ≥ 3, we will try to find maximum value of (e i − 1) x 3 =: P (x 1 , x 2 , x 3 ).
Hence it is enough to find the maximum value of P (x 1 , x 2 , x 3 ) when x 1 + x 2 + x 3 ≤ 1, x 1 ≥ x 2 ≥ x 3 ≥ 0, and show that it is not greater than k − 3. Since 1 − x 2 − x 3 ≥ x 1 , we have P (x 1 , x 2 , x 3 ) ≤ P (1 − x 2 − x 3 , x 2 , x 3 ) and can assume x 1 + x 2 + x 3 = 1.
If e 1 − 1 ≥
As noted in the proof of Lemma 2.8, the first inequality is redundant and will be ignored. We follow the method in Section 5 of [11] . Let a = b 1 + k.
Constraints (2) and (3) Combining the above discussion, we see that all possible solutions to h(A) ≤ 0 for case (4) are listed in the statement.
