Abstract-Multilevel test access mechanism (TAM) optimization is necessary for modular testing of hierarchical systems-on-chip (SOCs) that contain older-generation SOCs as embedded megacores. We consider the case where these older-generation SOCs are used as hard cores in new SOC designs, and they are delivered to the system integrator as optimized and technology-mapped layouts. We present three hierarchical test planning and TAM optimization flows that exploit recent advances in TAM design for flattened SOC hierarchies. These techniques are based on the reuse of existing TAM architectures within megacores and the optimization of the top-level TAM under the constraints imposed by "TAM-ed" megacores that are delivered either with or without a wrapper. We present a new megacore wrapper-design technique for the latter case. Unlike prior methods that assume flat test hierarchies, the proposed methods are directly applicable to real-world design-transfer models involving hard megacores between the core vendor and the system integrator for hierarchical SOCs. Experimental results are presented for four ITC'02 SOC test benchmarks that contain megacores.
I. INTRODUCTION
A hierarchical system-on-chip (SOC) is designed by integrating heterogeneous technology cores at several layers of hierarchy [1] . The ability to reuse embedded cores in a hierarchical manner implies that "today's SOC is tomorrow's embedded core" [2] . Two broad design transfer models are emerging in hierarchical SOC design flows.
A. Noninteractive
The noninteractive design transfer and hand-off model is one in which there is limited communication between the core vendor and the SOC integrator. The hard cores are taken off-the-shelf and integrated into designs as optimized layouts. 
B. Interactive
The interactive design transfer model is typical of larger companies where the business units producing intellectual property (IP) cores may be part of the same organization as the business unit responsible for system integration. Here, there is a certain amount of communication between the core vendor and core user during system integration. The communication of the core user's requirements to the core vendor can play a role in determining the core specifications.
Hierarchical SOCs offer reduced cost and rapid system implementation; however, they pose difficult test challenges. Modular testing of the embedded cores in an SOC can simplify the complex problems of test access and application [3] . For modular testing, an embedded core is isolated from surrounding logic using a test wrapper, and a test access mechanism (TAM) is designed to deliver test data from the input/output (I/O) pins of the SOC. This facilitates the reuse of precomputed tests for individual cores and partitions the SOC for test; thus, the test methodology follows the modular design process.
While several methods for TAM design [4] - [6] and TAM optimization [7] - [9] for modular test have been presented in the literature, the problem of multilevel TAM design and optimization for hierarchical SOCs has not been systematically addressed. In most prior work on TAM design, the SOC hierarchy is assumed to be flattened for the purpose of test [5] , [7] - [14] . However, this assumption is often unrealistic in practice, especially when older-generation SOCs are used as hard cores in new SOC designs. In such cases, the core vendor may have already designed a TAM within the "megacore" that is provided as an optimized and technology-mapped layout to the SOC integrator.
A megacore is defined as a design that contains nonmergeable embedded cores. In order to ensure effective testing of an SOC based on megacores, the top-level TAM must communicate with lower-level TAMs within megacores. Moreover, the system-level test architecture must be able to reuse the existing test architecture within cores; redesign of core test structures must be kept to a minimum and it must be consistent with the design transfer model between the core designer and the core user [15] .
Three proposals for test access to hierarchical embedded cores were recently presented in [16] - [18] . In [16] , the design of a test bus architecture based on scan switches was discussed. However, the TAM hierarchy was limited to a top-level test bus transporting test data to lower-level test buses to which all the cores are connected. Hierarchical TAMs that transport test data to top-level cores and also to lower-level TAMs within megacores were not considered. In [17] , the design of a hierarchical TAM was described; however, the lower-level TAMs were limited to 1-bit boundary scan chains and multilevel test buses were not considered. In [18] , the implementation of a hierarchical test bus architecture was described. However, no attempt was made to optimize these multilevel TAMs to minimize testing time. In particular, none of the three proposals considered the optimization of multilevel TAMs for cores embedded within other cores.
A TAM design methodology that closely follows the design transfer model in use is necessary because if the core vendor has implemented "hard" (i.e., nonalterable) TAMs within megacores, the SOC integrator must take into account these lower-level TAM widths, while optimizing the widths and core assignment for higher-level TAMs. On the other hand, if the core vendor designs TAMs within megacores in consultation with the SOC integrator, the system designer's TAM optimization method must be flexible enough to include parameters for lower-level cores. Finally, multilevel TAM design for SOCs that include reused cores at multiple levels is needed to exploit "TAM reuse" and "wrapper reuse" in the test-development process.
In this paper, we describe the optimization of multilevel TAMs for the "cores within cores" design paradigm. We do not present new algorithms for TAM optimization here; instead, we show how known methods for flattened SOCs can be used for multilevel TAM optimization in hierarchical SOCs. TAM widths are calculated for higher-and lower-level TAMs using a combination of integer linear programming (ILP) and enumeration [7] , and efficient heuristics [19] . While other TAM optimizations can also be used in hierarchical design flows, we focus on [7] and [19] because these tools were developed as part of our prior work. Two design flows are presented for the scenario in which megacores are wrapped by the core vendor prior to delivery. In an alternative scenario, we assume that the megacores are delivered to the system integrator in an unwrapped fashion, and the system integrator appropriately designs the megacore wrappers and the SOC-level TAM architecture to minimize the overall testing time.
If the lower-level TAM widths are fixed by the core vendor, the SOC integrator is required to optimize the top-level TAM widths to minimize the testing time under the constraints imposed by the lower-level "TAM-ed and wrapped megacores." In an interactive design transfer model, the SOC integrator can determine a priori an appropriate set of TAM widths across the system hierarchy and communicate lower-level TAM width requirements to the core vendor. The core vendor then appropriately implements the lower-level TAMs and wraps the core before delivery. In another scenario, the core vendor is only required to design and implement a TAM architecture for the megacores; the test wrapper is not designed prior to core delivery. Thus, the core vendor communicates the relevant parameters of the megacore to the SOC integrator, which in turn designs the wrapper for the megacores and optimizes the SOC-level TAM architecture. Fig. 1 illustrates a megacore that contains four embedded cores and additional logic external to the embedded cores. We assume that the core vendor for this megacore core has wrapped the four embedded cores, and implemented a TAM architecture to access the embedded cores. The TAM architecture consists of two test buses with widths of 3 and 2 bits, respectively, that are used to access the four embedded cores. We assume here that the TAM inputs and outputs are not multiplexed with the functional pins. Next, Fig. 2 shows how a two-part wrapper (Wrappers 1 and 2) for the megacore can be designed to drive not only the TAM wires within the megacore, but also to test the logic that is external to the embedded cores. In this design, the TAM inputs for Wrappers 1 and 2 are multiplexed in time, such that the embedded cores within the megacore are tested before the logic external to them, or vice versa. Test generation for the top-level logic is done by the megacore vendor with the wrappers for the embedded cores in functional mode. During the testing of the top-level logic in the megacore using Wrapper 1, the wrappers for the embedded cores must, therefore, be placed in the functional mode to ensure that the top-level logic can be tested completely through the megacore I/Os and scan terminals. While Wrapper 1 can be optimized using existing techniques such as [7] and [20] , we formulate a new optimization problem for Wrapper 2 and present a heuristic solution for it in Section III.
The contributions of this paper are twofold. First, it addresses the problem of reusing existing TAMs and wrappers in embedded megacores in hierarchical SOCs. This problem is especially important if megacores with TAMs and wrappers are delivered as hard cores in the form of optimized layouts. In formulating this optimization problem, we not only focus on the reuse of existing test infrastructures, but we also attempt to reuse existing optimization algorithms in a clearly defined optimization flow. For example, consider a megacore (denoted by Core 4) that contains three embedded cores, denoted by Cores 1-3, respectively. Suppose Cores 1 and 2 are placed on the same (internal) TAM partition within the megacore prior to core delivery. This introduces the constraint that Cores 1 and 2 cannot be tested in parallel. However, a test-planning tool for flat SOCs will evaluate a TAM architecture in which Cores 1 and 2 are placed on different TAM partitions and thereby tested in parallel. If this design yields a lower SOC testing time than a design in which Cores 1 and 2 are placed on the same TAM partition, the tool will incorrectly select the former TAM architecture. Thus, it is important to formulate the problem correctly and provide the right set of constraints to an optimization tool for flat SOCs. A second contribution of this paper lies in the design of wrappers for embedded megacores during system integration. The bitwidth for test access to be provided to the megacore must be determined on the basis of the test bitwidth needs of the other cores and megacores in the SOC. This problem cannot be solved using a straightforward adaptation of existing wrapper design solutions for flat cores. The distinction between the TAM terminal for the megacores and the scan and data terminals for the top-level logic in the megacore is crucial for wrapper design.
The rest of this paper is organized as follows. In Section II, we formulate the multilevel TAM design problem and show how "flat" TAM-optimization methods can be used to design multilevel TAMs. We also present a new wrapper-design algorithm that can be used by the system integrator when megacores are delivered in unwrapped form. In Section III, we present experimental results for benchmark SOCs [21] . Section IV concludes the paper.
II. MULTILEVEL TAM OPTIMIZATION
In this section, we present new TAM design flows that are consistent with the design transfer mode between core vendors and SOC integrators. These design flows address the complexity of optimizing TAMs for hierarchical SOCs, while exploiting existing TAM optimization algorithms for "flattened" SOCs. The top-level SOC is composed of embedded cores as well as embedded megacores obtained from core vendors. A megacore may have been a standalone SOC in an earlier generation or is a complex circuit requiring the core vendor to instantiate off-the-shelf cores in its design.
Megacores may be supplied by core vendors in varying degrees of readiness for test integration. For example, the IEEE P1500 proposal on embedded core test defines two compliance levels for core delivery: 1500-wrapped and 1500-unwrapped [22] . Here we describe three other scenarios, based in part on the P1500 compliance levels. These scenarios refer to the roles played by the system integrator and the core vendor in the design of the TAM and the wrapper for the megacore. For each scenario, the design transfer model refers to the type of information about the megacore that is provided by the core vendor to the system integrator. We use the term wrapped to denote a core for which a wrapper has been predesigned, as in [22] . We use the term TAM-ed to denote a megacore that contains an internal TAM structure. 1) Scenario 1: Not TAM-ed and not wrapped. In this scenario, the system integrator must design a wrapper for the megacore as well as TAMs within the megacore. The megacores are therefore delivered either as soft cores or before final netlist and layout optimization, such that TAMs can be inserted within the megacores. We do not consider this scenario in this paper.
2)
Scenario 2: TAM-ed and wrapped. In this scenario, we consider TAM-ed megacores for which wrappers have been designed by the core vendor. This scenario is especially suitable for a megacore that was an SOC in an earlier generation. The width of the TAM that must be supplied to it is prespecified. The I/O and scan chain terminals for wrapped hard-IP subcores may not be available to the SOC integrator to perform further test width adaptation. Such a megacore may also contain its own test control block with strict test protocols specified. Therefore, we assume that such megacores are wrapped by the core vendors prior to design transfer and test data for the megacore cannot be further serialized or parallelized by the SOC integrator.
This implies that the system integrator has less flexibility in top-level TAM partitioning and core assignment. At the system level, only structures that facilitate normal/test operation, interconnect test, and bypass are created. This scenario includes both the interactive and noninteractive design transfer models.
3)
Scenario 3: TAM-ed but not wrapped. In this scenario, the megacore contains lower-level TAMs, but it is not delivered in a wrapped form; therefore, a wrapper for it must be designed by the system integrator. In order to design a wrapper as sketched in Fig. 2 , the core vendor must provide information about the number of functional I/Os, the number and lengths of top-level scan chains in the megacore, the number of TAM partitions and the size of each partition, and the testing time for each TAM partition. We assume here that the design transfer model is noninteractive, i.e., the core vendor implements the TAM architecture for the megacores. The extension to the interactive design transfer model for Scenario 3 is straightforward. Compared to the noninteractive design transfer model in Scenario 2, the system integrator in this case has greater flexibility in top-level TAM partitioning and core assignment. Compared to the interactive design transfer model in Scenario 2, the system integrator here has less influence on the TAM design for a megacore; however, this loss of flexibility is somewhat offset by the added freedom of being able to design the megacore wrapper. Width adaptation can be carried out in the wrapper for the megacore such that a narrow TAM at the SOC-level can be used to access a megacore that has a wider internal TAM.
A. Scenario 2: TAM-ed and Wrapped Megacores in the Noninteractive Design Transfer Model
In the noninteractive design transfer model, the core vendor designs and implements TAM architectures for use within the megacores. Width optimization for these lower-level TAMs is performed without input from the SOC integrator, and testing times for megacores are specified prior to design transfer. The test parameters supplied by the core vendor to the SOC integrator for nonhierarchical cores include the number of primary (including bidirectional) I/Os, test patterns, scan chains, and scan chain lengths. The parameters supplied for the embedded megacores include only the internal TAM width and the testing time.
The multilevel TAM optimization problem in the noninteractive design transfer model for Scenario 2 can now be stated as follows.
: Given the test set parameters for the top-level cores and the total TAM width for the SOC, determine a wrapper design for each core, and a partition of among the cores in the test schedule, such that the SOC testing time is minimized under the constraints that: 1) is not exceeded at any time and 2) the megacores receive at least their prespecified TAM widths.
A special case of that contains no megacores is equivalent to in [7] ; therefore, is -hard. is not in pseudocode form, it illustrates the overall TAM design flow from core vendor to system integrator. This flow is described using a "Depth-First" [23] hierarchical ordering, such that the TAM design flow goes from the lowest-level cores to the SOC, and the design transfer model is followed at each level in succession.
Lines 1-5 in the design flow describe the start of the DepthFirst ordering of TAM design. Lines 6-10 present the SOC-level TAM design flow (performed by the system integrator). Core test parameters are obtained from the core vendors in the Optimize subroutine. In Lines 8, the TAM width assigned to each megacore is "hardwired" to by setting its testing time to for , and to for . The result of this TAM width assignment for the TAM design methods [7] , [19] used in Line 9 is as follows. The set of testing time-TAM width variables for each megacore is reduced to the single constant for , prior to TAM optimization. If , is set to . In Line 9, top-level TAM optimization is carried out for the SOC using a method from [7] and [19] to obtain the final testing time for total TAM width . The system-level TAM architecture is implemented in Line 10.
The Optimize subroutine represents the depth-first TAM design flow for the megacores (performed by the core vendors). The total TAM width for each megacore is determined by the core vendor either from the number of test pins available or from the existing TAM architecture, especially if megacore was a TAM-ed SOC in a previous generation. In Lines 5-7, the TAM is designed and total testing time for megacore is determined.
B. Scenario 2: TAM-Ed and Wrapped Megacores in the Interactive Design Transfer Model
In the interactive design transfer model, the core vendor once again designs and implements TAM architectures for use within the megacores. However, the system integrator is now able to influence the choice of TAM width supplied to megacores by the core vendors based upon system-level TAM width requirements of other cores. The test parameters for each megacore supplied by the core vendor to the SOC integrator prior to system-level TAM design, therefore, includes a set of 2-tuples , where each tuple represents a potential TAM width-testing time choice for the megacore, and the number of tuples for each megacore depends on the guidelines from the core user to the core vendor.
The multilevel TAM optimization problem in the interactive design transfer model for Scenario 2 can now be stated as follows.
: Given the test set parameters for the top-level cores and for the SOC, determine a wrapper design for each core, and a partition of among the cores in the test schedule, such that the SOC testing time is minimized under the constraints that: 1)
is not exceeded at any time and 2) each megacore receives one of its prespecified TAM widths.
A special case of in which each megacore has only one prespecified TAM width is equivalent to in Section II-A; therefore, is -hard. Fig. 4 presents the TAM design flow for the interactive design transfer model. Lines 1-11 represent the SOC-level TAM design flow (performed by the system integrator). In Lines 8 and 9, the set of variables for each megacore is reduced to the set of values. In Lines 10 and 11, the SOC-level TAM architecture is designed and desired TAM widths for megacores are communicated to core vendors. The core vendors then implement the megacore TAM architectures and transfer their designs to the SOC integrator. The system-level TAM architecture is implemented in Line 13.
The Optimize subroutine contains the depth-first TAM design flow for the megacores (performed by the core vendor). TAM design is now explored for an entire range of width values to estimate potential testing times. While this takes more computation time than a single TAM design calculation, it results in lower SOC testing times as will be seen in Section III. The value of is chosen by the core vendor depending on test pin, layout, and overhead constraints for megacore .
C. Scenario 3: TAM-ed and Unwrapped Megacores
Recall that in Scenario 3, the megacore vendor implements a TAM architecture for accessing the embedded cores within the megacore. The megacore vendor chooses an appropriate toplevel TAM width, and determines effective TAM partitions and core assignments. (The TAM optimization for the megacores can be carried out by the core vendor using either the interactive or the noninteractive design transfer models.) However, the megacore is delivered unwrapped and the system integrator has the flexibility of designing the wrapper for the megacore. If the top-level TAM width for a TAM-ed megacore is , the system integrator can provide TAM wires to this megacore by designing a wrapper for width adaptation. The testing time for the megacore increases as a result; however, the TAM wires that are available as a result of width adaptation can now be used to reduce the testing time for other cores on the SOC, potentially leading to lower overall testing time. As indicated earlier, this scenario requires a greater amount of information to be transferred by the megacore vendor to the system integrator.
The multilevel TAM optimization problem under Scenario 3 can now be stated as follows.
: Given the test set parameters for the top-level cores, the necessary parameters for the TAM-ed megacores, and total TAM width for the SOC, design a wrapper for each core (including each megacore), determine an appropriate number of TAM partitions, divide among these partitions, and assign the cores on the SOCs to the TAM partitions, such that the SOC testing time is minimized.
A special case of that contains no megacores is equivalent to Problem in [24] ; Problem is therefore -hard. We assume in this paper that the system integrator employs time-domain multiplexing of the TAM partition for the megacore and designs a two-part wrapper as shown in Fig. 2 . For a given TAM partition for the megacore, Wrapper 1 can be designed and optimized using known techniques [7] , [20] . To optimize Wrapper 2, we use a parallel to serial conversion of the test data stream at the inputs of the megacore's internal TAM, and a similar serial-to-parallel conversion at the outputs of the internal TAM. The basic concept is illustrated in Fig. 5 . We refer to this scheme as uniform intra-TAM-partition serialization. While this wrapper design is not provably optimal, the formal development of alternative inter-TAM-partition serialization methods, in which different TAM partitions are chained together, are left for future work. The megacore in Fig. 5 (the logic external to the embedded cores is not shown) has a 5-bit internal TAM, partitioned into two TAMs of widths 3 bits and 2 bits, respectively. For a given limit on the TAM width at the top-level for the SOC, it might be advantageous to provide only two TAM wires to the megacore, thereby utilizing the remaining wires for the other cores. In such situations, the system integrator can implement Wrapper 2 and the top-level TAM architecture as described next.
Suppose megacore has a top-level internal TAM width of bits and suppose it has TAM partitions of widths [ ], respectively. For a given value of SOC-level (external) TAM width for megacore , where , we need to determine an appropriate TAM partition such that and , . Let be the total testing time (in clock cycles) for the embedded cores on the internal TAM partition for megacore . Due to serialization, the testing time for TAM partition after the megacore is wrapped is clock cycles. Our goal is to minimize the quantity . To solve this problem, we enumerate all values of from 1 to , while ensuring that . This approach is computationally feasible because the value of is limited by interconnect constraints.
Consider a megacore that has been designed with a top-level TAM of width , but which is provided with a TAM of width at the SOC level. Fig. 6 describes a procedure to design the wrapper and determine the testing time for this megacore. This procedure is invoked multiple times by the SOC-level TAM design procedure, which considers different values of during TAM width partitioning. Fig. 7 presents the TAM design flow for Scenario 3. Lines 1-4 represent the TAM design flow for the megacores as performed by the core vendor. This design is implemented only for the TAM width determined by the megacore vendor; no test wrapper is designed at this time.
is determined either from the number of I/O pins available during megacore design or constraints arising from place-and-route issues. Lines 5-10 represent the SOC-level TAM design flow as performed by the system integrator. The system-level TAM architecture is implemented in line 11.
There are a number of additional ways in which multilevel TAM optimization and test scheduling can be carried out for hierarchical SOCs. First, hierarchical TAM optimization can also be carried out using reconfigurable wrappers [25] . The key idea here is to design a wrapper that can be used to interface an embedded core to TAM partitions of different widths. The reconfigurable wrapper requires a small amount of additional hardware and control complexity [25] . For Scenario 2, a core vendor can design a reconfigurable wrapper that can be exploited to adapt the test bitwidth for a core/megacore during SOC-level test application. In Scenario 3, the system integrator can design a reconfigurable wrapper based on the bitwidth needs of the other cores and megacores in the system. These techniques can be be used to improve upon the work presented in this paper.
Hierarchical TAM optimization and test scheduling can also be carried out by exploiting the presence of multiple instances of embedded cores in an SOC. These cores can be tested using the same test data, and their test bitwidth needs are similar. There- fore, multiple instances of a core can be connected to the same TAM partition (see Fig. 8 ). While the test data for these instances can be applied simultaneously via a broadcast scheme as used in [27] for core clustering, the test responses need to be handled in a different manner. For example, space compaction using exclusive-or gates can be used as shown in Fig. 8 . Since the wrapper outputs of any instance are not compacted with respect to each other, error masking can be ruled out if no two instances are faulty at the same time. A test-scheduling algorithm at the SOC level can exploit such multiple instances to reduce testing time; however, this approach does not require the reuse of TAMs in embedded megacores. It can, therefore, be combined with the techniques presented in this paper to improve the effectiveness of hierarchical TAM design and test scheduling. In this way, the core-clustering work of [27] can be extended to hierarchical SOCs by taking into account wrapper design for megacores and output-response compaction. The use of exclusive-or gates for output compaction does not provide diagnostic information to identify the failing instance. To obtain more fine-grained diagnostic information, a follow-up test session can be used to target only the "candidate" failing cores.
An alternative technique to handle identical core instances is presented in [26] . The key idea here is to use a broadcast mode for pattern application and use bit-wise comparison on the outputs. The bit-wise comparison is carried out using exclusive-or gates and "1-detect" cells on the scan outputs. A drawback of this approach is that it requires modifications to the P1500 wrapper, which is expected to become an IEEE standard soon. A single wrapper with the exclusive-or gates and 1-detect logic is required in [26] for all core instances. Therefore, this method is not feasible if the core instances are delivered in a wrapped form to the system integrator. Diagnosis of failing core instances requires that the scan chains of the cores be multiplexed out to chip pins.
III. EXPERIMENTAL RESULTS
In this section, we present experimental results for two multilevel TAM design scenarios (Scenarios 2 and 3). For Scenario 2, we consider both interactive and noninteractive design transfer models. The experimental results are presented for four SOCs: p22810, p34392, p93791, and a586 710 from the ITC'02 SOC test benchmarks [21] . These SOCs are appropriate for these experiments because they are hierarchical, containing multiple levels of embedded cores. The experimental results were obtained using a Sun Ultra 10 workstation with a 333-MHz processor and 256 MB of memory.
A. Noninteractive Design Transfer Model
We first performed TAM optimization using the design flow in Fig. 3 . In Table I , we compare the testing times (in clock cycles) and CPU times (in seconds) of the proposed hierarchical TAM optimization method with those of the corresponding "flat" methods in [7] and [19] . Although hierarchical TAM optimization was performed based on both methods in [7] and [19] for each SOC, representative results are presented here for only one of the two methods for each SOC. (Similar results are obtained for the cases not shown here.) The testing times for the "flat" and hierarchical methods are denoted by and , respectively. The number of SOC-level TAM partitions for the "flat" and hierarchical methods are denoted by and , respectively. Similarly, the CPU times for the "flat" and hierarchical methods are denoted by and , respectively. The percentage change in testing time using hierarchical TAM optimization is calculated as . In Table I (a), we present results for p22810. The hierarchical TAM optimization flow was based on the ILP and enumeration method of [7] . TAM widths supplied to each megacore were fixed at eight bits prior to system-level TAM design ( for megacore ). While the testing times obtained are higher than those obtained by (unrealistically) assuming that the SOC hierarchy can be flattened, the results obtained here are more realistic for hierarchical TAM design. Note from Table I (a) that the testing time for the hierarchical method levels out at 366 260 cycles at . A total top-level TAM width of 40 is, therefore, an effective choice for this SOC.
In Table I (b), we present results for p34392. Hierarchical TAM optimization was performed based on the heuristic method of [19] . A TAM width of 16 bits ( for megacore ) was supplied to each megacore prior to system-level TAM optimization. The increase in testing time over the "flat" case is between 13.59% and 84.56%. The testing time for the flat method reaches a minimum value of 544 579 cycles at . This lower bound (observed earlier in [7] , [9] , and [19] ) is the minimum testing time for Core 18 (the bottleneck core). For the hierarchical method, the testing time does not decrease below 618 597 cycles. This is because Module 18, which is a megacore in p34292, has a testing time of 618 597 clock cycles with an internal TAM width of 16 bits. We therefore achieve the lower bound for the SOC testing time using hierarchical TAM optimization. The CPU times for the hierarchical method are significantly lower than those for the flat method. This is because in the flat method, an ILP model is run as a final step for all 19 cores of p34392 simultaneously, thereby taking longer CPU time. In the hierarchical optimization flow, the SOC is partitioned per megacore and the ILP model runs significantly faster. In Table I (c), we present results for p93791. Hierarchical TAM optimization was performed using the heuristic method [19] . A TAM width of 16 was supplied to each megacore prior to system-level TAM optimization. In Table I (d), we present results for a586 710. Hierarchical TAM optimization was performed using ILP and enumeration [7] . A TAM width of eight bits ( for megacore ) was supplied to each megacore prior to system-level TAM optimization.
B. Interactive Design Transfer Model
We next carried out TAM optimization using the design flow in Fig. 4 . A set of potential TAM widths and corresponding testing times for each megacore was calculated prior to systemlevel TAM optimization. The best TAM width for each megacore was identified at the system level and the final SOC testing time was then determined. In Table II , we compare the testing times and CPU times for hierarchical TAM optimization with those for the corresponding flat methods in [7] , and [19] . We do not list the testing times and CPU times of the flat methods, since these are already listed in Table I . We also compare the testing times for the interactive design transfer model with the testing times for the noninteractive model.
In Table II (a), we present results for p22810. The hierarchical TAM optimization flow was based on the ILP and enumeration method of [7] . The testing times obtained are very close to those for flat TAM design, thereby demonstrating that multilevel TAM optimization for hierarchical SOCs can indeed be performed with effective results. More importantly, testing times here are significantly lower than those for the noninteractive case [see last column of Table II(a)] . This is a result of the greater flexibility in choosing lower-level TAM widths on the basis of system-level optimization.
In Table II (b), we present results for p34392. Hierarchical TAM optimization was performed based on the heuristic method of [19] . The testing times are once again lower than those for the noninteractive case.
In Table II (c), we present hierarchical TAM optimization results for p93791 performed using the heuristic method [19] . The increase in testing time over the flat case ranges from 1.67% to 7.88%, except for , for which a small decrease in testing time of 3.42% over the flat case is observed. We attribute this anomaly to the fact that the method in [19] is heuristic and inefficient TAM width assignments can sometimes be made when the search-space is large. Finally, in Table II (d), we present results for a586 710. Hierarchical TAM optimization was performed using ILP and enumeration [7] . Testing times were equal or lower than those obtained for the noninteractive case.
C. TAM Optimization for Scenario 3
We next used the design flow of Fig. 7 to carry out TAM optimization for the four hierarchical SOCs. As in the case of noninteractive design transfer (Scenario 2), the system integrator has no flexibility in designing the internal TAM architecture of the megacores. An important difference, however, lies in the fact that the system integrator can carry width adaptation for the megacores by designing their wrappers. Once again, TAM optimization was carried out using the methods presented in [7] , [19] . Table III (a) present results for p22810. The hierarchical TAM optimization flow was based on the ILP and enumeration method of [7] . The internal TAM width for each megacore is set to eight bits ( for megacore ). The external TAM width for each megacore is determined by TAM optimization procedure, and the wrapper for the megacore provides eight bits internally from the bits fed to it at the SOC level. The testing times here are slightly higher than those obtained in [7] and for the interactive Scenario 2 case, but as expected, they are lower than for the noninteractive Scenario 2 case.
In Table III (b), we present results for p34392. The hierarchical TAM optimization flow was based on the heuristic method of [19] . The testing times here are very close to those reported in [19] . The internal TAM width for the megacores here is set to 16, thereby providing greater flexibility for TAM optimization at the SOC level. The added flexibility is especially important for this SOC because it has only three megacores and only one top-level nonhierarchical core. Hence, the megacores influence the testing time much more for this SOC than in p22810, which has 20 top-level nonhierarchical cores and only two megacores. Table IV illustrates the dependence of the SOC TAM architecture and the testing time on the number of internal TAM wires in the megacores . The impact of the top-level TAM width on the external TAM widths of the megacores is also shown. Note that the lower bound of 618 597 cycles is reached with for hierarchical TAM optimization using Scenario 3. This is in contrast to the interactive case in Scenario 2, for which the lower bound was reached with . In Table III (c), we present hierarchical TAM optimization results for p93791 performed using the heuristic method of [19] under Scenario 3, with for each megacore. The testing times here are very close to that obtained for the flat method, but the computation times, which include the time to obtain the wrapper configurations, tend to be an order of magnitude greater. This can be attributed to the preprocessing time necessary to generate the wrapper configurations for the eight megacores in p93791. In addition to the eight megacores, this SOC also has six top-level nonhierarchical embedded cores. As a result, it offers interesting insights into TAM optimization under Scenario 3. Table V illustrates the dependence of and the internal TAM widths of the megacores on the SOC testing time and the TAM architecture. . This SOC has one megacore and three top-level, nonhierarchical cores, all of which have large testing times. As a result, the loss of flexibility arising from the predesigned TAM architecture for the megacore leads to a large increase in the testing time compared to the flat case.
Tables IV and V present the impact of and the internal TAM widths of the megacores on the SOC testing time and the TAM architecture. As illustrated in Fig. 9 , for , the overall SOC testing time varies significantly for p34392 as the internal TAM widths of the megacores are varied. The variation is much less pronounced for p93791. Similar results were obtained for other representative values of .
We next examine the effect of test data serialization at Wrapper 1 and Wrapper 2 on the testing time of a megacore. Table VI lists the testing times for one of the three megacores of p34392 for various values of the external TAM width , when the internal TAM width is fixed at 16 bits. We separately list the testing times for the embedded cores ( ) and the logic that is external to the megacores ( ). The results show that both of these testing times decrease at the same rate, keeping the ratio almost constant. For this megacore, is much larger than because, while the megacore has 29 top-level scan chains, the seven embedded cores have no internal scan chains.
Finally, in Fig. 10 , we illustrate the TAM architectures obtained for the various scenarios with for p22810. Using the optimization technique presented in [19] . In Fig. 10(b) , we assume an internal TAM width of eight bits for the megacores. An optimal TAM width of seven bits is determined for the megacores in Fig. 10(c) . In Fig. 10(d) , we assume that each megacore is provided with an internal TAM width of eight bits by the megacore vendor. Appropriate external TAM partitions for the megacores are determined during SOC-level TAM optimization. We note that, in this case, lower testing time is obtained using Scenario 3 compared to interactive Scenario 2. The lack of flexibility due to the rigid TAM architecture for the megacores in Scenario 3 is offset by the added freedom of TAM partitioning at the SOC level.
IV. CONCLUSION
We have shown how TAM optimization methods proposed for "flattened SOCs" can be used to solve the more realistic problem of designing multilevel TAM architectures for hierarchical SOCs containing megacores. Several test-planning scenarios have been addressed in this paper. These scenarios correspond to the level of interaction between the megacore vendor and the system integrator. Three TAM optimization flows have been proposed for these scenarios, which are directly applicable to real-world design transfer models used by core vendors and SOC integrators. Experimental results for benchmark SOCs indicate that testing times using hierarchical TAMs are often comparable to those achieved using flat methods. As part of ongoing work, we are developing a more general optimization framework for Scenario 3 to merge Wrappers 1 and 2 of the megacores into a unified wrapper, which provides lower testing time for the hierarchical SOC. We are also investigating power constraints and place-and-route issues in hierarchical test planning.
