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ABSTRACT
This thesis deals with two algorithms for data stream mining - the Very Fast Decision
Tree (VFDT) and the Concept-adapting Very Fast Decision Tree (CVFDT). The decision
tree based classification is explained. The essential idea of the Hoeffding Tree, which is
the base of VFDT and CVFDT algorithms is described. Both algorithms VFDT and CV-
FDT are explained in more detail. Further this work deals with the design of the Genetic
Programming algorithm, which is used for an image object classifier evolving. This classi-
fier is used as alternative approach of object classification in the Viola-Jones framework.
All algorithms are implemented in programming language Java. The implementation is
described. The algorithm GP is integrated into the “Image Processing Extension” library
of the program RapidMiner. The VFDT and CVFDT are tested on the synthetic and real
text data. The GP algorithm is tested on the image data for the object classification.
The evolved classifier is tested on the object in image detection.
KEYWORDS
Decision Tree, Classifier, VFDT, CVFDT, Genetic Programming, Viola-Jones, Object
detection
ABSTRAKT
Tato diplomová práce pojednává o dvou algoritmech pro dolování z proudu dat - Very
Fast Decision Tree (VFDT) a Concept-adapting Very Fast Decision Tree (CVFDT). Je
vysvětlen princip klasifikace rozhodovacím stromem. Je popsána základní myšlenka kon-
strukce stromu Hoeffding Tree, který je základem pro algoritmy VFDT a CVFDT. Tyto
algoritmy jsou poté rozebrány detailněji. Dále se tato práce zabývá návrhem algoritmu
Genetického Programování (GP), který je použit pro vytváření klasifikátoru obrazových
dat. Vytvořený klasifikátor je použit jako alternativní způsob klasifikace objektů v obraze
ve frameworku Viola-Jones. V práci je rozebrána implementace algoritmů, které jsou im-
plementovány v jazyce Java. Algoritmus GP je integrován do knihovny “Image Processing
Extension” programu RapidMiner. Algoritmy VFDT a CVFDT jsou testovány na synte-
tických a reálných textových datech. Algoritmus GP je testován na klasifikaci obrazových
dat a následně vytvořený klasifikátor je otestován na detekci obličejů v obraze.
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INTRODUCTION
Man, despite the incredible genius of the human brain is very unreliable part of
any system. As the human brain is very parallel computational unit, it can be easily
disturbed from a single task. This has a negative effect on reliability and efficiency of
the system. Therefore an effort is to eliminate the need of an human in the system,
and replace him with more reliable unit - the computer and the artificial intelligence.
One of the fields of the artificial intelligence is data stream mining. The data mi-
ning can be interpreted as “Knowledge Discovery in Databases”. Databases contains
huge amount of data, which is impossible for human to find their mining. The algo-
rithms for searching this mining exists such as ID3, C4.5 and others. Sometimes the
data is continuous data flow and it’s not possible to store them in a database. For
this case the algorithms exists such as Very Fast Decision Tree or Concept-adapting
Very Fast Decision Tree, which can handle continuous, possibly never ending data
flow so called data stream.
Another field of the artificial intelligence is an image object detection. Various
tasks exist, where the object detection technology can help human to increase reli-
ability of the system or even replace him in a simple tasks. For example the driving
assistance that detects an person in front of the car and warn before a collision, or
even avoid the collision. Or the road signs detection can keep the driver oriented on
the road. Many of accidents are caused by a drivers inattention. It is high effort of
the car industry to help the diver make his ride safe. This is made by implementing
an artificial intelligence systems into a cars.
This work deals with the implementation of three algorithms. Two algorithms
for mining data streams and one algorithm for construction of a classifier that is
further used for an object image detection.
In the first chapter two algorithms for data stream mining - Very Fast Decision
Tree (VFDT) and Concept-adapting Very Fast Decision Tree (CVFDT) are descri-
bed. Also the essential idea of these algorithms - the information gain is described
here. At the end of the chapter the theory of Receiver Operating Characteristic
(ROC) is explained.
The second chapter deals with the use of Genetic Programming (GP) algorithm
for the image object classifier design and the use for the object detection in an image.
The first part of the second chapter describes the Viola-Jones object image detection
framework. The terms like Integral Image, Feature and cascade are explained here.
The second part describes the Genetic Programming algorithm. The therms like
selection, genetic operation and fitness function are explained here. The last part of
the second chapter is dedicated to the use of Genetic Programming for image object
classifier design.
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The third chapter introduces the design of each algorithm implementation. Each
design is shown with the UML class diagram and each class purpose is explained. The
GP algorithm implementation is integrated into the RapidMiner plugin developed
on Department of Telecommunications by the group Signal Processing Laboratory
- the Image Processing Extension.
The fourth chapter introduces the results of the algorithms testing. The algori-
thms VFDT and CVFDT was tested on the synthetic and real text database samples.
The GP algorithm was tested on the set of the images. The GP was trained for face
classification. The trained classifier was used by the detector for the face detection.
12
1 DATA STREAM MINING
1.1 Data and classification
The data are represented as a set S of 𝑁 data samples in context of text data
classification. The data sample 𝑆𝑖 is a pair (X, 𝑐𝑘). The X represents a combination
of attribute values 𝑎𝑖𝑗 and a class to which the sample belongs. Each attribute 𝐴𝑖 in
a set of all attributes A of size 𝐼, has a set of values it can reach. Another attribute
𝐶 has also 𝐾 defined possible values 𝑐𝑘, which are called the classes. There are
two types of samples. Samples for which the class is known (X, 𝑐𝑘) and samples for
which the class is not known (X,−). For samples (X,−) it is possible to add the
appropriate class based on presumption, that some dependencies between the known
values of attributes X exists. Based on this dependencies it’s possible to create a
rule for the classes estimation. Such a rule is called classification rule 𝐶 = 𝑍(X) and
can be represented for example by a decision tree. Using this rule for a value of a
desired attribute estimating based on the combination of known attributes is called
classification. It is a form of sorting data samples 𝑆𝑖 into classes 𝑐𝑘, based on the
combination of attribute values 𝑎𝑖𝑗 in X.
The data can be divided into three types by a classification rule. To build a
classification rule, a set of samples with appropriate classes is needed (X, 𝑐𝑘). These
samples are called training samples. To test the quality of the classification rule
another set of samples with appropriate classes is needed. These are called testing
samples. The last type are samples not containing class (X,−). They need to be
classified using the classification rule.
In real data samples it is very unlikely to find a classification rule that fits all
samples. A minimum amount of samples, which the rule will not suit, always exists.
These samples are called the noise. For synthetic data it is possible to find the rule,
which fits all samples, because there is a given rule which generated all samples.[1][8]
1.2 Decision Tree
Decision tree is a classification rule 𝑐𝑘 = 𝑍(X) (or also a classifier), which is com-
posed by a set of fundamental rules 𝑎𝑖𝑗 = 𝑍(𝐴𝑖). These fundamental rules represents
a tree nodes. Each node tests a value of attribute 𝐴𝑖. Each node has as many descen-
dants, as many values the attribute 𝐴𝑖 can reach. Based on the concrete value of
the attribute the node decides, which subnode the sample will be sorted into. The
subnode makes similar decision, based on its own rule 𝑎𝑖𝑗 = 𝑍(𝐴𝑖) and so on recur-
sively until the sample reach a node, which has no descendants. This node is called
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a leaf 𝑙. It’s an exit of the tree and it makes a final decision about which class the
sample belongs to.
Many algorithms exist, that describe how to build a decision tree based on tra-
ining samples. Decision trees can be divided into two types, either they work with
statical data stored in some database, or they work with data stream, where the
samples just "flow through".
Algorithms working with static samples in datasets differs from algorithms wor-
king with samples in a stream. Samples in the stream are characterized primarily
by their quantity, which can be considered as being infinite. It means, that it’s not
possible store the entire stream of all samples into some database, on which the
classifier can operate later. Algorithms working on a data stream process samples
in real time. Each sample is processed by the classifier at most once.[1][8]
1.3 Hoeffding Tree
Hoeffding Tree 𝐻𝑇 is a type of a decision tree, whose growth depends on the Ho-
effding bound. This bound 𝜖 defines the minimal number 𝑀 of observations of the
value 𝑟 from range 𝑅, that evaluates a decision ability of each attribute in a node 𝑁𝑙.
After 𝑀 observations, the attribute 𝐴𝑎 with best 𝑟 is chosen as classification rule.
The bound ensures, that this attribute 𝐴𝑎 is with minimal probability of 1− 𝛿 truly
the one with the best decision ability and that after an infinite number of observati-









For the evaluation of the decision ability of an attribute 𝐴𝑖 from a set A the
function 𝐺(𝐴𝑖) exists, which is based on the information gain or the gini index.
Based on the Hoeffding bound 𝜖 and the function 𝐺(𝐴𝑖), the 𝐻𝑇 grows into more
nodes and leafs, and creates a better classification rule. The base condition to choose
the best attribute as a classification rule for a node is ?¯?(𝐴𝑎) − ?¯?(𝐴𝑏) > 𝜖, where
?¯?(𝐴𝑎) is the decision ability of the best attribute and ?¯?(𝐴𝑏) is the decision ability
of the second best attribute. This condition ensures with a probability 1 − 𝛿 that
?¯?(𝐴𝑎) is truly higher than ?¯?(𝐴𝑏). [14]
1.3.1 Very Fast Decision Tree
The Very Fast Decision Tree (VFDT) is an algorithm for a decision tree growing
based on a stream of samples S. It is an extension of the Hoeffding tree, and it solves
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some of its disadvantages, such as inability of choosing an attribute when two best
attributes have a very similar decision ability, the calculation of 𝐺(𝐴𝑖) for every 𝐴𝑖
in A is only performed after every 𝑛𝑚𝑖𝑛 samples and the pre-pruning. [14]
Procedure 1 VFDT(𝑆,X,𝐺,𝛿,𝜏 ,𝑛𝑚𝑖𝑛)
Require: 𝑆 stream of samples
X set of attributes
𝐺(.) evaluation function
𝛿 one minus probability of right decision
𝜏 user defined threshold
𝑛𝑚𝑖𝑛 frequency of evaluation function calculation
Ensure: 𝐻𝑇 decision tree
1: Let 𝐻𝑇 is a tree with one leaf 𝑙1.
2: Let 𝐴1 ∪ {𝐴∅}.
3: Let 𝐺(𝐴∅) is obtained by prediction of most frequent class.
4: for each class 𝑐𝑘 do
5: for each value 𝑎𝑖𝑗 of each attribute 𝐴𝑖 ∈ 𝐴 do
6: Let 𝑛𝑖𝑗𝑘 = 0.
7: for each sample S(X,𝑐𝑘) in S do
8: using 𝐻𝑇 sort sample (X,C) into leaf 𝑙
9: for each 𝑎𝑖𝑗 in X so, that 𝐴𝑖 ∈ Al do
10: increment 𝑛𝑖𝑗𝑘.
11: Classify with most frequent class seen by leaf yet.
12: Let 𝑛𝑙 number of samples processed by leaf.
13: if all processed samples is not in one class and 𝑛𝑙 mod 𝑛𝑚𝑖𝑛 = 0 then
14: calculate 𝐺(𝐴𝑖) for each 𝐴𝑖 ∈Al−{𝐴∅} based on 𝑛𝑖𝑗𝑘.
15: Let 𝐴𝑎 is attribute with highest ?¯?𝑙
16: Let 𝐴𝑏 is attribute with second highest ?¯?𝑙
17: Calculate 𝜖 using equation 1.1
18: Let ∆𝐺𝑙 = 𝐺𝑙(𝐴𝑎)−𝐺𝑙(𝐴𝑏)
19: if ((∆𝐺𝑙 > 𝜖) or (∆𝐺𝑙 <= 𝜖 < 𝜏)) and 𝐴𝑎 ̸= 𝐴∅ then
20: Replace the leaf by a node splitting over 𝐴𝑎.
21: for each 𝑎𝑖𝑗 ∈ 𝐴𝑎 do
22: add new leaf 𝑙𝑚, and let Am =A−{𝐴𝑎}
23: Let 𝐺(𝐴∅) is obtained by predicting most frequent class in 𝑙𝑚.
24: for each class 𝑐𝑘 and each value 𝑎𝑖𝑗 of each attribute 𝐴𝑖 ∈ Am −{𝐴∅}
do
25: Let 𝑛𝑖𝑗𝑘 = 0
26: return 𝐻𝑇
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The VDFT algorithm is described in procedure 1. Steps 1 - 6 contains the ini-
tialization of 𝐻𝑇 . The first leaf 𝑙1 is created as a root node. The empty attribute
𝐴∅ is added into the set of attributes A. His ?¯?(𝐴∅) is set as the prediction of the
most frequent class in samples captured in 𝑙1 calculated by the formula − log 𝑝(𝑐𝑚𝑓𝑐),
where 𝑝(𝑐𝑚𝑓𝑐) is the relative frequency of the most frequent class 𝑐𝑚𝑓𝑐.
From step 7 the algorithm processes each sample (X, 𝑐𝑘) of the stream. Using
the 𝐻𝑇 the sample is sorted into an appropriate leaf 𝑙. Then the statistics 𝑛𝑖𝑗𝑘 are
incremented according to the values 𝑎𝑖𝑗 in X for each 𝐴𝑖 in Al and class 𝑐𝑘, in to
which the sample belongs. The most frequent class 𝑐𝑚𝑓𝑐 seen in the samples is set
as a class the leaf will classify the unclassified samples (X,−) with. If the condition
in step 13 is met, the decision ability ?¯?(𝐴𝑖) is calculated for each 𝐴𝑖 in Al.
If the difference ∆?¯?𝑙 between the decision ability of the best attribute ?¯?𝑙(𝐴𝑎)
and the second best attribute ?¯?𝑙(𝐴𝑏) is higher then the Hoeffding Bound 𝜖, or 𝜖 is
lower or the same as 𝜏 and the 𝐴𝑎 is not 𝐴∅, the leaf is replaced by a node 𝑁𝑙 splitting
over 𝐴𝑎. For each value the 𝐴𝑎 can reach, new leaf 𝑙𝑚 is created as a descendant of
𝑁𝑙. The set of attributes Am of each new leaf is set as the Al reduced by 𝐴𝑎. For
each new leaf statistics 𝑛𝑖𝑗𝑘 are created.
From step 13, the tree is ready to classify samples without class. By every pass
of step 20, the tree will classify with better accuracy.
1.3.2 Concept adapting Very Fast Decision Tree
The CVFDT algorithm is a modification of the VFDT algorithm. The difference is,
that the CVFDT can deal with concept drifts. The VFDT reacts on the drift by
adding more nodes below the existing ones. A CVFDT can modify the structure of
an existing tree in any of its existing parts. That means, that it can detect changes
of the concept and then transform itself, to prevent redundant nodes and to be
more accurate than the original tree. To detect concept drifts, is required to store
statistics about the current data. Hence a sliding window is necessary. Each sample
is stored at the end of the window when it arrives. After 𝑤 samples have been
received, the window is full and it’s necessary to erase the oldest sample for each
new received sample. Beside that the statistic of each node the sample affected has to
be decremented. Unlike the VFDT the statistics are kept in each node in tree, not
just in the leafs. The algorithm can therefore check validity of splitting attribute
in each node in the tree against its current statistics. In case that the algorithm
finds any node 𝑁𝑙 where some other attribute 𝐴𝑛 has a better decision ability than
the current splitting attribute 𝐴𝑎, a root node 𝑁𝑎𝑙𝑡 of the new alternative tree 𝑇𝑎𝑙𝑡
splitting over 𝐴𝑛 is added into 𝐴𝐿𝑇 (𝑁𝑙). This subtree is growing beside the original
one, until it reaches the accuracy of the original. The original tree is then replaced
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by the alternative tree. Another difference is the unique identifier 𝑖𝑑 of each node
in 𝐻𝑇 . This 𝑖𝑑 is necessary to define which nodes was affected by the sample and
which was not, because the 𝐻𝑇 could change, in time the sample was stored. The
CVDFT algorithm is described in procedure 2. [15]
Procedure 2 CVFDT(𝑆,X,𝐺,𝛿,𝜏 ,𝑛𝑚𝑖𝑛,𝑤,𝑓)
Require: 𝑆 stream of samples
X set of attributes
𝐺(.) evaluation function
𝛿 one minus probability of right decision
𝜏 user defined threshold
𝑛𝑚𝑖𝑛 frequency of evaluation function calculation
𝑤 window size
𝑓 frequency of validity of each split attribute check
Ensure: 𝐻𝑇 decision tree
1: Let 𝐻𝑇 is a tree with one leaf 𝑙1.
2: Let 𝐴𝐿𝑇 (𝑙1) is empty set for 𝑙1.
3: Let 𝐴1 ∪ {𝐴∅}.
4: Let 𝐺(𝐴∅) is obtained by predicting most frequent class 𝑆.
5: Let 𝑊 is at the start an empty set of samples 𝑤.
6: for each class 𝑐𝑘 do
7: for each value 𝑎𝑖𝑗 of each 𝐴𝑖 ∈ 𝐴 do
8: Let 𝑛𝑖𝑗𝑘 = 0
9: for each sample (X,𝑐𝑘) in S do
10: Using 𝐻𝑇 and all trees in 𝐴𝐿𝑇 sort (X,C) into set of leafs 𝐿
11: for each 𝑎𝑖𝑗 in X so, that 𝐴𝑖 ∈ Al do
12: increment 𝑛𝑖𝑗𝑘.
13: Let 𝐼𝐷 of a highest 𝑖𝑑 of a leaf, the sample was sorted in.
14: Add ((X, 𝑐𝑘), 𝐼𝐷) at the end of the window 𝑊
15: if |𝑊 | > 𝑤 then
16: Let (𝑆(𝑋𝑤, 𝑐𝑘), 𝐼𝐷) is the oldest sample 𝑊
17: forgetExample(𝐻𝑇 ,𝑛,𝑆(𝑋𝑤, 𝑐𝑘)𝑤,𝐼𝐷𝑤)
18: Let 𝑊 is smaller by (𝑆(Xw, 𝑐𝑘)𝑤,𝐼𝐷𝑤).
19: cvfdtGROW(𝐻𝑇 ,𝑛,𝐺,𝑆(X𝑐𝑘),𝛿,𝜏 ,𝑛𝑚𝑖𝑛)
20: if number of all processed samples 𝑛𝑐𝑒𝑙𝑘 𝑚𝑜𝑑 𝑓 = 0 then
21: checkSplitValidity(𝐻𝑇, 𝑛, 𝛿)
22: return 𝐻𝑇
The CVFDT requires the same parameters as the VFDT, but adds some addi-
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tional like the size of the window 𝑤 and the frequency of samples 𝑓 after which the
attributes validity is checked.
In steps 1 - 9 the initialization of 𝐻𝑇 is done. The first leaf 𝑙1 is created as
root node of the 𝐻𝑇 . Its set of alternative trees is initially empty. Into the set of
attributesAl the empty attribute 𝐴∅ is added and its value ?¯?(𝐴∅) is set as prediction
of the most frequent class. The sliding window 𝑊 of size 𝑤 is initially empty set of
samples. The statistics 𝑛𝑖𝑗𝑘 is set to zero for each class 𝑐𝑘 and each value 𝑎𝑖𝑗𝑘 of each
attribute 𝐴𝑖 in Al.
From step 9 each received sample (X, 𝑐𝑘) is processed by 𝐻𝑇 . Received samples
are sorted by the 𝐻𝑇 to corresponding leafs and leafs of each alternative tree of
each node, the sample passes through. The algorithm adds the highest 𝑖𝑑 of leaf the
sample was sorted in, to this sample. This pair ((X, 𝑐𝑘), 𝐼𝐷) is stored at the end
of the window. If the number of samples stored in the window is higher than 𝑤,
the oldest sample is erased and each statistics the sample affected is decremented.
For that purpose the procedure 3 forgetExample exists. Subsequently the sample is
processed by the cvfdtGROW procedure 4. If the algorithm has processed another 𝑓
samples, the checkSplitValidity procedure 5 checks the validity of a split attribute of
each node 𝑁𝑙 in 𝐻𝑇 and each node of each alternative tree 𝑇𝑎𝑙𝑡 in 𝐴𝐿𝑇 (𝑁𝑙) towards
current statistics 𝑛𝑖𝑗𝑘(𝑁𝑙).
Procedure 3 forgetExample(𝐻𝑇 ,𝑛,(X𝑐𝑘),𝐼𝐷)
1: Pass the sample through the 𝐻𝑇
2: If the sample meets a node where 𝑖𝑑 > 𝐼𝐷, leave out this subtree.
3: Let P is a set of nodes, the sample pass through.
4: for each node 𝑁𝑙 v P do
5: for each value 𝑎𝑖𝑗 such, that 𝐴𝑖 ∈Api do
6: decrement 𝑛𝑖𝑗𝑘(𝑁𝑙)
7: for each 𝑇𝑎𝑙𝑡 in 𝐴𝐿𝑇 (𝑙𝑝𝑖) do
8: forgetExample(𝑇𝑎𝑙𝑡,𝑛,𝑆(X𝑐𝑘),𝐼𝐷)
Procedure 3 forgetExample is removing the effect of the sample from the statistics
of each node the sample affected. Sample is passing through the 𝐻𝑇 according to
its X, similarly to the first pass through the tree. It’s sorted only to such nodes that
have smaller or the same 𝑖𝑑 as the 𝐼𝐷 stored with the sample. It prevents the sample
from decrementing statistics in those nodes, in its potential way through the tree,
which were created by the time, the sample was stored in the window and therefore
never could be passed through.
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Procedure 4 cvfdtGROW(𝐻𝑇 ,𝑛,𝐺,𝑆(X𝑐𝑘),𝛿,𝜏 ,𝑛𝑚𝑖𝑛)
1: Sort sample 𝑆 into a leaf 𝑙 using 𝐻𝑇
2: Let P is a set of nodes, the sample pass through.
3: for each 𝑙𝑖 in P do
4: for each value 𝑎𝑖𝑗 so, that 𝐴𝑖 ∈Api do
5: increment 𝑛𝑖𝑗𝑘(𝑙𝑝𝑖).
6: for each tree 𝑇𝑎 in 𝐴𝐿𝑇 (𝑙𝑝𝑖) do
7: cvfdtGROW(𝑇𝑎,𝑛,𝐺,𝑆(X𝑐𝑘),𝛿,𝜏 ,𝑛𝑚𝑖𝑛)
8: classify with most frequent class seen in node yet.
9: Let 𝑛𝑙 number of samples processed by node.
10: if all samples seen in node yes are not in one class and 𝑛𝑙𝑚𝑜𝑑𝑛𝑚𝑖𝑛 = 0 then
11: calculate 𝐺(𝐴𝑖) for each 𝐴𝑖 ∈Al−{𝐴∅} based on 𝑛𝑖𝑗𝑘
12: Let 𝐴𝑎 is attribute with highest 𝐺𝑙.
13: Let 𝐴𝑏 is attribute with second highest 𝐺𝑙.
14: Calculate 𝜖 using equation 1.1.
15: Let ∆𝐺𝑙 = 𝐺𝑙(𝐴𝑎)−𝐺𝑙(𝐴𝑏)
16: if ((∆𝐺𝑙 > 𝜖) or (∆𝐺𝑙 <= 𝜖 < 𝜏)) and 𝐴𝑎 ̸= 𝐴∅ then
17: replace leaf by node splitting over 𝐴𝑎.
18: for each 𝑎𝑖𝑗 ∈ 𝐴𝑖 do
19: add new leaf 𝑙𝑚, and let Am =A−{𝐴𝑎}.
20: Let 𝐴𝐿𝑇 (𝑙𝑚) = { }.
21: Let 𝐺(𝐴∅) is obtained by predicting the most frequent class in 𝑙𝑚
22: for each class 𝑐𝑘 and each 𝑎𝑖𝑗, of 𝐴𝑖 ∈ Am −{𝐴∅} do
23: Let 𝑛𝑖𝑗𝑘 = 0
24: return 𝐻𝑇
Procedure 4 cvfdtGROW basically represents a concept of the VFDT algorithm.
It sorts the samples into corresponding leafs. It does not increment statistics in leafs
only but also in each node the sample passes through. Another difference is that
procedure cvfdtGROW grows alternative trees beside the original one.
Procedure 5 checkSplitValidity passes each 𝑁𝑙 in 𝐻𝑇 and each its alternative
tree 𝑇𝑎𝑙𝑡 in 𝐴𝐿𝑇 (𝑁𝑙) and checks if some better attribute 𝐴𝑛 exists in Al than the
current splitting 𝐴𝑎 after every 𝑓 samples. If one exists and the conditions in steps 8
and 10 are met, a new alternative tree 𝑇𝑎𝑙𝑡 with root node splitting over 𝐴𝑛 is added
into 𝐴𝐿𝑇 (𝑁𝑙). This alternative tree grows besides the original, until it reach higher
accuracy and replaces him.
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Procedure 5 checkSplitValidity(𝐻𝑇 ,𝑛,𝛿)
1: for each node 𝑁𝑙 in 𝐻𝑇 , which is not a leaf do
2: for each 𝑇𝑎𝑙𝑡 in 𝐴𝐿𝑇 (𝑙) do
3: checkSplitValidity(𝑇𝑎𝑙𝑡,𝑛,𝛿)
4: Let 𝐴𝑎 is splitting attribute in 𝑁𝑙.
5: Let 𝐴𝑛 is attribute with highest 𝐺𝑙 different from 𝐴𝑎 v 𝑁𝑙.
6: Let 𝐴𝑏 is attribute with highest 𝐺𝑙 different from 𝐴𝑛 v 𝑁𝑙.
7: Let ∆𝐺𝑙 = 𝐺(𝐴𝑛)−𝐺(𝐴𝑏).
8: if ∆𝐺𝑙 > 0 and is not any 𝑇𝑎𝑙𝑡 in 𝐴𝐿𝑇 (𝑙) with 𝐴𝑛 as a splitting attribute
then
9: calculate 𝜖 by equation 1.1
10: if (∆𝐺𝑙 > 𝜖) or (𝜖 < 𝜏 and ∆𝐺𝑙 > 𝜏2 ) then
11: Let 𝑁𝑛𝑒𝑤 is new node splitting over 𝐴𝑛.
12: Let 𝐴𝐿𝑇 (𝑙) = 𝐴𝐿𝑇 () + {𝑁𝑛𝑒𝑤}.
13: for each value 𝑎𝑖𝑗 in 𝐴𝑛 do
14: add 𝑙𝑚 as a descendant 𝑁𝑛𝑒𝑤.
15: Let Am =A−{𝐴𝑛} .
16: Let 𝐴𝐿𝑇 (𝑙𝑚) = { }.
17: Let 𝐺(𝐴∅) is obtained by predicting most frequent class in 𝑙𝑚
18: for each 𝑐𝑘 and each 𝑎𝑖𝑗 of each attribute 𝐴𝑖 ∈ Am −{𝐴∅} do
19: Let 𝑛𝑖𝑗𝑘 = 0
1.3.3 Information Gain
To choose the best attribute as a classification rule for a node, it is necessary to have
an evaluation function. Many evaluation methods exist such as Gini Index or In-
formation Gain. The implementation uses the Information Gain, which is described
in this section. The Information Gain is based on information value and entropy.
Information is a value of uncertainty about some event. Uncertainty can be consi-
dered as the probability 𝑝(𝑐𝑘|𝑎𝑖𝑗) that value 𝑎𝑖𝑗 of the attribute 𝐴𝑖 occurs together
with the class 𝑐𝑘 in a sample. The value of uncertainty is calculated by the equation
1.2.[6][5][4]
𝐼(𝑐𝑘) = − log2 𝑝(𝑐𝑘|𝑎𝑖𝑗) (1.2)
Another important term for Information Gain calculation is entropy. It is an
average amount of information per symbol. A symbol can be considered as each
class 𝑐𝑘. If 𝐼(𝑐𝑘) is the amount of information contained in one class 𝑐𝑘, which
occurs for value 𝑎𝑖𝑗 with probability 𝑝(𝑐𝑘|𝑎𝑖𝑗), then the entropy of value 𝑎𝑖𝑗 is the
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𝑝(𝑐𝑘|𝑎𝑖𝑗) log2 𝑝(𝑐𝑘|𝑎𝑖𝑗). (1.3)
Using equation 1.3 it is possible to find the entropy for value 𝑎𝑖𝑗 of attribute
𝐴𝑖. When the entropy for all values 𝑎𝑖𝑗 in 𝐴𝑖 is calculated, it’s possible to get the
average amount of information of an entire attribute 𝐴𝑖, which is the entropy 𝐸(𝐴𝑖)





Then it’s possible to calculate the entropy 𝐸 contained in all samples together.





𝐸 is also maximum for entropy 𝐸(𝐴𝑖). If only one class 𝑐𝑘 exists for each value
𝑎𝑖𝑗 the attribute splits ideally. It means, that it doesn’t exist any uncertainty in
split samples and the entropy 𝐸(𝐴𝑖) equals zero. The Information Gain 𝐺(𝐴𝑖) is
the difference between the average uncertainty in all samples 𝐸 and the average
uncertainty 𝐸(𝐴𝑖) obtained by splitting over attribute 𝐴𝑖. It reflects the amount
of uncertainty contained in all samples that is eliminated by splitting over 𝐴𝑖. The
Information Gain is calculated by equation 1.6.[6][5][4]
𝐺(𝐴𝑖) = 𝐸 − 𝐸(𝐴𝑖) (1.6)
1.4 ROC curve
ROC (Receiver Operating Characteristic) is used to objectively evaluate the quality
of classifiers. It is a curve showing the rate between correctly classified positive
samples and incorrectly classified negative samples. The construction of the curve is
based on table 1.1. The ROC table is build for one certain value of threshold 𝑡𝑟𝑜𝑐 set
for the algorithm. This threshold 𝑡𝑟𝑜𝑐 represents a value of probability. If the class
𝑐1 occurs in leaf 𝑙 with the higher probability 𝑝(𝑐1) than the threshold, the leaf will
classify all samples with this class. If the class 𝑐1 occurs with the smaller 𝑝(𝑐1), the
leaf will classify all samples with the opposite class 𝑐2. After testing the classification
based on 𝑡𝑟𝑜𝑐, it’s possible to get 4 values: the number of positively classified positive
samples 𝑇𝑃 , the number of positively classified negative samples 𝐹𝑃 , the number
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of negatively classified positive samples 𝐹𝑁 and the number of negatively classified
negative samples 𝑇𝑁 .




𝑝(𝑐1) > 𝑡 𝑐1 𝑝𝑇𝑃 (𝑡) 𝑝𝐹𝑃 (𝑡)
𝑝(𝑐1) < 𝑡 𝑐2 𝑝𝐹𝑁(𝑡) 𝑝𝑇𝑁(𝑡)
Rate between 𝑇𝑃 and all real positive samples is 𝑝𝑇𝑃 (𝑡), 𝑝𝐹𝑁(𝑡) for 𝐹𝑁 and
similarly for negative samples 𝑝𝐹𝑃 (𝑡) and 𝑝𝑇𝑁(𝑡). The 𝑝𝑇𝑃 (𝑡) is called sensitivity
and the 𝑝𝑇𝑁(𝑡) specificity. Values of sensitivity and one minus specificity define one
point of the ROC curve. The whole curve is constructed by passing the threshold
𝑡𝑟𝑜𝑐 through its range and building the ROC table for each value. By counting the
area under the curve AUC value, it’s possible to interpret an achieved result. The
interpretation of the AUC value is presented in table 1.2. [17][21]







2 IMAGE OBJECT DETECTION
2.1 Viola-Jones Framework
The Viola-Jones is the image object detection framework. The framework was pro-
posed by Paul Viola and Michael Jones in 2001.[22] It uses the integral image as
an image format representation, the haar-like feature as an object indicator (weak
classifier) and the Adaboost as a learning algorithm.
2.1.1 Integral Image
The integral image is an image representation. Each point of the integral image is
the sum of the pixel values above and to left from the equivalent point in the original
image. This representation allows fast generating of a sum of the image pixel values.
Sum of pixels in any rectangle of the image can be calculated simply with four values
of the integral image. The rectangle sum in the integral image is calculated using
equation 2.1.[22]
Σ(𝑥, 𝑦) = 𝑖(𝑥 + 𝑤, 𝑦 + ℎ)− 𝑖(𝑥 + 𝑤, 𝑦)− 𝑖(𝑥, 𝑦 + ℎ) + 𝑖(𝑥, 𝑦) (2.1)
Fig. 2.1: Rectangle sum calculation using Integral Image
2.1.2 Haar-like Feature
The feature is a set of rectangles R defined by a position coordinate, a width, a
height and a weight. A smaller rectangle compensates its size with the weight of
the pixels - twice smaller rectangle has twice the weight of the pixels. The feature
is calculated as a difference of pixel sums of the rectangles. The normalization for
the monotonic illumination changes and scale are used. The standard deviation 𝜎
normalizes the illumination changes and the weight on one pixel 1
𝑤ℎ
normalizes an
size of an object. Examples of features are showed on the figure 2.2.[22][25][26]
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Fig. 2.2: Feature examples
The feature is used to indicate an typical pattern of an object in the image.
For the face it can be the nose or the mouth or the eye. In a gray-scale image are
for example an eyes with eyebrows darker areas then the nose in the middle. The
learning algorithm must find such a features that would indicate the most typical
pattern of the object. For the face it can be the feature like on the figure below 2.4.
Fig. 2.3: Feature use example
The feature is calculated in a follow way.
• The feature is composed of 𝑁 rectangles. Rectangles defines an areas of pixels.
The sum Σ of each rectangle is calculated by equation 2.1 using the integral
image.
• The Σ of all rectangles are weighted and summed ∆ =
∑︀𝑁
𝑖=0(𝑤Σ𝑖). The ∆ is
an difference between all rectangles sums.
• The result is calculated using equation 2.2. It is a rate between the rectangles
difference ∆ normalized by the weight 1
𝑤ℎ





The learning algorithm must find such a threshold 𝐹𝑟𝑒𝑠, that would split the
positive and negative images most.
The feature is evaluated by calculating 𝐹𝑟𝑒𝑠 and comparing with the learned
threshold. If the 𝐹𝑟𝑒𝑠 is higher then the threshold, it means that the background of
the feature is far from the pattern it indicates and therefore the feature indicates
that there is not an object on the image. If the 𝐹𝑟𝑒𝑠 is less than the threshold, so the
background more similar to the pattern the feature indicates, the feature indicates
that it is the object on the image.[22]
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2.1.3 Cascade
The traditional way to detect an objects in an image for the Viola-Jones framework
is to use a cascade of the Haar-like features. The cascade consists of several stages
and each stage contains of several features. An object is detected if an image has
passed through all the stages. An image can be rejected at any stage if any feature
indicates that it is not the object.
NO NO NO NO
YES
Fig. 2.4: Cascade
The features for the stages are trained and the best ones are selected by the
AdaBoost algorithm. The features are trained on small gray-scale images of size
24x24 pixels.[22]
2.1.4 Detection
Viola-Jones framework use the window for the detection. The window is an area
of pixels. Detection is made by passing and scaling the window through the image
2.5(a). The window is classified at each its position and scale using the cascade.
The window is an area of base size corresponding with the size of an images that
the classifier was trained for. The features of the cascade has its fixed positions in
the window 2.5(b). As the window moves on an image, the features moves with the
window. The features are also scaled the same as window.[22]
(a) Window pass (b) Window example
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2.2 Genetic Programming
Genetic programming (GP) is a process of a heuristic search for a solution of a
problem. The Genetic programming is therefore best suited for solving the problems
which has no analytical solution. The GP was firstly proposed by John Koza. It
is based on the principle of biological evolution where only the strongest ones are
selected to exchange part of their informations - solutions. Solutions in GP are
defined as trees. Tree is composed of several types of nodes - the functions and the
terminals. The root node is always a function and the descending nodes can be a
constant, a variable or another function. The program works by passing the tree
and calling the functions with the arguments in its descendants. The tree in GP is
called the individual. The process of evolving consist of group of trees called the
population. The individuals from the population which solution corresponds best
to the desired solution quality, are selected to create a new population. Desired
quality of the solution is called the fitness and it is a desired output which the
evolution is trying to reach. The fitness of individual is calculated by the fitness
function. The individuals with the best fitness are selected to exchange part of
their solution preferably. Three essential operations for creation of new population
exists. The crossover operator, the mutation operator and the reproduction operator.
The crossover is used for exchange a parts of the selected individuals solutions,
the mutation is used to replace an old part of the selected individual by a new
generated solution and the reproduction simply copy the individual straight into
the new population. The process of evolving continues until the individual which
solution has a same or higher quality than the desired fitness is found.[9]
2.2.1 Population Generating
Three base methods was proposed by John Koza for population generating - the
Full method, the Grow method and the Ramped Half-and-Half method. [13] The
Full method generates an individual of the full size. It means that each individual
has exact specified size. The Grow method generates an individuals of random size
from range {1 - maximum size}. The method Ramped Half-and-Half combines the
two methods - Full and Grow. First part of the population is generated by the Full
method and the second part by the Grow method.[9][8]
2.2.2 Selection
Like in biological evolution only the most promising individuals have to be selected to
population be able to evolve. Many methods for selection exist like Elitist selection,
Scaling Selection or Roulette-wheel selection.
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Roulette wheel selection is a fitness proportionate. It means individuals with
better fitness has a higher probability to be selected. There is a range of values
for selection. In this range each individual has a space proportionated its fitness. A
random value with uniform distribution from the range is selected. The individual
which space the value belongs into is selected. Higher probability of selection has
the individual with wider space in the range.[9][10][8]
2.2.3 Crossover
The crossover is the method for individuals solution parts exchanging. The crossover
method works with two individuals - the primary and the secondary. The crosso-
ver point is randomly selected in the primary individual. The secondary subtree is
randomly selected. The primary subtree is replaced by the secondary subtree. The
primary subtree and the rest of the secondary tree is not used further. One child in-
dividual is cerated from the two parent individuals. John Koza allowed the crossover
operation with probability 𝑝(𝑐) = 0.89.[9][8][13]
2.2.4 Mutation
The mutation is a method for modifying an individual solution part by replacing an
old part with a new randomly generated part. The mutation point in the selected
tree is randomly chosen. Because maximum size of the tree has not to be exceeded,
the maximum possible size of the new generated subtree has to by calculated. The
old subtree is replaced by a new generated subtree. John Koza allowed the mutation
operation with probability 𝑝(𝑐) = 0.01.[9][8][13]
2.2.5 Reproduction
The reproduction is a method that copy the selected individual directly into the
new population. John Koza allowed the reproduction operation with probability
𝑝(𝑐) = 0.1.[9][8][13]
2.2.6 Fitness Function
The goal of the GP process is to reach of a tree with desired output. In the process of
evolving a classifier it is an classifier with a desired quality of classification. Therefore
it is a need for to specify a desired quality of solution. The implementation of this
method depends on a problem that should be solved. For classification it can be a
desired probability of right decision or function of sensitivity and specificity. The
fitness function calculates the quality of the classification for each individual in
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population and compare the quality with desired quality. If the individual with better
quality than the desired exists, the process of evolving is done and the individual is
the final output.[9][8]
2.2.7 Genetic Programming Algorithm
The process of Genetic Programming algorithm is described on the figure 2.5. In
the first step the population is generated. The individuals are generated as trees
randomly fulled with a functions in the not leaf nodes and a terminals it the leaf
nodes. The tree can be generated with the Grow, the Full or the Ramped-Half-and-
Half method. After the population is created, each individual is evaluated by the
fitness function. The individuals are sorted by a fitness score. The first, which is
also the best individual is checked if its quality has reached the desired quality. If
the quality reached or exceeded the desired quality the process ends and the best
individual is the solution. If the quality has not reached the desired quality, the




















until is not fullPg+1
g = g + 1
Pg=0
Fig. 2.5: Process of Genetic Programming
The individuals are selected by a specified rule (e.g. the Roulette Wheel selection
method) and processed with the genetic operations. Each genetic operation is used
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with the certain probability. The new individual is created by a genetic operation.
This individual is added to the new population. The process of the individual se-
lecting and processing by a genetic operation is repeated until the new population is
full. This population is then set as the current population and the process continues
from the evaluation until the individual with desired quality is found.
Procedure 6 Genetic Programming algorithm
Require: T set of terminals
O set of functions
𝑓 desired quality paradigm
𝐹 (.) evaluation function
𝑆(.) selection function
𝑝_𝑠𝑖𝑧𝑒 size of population
𝑝(𝑐) crossover operation probability
𝑝(𝑚) mutation operation probability
𝑝(𝑟) reproduction operation probability
1: Generate initial population P.
2: for each individual 𝑃𝑖 in P do
3: calculate fitness by 𝐹 (𝑃𝑖).
4: Sort the individuals based on their fitness.
5: while 𝐺(𝑃1) < 𝑓 do
6: repeat
7: Let P_new = { }.
8: Select an genetic operation 𝑂(.) based on the probabilities.
9: Select individual 𝐴 with the selection function A = 𝑆(P).
10: Select individual 𝐵 for the crossover operation.
11: Create new individual 𝐶 = 𝑂(𝐴) or 𝐶 = 𝑂(𝐴,𝐵) in case of the crossover.
12: Let P_new = P_new+C.
13: until the P_new is not size of 𝑝_𝑠𝑖𝑧𝑒.
14: for each individual 𝑃𝑖 in P do
15: calculate fitness 𝐺(𝑃𝑖).
16: Sort the individuals based on their fitness.
17: Let 𝑃1 be the solution.
18: return 𝐺𝑇
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2.3 Genetic Programming based Image Object Clas-
sifier Design
The traditional way of Viola-Jones framework image classification is use of a cascade.
Each window of an image is passed through the cascade. If the image passes through
all the stages, it’s considered as containing an object. If any feature at any stage
indicates that it is not the object on the image, the image is considered as not
containing the object. Each feature itself can make the final decision. That can have
an effect on the false negative rate (FN), when the image contains an object, but
single feature indicates that not. The image is in this case considered as negative.
The idea of using Genetic Programming and decision tree is that no feature can
make the final decision itself. Even if one feature indicates image as negative, the
image has still a chance to be classified as positive.
In this work the decision tree is used as an object classifier instead of the cascade.
The tree is build using Genetic Programming algorithm.
2.3.1 Feature Extraction
All possible features are generated. For each feature a threshold is determined and
a defined count of the best features is extracted using the AdaBoost algorithm.
Extracted features are used by the Genetic Programming as the terminals.
2.3.2 Classifier Design
The tree in Genetic Programming is constructed from the functions and terminals.
As a functions are used a boolean functions like 𝑂𝑅,𝑁𝑂𝑅,𝐴𝑁𝐷,𝑁𝐴𝑁𝐷 and𝑋𝑂𝑅
and as a terminals are used the features. The features can either indicate an object
or not. That mean it can be used as an input for the boolean functions.
The whole tree is constructed as one function, which has an another function or
an terminal in its arguments. All leafs of the tree are the features. The example of
decision tree with functions and features is shown on the figure 2.6 and described
by the equation 2.3.
𝑓(𝑖𝑚𝑔) = AND(OR(𝐹1(𝑖𝑚𝑔), 𝐹2(𝑖𝑚𝑔)),XOR(𝐹3(𝑖𝑚𝑔), 𝐹4(𝑖𝑚𝑔)))) (2.3)
2.3.3 Genetic Programming
The classifier is build using the Genetic Programming with an approach described




F1 F2 F3 F4
Fig. 2.6: Decision Tree using function and features
(The Full method). Each function node can represent one of the functions and each
terminal can represent one of the features.
The algorithm uses all three genetic operations - Crossover, Mutation and Re-
production. Each operation is done with certain probability.
Each individual in the population is evaluated by classifying the set of training
images. Four statistics are stored - the true positive count (TP), the false positive
count (FP), the true negative count (TN) and the false negative rate (FN). This
statistics can be used for calculations of various rates or coefficients - accuracy,
sensitivity, specificity, false positive rate or the Matthews correlation coefficient.
The calculated rate is used as fitness for the individual.
The individuals are selected for the genetic operation with fitness proportional
method called the Roulette Wheel.
The evolution process runs until the individual with a desired fitness is found
in the current population or until the time for the process is exceeded - the current
best individual is selected as an result of the evolution.
2.3.4 Process Design
The process of the object image detection system is shown on the figure 2.7. The
features are generated, trained and the best features are extracted using AdaBo-
ost algorithm. The best features are used by Genetic Programming algorithm as a
terminals in order to evolve an object classifier. For the features training and the
classifier evolving a set of training images is used which are of size 24x24 pixels. The
evolved classifier is used by detector to detect an object on the given image that is







Set of all posible features
Set the best features
Object classifier
Detected areas






Set of integral images
Integral image
Fig. 2.7: The system design
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3 IMPLEMENTATION
The three mining algorithms was implemented in programming language Java -
the Very Fast Decision Tree algorithm (VFDT), the Concept-adapting Very Fast
Decision Tree algorithm and the Genetic Programming algorithm. In the further
text the implementation of each algorithm is explained.
3.1 Very Fast Decision Tree
The Very Fast Decision Tree algorithm implementation consists of four classes - Sam-
pleFormReader, Attribute, Node and VFDT. The class Attribute define a structure
of data attribute. It stores a name of the attribute, and list of all values the attri-
bute can reach. The class SampleFormReader is used to create list of all attributes
based on the configuration file. The class Node define a tree node - the tree structure
element. It contains the list of the descendant nodes, the parent node, the split attri-
bute and others. The class VFDT defines an algorithm itself. The class contains all
methods for the VFDT algorithm. The structure of the algorithm implementation
is shown on the classes diagram on the figure 3.4.
3.1.1 VFDT parameters
The implemented VFDT algorithm can be used by making an instance of the VFDT
class. The class has four attributes - delta, tau, nMin and setFile. The attribute delta
is the maximal probability of wrong split. The probability should have smallest
possible value (e.q. 0.0001). Smaller value delta ensures less redundant nodes in cost
of more samples per each split. Higher value delta ensures faster tree growing in cost
of more redundant nodes. The attribute tau is an threshold that prevents an inability
of split when two attributes has very similar information gain (e.q. 0.05). Too high
tau value causes that splits will be performed without sufficient number of samples.
Too low tau value will have no effect. The attribute nMin determines the number
of samples after which the check for split is performed (e.q. 300). Too high or too
low nMin value can slow the algorithm down. Too low nMin value causes frequent
checking for a split and too high value causes the splits are performed to late. The
attribute setFile is string with address to the setting file. Example of setting file is in
the table 3.2. After creating an VFDT instance the samples can be processed and the
tree induced. Each sample is processed by the method processVFDT(Map<String,
String> sample, Node temp). The sample is an map of pairs attribute - value. The
node is the root node of the tree that will process the sample.
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Fig. 3.1: CVFDT (VFDT) algorithm implementation UML class diagram
3.2 Concept-adapting Very Fast Decision Tree
The Concept-adapting Very Fast Decision Tree (CVFDT) is extension of the VFDT,
so the CVFDT is implemented as so. The class CVFDT was created for the CVFDT
algorithm. It extends the VFDT class. The CVFDT class implements methods for
the alternative trees growing, the concept drift checking and storing samples in the
sliding window.
The CVFDT and VFDT implementations need an configuration file with the
attributes definitions. The Configuration file is shown on the figure 3.2.
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Configuration file example
Each line represents one attribute 𝐴𝑖. The name of the attribute is a set of symbols
in front of colon. Between colon and semicolon is the set of values 𝑎𝑖𝑗, which can this
attribute reach, separated by comas. One of the attributes has to be marked as the
classified attribute 𝐶. This attribute has to be marked with string CLASS: planted









Fig. 3.2: The configuration file format example
Dataset file example
First line of file with samples has to represent a sequence of names of all attributes.
Their names has to correspond to the names in configuration file. Sequence can
be different. Every other line represents one sample. This is sequence of attribute
values defined in first line. Names of the values has to correspond with names in
configuration file. Sequence has to correspond to sequence of attributes in first line.
An example of file with one sample is described on the figure 3.3.
PERSON LIGHTOUT LIGHTIN TEMPERATURE TV WINDOW ZALUZIE
IN YES NO NORMAL ON CLOSED YES
Fig. 3.3: The data set format example
3.2.1 CVFDT parameters
The implemented CVFDT algorithm is used the same way as the VFDT algorithm.
The CVFDT has attributes - delta, tau, nMin and setFile as the VFDT, but it
has two attributes more - winSize and f. The attribute winSize specifies the sliding
window size. Too low size of the window causes an inability to adapt on any concept.
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The tree will be rebuilding itself continuously. Too high size of the window will cause
small sensitivity on a concept drift. The attribute f specifies the number of samples
between two checks of split validity in each node. Too low value of f will slow the
algorithm down. Too high value of f cause slow reaction on a concept drift. The
concrete values of winSize and f depends on the character of the stream - how often
a concept drift is expected.
3.3 Genetic Programming
The Genetic Programming algorithm implementation consists of four classes - GP-
Node, Evaluator, Function and GP. The class Node defines a tree node - the tree
structure element. It stores references to the two its descendant nodes, the parent
node, either the function or the feature based on the type of the node and other.
The class Evaluator is used to evaluate the set of individuals on the set of train
images. The class Evaluator extends the class Thread, so it can run in multiple
threads. The whole population divided into four lists and each part is evaluated in
its own thread. The evaluation is the most time demanding process, so dividing it
into four parallel processes makes it faster. The class GP defines an algorithm itself.
The class contains all methods for the GP algorithm. The structure of the algorithm
implementation is shown on the classes diagram below.
3.3.1 Population Generating
The population is generated with the Full method. Each individual is of full size
initially. The auxiliary vector is created for the individual generating. The first node
with random feature is created and added to the vector. The number of descendants
the node carries is set to one. The first node from the vector is taken as actual. Two
nodes with random feature are created as descendants of the actual node and added
to the vector. The parent node for both descendant nodes is the actual node. The
random function is selected for the actual node and its feature is removed, so the
node is transformed to the function node. The number of the nodes the actual node
and all his parents carry is recalculated.
Next node from the vector is taken as an actual node and process is repeated
recursively until the defined number of nodes is created.
3.3.2 Selection
Each individual is selected with probability proportional to its fitness. The imple-
mented selection method is the Roulette-wheel selection method. For the selection
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the roulette-wheel is created by two dimensional matrix. For all individuals the re-
ference of the individual and the boundary is stored in the matrix. The boundary 𝑏𝑛
is calculated as 𝑏𝑛 = 𝑓𝑛 + 𝑓𝑛−1 + · · ·+ 𝑓1 + 𝑓0, where the 𝑓 is a fitness of individual
transformed so the last 𝑏𝑁 = 100. The selection is made by a random select of a
number from range {0, 100} and passing the roulette-wheel until the boundary is
reached. The individual stored with boundary is selected.
3.3.3 Crossover
The random subtree of the first individual is selected. The random subtree selection
uses the number of nodes that the node carries. The random number is generated
from the range 𝑟 = {1, 𝑁𝑎}, where the 𝑁𝑎 is number of nodes in the whole tree.
The effort is to find such a subtree, that carries the 𝑟 nodes and is closest to the
root node. The random subtree from the second individual is selected. It must be
ensured that the maximum size of the tree will not be exceeded. The random number
is generated again, but the range is 𝑟 = {1,𝑀 −𝑁𝑎 + 𝑛𝑎}, where the 𝑀 is maximal
size of the tree, the 𝑁𝑎 is the size of the first individual again and the 𝑛𝑎 is the real
size of the selected subtree. The 𝑟 is the maximal possible size of the second subtree
that can replace the the first subtree without exceeding the maximal size of the first
tree. The first tree with the first subtree replaced by the second subtree is the child
individual.
3.3.4 Mutation
The random subtree of the individual is selected by the same way as the first indi-
vidual in the crossover method. The maximum possible size of the new subtree is
calculated by the 𝑟 = {1,𝑀 −𝑁𝑎 +𝑛𝑎}. And the new subtree with the maximal size
of the 𝑟 is generated. The new subtree replaces the selected subtree. The modified
individual is the child individual.
3.3.5 Reproduction
The selected individual is copied directly into the new population without any mo-
dification.
3.3.6 GP parameters
The implemented GP algorithm is used by making an instance of the GP class. The
GP class has two parameters - terminals and trainImageSet. The parameter termi-
nals is an list of the features and the trainImageSet parameter is a set of the train
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Fig. 3.4: GP algorithm implementation UML class diagram
images. The algorithm attributes are set by the init method. Seven attributes is
set - tree_size, population_size, crossover_rate, mutation_rate, reproduction_rate
and desired_fitness. The attribute tree_size defines an expected complexity of the
solution (e.g. 40). Too high tree_size increase the computational demands and too
low size may not be enough to express the solution. The attribute population_size
specifies the size of the population (e.g. 500). It defines the space for the solution
search. Too low population_size causes the space for the evolution is small and the-
refore the algorithm will not be able to find the solution. Too high population_size
increases the computational demands. The attribute crossover_rate specifies the
crossover operation probability (e.g. 0.89). The crossover ensures the evolution itself.
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Too low crossover_rate causes slow evolution. Too high crossover_rate doesn’t let
a space for the other important operations. The attribute mutation_rate specifies
the mutation operation probability (e.g. 0.01). Too high mutation rate transforms
the evolution into the random individuals generating. Too low mutation rate may
cause the evolution start stagnate to early. The attribute reproduction_rate specifies
the reproduction operation probability (e.g. 0.1). The reproduction ensures the elite
part of the population survive through generation so the population don’t decrea-
ses its quality. If the reproduction is too high the evolution can get stuck on the
local maximum. The attribute desired_fitness specifies the desired accuracy of the
searched solution (e.g. 0.95).
After the instance of the GP class is created and the attributes are set by overri-
ding the init method, the evolution can be started by calling the method startGP().
3.3.7 Image Processing Extension
The Genetic Programming algorithm was integrated into the Image Processing Ex-
tension library, which is developed on Department of Telecommunications by the
group Signal Processing Laboratory. The algorithm is part of the Viola-Jones ope-
rator, which is used for building an image object classifier. This classifier is then used
for object detection in the image. Image Processing Extension library also contains
other operators such as operator for loading training data, detector operator, opera-
tor for loading an image for detection and operator for the detected areas marking.
The whole scheme of the image detection system is shown on figure 3.5
Fig. 3.5: Image detection system scheme
The first operator “Read Image Set” loads the train images. Folders with a po-
sitive and a negative images needs to be loaded. The second operator “Viola-Jones”
builds an classifier based on the train images. It has several building methods. One
39
of the methods is the “Genetic Programming”, which is part of this work. The option
“evaluation type” specifies the criteria for the feature extracting and the classifier
evolving. After the classifier is evolved it’s given to the “Detector” operator. The de-
tector use the classifier to classify each window in the detected image. The operator
has several options for the window passing such as “base scale” - the base scale of
the window, “scale increment” - the coefficient by which the window is incremented,
“increment” - the step by which the window is shifted and “min neighbors” - the
minimal distance between two detections.
The Viola-Jones operator is implemented by a class ViolaJonesOperator 3.6(a).
The class extends the Operator class and overrides the method doWork. When the
operator is called, the method doWork is called. The method doWork is used to
build an detector based on the set of training images delivered by the Read Image
Set operator and deliver it to the Detector operator. To build an detector, which
uses a genetic programming evolved decision tree classifier the method trainGp of
AdaBoost class is used.
(a) ViolaJonesOperator class (b) AdaBoost class
Fig. 3.6: GP integration into Image Processing Extention
The AdaBoost class 3.6(b) contains several methods for the detector building.
The trainGp method uses a decision tree evolved by genetic programming.
The features threshold is set using an thresholdFunction. A specified number
of best features is selected using an adaBoost method. The genetic programming
starts to evolve an classifier with the selected features on the training set of images.
A custom detector is created using the ViolaJonesDetector class and overriding
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the matchPattern method. This method returns an boolean result of the detection
window at certain coordinates and with certain scale. The implemented custom
detector uses the genetic programming evolved classifier to classify the window.
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4 RESULTS
This section will review the results the implemented VFDT and CVFDT algorithms
reached in learning and classifying two sets of samples. The first set was synthetically
created by a generator. The second set is composed of real data samples obtained
from a web site [18]. The set of pictures is composed of two subsets - the pictures
of human faces and pictures or random background with no face on it. The quality
of the classifiers is described by the probability of correct classification and also by
the ROC and its interpretation by AUC.
The GP algorithm has been tested to evolve the classifier for the Viola-Jones
image object detection. The results of GP testing can be found further in this section.
4.1 Set of synthetic data samples
This set is based on six attributes and one, which is classified. Each attribute
can reach two or tree values and the classified attribute can reach two classes.
Attributes are 𝑃𝐸𝑅𝑆𝑂𝑁 = {𝐼𝑁,𝑂𝑈𝑇}, 𝐿𝐼𝐺𝐻𝑇𝑂𝑈𝑇 = {𝑌 𝐸𝑆,𝑁𝑂},
𝐿𝐼𝐺𝐻𝑇𝐼𝑁 = {𝑌 𝐸𝑆,𝑁𝑂}, 𝑇𝐸𝑀𝑃𝐸𝑅𝐴𝑇𝑈𝑅𝐸 = {𝐿𝑂𝑊,𝑁𝑂𝑅𝑀𝐴𝐿,𝐻𝐼𝐺𝐻},
𝑇𝑉 = {𝑂𝑁,𝑂𝐹𝐹}, 𝑊𝐼𝑁𝐷𝑂𝑊 = {𝑂𝑃𝐸𝑁,𝐶𝐿𝑂𝑆𝐸𝐷} and the attribute to clas-
sify 𝐵𝐿𝐼𝑁𝐷𝑆 = {𝑌 𝐸𝑆,𝑁𝑂}. The values of the attributes were generated indepen-
dently using an uniform distribution. The class is generated based on the classifi-
cation rule 𝐶 = 𝑍(X). The rule is realized by the decision tree shown on the figure
4.1 below.
Fig. 4.1: The rule 𝑍(X) for generating of a class.
For the concept drift simulation there is another rule 𝐶 = 𝑍𝐶𝐷(X) for generating
the class label. The drift is simulated as a switch of these rules in the middle of the
sample generating. The rule 𝐶 = 𝑍𝐶𝐷(X) is also realized by the decision tree shown
on figure 4.2.
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Fig. 4.2: The rule 𝑍𝐶𝐷(X) for generating of a class.
All samples were generated without noise, which means that every sample (X, 𝑐𝑘)
meets the classification rule. All samples are complete, there are no missing values.
The set without concept drift consists of 100000 samples. The set with concept drift
consists of 200000 and the change of the rule occurs after 100000 samples.
4.1.1 Results for VFDT
The algorithm VFDT with parameters 𝛿 = 0, 05, 𝜏 = 0, 01 and 𝑛𝑚𝑖𝑛 = 200 was
tested using the synthetic data set without concept drift. The result was a classifier
𝐻𝑇 with a value of 𝐴𝑈𝐶 = 1, which can be interpreted as excellent classifier. The
shape of 𝑅𝑂𝐶 is shown on the figure 4.3. The classifier was made up of eight split
nodes and ten leafs. The ROC has the ideal shape. The algorithm was able to find
such a rule 𝑍(X), that meets all the samples.


















Fig. 4.3: VFDT stream mining
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4.1.2 Results for CVFDT
The algorithm CVFDT with parameters 𝛿 = 0, 0001, 𝜏 = 0, 08, 𝑛𝑚𝑖𝑛 = 300,
𝑤 = 7000 and 𝑓 = 2000 was tested on a synthetic data set with concept drift
after 100000 samples. In this test the 𝑅𝑂𝐶 was created for tree phases of the 𝐻𝑇 :
right before the concept drift, right after the concept drift and after processing all
the samples. Shapes of the 𝑅𝑂𝐶𝑠 are shown on figures 4.4(a), 4.4(b) and 4.4(c).


















(a) right before concept drift












(b) right after concept drift


















(c) adapted on new concept
Fig. 4.4: CVFDT stream mining with concept drift
After the first phase it can be seen, that the classifier found the rule 𝑍(X) that
meets all the samples. The classifier classifies with 100% accuracy and its quality
based on 𝐴𝑈𝐶 = 1, 0 can be considered as excellent. Second phase is immediately
after the concept switch. The classifier was not able to react on that change in any
way and classified by the learned rule 𝑍(X). The class is generated but with rule
𝑍𝐶𝐷(X) yet. It can be seen, that the quality of the classifier droped on 𝐴𝑈𝐶 = 0, 62
and accuracy 𝑝(𝑐 = 𝑐𝑟𝑒𝑎𝑙) = 0.55. In the last phase, after another 100000 samples
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the classifier learned the new rule 𝑍𝐶𝐷(X), which meets all samples again. Therefore
the ROC has the ideal shape again and its quality reaches 𝐴𝑈𝐶 = 1, 0 and accuracy
𝑝(𝑐 = 𝑐𝑟𝑒𝑎𝑙) = 1.00.
4.2 Set of real samples
This set of samples represents an answers to questions in a questionnaire send by
a car factory to its customers. The set was obtained from a web site [18]. Samples
are composed of 46 attributes, where each can reach from two to fifteen values.
Attributes are for example 𝑛𝑢𝑡𝑧𝑢𝑔 = {1, 2, 3}, 𝑔𝑒𝑡𝑟𝑖𝑒𝑏𝑒 = {1, 2, 3, 4}, 𝑙𝑒𝑎𝑠𝑒 = {1, 2}
and others. The numerical values corresponds with the real word possible answers.
Classified attribute represents a question: “Did you made a test ride with your car
before you bought it” and its answer on it: “YES” or “NO”. The set contains 793
samples. More information about this set can be found on the web page where it
was obtained from.
4.2.1 Results for VFDT
The algorithm VFDT was tested on real data samples, without concept drift, for
two parameters settings. The results are two 𝑅𝑂𝐶s. In the first case the algorithm
was tested with the parameters 𝛿 = 0, 05, 𝜏 = 0, 01 and 𝑛𝑚𝑖𝑛 = 200. The result is
the classifier 𝐻𝑇 of 58 split nodes and 158 leafs. Its quality was 𝐴𝑈𝐶 = 0, 9, which
can be considered as good. The ROC is shown on the figure 4.5(a).


















(a) Test with 𝛿 = 0, 05, 𝜏 = 0, 01 and 𝑛𝑚𝑖𝑛 = 200


















(b) Test with 𝛿 = 0, 1, 𝜏 = 0, 08 and 𝑛𝑚𝑖𝑛 = 30
Fig. 4.5: VFDT real data stream mining
In the second case algorithm was tested with parameters 𝛿 = 0, 1, 𝜏 = 0, 08
and 𝑛𝑚𝑖𝑛 = 30. Result was a classifier 𝐻𝑇 of 118 split nodes and 340 leafs. Its
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quality was 𝐴𝑈𝐶 = 0, 98 which can be considered as excellent. The accuracy reach
𝑝(𝑐 = 𝑐𝑟𝑒𝑎𝑙) = 0.9524. The 𝑅𝑂𝐶 is shown in figure 4.5(b).
In the first case is the algorithm set with higher minimal probability of choosing
right attribute 1− 𝛿 and smaller sensitivity to split. The set didn’t contains enough
samples for the algorithm to find a rule 𝑍(X), that would meet all the samples, and
simultaneously the splitting attribute of every node 𝑁𝑙 was at least with probability
1− 𝛿 truly the best one in Al. Therefore the 𝐻𝑇 is reaching a worse result than the
algorithm with s smaller probability of choosing right attribute and higher sensitivity
for split after 1000000 samples. That one managed to find such a rule 𝑍(X), that
meets more samples, but at the cost of more redundant nodes.
4.3 Results for GP
The Genetic programming algorithm has been tested on the set of images in order to
evolve a face classifier. The classifier is used in the Viola-Jones framework for image
face detection. The algorithm is implemented in the Image Processing Extension of
RapidMiner program. All testing was done in environment of the RapidMiner.
4.3.1 Face classification and detection
The training set of images for the face classifier training using Genetic Programming
consists of 2000 positive images [19] and 2000 negative images [20]. The images are
gray-scale of size 24x24 pixels. The positive image consists of face 4.6(a) and the
negative anything but face 4.6(b).
(a) Positive examples (b) Negative examples
Fig. 4.6: Train images examples
The process of evolving a face classifier was initialized with parameters: size of
the population - 400 individuals, maximal size of the individual 40 nodes , desired
accuracy - 0,94, maximal time for evolving - 30 minutes , probability of crossover -
0,7, probability of mutation - 0,2 and probability of reproduction - 0,1.
It the first step of the process the 160816 Haar-like features was generated.
Next, the features thresholds was trained on the training set of images and 50 of
the best features was selected using AdaBoost algorithm. The phase of training and
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selecting features has taken 90 minutes of the process time. The classifier evolution
with the Viola-Jones operator has finished after 30 minutes. The final classifier has
0.9351 accuracy. This classifier was given to the detector operator. The detection
has been tested on the figure 4.7(b) of size 158x205 pixels. The another detection
test examples are showed on the figures 4.7(a), 4.7(c), 4.7(d) and 4.9.
(a) Alizee (184 x 205) 661 sub-
windows
(b) Keanu Reeves (158 x
205) 526 sub-windows
(c) Natalie Portman (157 x
205) 526 sub-windows
(d) Alizee (256 x 205) 1050 sub-windows
Fig. 4.7: Simple face detections examples
The detector marked two areas as faces. This areas can be considered as true
positive. This image is small though. It contains only 526 sub-windows.
The image 4.7(c) was detected with two false positives FP and two true positives
TP. The projections of the detections are viewed on the figures 4.8. Two first de-
tections 4.8(a) and 4.8(b) are TP, other two 4.8(c) and 4.8(d) are FP. Is to see that
on the false positive detections are several patterns that the features could classify
as an object - for example the dark areas of the hair in the corners and the light
area of the forehead in the middle on the figure 4.8(c) could be classified as the eyes.
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The hair on the left and the mouth on the right side on the figure 4.8(d) could be
also classified as the eyes.
The construction of the tree and the used functions allow that the final decision
can affect one feature itself. The GP can evolve an classifier with such an function
sequence, that the only feature can have direct influence on the decision of the whole
tree.
(a) (b) (c) (d)
Fig. 4.8: Natalie Portman detections
Another test was made on the image of size 455x448 pixels, which has 5734
sub-windows. The result of the detection is shown on the figure 4.9.
Fig. 4.9: Police face detection
In the image 4.9 four TP positive detections was made and sixteen of false
positive. The higher false positive count is caused by significantly larger number of
windows in the image.
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5 CONCLUSION
The first part of the work deals with the data stream mining. Two algorithms was im-
plemented in programming language Java - Very Fast Decision Tree and the Concept-
adapting Very Fast Decision Tree. The algorithms was tested on the synthetic and
real text datasets. The results are overviewed in the table 5.1 below.
Tab. 5.1: The VFDT and CVFDT results overview
Algorithms Data type Attributes Classes AUC 𝑝(𝑐 = 𝑐𝑟𝑒𝑎𝑙) Time
VFDT
Synthetic 6 2 1.0000 1.0000 0.742 s
Real 46 2 0,9800 0.9524 15.99 s
CVFDT
Before CD 6 2 1.0000 1.0000
2.335 sAfter CD 6 2 0.6200 0.5543
End 6 2 1.0000 1.0000
Very Fast Decision Tree
The algorithm VFDT was able to process the huge amount of samples very rapidly
and reach high accuracy of classification. The VFDT was able to process 100000 sam-
ples in less than a minute and learn the classification rule that meets all the samples.
Characteristics of VFDT algorithm:
• Data stream processing.
• Fast samples processing.
• Fast classifier inducing.
• No concept drift handling.
Concept-adapting Very Fast Decision Tree
The CVFDT algorithm was tested only on the synthetic dataset with the concept
drift. The algorithm was able to process 200000 samples in 134 seconds. The algo-
rithm learned the rule that meets all the samples. After the concept changed the
accuracy falls on 0.55. The algorithm adapt on the on the new concept and reached
the best accuracy again.
Characteristics of CVFDT algorithm:
• Data stream processing.
• Slight slower samples processing than VFDT.
• Need more of memory for sample storing.
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• Fast classifier inducing.
• Concept drift handling.
Genetic Programming
The second part of the work deals with the image object detection. The genetic pro-
gramming was implemented in order to build an classifier for face classification and
use this classifier for the face detection in an images. The algorithm was integrated
into the Image Processing Extension. The algorithm was tested on the set of images
with faces. The results are overviewed int the table 5.2 below.
Tab. 5.2: The GP results overview
Algorithms Object Data Features Classes Accuracy Time
GP faces 2000/2000 50 2 0.9345 30 min
The GP was able to evolve the classifier from the initial accuracy 0.8234 up to
accuracy of classification 0.9345 in 30 minutes. The genetic programming was able
to reach a satisfying result.
The evolved classifier was used for image object detection. On the small image
where the number of sub-windows is low, the detection reached an satisfying results
without FP detections. On the bigger images where the number of sub-windows is
quite higher the number of FP rapidly increased.
Characteristics of GP algorithm:
• Heuristic problem solution search.
• Use for various problem solutions.
• High processing demands
• High memory demands
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LIST OF SYMBOLS AND ABBREVIATIONS
𝐴𝑈𝐶 Area Under Curve
CD Concept Drift
CVFDT Concept-adapting Very Fast Decision Tree
FN False negative - negatively classified positive samples
FP False positive - positively classified negative samples
GP Genetic Programming
HT Hoeffding Tree
ROC Receiver Operating Characteristic
TN True negative - negatively classified negative samples
TP True positive - positively classified positive samples
UML Unified Modeling Language
VFDT Very Fast Decision Tree
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A CVFDT (VFDT) IMPLEMENTATION DETAILS
A.1 Class Attribute
Attributes
private String name An unique name of the attribute.
private List<String> values The list of all values the attribute can reach.
A.2 Class Node
Attributes
private List<Node> descendants The list of references to a descen-
dants.
private Node parent The reference to the parent.
private List<Node> altTree The list of alternative trees.
private List<Node> attributes The list of attributes.
private List<Node> labels The list with classified attribute.
private String classLable A class the leaf classify with.
private String splitAttribute The split attribute.
private String splitValue The value of the split attribute,
which the parent of the node splits
over.
private double Gxo The value obtained by predicting the
most frequent class.
private int[][][] nijk The statistics of processed samples.
private int numberOfSamples The number of samples contained in
the nodes statistics.





The method is used to increment the
statistics, based on the attribute va-
lues combination and the class.
decrementNijk(Map<String, String>
sample)
The method is used to decrement the
statistics , based on the attribute va-
lues combination and the class.
incrementNumberOfSamples() The method is used to increment the







The method creates a list of all attri-
butes declared in configuration file.
public classInitialize(String setFile) The method creates a list with one




private double delta The probability one minus probability
of right decision for splitting attribute.
private double tau The user defined threshold for splitting
sensitivity.
private int nmin The minimum number of samples, af-
ter which the values of the information
gain for each attribute are computed.
private double rocTres The ROC threshold.






The main method of algorithm. Its
function corresponds to the procedure
1. This method implements one additi-
onal condition to allow a split. The con-
dition checks if the most frequent class
occurs with less probability, then a de-
fined threshold. This threshold reduces
the pressure on accuracy of 𝐻𝑇 in cost
of less nodes.
private Node sortSample(Map<String,
String> sample, Node temp)
The Method is used to sort each sample
into the next node based on the combi-
nation of attribute values.
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checkForSplit(Node temp) The Method calculates the Information
gain after every 𝑛𝑚𝑖𝑛 samples, if all
samples are not in one class. It returns
a sorted matrix of pairs of value of in-
formation gain and index of attribute.
split(Node temp, Attribute attribute) The Method is used to replace the leaf
by a node splitting over selected attri-
bute and to create as many new leafs,
as many the attribute has values. The
Method is called when all conditions in
procedure 1 in step 19 are met.
checkLeafHomogenity(Node temp) The Method returns a value of relative
frequency of most frequent class. This
method is used to check if all the sam-
ples are not in one class.
mostFrequentClass(Node temp, int i,
int j)
The Method returns an index of the
most frequent class for a value j of at-
tribute i. It’s used to define the class,
the leaf will classify with.
classValueProbability(Node temp, int i,
int j)
The Method returns a relative
frequency of the most frequent
class for a value j of attribute i. This
method is used to predict the most
frequent class for a new leaf.
classROCProbability(Node temp) The Method returns a relative
frequency of the first class in all
samples processed by a node. It’s used
to set the probability of the first class
in leaf. Classification can be made
based on this value and the threshold
rocTres. This is possible as long as




private int f The number of samples after which the
validity of the split attribute in each
node is checked.
private int winSize The size of the sliding window.
Methods
public void processCVFDT(double
delta, double tau, int nMin, int
winSize, int f, String setFile)
The main Method, it corresponds to
the procedure 2. The stores each sam-
ple into the window and checks validity




The Method corresponds to procedure
4 and is similar to the method pro-
cessVFDT(Map<String, String> sam-
ple, Node temp) of the VFDT. It adds
a check for accuracy for all alternative
trees and storing a highest id from all




The Method saves the pair of sample
and id into the window. If the window
is full, the last pair is removed and the
statistics of the appropriate nodes are
decremented. The removed sample is
replaced by a new received sample.
private void checkSplitValidity(Node
temp, Node ref)
The Method is called after every f sam-
ples. It’s used to check the validity of an
split attribute towards the current state
of statistics nijk. If some attribute has
a value of information gain higher than
current splitting attribute and all other
conditions described in procedure 5 are
met, the new alternative tree with root




temp, Map<String, String> sample,
int ID)
The Method decrements statistics nijk
in each node and each of its alternative
trees in the way of the sample through
the tree, where the id is higher or the
same as the id of the node temp.
private int[] checkAccuracy(Node
temp, double originalAccuracy)
The Method returns a matrix with a
sums of samples of most frequent clas-
ses of all leafs of a subtree, where temp
is a root node, and the number of all
samples stored in statistics of these le-
afs. Using these numbers it’s possible
to calculate probability of right classi-
fication or the accuracy of the subtree.
private Node checkAccuracyPas-
ser(Node temp, double originalAccu-
racy)
The Method compares accuracy of each
node 𝑁𝑙 with its alternative trees, if it
has one.
private int[][][] copyNijk(Node temp) The Method makes a copy of the sta-
tistics of node the node temp. It’s used
to make a copy of the statistics for a
root node of a new alternative tree.
private boolean attributeAvaila-
ble(Node temp, Attribute attribute)
The Method checks if the attribute is
not used as splitting attribute in any
root node of all alternative trees of the
node temp.
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B GP IMPLEMENTATION DETAILS
B.1 Class GP
Attributes
private double crossover_rate The probability of the crossover operation.
private double mutation_rate The probability of the mutation operation.
private double reproduction_rate The probability of the reproduction ope-
ration.
private double desired_fitness The desired fitness.
private int overpopulate The coefficient of the population overgrowing
in each generation.
private int population_size The size of the population.
private GPNode root The reference to the best individual in the
current population.
private List<Features> terminals The set of terminals - the features.
private List<IntegralImage> tra-
inImageSet




The Method copies of the org tree into the
temp tree.
protected void init() This method makes a fixed settings of all at-
tributes. To make an custom settings is possi-
ble to override this method.




The method randomly selects an genetic ope-
ration.
private GPNode crossO-
ver(GPNode A, GPNode B)
The method performs an crossover operation
with node A and B.
private GPNode mutate(GPNode
A)
The method performs an mutation operation
on the node A
private void generatePopulation() The method generates population with spe-
cified number of individuals.
private void generatePopulati-
onRampedHalfHalf()
The method generates an population using
method Ramped-half and half.
private void generateFull-
Tree(GPNode root, int tree_size)




GrowTree(GPNode root, int tree_size)




The method recalculates the counts of
descendants in all parent nodes.
private void evaulatePopu-
lation(List<GPNode> population)
The method evaluates each individual
in population.
private GPNode crosso-
ver_point(GPNode temp, int limit)
The method finds an random point in




Sorts the population by fitness in
descending order.
private double[] createRoller() Creates an matrix of ranges based on
the individuals fitness values. The ma-
trix is used for the Roulete-wheel se-
lection method.
private void switchNodes(GPNode A,
GPNode B)
Replaces the A subtree with the B sub-
tree.
private int select(double[] roller) Selects an random tree from the popu-
lation based on the matrix created by
the method createRoller().
private void copyTree(GPNode org,
GPNode temp)




private Function function The function for the function node.
private Feature terminal The feature for the terminal node.
private int subtree_size Number of all descendant nodes.
private double fitness The fitness of the tree for the root node.
private GPNode left The reference to the left descendant.
private GPNode right The reference to the right descendant.




public static boolean function-
Value(Function function, boolean
left, boolean right)
Returns an value of the function based on the
arguments.
private static boolean or(boolean
leftArgument, boolean rightArgu-
ment)


























Set of the individuals.
private List<IntegralImage>
images
Set of integral images.
Attributes
public void run() The method overrides the run() method from




The method evaluates each individual in the





The method evaluates an individual using a
set of integral images.
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protected double calculateFit-
ness(int TP, int FP, int TN, int
FN)
The method calculates the fitness based on




Returns an individual’s hypothesis on the
image content.
private static int valueOfClassi-
fier(Feature cl, IntegralImage in-
tegralImage, int x, int y, float
scale)
Returns an single feature’s hypothesis on the
image content.
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C IMAGE PROCESSING EXTENSION EXECU-
TION
• Paste the rapidminer-ImageMiner-1.3.3.jar into the folder
∖Rapid-I∖RapidMiner5∖lib∖plugins.
• Execute your RapidMiner.
• Select File - Open and select the Viola-Jones.rpm.
• In the ReadImageSet operator choose the train images.
• In the Open Grayscale Image operator choose the image to detect.
• In theViola-Jones operator choose the option create cascade as genetic_programming.
• Execute the scheme with the run button (the arrow).
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