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Hyper-parameter optimization
Here, we describe the hyper-parameter space used by the Bayesian procedure when optimizing the hyper-parameters of each model. In this way, Table 1 describes the hyper-parameters optimization of the convolutional neural network (CNN) model, which is trained following a transfer learning (TL) approach. In Table 2 , the hyper-parameters optimization procedure of the multi-layer neural network (MLNN)-which is also trained following a TL approach-is depicted. Finally, in Table 3 , the tuning of the whole set of hyper-parameters included in the traditional machine learning (ML) approaches is described. This set contains the configuration parameters of the feature selection/extraction methods, synthetic minority over-sampling technique (SMOTE), logistic regression (LR), support vector machines (SVM), neural networks (NN) and random forest (RF) classifiers.
