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The full momentum dependence of spectrum of a point-like impurity immersed in a dilute one-
dimensional Bose gas is calculated on the mean-field level. In particular we elaborate, to the
finite-momentum Bose polaron, the path-integral approach whose semi-classical approximation leads
to the conventional mean-field treatment of the problem while quantum corrections can be easily
accounted by standard loop expansion techniques. The extracted low-energy parameters of impurity
spectrum, namely, the binding energy and the effective mass of particle, are shown to be in qualitative
agreement with the results of quantum Monte Carlo simulations.
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I. INTRODUCTION
Recently it has been proven in [1] by controlled dop-
ing of ultra-cold Rb gas with singles neutral Cs impurity
atoms that Bose polarons can be formed through the in-
teraction of a mobile impurity with the Bose-Einstein
condensed ultra-cold alkali atoms. In particular, due to
experimental possibility to control and change parame-
ters of the two-body potential the impurity binding en-
ergy was measured [2] in a wide region of the boson-
impurity interaction strength, the polaron life-time was
evaluated [3] in 87Rb Bose-Einstein condensate and the
Rydberg polaron was observed [4] in a bath of 84Sr atoms.
Such an experimental progress stimulated development
of the theoretical methods for studying the dynamic
[5–8] and spectral properties of three-dimensional Bose
polarons, namely, the Monte Carlo (MC) simulations
[9–11] and various approximate theoretical approaches
for calculation of parameters of the impurity spectrum
[13–20]. At the same time the low-dimensional doped
Bose-Einstein condensates, i.e., systems where the role
of quantum fluctuations increases, are less investigated.
The two-dimensional Bose polarons are not realized ex-
perimentally and a little studied [21–25] theoretically. In
contrast, the situation with one-dimensional (1D) Bose
polarons is much better. Remarkably that the quasi-1D
trapping of small amount of impurities in Bose bath is ex-
perimentally achievable [26] and despite of the infrared
divergences in perturbative calculations [27, 28] of po-
laron properties, the theoretical descriptions of these sys-
tems are rapidly developing. Particularly, the mean-field
(MF) considerations for uniform [29–32] and trapped
[33, 34] systems, the semi-phenomenological treatments
[35–39] based on the Luttinger liquid approach, the essen-
tially exact quantum [40] and diffusion [27] Monte Carlo
computations in combination with the renormalisation
group approach have become standard tools in the Bose
∗e-mail: volodyapastukhov@gmail.com
polaron physics. Of course, the major peculiarity of the
1D impurity problem is the existence of exact solutions
for distinct sets of the impurity atom and the surround-
ing Bose particles parameters [41–45], and the possibility
to treat the 1D Bose polaron problem analytically in the
few-body [46] limit.
Most of the aforementioned theoretical efforts were
directed on the investigation of low-energy parame-
ters of the impurity spectrum and the question of the
finite-momentum Bose polaron behavior is typically left
opened. In general, this problem cannot be solved even
on the mean-field level in higher dimensions, but the 1D
case is the special one which, as it is shown below, allows
for an explicit analytical solution.
II. FORMULATION
The discussed model consists of a single impurity atom
immersed in the one-dimensional bath formed by N Bose
particles. The system is loaded in a large volume L
(the periodic boundary conditions are imposed) and in
the following we consider only the thermodynamic limit
(N → ∞, L → ∞ but N/L = n¯ = const). Both
the boson-boson and boson-impurity interactions are as-
sumed to be a short-ranged (delta-like in our case) with
the coupling constants g and g˜, respectively. Adopting
the second-quantized description for bosons, the appro-
priate Hamiltonian reads
H = − ~
2
2mI
∂2xI +HB +Hint, (2.1)
where the first term is a kinetic energy of impurity and
the second one describes repulsively interacting Bose par-
ticles with mass m and chemical potential µ that keeps
their number fixed,
HB =
∫
dxψ+(x)
{
− ~
2
2m
∂2x − µ
}
ψ(x)
+
g
2
∫
dx[ψ+(x)]2[ψ(x)]2. (2.2)
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2The third term of (2.1) is the boson-impurity potential
energy
Hint = g˜ψ
+(xI)ψ(xI), (2.3)
and the field operators ψ+(x) and ψ(x) satisfy usual
bosonic commutation relations [ψ(x), ψ+(x′)] = δ(x −
x′), [ψ(x), ψ(x′)] = 0. The further program has be-
come a standard routine in the polaron problem: by
using the continuous translational invariance of the
system we perform the Lee-Low-Pines [47] unitary
transformation H ′ = U+HU with generator U =
exp
{
ixIp− xI
∫
dxψ+(x)∂xψ(x)
}
, where ~p should be
identified with the momentum of impurity. After this the
Hamiltonian H ′ commutes with the impurity momentum
operator which eigenvalue can be chosen arbitrarily (zero
in our case). Therefore, below we will work with the fol-
lowing energy operator H ′
H ′ =
~2p2
2mI
+H ′B +H
′
int + ∆H
′, (2.4)
where H ′B = HB |m→mr is the Bose system Hamilto-
nian with the replacement of the bare boson mass by
the impurity-boson reduced mass mr = mmI/(m + mI)
and H ′int = g˜ψ
+(0)ψ(0). The last term ∆H ′ represents
the effective external potential and two-body interaction
associated with the impurity motion
∆H ′ = i
~2p
mI
∫
dxψ+(x)∂xψ(x)
− ~
2
2mI
∫
dxdx′ψ+(x)ψ+(x′)∂x′ψ(x′)∂xψ(x). (2.5)
In the following study we adopt the imaginary time
path-integral approach. This method, as it will be shown
below, is well-suited for our problem and allows to con-
sider the properties of a system in the finite tempera-
ture region. The general procedure for passing to the
path-integral formulation is perfectly described in text-
books [48]. In order to build the Euclidean action that
determines the probability amplitude one has to replace
the field operators in the normal-ordered Hamiltonian
by complex periodic over the imaginary time variable
τ ∈ [0, β] (where β is the inverse temperature) func-
tions ψ∗(τ, x) and ψ(τ, x). Additionally we have de-
termined the auxiliary τ -dependent real variable v(τ)
that splits out by means of the Hubbard-Stratonovich
transformation the product in last term of (2.5) and ab-
sorbs the first one. It is also convenient to use a phase-
density representation ψ∗(τ, x) =
√
n(τ, x)e−iφ(τ,x) and
ψ(τ, x) =
√
n(τ, x)eiφ(τ,x) instead of original couple of
complex fields, especially for low-dimensional systems.
This substitution leads to the following action:
S = −
∫
dτ
(
mIv
2
2
+ i~pv
)
+
∫
dτdx {ni(∂τ + ~v∂x)φ+ µn− g˜nδ(x)}
− 1
2
∫
dτdx
{
~2
mr
n(∂xφ)
2 +
~2
4mr
(∂xn)
2
n
+ gn2
}
,
(2.6)
where the dependence on τ and x near appropriate fields
is not explicitly written. The whole further analysis is
based on the above action. Particularly it contains all
important information about the low-temperature finite-
momentum behavior of Bose polaron, allows the pertur-
bative calculations in terms of boson-impurity coupling
constant g˜ as well as the straightforward generalizations
on higher dimensions. It should be noted that S could be
also obtained from the conventional Feynman approach
applied for polaron loaded in Bose system. In this case,
however, one deals with the nonlinear change of ‘vari-
ables’ in the path-integral which leads to some discrep-
ancy with the original result (2.6). The difference is in
the replacement of the reduced mass by the bare mass of
bosons mr → m in Eq. (2.6) and is fully associated with
the normal ordering of operators in the second term of
∆H ′ (Eq. (2.5)). The MF approximation in the path-
integral approach is obtained from the ‘classical’ trajec-
tories of the system (which are derived from least action
principle δS = 0), nevertheless it does not particularly
mean that the MF behavior is unaffected by the quantum
corrections. But the latter are accounted in the so-called
Local Density Approximation (LDA) and the simplest
impact of quantum fluctuations appears only on the one-
loop level.
For the MF calculations with assumption of diluteness
of Bose system we can neglect the explicit imaginary time
dependence in all fields v, n and φ. Additionally, by in-
tegrating out the phase fields and after some rearrange-
ments which can be achieved only in 1D we derived the
effective action
SMF
β
= −mIv
2
2
− i~pv +
∫
dx {µ− g˜δ(x)}n
− 1
2
∫
dx
{
mrv
2 (∆n)
2
n
+
~2
4mr
(∂xn)
2
n
+ gn2
}
, (2.7)
where ∆n(x) = n(x) − n¯ (with n¯ = 1L
∫
dxn(x) being
the average density of Bose system). At this stage the
integration over v-variable can be performed with the
result
SMF
β
=
∫
dx
{
µn− g˜δ(x)n− ~
2
8mr
(∂xn)
2
n
− g
2
n2
}
− ~
2p2
2mI
1
1 + ∆p
, (2.8)
where the shorthand notation ∆p =
mr
mI
∫
dx (∆n)
2
n is
used. The forthcoming strategy is obvious: by using an
3equation δSMF/δn = 0 we obtain the MF density pro-
file np(x) of Bose bath at fixed p and substitute the ob-
tained dependence in action (2.8). The resulting formula
−(SMF/β)|n→np manifests the MF ground-state contri-
bution to grand canonical potential of N bosons with
the moving impurity immersed. With solution np(x) in
hands and by using the natural identity Ln¯ =
∫
dxnp(x)
we can relate the chemical potential µ to the average den-
sity of bosons and the momentum of an impurity. Then
subtracting the MF energy of a pure Bose gas Ln¯2g/2
from the total energy of system we find the polaron spec-
trum at zero temperature.
In general case we succeeded (see below) in the calcu-
lation of density profile np(x) for arbitrary p, though, the
solution for motionless impurity n0(x) is already known
[31] even for finite number of Bose particles. The knowl-
edge of n0(x) allows not only to compute the Bose po-
laron binding energy ε0 but also to evaluate the effective
mass [32] (here we used the fact that small corrections
are the same for every thermodynamic potential)
m∗I
mI
= 1 + ∆0, ∆0 =
mr
mI
∫
dx
[∆n0(x)]
2
n0(x)
. (2.9)
Finally, for the limit of a weak boson-impurity interac-
tion, where the uniform distribution of bosons is almost
unperturbed by the impurity, one can use simple per-
turbative analysis calculating the polaron spectrum as
a series in powers of g˜. Therefore, expanding the local
density n(x)/n¯ = 1+ 1√
N
∑
k 6=0 e
ikxρk in SMF in terms of
small deviations from the equilibrium value n¯ we obtain
the action governing the behavior of density fluctuations
(from the practical point of view it is easier to work with
Eq. (2.7))
SMF
β
= Ln¯µ− 1
2
Ln¯2g − n¯g˜ − mIv
2
2
− i~pv
−1
2
∑
k 6=0
{
mrv
2 + n¯g +
~2k2
4mr
}
ρkρ−k
− 1√
N
∑
k 6=0
n¯g˜ρk +
1
3!
√
N
∑
k+q+s=0
{
3mrv
2
+
~2
8mr
(k2 + q2 + s2)
}
ρkρqρs + . . . , (2.10)
where the structure of higher-order vertices can be found
in Ref. [49]. This perturbative consideration allows one to
proceed in the canonical ensemble [50], where the chemi-
cal potential of a Bose subsystem is already fixed µ = n¯g
and all corrections should be associated with the impu-
rity impact. Therefore, by integrating out ρk-fields in
(2.10) we obtain function
S(v)
β
= −mIv
2
2
− i~pv − n¯g˜ + (n¯g˜)
2
2N
∑
k 6=0
〈ρkρ−k〉
− (n¯g˜)
3
3!N3/2
∑
k+q+s=0
〈ρkρqρs〉 ± . . .
(2.11)
that determines polaron energy εp at zero temperature
εp = − lim
β→∞
1
β
ln
{∫ ∞
−∞
dv eS(v)
}
, (2.12)
perturbatively. In here notations 〈ρkρ−k〉, 〈ρkρqρs〉, etc.
for the irreducible density correlators of pure bosons with
account for the impurity flow that is represented by v-
contributions are used. In the adopted approximation
the calculations of these averages within action (2.10)
requires the summation of a ‘tree’ type (without inter-
nal integration over the wave-vectors) diagrams (Fig. 1)
for vertices with arbitrary number of external ρk-lines.
FIG. 1: Vertices determining the three- and four-particle ir-
reducible density correlators on the ‘tree’ level, i.e., without
closed loops.
When the calculations of density correlators are com-
pleted the integral in Eq. (2.12) should be calculated
within the steepest descent method. In practice, how-
ever, one can easily evaluate only few first terms in (2.11)
S(v)
β
= −mIv
2
2
− i~pv − n¯g˜
{
1− g˜
2~
√
mr
n¯g
× 1√
1 +mrv2/n¯g
+
g˜2mr
6~2n¯g
1 + 2mrv
2/n¯g
(1 +mrv2/n¯g)2
± . . .
}
,
(2.13)
while the result for εp obtained within MF solution np(x)
captures summation of the whole series.
The above discussion was fully restricted to case of
the Bose polaron loaded in the medium with a weak in-
terparticle repulsion. On the mean-field level, however,
parameters of the low-energy impurity spectrum depend
on the LDA density profile which means that all this
stuff can be easily applied to more complicated models
of Bose environment. In this general case of an arbi-
trary boson-boson coupling strength one has to replace
in Eq. (2.8) the local MF energy density 12gn
2(x) by its
Lieb-Liniger counterpart. Of course, the accuracy of re-
sults obtained within such an approximate calculation
scheme is questionable, but it will be shown below that
at least in the analytically tractable limit of infinite re-
pulsion between Bose particles the agreement with MC
simulations is quite satisfactory.
III. LOW-ENERGY POLARON SPECTRUM
In this section we will consider two bath-forming mod-
els, namely, the case of a dilute Bose gas and the Tonks-
Girardeau (TG) limit. The characteristic feature of these
4examples is that in both cases the density profile n0(x) of
the surrounding medium deformed by the point impurity
can be written via elementary functions in the thermo-
dynamic limit.
A. Weakly-interacting Bose bath
From the least action principle we obtain the following
equation at p = 0
~2
8mr
(
∂xn0
n0
)2
− ~
2
4mr
∂2xn0
n0
+ gn0 + g˜δ(x) = µ,(3.14)
which general solution is well-discussed in literature [51–
53]. Imposing periodic boundary condition in thermody-
namic limit n0(±∞) = const we immediately obtain
n0(x) =
µ
g
tanh2σ(κ|x|+ y0), (3.15)
here and below σ = sign(g˜), κ =
√
µmr/~. Parameter
y0 =
1
2arsinh
(
2µ
κ|g˜|
)
is fixed by the boundary condition
originating from the delta-function term. Now both the
binding energy
ε0
n¯g
=
n¯
κ
{
4
3
−
√
1 + (κg˜/2µ)
2
+ κg˜/2µ
−1
3
[√
1 + (κg˜/2µ)
2 − κg˜/2µ
]3}
, (3.16)
and quantity ∆0 determining the polaron effective mass
(2.9)
∆0 =
4mrn¯
mIκ
[√
1 + (κg˜/2µ)
2 − 1
]
, (3.17)
are easily calculated. In the above two formulas one can
already put µ = n¯g. It is readily verified that the small-g˜
expansion of the above two equations exactly reproduce
the perturbative calculations (2.10)-(2.12) of the impu-
rity low-energy spectrum. On the basis of these formu-
las we can draw preliminary conclusions about the lim-
its of applicability of the MF approach to the 1D Bose
polaron problem. First of all, at large positive g˜ the
binding energy asymptotically reaches constant, which is
in qualitative agreement with results of MC simulations
[27, 40] and exact solution [41, 42] in the equal-mass limit.
But for large negative values of the boson-impurity cou-
pling parameter, ε0 diverges as −|g˜|3. The physics in
this limit, however, is quite simple: the impurity forms
a two-body bound state with particles of Bose medium
and consequently the binding energy ε0 → −mrg˜2/(2~2).
This contradiction is not actually unexpected because
the structure of a MF wave function [31, 32] does not
allow for the bound-state formation in the thermody-
namic limit. The calculated effective mass (3.17), which
is found to be independent on a sign of g˜, reveals these
shortcomings of our approach adopted to the attractive
Bose polaron more clearly.
B. Fermionic limit
It is well-known that the one-dimensional Bose gas
with infinite two-body δ-repulsion is identical to a system
of non-interacting fermions of the same density. Very of-
ten this correspondence allows to find and exact solutions
of some many-body problems [54]. It also simplifies our
further consideration. Because in order to calculate the
LDA density profile in the g → ∞ limit we only have
to substitute in Eq. (3.14) the local chemical potential
pi2~2
2m n
2 of 1D ideal Fermi gas instead of gn. Importantly
that after this replacement the density profile of fermions
in the presence of an impurity has a simple analytic form
n0(x) =
√
2mµ
pi~
cosh(2
√
2κ|x|+ y0)− σ
cosh(2
√
2κ|x|+ y0) + 2σ
, (3.18)
in the thermodynamic limit. Notations are identical to
the previously used except parameter y0
cothσ
(y0
2
)
=
ξ√
3
+
2√
3
√
1 + ξ2
× cos
{
1
3
arccos
[
ξ3
(1 + ξ2)3/2
]}
, (3.19)
for the repulsive (σ = 1) and attractive (σ = −1) Bose
polarons, where additional abbreviation ξ =
√
mmr g˜√
3pi~2n¯ is
introduced. The impurity binding energy is given by a
simple integral with the explicitly written result
ε0 =
pi~2n¯2√
mmr
{
cothσ
(
y0
2
)
3 coth2σ
(
y0
2
)− 1 − 2 coth
σ
(
y0
2
)[
3 coth2σ
(
y0
2
)− 1]2
+
√
3
2
ln
√
3 + 1√
3− 1 −
√
3
2
ln
√
3 cothσ
(
y0
2
)
+ 1√
3 cothσ
(
y0
2
)− 1
}
. (3.20)
Note that in the limit of infinite positive g˜ the impu-
rity energy is finite, while unlike dilute Bose medium
the binding energy of polaron in the TG case has a cor-
rect dependence on the boson-impurity coupling constant
ε0 ∝ −√mmr g˜2/~2 when g˜ → −∞, but with wrong co-
efficient. The parameter responsible for the interaction-
induced shift of effective mass for an impurity immersed
in the TG gas reads
∆0 =
3
√
mmr
pimI
[
cothσ
(y0
2
)
− 1
+
1√
3
ln
√
3 cothσ
(
y0
2
)
+ 1√
3 cothσ
(
y0
2
)− 1 − 1√3 ln
√
3 + 1√
3− 1
]
, (3.21)
which is obviously an asymmetric function for the repul-
sive and attractive Bose polarons.
C. Comparison with numerical methods
For comparison, we depicted in Figs. 2 the obtained
curves for the low-energy parameters of polaron spec-
5trum together with the results of quantum MC simula-
tions [40]. Likewise to the above-cited paper, the dimen-
sionless couplings are chosen as follows
γ =
mg
~2n¯
, η =
2g˜mr
~2n¯
, (3.22)
and we use notation w = m/mI for the mass ratio. First,
let us consider the equal-mass limit. The binding energy
(in units of the Fermi energy pi
2~2n¯2
2m ) of repulsive and
attractive 1D Bose polarons versus η for reduced cou-
plings γ = 0.02, 0.2, 4 and in the TG limit (γ → ∞)
are presented in Figs. 2 and Figs. 3, respectively. Ad-
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0 , 0 1
0 , 1
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η
FIG. 2: Binding energy of the repulsive Bose polaron (in units
of the Fermi energy) as a function of dimensionless boson-
impurity coupling η in the equal-mass limit and for γ = 0.02
(dotted line), γ = 0.2 (solid line), γ = 4 (dashed line) and
γ =∞ (dash-dotted line). Symbols correspond to the results
of quantum MC simulations [40].
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FIG. 3: Energy of the attractive mobile (w = 1) 1D impurity
shifted on the boson-impurity bound-state energy. Notations
are identical to those in Fig. 2.
ditionally it should be stressed that the impurity energy
ε0 at negative η is measured from the vacuum two-body
bound-state energy −mr g˜2/(2~2). Therefore, when the
difference ε0 +mr g˜
2/(2~2) changes sign (in the TG case
close to η ' −7÷ (−6) due to our calculations) the curve
was cut off. We also compared the obtained impurity ef-
fective mass (3.17) (and (3.21) at infinite boson-boson re-
pulsion) with the results of MC computations (see Fig. 4).
The same analysis was performed for the binding energy
- 0 , 1- 1 0 , 0 1 0 , 1 1 1 0
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- 0 , 1- 1- 1 0 0 , 0 1 0 , 1 1 1 0
0 , 0 0
0 , 2 5
0 , 5 0
0 , 7 5
1 , 0 0 γ=4
η
- 0 , 1- 1- 1 0 0 , 1 1 1 0
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η
FIG. 4: The inverse reduced effective mass mI/m
∗
I of a mo-
bile impurity versus η calculated for bosonic bath in various
interaction regimes: from weak (on top) to infinite (bottom)
point-like repulsion.
of heavy (infinite-mass) impurity. Results are depicted
in Figs. 5 and we see again that the speculations of the
previous subsection with the TG limit are correct only
for not too intense boson-impurity attraction η ≥ −1.
Two examples considered in this section lead us to the
preliminary conclusion that the MF treatment is capable
to capture the qualitatively correct behavior of repulsive
and weakly-coupled attractive 1D Bose polarons, while
the limit of large negative g˜ is unattainable.
60 , 0 1 0 , 1 1 1 01 E - 3
0 , 0 1
0 , 1
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FIG. 5: The dimensionless binding energy for repulsive (top)
and attractive (bottom) immobile Bose polaron. Energy at
negative η is shifted by −mg˜2/(2~2) and all other designations
of the plotted curves are identical to previously used.
IV. FULL MOMENTUM DEPENDENCE
The situation at finite impurity momenta is more in-
teresting. Particularly, the equation that determines the
Bose system density profile and provides the extremum
of action (2.8) in the thermodynamic limit reads
− ~
2
2mr
√
np
∂2x
√
np + g[np − n∞p ] + g˜δ(x)
− ~
2p2
2mI
mr/mI
(1 + ∆p)2
[
1−
(
n∞p
np
)2]
= 0, (4.23)
where abbreviation n∞p is introduced for np(±L/2) (recall
that L→∞), which is related to the chemical potential
(up to 1/L-terms)
µ = gn∞p +
1
L
~2p2
mI
mr/mI
(1 + ∆p)2
∫
dx
[
1− n
∞
p
np
]
. (4.24)
The latter expression together with the grand potential
−SMF/β enable the calculation of the MF internal en-
ergy of the system for arbitrary p, and consequently, the
polaron spectrum
εp =
1
2
gn¯2
∫
dx
[
1−
(
np
n∞p
)2]
+
~2p2/mI
(1 + ∆p)2
{
1
2
+
mr
mI
∫
dx
[
np − n∞p
]}
. (4.25)
A positive solution of Eq. (4.23) can written in an amaz-
ingly simple analytic form [55]
np(x)
n∞p
= 1− 2σ(1− u
2)
cosh
(
2
√
1− u2κ|x|+ yp
)
+ σ
, (4.26)
where the shorthand notation u2 = ~
2p2
mIµ
mr/mI
(1+∆p)2
≤ 1 is
adopted, while parameter yp is fixed by the boundary
condition followed from the delta-term in Eq. (4.23):
sinh(yp)(1− u2)3/2
[cosh(yp) + σ][cosh(yp)− σ(1− 2u2)] =
mr|g˜|
2~2κ
.(4.27)
Now the calculation of the density profile of bosons with
the immersed moving impurity is reduced to the self-
consistent determination of the constants ∆p and yp for a
given set of the boson-boson and boson-impurity coupling
parameters and mass ratios. And in order to find the
energy εp one has to put the obtained np(x) under the
integrals in Eq. (4.25) that can be computed to the very
end with the result given by a somewhat cumbersome
nevertheless explicit expression. The above equation on
yp leads to the cubic one, which roots differ substantially
for the attractive and repulsive Bose polarons. Therefore,
these two cases should be considered separately in our
further analysis.
The simplest behavior is observed for negative values of
parameter g˜. In principle, in this case the impurity that
attractively interacts with the surrounding Bose particles
can move through the 1D superfluid with arbitrary mag-
nitude of velocity and the only restriction is specified
by inequality u ≤ 1. Typical examples of the polaron
energy in units of µ = n¯g as a function of reduced mo-
mentum p˜ = ~p/mc (where c =
√
n¯g/m is the sound
velocity in the 1D dilute Bose gas) in the attractive case
is presented in Fig. 6 (solid lines). For comparison the
effective-mass approximation for the Bose polaron energy
εp = ε0+
~2p2
2m∗I
, where ε0 is given by Eq. (3.16) and m
∗
I de-
termined by Eq. (2.9) [with ∆0 taken from (3.17)] is also
plotted (dotted lines). It is particularly seen that the
parabolic behavior is a quite reasonable approximation
for the impurity dispersion relation at least for attrac-
tive boson-impurity interaction.
In the repulsive branch of the Bose polaron energy for
an arbitrary set of parameters γ, η and w there always
exists some ‘critical’ value uc < 1 such that for u > uc
Eq. (4.27) has no real solutions. This parameter uc also
fixes the maximal value of the impurity momentum pc
for which the non-uniform density np(x) of Bose parti-
cles is a non-singular function of position. For the nu-
merical calculations we choose the dimensionless boson-
boson coupling γ = 0.2 which corresponds to the dilute
Bose bath (where the MF approximation is valid) and by
varying the boson-impurity constant from weak η = 0.01
to considerable strong η = 1 repulsion we have plotted
in Fig. 7 the momentum dependence of the Bose polaron
energy for three mass ratios. Note that for any η > 1
the quantitative behavior of εp on p is almost similar to
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FIG. 6: Momentum dependence of the dimensionless energy
(in units of n¯g) of the attractive Bose for three different mass
ratios w = 1/2, 1, 2. Dotted lines show the effective-mass
approximation for the impurity dispersion relation.
that of the η = 1 case. Again, the effective-mass approx-
imation (dots) works incredibly good in all three exam-
ples. Moreover the general tendency is clearly visible:
the quadratic interpolation of the original momentum-
dependent polaron energy is well applicable at small ηs
and with the increasing of the impurity atom bare mass.
V. CONCLUSIONS
In summary, we have calculated, by means the of ef-
ficient path-integral method, the finite-momentum prop-
erties of a mobile point-like impurity immersed in one-
dimensional Bose gas. The proposed method, which in
the simplest saddle-point approximation reproduces the
mean-field equation for the density profile of bath par-
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FIG. 7: Reduced polaron energy εp/(n¯g) in the repulsive case
as function of dimensionless momentum p˜ for three different
boson-impurity interaction regimes η = 0.01, 0.1, 1 (from top
to bottom). Dots stand for the effective-mass approximation
for an impurity spectrum.
ticles in the presence of moving Bose polaron and can
be extended by including the beyond mean-field quan-
tum corrections, allowed to obtain the full momentum
dependence of the mean-field energy dispersion for one-
dimensional Bose polaron in terms of elementary func-
tions. The most unexpected conclusion of this study
is that practically in all important cases the energy of
a moving polaron can be freely approximated by the
quadratic function and this observation could provide a
background for developing various non-perturbative cal-
culation techniques [56] and the effective one-body ap-
proaches [57]. The accuracy of the presented approach
is demonstrated by extracting the low-energy parameters
of the impurity spectrum such as binding energy and ef-
fective mass for dilute Bose medium and in the Tonks-
8Girardeau case and comparing them with the results of
Monte Carlo simulations. The mean-field approximation
is shown to be a quite reasonable one, especially for the
repulsive branch of Bose polaron energy. Finally, exten-
sion of the proposed path-integral approach may you use-
ful in studies concerning the finite-momentum behavior
of Bose polarons in higher dimensions and in the explor-
ing of the 1D bipolaronic [58, 59] physics.
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