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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 71 стор., 1 рисунок, 11 таблиць, 13
джерел.
Метою дослiдження є класифiкацiя пiдстановок в ключах роторних
шифрувальних машин в залежностi вiд їх криптографiчних характеристик,
експериментальне отримання статистичних оцiнок потужностей класiв для
пiдстановок рiзного розмiру, порiвняння точностi оцiнок при використаннi
рiзних апроксимацiй для ймовiрнiсних розподiлiв в методi Монте-Карло.
Об’єктом дослiдження є ключi зашифрування у роторних машинах.
Предметом дослiдження є криптографiчнi характеристики
пiдстановок над алфавiтами.
В ходi роботи розроблено алгоритми для побудови класiв пiдстановок
за характеристиками методом повного перебору перестановок та методом
статистичного моделювання Монте-Карло. Видiлено класи пiдстановок
довжин 11, 26, 30, 31, 32, 33, 45 та 55, побудовано довiрчi iнтервали для
потужностей отриманих класiв з використанням рiзних методiв.
Проведено аналiз результатiв, отриманих в результатi апроксимацiй для
ймовiрнiсних розподiлiв в методi Монте-Карло.
СИМЕТРИЧНА КРИПТОГРАФIЯ, ПЕРЕСТАНОВКА,
ХАРАКТЕРИСТИКА, ДОВIРЧЕ ОЦIНЮВАННЯ, ДОВIРЧИЙ
IНТЕРВАЛ, ТОЧКОВА ОЦIНКА, РОТОРНИЙ ШИФРАТОР
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ABSTRACT
The thesis contains: 71 p., 1 figure, 11 tables, 13 references.
The aim of the research is to classify permutations in the keys of rotary
cryptographic machines depending on their cryptographic characteristics, to
experimentally obtain statistical estimates of the power classes for permutations
of different lengths, to compare the accuracy of the estimates using different
approximations for the probability distributions in the Monte Carlo method.
The object is cipher keys in rotor engines.
The subject is cryptographic properties of alphabets permutations.
During the research, algorithms were developed for constructing classes
of permutations according to characteristics by the method of complete
enumeration of permutations and the method of statistical simulation of
Monte Carlo. The classes of permutations of lengths 11, 26, 30, 31, 32, 33, 45,
55 are allocated, the confidence intervals for the powers of the obtained classes
are constructed using various methods. The analysis of the results obtained as
a result of approximations for the probability distributions in the Monte Carlo
method has been carried out.
SYMMETRIC CRYPTOGRAPHY, PERMUTATION,
CHARACTERISTICS, CONFIDENCE ESTIMATION, CONFIDENCE
INTERVAL, POINT ESTIMATION, ROTARY ENCRYPTION
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
A¯ ￿ доповнення множини A
P (A) ￿ iмовiрнiсть подiї А
  ￿ операцiя суми за модулем
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ВСТУП
Актуальнiсть дослiдження. Для передачi секретної iнформацiї
пiд час Другої свiтової вiйни широко використовувалися роторнi
шифратори, зокрема, рiзнi модифiкацiї Енiгми, якi використовують
перестановки на алфавiтi у якостi ключа зашифрування. Проте i сьогоднi
роторнi шифратори не втратили своєї актуальностi. Досi вони
використовуються для збереження чутливої iнформацiї у багатьох
країнах як у воєнних структурах, так i ентузiастами.
Метою дослiдження є класифiкацiя пiдстановок в ключах
роторних шифрувальних машин в залежностi вiд їх криптографiчних
характеристик, експериментальне отримання статистичних оцiнок
потужностей класiв для пiдстановок рiзного розмiру, порiвняння точностi
оцiнок при використаннi рiзних апроксимацiй для ймовiрнiсних розподiлiв
в методi Монте-Карло. Для досягнення мети необхiдно розв’язати задачу
дослiдження, яка полягає у визначеннi застосовностi перестановки у
якостi пiдключа шифрування у роторних машинах за допомогою аналiзу
криптографiчних властивостей перестановки i оцiнцi кiлькостi
перестановок iз заданими характеристиками. Для розв’язання задачi
необхiдно вирiшити такi завдання:
1) провести огляд опублiкованих джерел за тематикою дослiдження;
2) дослiдити вплив характеристики перестановки на результат
зашифрування;
3) створити програму для реалiзацiї розбиття множини перестановок
на класи;
4) оцiнити потужностi отриманих класiв;
5) перевiрити якiсть оцiнки потужностi.
Об’єктом дослiдження є ключi зашифрування у роторних машинах.
Предметом дослiдження є криптографiчнi характеристики
пiдстановок над алфавiтами.
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При розв’язаннi поставлених завдань використовувались наступнi
методи дослiдження: теорiя iмовiрностей, математична статистика,
метод статистичного моделювання Монте-Карло, криптоаналiз,
алгебраїчнi та машиннi експерименти.
Наукова новизна отриманих результатiв полягає у вперше
отриманому розбиттi перестановок рiзних довжин на класи за виглядом
їх характеристик; оцiнцi потужностей запропонованих класiв.
Практичне значення результатiв полягає у використаннi
побудованих таблиць з характеристиками перестановок при виборi ключа
зашифрування роторної машини. Дани таблицi дають змогу пiдвищити
якiсть результату роботи шифратора.
Апробацiя результатiв та публiкацiї. Результати роботи були
опублiкованi на Всеукраїнськiй науково-практичнiй конференцiї
студентiв, аспiрантiв та молодих вчених на базi Фiзико-технiчного
iнституту Нацiонального технiчного унiверситету України “Київський
полiтехнiчний iнститут iменi Iгоря Сiкорського” у напрямку ￿Теоретичнi
та прикладнi проблеми криптографiчного захисту iнформацiї￿.
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1 ТЕОРЕТИЧНI ВIДОМОСТI
Даний роздiл мiстить означення i поняття, необхiднi для подальшого
розумiння i використання в дослiдженнi, наведенi основнi матерiали,
пов’язанi з шифрувальною машиною Енiгма та принципом її роботи,
розглянутi криптоаналiз машини й використовуванi у нiй перестановки.
Також розглянуто метод статистичних випробувань (метод Монте-Карло)
i його застосування в дослiдженнi.
1.1 Енiгма та її iсторiя
Захист iнформацiї вiд стороннiх людей завжди був актуальним
питанням. Протягом усiєї iсторiї людства створювалися i
вдосконалювалися рiзноманiтнi схеми, системи i засоби, що дозволяли
передавати чутливi даннi з меншим ризиком їх розкриття. Одним iз
таких засобiв є роторнi шифрувальнi машини, зокрема, Енiгма -
переносна роторна шифрувальна машина. Такi шифрувальнi машини
використовували для зашифрування та розшифрування секретних
повiдомлень починаючи з 20-х рокiв ХХ сторiччя.
Енiгма використовувалася як у воєнних, так i у комерцiйних цiлях,
проте найбiльшого застосування Енiгма набула у нацистськiй Германiї пiд
час Другої Свiтової вiйни. Першi спроби зламати код Енiгми були
здiйсненi польськими дешифрувальниками. У мiжвоєннi роки там
сформувалася команда математикiв, що працювала над задачею
спрощення i пришвидшення процесу розшифровування шифрiв Енiгми,
проте досягти цього змогли тiльки пiсля 1940 року, коли роботу очолили
iнженери Бретчлi-парку в Англiї.
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З точки зору сучасної криптографiї шифр Енiгми є досить слабким,
але лише збiг таких обставин, як надзвичайно сильна команда
криптоаналiтикiв, помилки операторiв, завчасно вiдомий текст
повiдомлень (у тому числi метеопрогнози) та перехват робочих моделей
машини, дав можливiсть розшифровувати i читати повiдомлення.
Значення роторних шифрувальних машин, зокрема, Енiгми у
сучасних умовах полягає в тому, що вони дали поштовх на розвиток
загальновживаного сьогоднi шифру DES (Data Encryption Standard).
Для подальшого розумiння матерiалу одразу введемо кiлька
необхiдних визначень.
Означення 1.1. Вiдкритий текст - послiдовнiсть символiв алфавiту,
який пiдлягає шифруванню. Вiдкритий текст вважається таким, що має
сенс, тобто є змiстовним.
Означення 1.2. Шифротекстом називається послiдовнiсть символiв,
отримана в результатi застосування до вiдкритого тексту перетворення
зашифрування.
Означення 1.3. Зашифруванням називають перетворення
вiдкритого тексту у шифротекст з використанням ключiв.
Означення 1.4. Розшифруванням називають перетворення
шифротексту у вiдкритий текст з використанням таємних ключiв.
Означення 1.5. Ключ (в симетричнiй криптографiї) - секретна
iнформацiя, що використовується криптографiчним алгоритмом для
шифрування та/або розшифрування.
Енiгма вiдноситься до роторних машин i складається з двох пiдсистем
- механiчної та електричної.
До механiчної частини належать клавiатура, набiр роторiв,
розташованих вздовж валу, рефлектора i ступеневого механiзму, що
обертає один або декiлька роторiв при натисканнi клавiшi клавiатури. У
воєнної моделi, на вiдмiну вiд комерцiйної, також є комутацiйна панель,
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що замiнювала пари букв. Це значно збiльшує кiлькiсть можливих
ключiв, а отже i стiйкiсть шифротексту до розшифрування. Електрична
частина складається з електричної схеми, що з’єднує клавiатуру,
лампочки, ротори та комутацiйну панель за її наявностi. Сам процес
шифрування лiтер вiдбувався завдяки електричнiй частинi машини.
У свою чергу кожен ротор являє собою диск зi штирьовими
контактами з правої сторони i пласкими контактами з лiвої,
розташованими по периферiї диска, якi з’єднанi всерединi самого ротора.
Кожен з контактiв вiдповiдає однiй з лiтер алфавiту. При доторку
контактiв сусiднiх роторiв замикається електричний ланцюг, струм
проходить через утворене коло, внаслiдок вмикається лампочка, що
вiдповiдає лiтерi шифротексту. Таким чином, кожен ротор виконує шифр
моноалфавiтної перестановки.
Означення 1.6. Перестановкою довiльної множини ⌃ вважатимемо
бiєкцiю ⇡ цiєї множини саму у себе, тобто ⇡ : ⌃! ⌃.
Приклад 1.1. Нехай дана множина ⌃ = {1, 2, 3, 4, 5}. Тодi
вiдображення
⇡ =
0BB@1 2 3 4 5
3 1 5 4 2
1CCA
є перестановкою множини ⌃.
Означення 1.7. Шифр моноалфавiтної замiни - метод симетричного
шифрування, при якому кожний символ вхiдного повiдомлення
замiнюється на символ шифротексту за допомогою вибраної перестановки
на алфавiтi, яка є секретним ключем.
Зазвичай в Енiгмi використовувалися три або бiльше ротори i за
рахунок їх постiйного руху досягали бiльш складного шифру ￿
полiалфавiтної пiдстановки або полiалфавiтної замiни.
Означення 1.8. Полiалфавiтна пiдстановка - сукупнiсть шифрiв
моноалфавiтної перестановки, що можуть бути рiзними в залежностi вiд
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мiсця букви в текстi.
Загальний принцип роботи шифрувальної машини добре iлюструє
рисунок 1.1
Розглянемо детальнiше роботи машини.
Нехай при стартi роботи оператор натискає клавiшу "А". Струм
пiсля проходження роторiв, рефлектора и знову роторiв вмикає лампочку
"G". Ця лiтера стає першою лiтерою шифротексту. Пiсля цього правий
ротор робить оберт, електричний ланцюг змiнюється, i при повторному
натисканнi клавiшi "А" струм ввiмкне вже iншу лампочку (у даному
випадку "С") i так далi.
Розглянемо класичну версiю Енiгми, у якiй задiяно три ротори, а
алфавiт складається з 26 букв. Це означає, що у кожного роторiв по 26
контактiв з правої та лiвої сторони.
Ключем шифрування для Енiгми вважається початкове положення
роторiв. Оскiльки кожен ротор реалiзує шифр моноалфавiтної
перестановки, а порядок розташування роторiв може змiнюватися, то
загальна кiлькiсть ключiв становить 3! ⇤ 26!. Але не всi з них є хорошими
для використання. Наприклад, абсолютно незастосовним є ключ, при
якому усi лiтери замiнюються самi на себе (вiдкритий текст та
шифротекст спiвпадають). Також вiдомо, що при шифруваннi за
допомогою Енiгми в роторах жодна буква не замiнювалася сама у себе,
тобто перестановки на алфавiтах вибиралися без нерухомих точок, адже
це значно спрощує процес розшифровування шифротексту.
Є певний вид перестановок, який якнайкраще пiдходить для
застосування у роторах Енiгми для найбiльшого ускладнення
розшифрування шифротексту. Так як немає загальноприйнятої та
загальнопоширеної назви таких перестановок, тут i надалi будемо їх
називати перестановками без паралельних перепайок (або перестановками
без перепайок). Введемо формальне визначення перестановки без
паралельних перепайок.
Означення 1.9. Перестановка (i0, i1, · · · , in 1) множини
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Рисунок 1.1 – Принцип роботи Енiгми
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{0, 1, · · · , n  1} є перестановкою без паралельних перепайок, якщо
8k, l 2 {0, 1, · · · , n  1} : (k + ik) (mod n) 6= (l + il) (mod n)приk 6= l.
Приклад 1.2. Розглянемо множину {0, 1, 2} та її перестановку
(1, 2, 0). Для них отримаємо такi суми за модулем:
(0 + 1) (mod 3) = 1,
(1 + 2) (mod 3) = 0,
(2 + 0) (mod 3) = 2.
Серед отриманих отриманих сум, побудованих за правилом (k + ik)
(mod n), немає однакових, а отже така перестановка є перестановкою без
перепайок.
Нехай послiдовнiсть (t0, t1, · · · , tn 1) отримано за правилом
tk = k + ik (mod n),
де k 2 {0, 1, · · · , n  1}, а (i0, i1, · · · , in 1) - перестановка без перепайок. Зi
способу отримання цих сум випливає, що усi tk 2 {0, 1, · · · , n  1} i tk 6= tl
при k 6= l. Фiзично це означає, що якщо ротором реалiзується перестановка
без перепайок, то всерединi нього немає жодної пари паралельних з’єднань
контактiв правої та лiвої сторiн. Саме тому була обрана вiдповiдна назва.
Чому такi перестановки є бажаними для використання у Енiгмi? У
випадку, коли ротори не реалiзують перестановку без перепайок, то якщо
вiдкритий текст вiдомий, можна легко отримати рiвняння, з яких легше
знайти ключ шифрування.
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1.2 Основнi поняття iз теорiї iмовiрностi i математичної
статистики
Оскiльки надалi буде використовуватися один з методiв
статистичного моделювання для отримання статистичних оцiнок
характеристик перестановок, а саме метод Монте-Карло, необхiдно ввести
деякi поняття i термiни. Сам метод буде розглядатися нижче.
Означення 1.10. Сiмейство A пiдмножин множини X називається
сигма-алгеброю, якщо воно задовольняє наступним умовам:
– ↵ 2 A ;
– A 2 A, A¯ 2 A;
– Об’єднання або перетин злiченноi кiлькостi пiдмножинA належить
до A.
Сигма-алгебри мають важливе значення у теорiї iмовiрностей i
математичнiй статистицi, якi будуть використовуватись для оцiнки
кiлькостi перестановок з певними властивостями.
Також буде використовуватися поняття випадкової величини у
деякому iмовiрнiсному просторi.
Означення 1.11. Iмовiрнiсним простором називається трiйка
(⌦,A,P), де ⌦ - довiльна непуста множина, елементи якої називаються
елементарними подiями, A - сигма-алгебра пiдмножин ⌦, P - iмовiрнiсна
мiра(або iмовiрнiсть) така, що P(⌦) = 1 i P(
P
iAi) =
P
i P(Ai), якщо
Ai
T
Aj = ↵ при i 6= j.
Нехай заданий iмовiрнiсний простiр (⌦,A, P ).
Означення 1.12. Випадкова величина - це функцiя ⇠ : ⌦ ! R така,
що
8x 2 R {! : ⇠ (!) < x} 2 A.
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Найчастiше на практицi використовуються два рiзновиди випадкових
величин: дискретнi та абсолютно неперервнi. Дискретна випадкова
величина може приймати скiнченну або злiченну кiлькiсть значень. Вона
задається скiнченним або злiченним набором значень {x1, x2, · · · } та
вiдповiдними iмовiрностями {p1, p2, · · · }, pi = P (⇠ = xi), що
задовольняють умовi
P
i pi = 1. Якщо ж випадкова величина є абсолютно
неперервною, то вона задовольняє умовi
P (⇠ < t) =
tZ
 1
p(x)dx,
де p(x) - щiльнiсть (iнтегровна невiд’ємна функцiя, для якої виконується
1R
 1
p(x)dx = 1).
До числових характеристик випадкових величин належить такi
значення, як математичне сподiвання, дисперсiя та функцiя розподiлу.
Вони дають змогу визначити загальнi риси закону розподiлу випадкової
величини.
Нехай заданий iмовiрнiсний простiр (⌦,A, P ) та визначена на ньому
випадкова величина ⇠.
Означення 1.13. Математичним сподiванням дискретної випадкової
величини ⇠, що приймає скiнченну кiлькiсть значень xi з iмовiрнiстю pi
називається сума:
M⇠ =
X
i
xipi.
Математичним сподiванням абсолютно неперервної випадкової величини ⇠
називається iнтеграл:
M⇠ =
Z 1
 1
xp(x)dx.
Математичне сподiвання є узагальненим поняттям середнього
значення сукупностi чисел на той випадок, коли елементи множини
значень цiєї сукупностi мають рiзну важливiсть, цiну, прiоритет, вагу
тощо, що є характерним для значень випадкової змiнної.
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Означення 1.14. Дисперсiєю випадкової величини ⇠ називається
число
D⇠ = M⇠2   (M⇠)2.
Дисперсiя показує наскiльки сильно значення випадкової величини ⇠
вiдрiзняються вiд її математичного сподiвання M⇠.
У випадку, коли потрiбно оцiнити характеристики деякої сукупностi,
але вiдомi лише її данi, цi данi використовують для оцiнки необхiдних
характеристик.
Означення 1.15. Розподiлом випадкової величини називається закон,
що описує область значень цiєї величини i iмовiрностi їх появи.
Часто розподiл випадкової величини задають за допомогою функцiї ї ї
розподiлу.
Означення 1.16. Функцiя розподiлу випадкової величини - це
функцiя
F (x) = P (⇠ < x)
з наступними властивостями:
– F (x) - неспадна функцiя;
– limx! 1 F (x) = 0, limx!1 F (x) = 1;
– F (x) є неперервною злiва.
Означення 1.17. Генеральна сукупнiсть - сукупнiсть усiх об’єктiв,
вiдносно яких передбачається робити висновки при вивченнi певної задачi.
Iнакше кажучи, генеральна сукупнiсть складається з усiх об’єктiв,
якi мають якостi i властивостi, що цiкавлять дослiдника. Вона може
формуватися як за одною, так i за багатьма ознаками.
Означення 1.18. Вибiрка X1, X2, · · · , Xn - деяка пiдмножина
генеральної сукупностi об’єктiв, яка охоплюється експериментом.
Означення 1.19. Статистикою називається будь-яка випадкова
величина, що є функцiєю лише вiд вибiрки X1, X2, · · · , Xn.
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Вибiрки зазвичай характеризуються математичним сподiванням та
дисперсiєю.
На практицi часто параметри розподiлiв невiдомi i доводиться шукати
їх приблизнi значення для рiзних невiдомих теоретичних характеристик.
Нехай значення випадкової величини утворюють генеральну
сукупнiсть, закон розподiлу якої є вiдомим. Однак значення деяких
параметрiв цього розподiлу, такi як математичне очiкування або
дисперсiя, невiдомi. Необхiдно, вивчаючи вибiрки з генеральної
сукупностi, оцiнити невiдомий параметр, тобто знайти його приблизне
значення.
Означення 1.20. Точковою оцiнкою ✓ˆ деякого параметра ✓
називається статистика T (X1, X2, · · · , Xn), значення якої при заданiй
реалiзацiї вибiрки X1, X2, · · · , Xn приймають за приблизне значення
параметра ✓.
Очевидно, що для одного i того самого параметра можна побудувати
рiзнi оцiнки. Для розумiння якостi отриманої оцiнки використовують такi
властивостi, як незмiщенiсть та ефективнiсть.
Означення 1.21. Оцiнка ✓ˆ деякого параметра ✓ є незмiщеною, якщо
її математичне сподiвання рiвне параметру, що оцiнюється, тобто M ✓ˆ = ✓.
Серед усiх незмiщених оцiнок параметра ✓ найкращою вважається
така оцiнка ✓⇤, що має мiнiмальну можливу дисперсiю.
Означення 1.22. Незмiщена оцiнка ✓⇤ називається ефективною
оцiнкою, якщо для неї виконується рiвнiсть
D (✓⇤) = M (✓⇤   ✓)2   (M (✓⇤   ✓))2  D(✓ˆ)8✓ˆ.
Чим бiльший об’єм вибiрки, тим точнiше значення оцiнки визначає
невiдомий параметр.
Будь-яка точкова оцiнка є функцiєю T = T (X1, X2, · · · , Xn) вибiрки
X1, X2, · · · , Xn, тобто є випадковою величиною, i при кожнiй реалiзацiї
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x1, x2, · · · , xn вибiрки ця функцiя визначає єдине значення
t = T (x1, x2, · · · , xn) оцiнки, яке приймається за приблизне значення
параметра. При цьому при кожному експериментi значення оцiнки може
вiдрiзнятися вiд дiйсного значення параметра. Тому корисно знати i
можливу похибку, що виникає при використаннi оцiнки. Для цього
використовують iнтервал, у який з високою вiрогiднiстю потрапляє точне
значення оцiнюваного параметра [1].
Нехай X1, X2, · · · , Xn - вибiрка з розподiлу F (✓), де ✓ 2 R - невiдомий
параметр. Також нехай задана   2 [0, 1].
Означення 1.23. Iнтервал [G1, G2] є довiрчим iнтервалом з рiвнем
довiри   для параметра ✓, якщо
P (G1  ✓  G2) =  ,
де G1, G2 - деякi статистики.
Таким чином, довiрчий iнтервал - це iнтервал, побудований за
допомогою довiльної вибiрки з розподiлу з невiдомим параметром, що
мiстить цей параметр iз заданою iмовiрнiстю. Зазвичай рiвень довiри  
обирають близьким до 1, наприклад 0.9, 0.95, 0.99.
Означення 1.24. Статистичною гiпотезою називають будь-яке
твердження про вид або властивостi розподiлу випадкових величин у
рамках експерименту.
Гiпотеза, яка стверджує, що деякий параметр розподiлу вiдповiдної
сукупностi має наперед задане значення або множину значень, називається
параметричною гiпотезою.
Якщо для дослiджуваного процесу було зформульоване деяке
твердження (основна або нульова гiпотеза, гiпотеза H0), то задача
перевiрки гiпотези ставиться так: необхiдно задати таке правило, що
дозволяло б за результатами вiдповiдних експериментiв прийняти або
вiдхилити цю гiпотезу [1].
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Означення 1.25. Статистичний критерiй ￿ це правило, згiдно якому
щодо гiпотези H0, що перевiряється, приймається рiшення або вважати її
не суперечливою статистичним даним або вiдхилити.
Кожному критерiю вiдповiдає деяке розбиття вибiркового простору A
на двi додаткових множини A0 та A1 (A0TA1 = ↵, A0TA1 = A), де A0
- множина точок, для яких H0 приймається, а A1- для яких вiдхиляється.
A0 i A1 називаються областю прийняття та критичною областю гiпотези
H0 вiдповiдно.
Таким чином, статистичний критерiй має вигляд
H0 вiдхиляється() T (X1, X2, · · · , Xn) 2 A1
.
Критична область має бути обрана так, щоб iмовiрнiсть
P (X1, X2, · · · , Xn 2 A1|H0) була малою. Тому при побудовi критерiю
заздалегiдь задають деяке мале число ↵ – рiвень значущостi i накладають
умову
P (X1, X2, · · · , Xn 2 A1|H0)  ↵.
Для перевiрки гiпотез про вигляд розподiлу випадкової величини ⇠
використовують критерiї згоди. У найпростiшому випадку задача
ставиться так: нехай X1, X2, · · · , Xn ￿ вибiрка з невiдомою функцiєю
розподiлу F⇠(x), а гiпотеза H0 : F⇠(x) = F (x), де F (x) повнiстю задана.
Тодi H1 = H0.
Критерiй Колмогорова застосовується при неперервних F (x) та
n   20. Для пошуку статистики критерiю використовують формулу
Dn = sup
 1<x<1
|Fˆn(x)  F (x)|,
а критерiй визначається так
H0 вiдхиляється() Dn   t↵,
23
t↵ ￿ критична границя для рiвня довiри ↵.
Одним з найбiльш унiверсальних критерiїв є критерiй  2 Пiрсона. Вiн
застосовується з дискретними даними, але оскiльки будь-якi данi можна
звести до дискретних, то цей критерiй працює з даними довiльної природи
[3]. Статистика знаходиться за формулою
X2n =
NX
j=1
(⌫j   npj)2
npj
,
де N ￿ кiлькiсть iнтервалiв групування, n ￿ кiлькiсть елементiв вибiрки,
⌫j =
Pn
i=1 I(⇠i = j), pj = P (⇠ = j).
Сам критерiй такий (за умови, що n   50):
H0 вiдхиляється() {X2n >  21 ↵,N 1}.
1.3 Випадковi перестановки
Для множин з великою кiлькiстю елементiв для генерацiї усiх
перестановок потребуються значнi часовi та обчислювальнi ресурси, що
не завжди є рацiональними або реалiзовними. Наприклад, для множин
потужностi n = 16 загальна кiлькiсть перестановок уже становить
n! = 20922789888000. Зважаючи на те, що в англiйському алфавiтi 26
лiтер, а в українському та росiйському по 33 лiтери, при нинi iснуючих
технологiях i ресурсах не представляється можливим побудувати та
розглянути усi можливi перестановки на даних алфавiтах. У таких
випадках користуються законом великих чисел.
Твердження 1.1. У теорiї iмовiрностей закон великих чисел - це
принцип, що описує результат виконання одного i того самого
експерименту велику кiлькiсть разiв. Згiдно закону, середнє значення
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скiнченної вибiрки (X1, X2, · · · , Xn) з фiксованого розподiлу близьке до
математичного очiкування цього розподiлу.
1
n
nX
i=1
Xi !MX при n!1.
Закон застосовний тiльки тодi, коли розглядається достатньо велика
серiя експериментiв.
Це означає, що при неможливостi розглянути генеральну сукупнiсть,
можна зформувати вибiрку з цiєї сукупностi, а результат дослiдження
отриманої вибiрки узагальнити на генеральну сукупнiсть. Очевидно, що
чим бiльший об’єм вибiрки, тим бiльш репрезентативною вона виявиться
за рахунок зменшення впливу аномальних значень окремих елементiв(так
званих викидiв). Також важливою вимогою до формування вибiрки є те,
що елементи з генеральної сукупностi для вибiрки обираються
випадковим чином.
Для дослiдження перестановок iз заданими характеристиками i оцiнки
кiлькостi таких перестановок використовуються випадковi перестановки,
якi є елементами сукупностi усiх перестановок множини.
Означення 1.26. Нехай є множина {0, 1, · · · , n   1}. Випадковою
перестановкою даної множини називається вектор (⇠0, ⇠1, · · · , ⇠n 1), усi
елементи якого приймають значення вiд 0 до n  1, при цьому iмовiрнiсть
збiгу двох довiльних елементiв дорiвнює 0, а ймовiрнiсть кожної
перестановки ￿ 1n! .
Як приклад випадкової перестановки можна навести результат
перетасовування колоди карт.
Використання випадкових перестановок часто є базою у таких
областях, як криптографiя, теорiя кодування або моделювання, де
використовуються iмовiрнiснi алгоритми.
Якщо об’єм вибiрки випадкових перестановок достатнiй, то, за
законом великих чисел, можна вважати, що частка перестановок iз
25
заданою характеристикою у вибiрцi спiвпадає iз їх часткою серед усiх
можливих перестановок. Для генерацiї випадкових перестановок у рамках
даної роботи використовується алгоритм Фiшера-Йетса [2], який реалiзує
випадкове перетасовування елементiв множини. Вiн є незмiщеним, а отже
кожна перестановка генерується з однаковою iмовiрнiстю, i забезпечує
ефективне i швидке отримання випадкових перестановок. Алгоритм не
потребує додаткової пам’ятi, а час його роботи пропорцiйний розмiру
множини, тож при коректнiй реалiзацiї вiн вважається оптимальним для
використання. Сам алгоритм виглядає таким чином:
Вхiд: множина {0, 1, · · · , n  1}.
1. Для усiх i вiд n  1 до 1 виконати:
1.1 j - випадкове число вiд 0 до i
1.2 Помiняти мiсцями i-тий та j-тий елементи
Вихiд: випадкова перестановка.
На кожнiй iтерацiї обирається випадковий елемент iз усiх
залишившихся, тобто на першiй iтерацiї є n способiв обрати елемент, на
другiй n   1 способiв обрати другий елемент i так далi до останньої
iтерацiї, на якiй є два способи обрати останнiй елемент. На жоднiй
iтерацiї немає можливостi обрати вже обраний ранiше елемент, оскiльки
усi вони переносяться у кiнець масиву шляхом перестановки з останнiм
необраним елементом. Послiдовнiсть довжини n можна отримати
n ⇥ (n   1) ⇥ (n   2) ⇥ · · · ⇥ 1 = n! способами, що спiвпадає iз загальною
кiлькiстю перестановок. Це значить, що iмовiрнiсть отримати довiльну
перестановку дорiвнює 1n! , тож усi перестановки рiвноiмовiрнi.
Як i усi iншi випадковi процеси, алгоритм Фiшера-Йетса залежить
вiд використовуваного генератора випадкових або псевдовипадкових
чисел. Генерацiя псевдовипадкової послiдовностi повнiстю задається
початковим станом генератора при стартi роботи. Генератор
псевдовипадкових чисел не може створити бiльше перестановок, нiж
число внутрiшнiх станiв генератора. Навiть коли число можливих станiв
перевищує число перестановок, деякi перестановки можуть з’являтися
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частiше за iншi. Для запобiгання появи нерiвномiрностi розподiлу
кiлькiсть внутрiшнiх станiв генератора має бути на кiлька порядкiв
бiльша кiлькостi перестановок. Зазвичай, мови програмування i
бiблiотеки використовують 32-бiтне число для внутрiшнiх станiв, що
означає, що генератор може створити 232 рiзноманiтних випадкових
чисел. Тож у при генерацiї випадкових перестановок це зауваження має
бути враховано для покращення якостi вибiрки.
1.4 Метод Монте-Карло
Як вже зазначалося ранiше, для того, щоб отримати статистичнi
оцiнки характеристик перестановок, буде використовуватися метод
Монте-Карло ￿ чисельний метод для вивчення випадкових процесiв. Вiн
полягає у багаторазовому моделюваннi за допомогою генератора
випадкових величин необхiдного процесу, i на основi згенерованих даних
отримуються iмовiрнiснi характеристики вирiшуваної задачi. Значною
перевагою даного методу є те, що в його основi лежить закон великих
чисел (середнє значення скiнченної вибiрки iз фiксованого розподiлу
прямує до математичного сподiвання цього розподiлу). Це дозволяє
врахувати у моделi процесу елемент випадковостi i складнiсть реального
свiту.
Основними кроками методу є:
1) Визначення областi можливих даних.
2) Генерацiя випадкових вхiдних даних iз областi можливих даних
використовуючи деякий заданий розподiл iмовiрностей.
3) Виконання обробки вхiдних даних, вираховування iмовiрнiсних
характеристик вирiшуваної задачi.
4) Отримання кiнцевого результату iз промiжних розрахункiв.
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Наведемо приклад застосування методу Монте-Карло.
Приклад 1.3. Нехай необхiдно визначити середню вiдстань мiж
двома випадковими точками у колi за допомогою методу Монте-Карло.
Для цього потрiбно виконати такi дiї:
– взяти випадкову пару точок,
– вирахувати для неї вiдстань мiж точками.
При достатньо великiй кiлькостi пар пiсля усереднення отриманих
вiдстаней знайдемо шукану середню вiдстань.
Для ефективного застосовування методу Монте-Карло важливо
враховувати два моменти. По-перше, якщо випадковi величини не є
незалежними, наближення процесу буде мiнiмальним. По-друге, вхiдних
даних має бути досить багато. Це дозволяє зменшити вплив викидiв
(значень, що видiляються iз загальної вибiрки) на кiнцевий результат
настiльки, що ним можна знехтувати. При дотриманнi цих умов можна
отримати найбiльш точну модель процесу.
Метод Монте-Карло є простим, ефективним i може
використовуватися при будь-якому розподiлi, проте для його
застосування потрiбен хороший генератор випадкових чисел, iнакше
вибiрка може виявитися нерепрезентативною. У такому випадку кiнцевi
результати не можна узагальнювати на генеральну сукупнiсть, з якої
була обрана вибiрка. Ще одним недолiком є проблема визначення об’єму
вибiрки, тобто кiлькостi точок для вирiшення задачi iз заданою точнiстю.
Зрiст кiлькостi згенерованих даних може призвести до значного
ускладнення обчислень i обробки цих даних. Необхiдний баланс мiж
точнiстю та складнiстю обчислень обирається в залежностi вiд
постановки задачi дослiдження i наявних ресурсiв.
У рамках дослiдження класiв характеристик перестановок метод буде
застосовуватися наступним чином.
1) Задамо вхiдну множину перестановок степенi n M i ї ї потужнiсть
n! = |M |.
2) Визначимо характеристики перестановок та розбиття на класи.
28
3) Генеруватимемо випадкову перестановку множини M i
шукатимемо її характеристику за наведеним далi алгоритмом. Для
кожної характеристики статистично з допомогою метода Монте-Карло
рахуватимемо кiлькiсть перестановок, з такою характеристикою.
4) Видiлимо класи з рiзними характеристиками, опишемо
властивостi перестановок кожного класу та їх застосовнiсть у роторних
шифраторах.
5) Представимо кiнцевi результати дослiдження.
1.5 Оцiнка кiлькостi перестановок без паралельних
перепайок
Серед нечисленних робiт, присвячених оцiнцi кiлькостi перестановок
без паралельних перепайок, вiдзначимо такi статтi, як [3, 4, 5, 6], у яких
автори називають такi перестановки повними вiдображеннями, повними
перестановками або "хорошими" перестановками.
Нехай задана множина ⌃ = {0, 1, · · · , n  1}, яка мiстить n елементiв.
У теоремi 1 в статтi [4] зауважується, що якщо n парне, то кiлькiсть
перестановок без перепайок дорiвнює нулю, тому зазвичай множини з
парною кiлькiстю елементiв не беруть до уваги при дослiдженнi таких
перестановок. Значно бiльше зацiкавленостi викликають множини, у яких
n - непарне. Також у [4] отримано верхню границю кiлькостi
перестановок без паралельних перепайок: вiрогiднiсть, що випадкова
перестановка виявиться перестановкою без перепайок не перевищує
P (n) = e cn при достатньо великих непарних n, де c   0.08854. Таке
значення було отримано комбiнаторним методом. У той же час нерiвнiсть
iз теорiї стохастичних процесiв дає бiльш слабку оцiнку ￿ c   0.06766.
Автори вiдзначили, що якщо розглядати не усi можливi перестановки, а
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лише тi, якi можна вважати випадковими, то матимемо асимптотичну
границю e (1 ")n, де " - додатне довiльно мале число.
У статтi [5] цю оцiнку величини c було покращено. Автор довiв, що
c   ln 22 ⇡ 0.35. Це означає, що загальна кiлькiсть перестановок без
паралельних перепайок не перевищує (n+ 1)! · 2 m+O(1/
p
lnm), де m = n 12 -
цiле число. Також автори навели алгоритм перечислення усiх
перестановок без перепайок, що значно полегшує пошук таких
перестановок.
У [6] вводиться таке поняття, як k-good permutation(k-хороша
перестановка).
Означення 1.27. Нехай s(k) = (s0, s1, · · · , sk 1) - часткове
представлення перестановки довжини n. Будемо вважати це
представлення k-хорошим, якщо значення tl(l + sl) (mod n) усi рiзнi при
рiзних l  k.
Очевидно, що перестановка не може бути перестановкою без
перепайок, якщо усi її частковi представлення не k-хорошi для усiх k.
Приводяться такi результати. Для n = 25 кiлькiсть 10-хороших
перестановок починаючи з нуля була знайдена перебором i дорiвнює
58, 460, 060, 880. Виходячи з цього, вiрогiднiсть, що загальна перестановка
довжини 25 є перестановкою без перепайок оцiнюється щонайменше
числом 1.86785 · 10 9 [6]. Позначивши ⇡(n) = e cnn, автори отримують
деяку оцiнку для cn, n = 25. Вiдповiдне значення для n = 25 оцiнюється
як c25  0.8039. Приводиться i бiльш точне значення, базоване на
середнiй кiлькостi перестановок без перепайок на деяких промiжках, ￿
cˆ25 = 0.789. У статтi приводиться таблиця точних значень Pn та
cn =   1n logP (n) для непарних n вiд 1 до 19 ([6, табл. 2]).
Автори роблять висновок, що для великих n справедливе рiвняння
P (n) = e cn/n.
Також були приведенi оцiнки Pn та cn для n = 25, 35, 45, 55 та 1 за
умови, що Pn = e cn/n ([6, табл. 3]). У [6] приведений аналiз перестановок
без перепайок для застосування у криптографiї, зокрема у роторних
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шифрувальних машинах.
У [7] для оцiнки кiлькостi перестановок без перепайок пропонується
використовувати метод пришвидшеного моделювання. Оскiльки сам
алгоритм отримання перестановок та його приведена модифiкацiя у
рамках даного дослiдження не є принциповими, тут вiн наводитися не
буде, але з ним можна ознайомитися у роздiлi "Алгоритм ускоренного
моделирования" [7]. Не зважаючи на те, що метод є досить простим для
реалiзацiї, вiн дозволяє при вiдносно невеликих витратах часу побудувати
незмiщенi оцiнки i вiдповiднi довiрчi iнтервали для Pn при досить
великих n (у статтi [7] приводяться оцiнки для Pn до n = 155 включно).
Бiльш того, даний алгоритм дозволяє у практичних пiдрахунках
пiдтвердити спiввiдношення Pn ⇠ ae cn i вказати бiльш точнi границi для
c, а саме у [7] приводяться такi: 0.9825  c  0.9883.
Загалом, для n   75 для Pn були знайденi та указанi наступнi межi:
413.099exp{ 0.9883n}  Pn  267.384exp{ 0.9825n},
а наведенi чисельнi данi для деяких n свiдчать про високу степiнь
точностi нижнiх та верхнiх оцiнок i можливiсть з їх допомогою
прогнозувати значення Pn.
Висновки до роздiлу 1
У роздiлi описано будову i принцип роботи шифрувальної машини
Енiгма, iдею алгоритму шифрування, що у нiй використовується та
утворюванi нею полiалфавiтнi перестановки. Введено поняття
перестановки без перепайок, їх застосування в Енiгмi, оглянуто iснуючi
оцiнки кiлькостi перестановок без перепайок серед усiх можливих
перестановок на деякiй множинi. Крiм того, розглянутий метод
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Монте-Карло статистичного моделювання i зауваження до його
використання.
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2 КЛАСИ ПЕРЕСТАНОВОК ЗI СПЕЦIАЛЬНИМИ
ВЛАСТИВОСТЯМИ ТА ОЦIНЮВАННЯ ЇХ ПОТУЖНОСТI
У даному роздiлi розглядаються довiрчi iнтервали для параметрiв
бiномiального розподiлу, нормального розподiлу та розподiлу Пуассона,
розглядаються поняття характеристики перестановки, вводиться
класифiкацiя перестановок за їх характеристиками, приводиться точна
кiлькiсть перестановок кожного класу для множин з потужнiстю вiд 3 до
11 включно i порiвнюється отримана кiлькiсть перестановок без
перепайок iз вже вiдомими даними для таких множин. Також застосовано
метод статистичного моделювання для отримання оцiнок кiлькостi
перестановок у класах для множин з бiльшою потужнiстю. Виконано
порiвняння рiзних статистичних апроксимацiй для побудови довiрчих
iнтервалiв для потужностей класiв. Проведено аналiз результатiв.
2.1 Довiрче оцiнювання
Задача побудови довiрчого iнтервалу для деякого параметра ✓
розподiлу i задача перевiрки гiпотези вiдносно цього параметра
еквiвалентнi.
Оберемо довiльне   2 [0, 1].
Розглянемо нормальний розподiл N (a,  2).
Нехай необхiдно побудувати довiрчий iнтервал для середнього вибiрки
X1, X2, . . . , Xn з розподiлу N (a,  2) при вiдомому  2. Вiдомо, що
p
n
X   a
 
⇠ N (0, 1),
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де X = 1n
Pn
i=1Xi ([8]). Нехай zq ￿ q-квантиль стандартного нормального
розподiлу. Тодi в силу його симетрiї
P ( z1  2 <
p
n
X   a
 
< z1  2 ) = 1    =)
=) P (X    p
n
z1  2 < a < X +
 p
n
z1  2 ) = 1   , (2.1)
звiдки довiрчий iнтервал такий:
(X    p
n
z1  2 ;X +
 p
n
z1  2 ).
У тому випадку, коли дисперсiя  2 невiдома, випадкова величина
p
nX as розподiлена за законом Стьюдента з n   1 ступенями свободи, де
s =
q
1
n 1
Pn
i=1(Xi  X)2 ([8]). Тодi якщо tq,n 1 ￿ квантиль розподiлу
Стьюдента, то в силу його симетрiї
P ( t1  2 ,n 1 <
p
n
X   a
s
< t1  2 ,n 1) = 1    =)
=) P (X   sp
n
t1  2 ,n 1 < a < X +
sp
n
t1  2 ,n 1) = 1   , (2.2)
а довiрчий iнтервал буде таким:
(X   sp
n
t1  2 ,n 1;X +
sp
n
t1  2 ,n 1)
.
Якщо ж необхiдно побудувати довiрчий iнтервал для дисперсiї  2 за
умови, що середнє вiдоме, то користуючись тим, що випадкова величинаPn
i=1(Xi a)2
 2 має розподiл  
2(n) та знайшовши  -квантиль цього розподiлу
 2 ,n, при обраному   отримуємо
P ( 21  
2 ,n

Pn
i=1(Xi   a)2
 2
  21+ 
2 ,n
) =  .
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Пiсля нескладних перетворень:
P (
Pn
i=1(Xi   a)2
 21+ 
2 ,n
  2 
Pn
i=1(Xi   a)2
 21  
2 ,n
) =  
. Тодi довiрчий iнтервал такий ([8]):
(
Pn
i=1(Xi   a)2
 21+ 
2 ,n
;
Pn
i=1(Xi   a)2
 21  
2 ,n
).
Для бiномiального розподiлу Bin(n, p) та розподiлу Пуассона
Pois( ), використовуючи розподiл точкової оцiнки параметрiв, отримуємо
вiдповiднi довiрчi iнтервали ([8]):
X ± c p
n
q
X(1 X), X ± c 
s
X
n
,
де c  =   1
 1+ 
2
 
.
2.2 Перехiд вiд бiномiального розподiлу до iнших розподiлiв
Оскiльки при генерацiї перестановок за методом Монте-Карло кожна
перестановка з’являється з однаковою iмовiрнiстю, то число появ певної
характеристики перестановок у послiдовностi незалежних генерацiй має
бiномiальний розподiл, а оцiнкою параметра p буде nN , де n￿ кiлькiсть появ
характеристики, N ￿ кiлькiсть генерацiй перестановок. Функцiя розподiлу
має вигляд
F (x,N, p) =
xX
i=1
C iNp
i(1  p)N i
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￿ iмовiрнiсть появи характеристики менше або рiвне x разiв серед N
випробувань ([9]). Середнє та дисперсiя такого розподiлу:
M(x) = Np,D(x) = Np(1  p).
При N ! 1, p ! 0, Np = const бiномiальний розподiл можна звести до
розподiлу Пуассона iз параметом   = Np ([9]). Оскiльки розподiл Пуассона
пов’язаний з розподiлом  2, то функцiя бiномiального розподiлу може бути
представлена у виглядi
F (x,N, p) =
xX
i=1
(Np)i
i!
e Np = P 2(2Np, 2x+ 2),
де P 2(u, k) ￿ функцiя розподiлу  2 з k степенями свободи.
При N ! 1 бiномiальний розподiл зводиться до нормального iз
середнiм a = Np та дисперсiєю  2 = Np(1   p). Такий перехiд
задовiльний при Np(1  p) > 5 i 0.1  p  0.9 або при Np(1  p) > 25 для
довiльного p ([9]). Таким чином, функцiя розподiлу
F (x,N, p) =  
 
x Np+ 0.5p
Np(1  p)
!
,
де  (u) ￿ функцiя стандартного нормального розподiлу ([9]).
2.3 Характеристики перестановок, їх побудова, властивостi
та критерiї їх класифiкацiї
До цих пiр перестановки подiлялися лише на перестановки з
перепайками та перестановки без перепайок, при цьому мова велася про
те, що останнi є найбажанiшими до використання у криптографiї. Проте i
серед перестановок з перепайками є такi, що досить успiшно можуть бути
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застосованi наприклад у роторних шифраторах, зокрема в Енiгмi.
Степiнь застосовностi перестановки для реалiзацiї шифру залежить вiд
характеристики даної перестановки.
Нехай є множина {0, 1, . . . , n   1} i деяка її перестановка
(i0, i1, . . . , in 1). За правилом
 
0 1 . . . n  1
i0 i1 . . . in 1
j0 j1 . . . jn 1
отримуємо послiдовнiсть (j0, j1, . . . , jn 1) залишкiв суми за модулем n.
Усi jt, t = 0, n  1 належать множинi {0, 1, . . . , n   1} i не обов’язково є
рiзними. Нехай k0 ￿ кiлькiсть нулiв серед (j0, j1, . . . , jn 1), k1 ￿ кiлькiсть
одиниць, . . ., kn 1 ￿ кiлькiсть n 1. Iнакше кажучи, перепишемо множину
{j0, j1, . . . , jn 1} у виглядi мультимножини:
{0k0, 1k1, . . . , (n  1)kn 1}.
Нескладно бачити, що для {k0, k1, . . . , kn 1} має виконуватися
n 1X
j=0
kj = n.
Означення 2.1. Характеристикою перестановки (i0, i1, . . . , in 1)
множини {0, 1, . . . , n   1} з вiдповiдним набором {k0, k1, . . . , kn 1}
послiдовнiстю будемо називати послiдовнiсть (↵0,↵1, . . . ,↵n 1), де ↵i ￿
число чисел kj, що трапляються i разiв.
Для характеристик перестановок справедлива наступна рiвнiсть:
n+1X
i=0
i↵i = n.
Наведемо приклад побудови характеристики перестановки.
Приклад 2.1. Нехай є множина {0, 1, 2, 3, 4, 5, 6}.
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Вiзьмемо довiльну її перестановку, наприклад (3, 1, 4, 2, 5, 0, 6).
Знайдемо послiдовнiсть залишкiв сум за модулем 7:
 
0 1 2 3 4 5 6
3 1 4 2 5 0 6
3 2 6 5 2 5 5
Представимо отриману послiдовнiсть у виглядi мультимножини:
{00, 10, 22, 31, 40, 53, 61}. Нескладно бачити, що рiвнiсть Pn 1j=0 kj = n
виконується (0 + 0 + 2 + 1 + 0 + 3 + 1 = 7).
Перейдемо до побудови характеристики.
Нуль разiв зустрiчаються 3 числа ￿ 0, 1 та 4, тому ↵0 = 3. Один раз
зустрiчаються числа 3 та 6 (↵1 = 2). Двiчi зустрiчається тiлки число 2
(↵2 = 1). Тричi зустрiчається число 5 (↵3 = 1). Чотири, п’ять та шiсть
разiв не зустрiчається жодне з чисел, тому ↵4 = ↵5 = ↵6 = 0.
Таким чином, характеристикою перестановки (3, 1, 4, 2, 5, 0, 6)
множини {0, 1, 2, 3, 4, 5, 6} є послiдовнiсть (3, 2, 1, 1, 0, 0, 0). Перевiримо
виконання рiвностi
Pn 1
i=0 i↵i = n:
0 · 3 + 1 · 2 + 2 · 1 + 3 · 1 + 4 · 0 + 5 · 0 + 6 · 0 = 7.
Рiвнiсть вiрна. Характеристика побудована.
Характеристики кiлькох перестановок можуть спiвпадати. Це
означає, що цi перестановки мають однаковi властивостi, а отже
криптоаналiз систем, побудованих на них, має складнiсть одного порядку.
Очевидно, що чим бiльше значення другої позицiї характеристики
перестановки (тобто чим бiльше унiкальних лишкiв суми за модулем n),
тим краще ця перестановка для використання у якостi пiдключа
шифрування у роторних шифраторах.
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2.4 Клас перестановок без перепайок
Так як для перестановки без перепайок усi залишки jt, t = 0, n  1 є
унiкальними i трапляються лише один раз, то ↵1 = n, а характеристика
такої перестановки ￿ це послiдовнiсть виду {0, n, 0, . . . , 0}
Про цей клас перестановок вже вiдомо досить багато. Частина
вiдомостей була розглянута у першому роздiлi, в тому числi i статистичнi
оцiнки кiлькостi перестановок даного класу для множин перестановок
рiзних потужностей. Порiвняємо цi оцiнки з точною кiлькiстю
перестановок без перепайок для малих n.
Алгоритм пiдрахунку є таким (1).
Algorithm 1 Алгоритм пiдрахунку кiлькостi перестановок без перепайок
1: Встановлюємо лiчильник c = 0
2: Будуємо множину {0, 1, . . . , n  1} та множину усiх можливих її перестановок
I = {(i0, i1, . . . , in 1) : (i0, i1, . . . , in 1) ￿ перестановка множини {0, 1, . . . , n  1}}
3: Для кожної перестановки (i0, i1, . . . , in 1) 2 I отримуємо послiдовнiсть (j0, j1, . . . , jn 1) таку, що
4: Якщо 8k, l 2 {0, 1, . . . , n  1}, k 6= l : jk 6= jl, збiльшуємо лiчильник c на 1.
Очевидно, що, знаючи потужнiсть класу перестановок без перепайок,
легко знайти iмовiрнiсть того, що випадкова перестановка виявиться
перестановкою без перепайок. Для цього достатньо роздiлити потужнiсть
класу на загальну кiлькiсть перестановок:
Pn =
|клас перестановок без перепайок|
n!
.
За допомогою наведеного вище алгоритму були отриманi результати
для n = 3, 5, 7, 9, 11, наведенi у таблицi 2.1 (з точнiстю до 9 знакiв пiсля
крапки).
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Таблиця 2.1 – Точна i змодельована кiлькiсть перестановок без
перепайок
n Загальна кiлькiсть
перестановок
Кiлькiсть
перестановок
без перепайок
Точне Pn Оцiнка Pn
3 6 3 0.5 0.5
5 120 15 0.125 0.125
7 5040 133 0.0263889 0.0263889
9 362880 2025 0.00558036 0.00558036
11 39916800 37851 0.000948247 0.000948247
Як можна бачити, оцiнки iмовiрностей появи перестановки без
перепайок, отриманi у [6], повнiстю спiвпадають з отриманими у рамках
цiєї роботи точними значеннями цих iмовiрностей для n = 3, 11.
Для перестановок довжини n = 13   19, 25, 35, 45, 55 також можна
отримати приблизну iмовiрнiсть появи перестановки без перепайок за
допомогою методу Монте-Карло. Вiн дасть змогу оцiнити частку
перестановок необхiдного класу серед усiх перестановок множини за
умови великої кiлькостi експериментiв та закону великих чисел.
Задамо послiдовнiсть дiй.
40
Algorithm 2 Алгоритм пiдрахунку кiлькостi перестановок без перепайок для великих n методом
Монте-Карло
1: Встановлюємо кiлькiсть експериментiв N ￿ велике число
2: Встановлюємо лiчильник c = 0
3: Будуємо множину {0, 1, . . . , n  1}
4: Будуємо випадкову незалежну перестановку (i0, i1, . . . , in 1) множини {0, 1, . . . , n  1}
5: Для перестановки (i0, i1, . . . , in 1) 2 I отримуємо послiдовнiсть (j0, j1, . . . , jn 1) таку, що
 
0 1 . . . n  1
i0 i1 . . . in 1
j0 j1 . . . jn 1
6: Якщо 8k, l 2 {0, 1, . . . , n  1}, k 6= l : jk 6= jl, збiльшуємо лiчильник c на 1
7: Зменшуємо N на 1
8: Повторюємо кроки 3) - 6) доти, поки N   0
9: Визначаємо iмовiрнiсть появи перестановки без перепайок за формулою
Pn =
c
кiлькiсть експериментiв
=
c
N
Алгоритм 2 iз встановленою кiлькiстю експериментiв N = 107 був
використаний для побудови порiвняльної таблицi iмовiрностей появи
перестановки без перепайок множин довжини n = 13   19, 25, 35, 45, 55.
Наведемо цi результати в порiвняннi з результатами, отриманими у [6]
(2.2).
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Таблиця 2.2 – Порiвняльна таблиця результатiв
n Отримана оцiнка
Pn
Вiдома оцiнка Pn
11 0.0009506 0.000948247
13 0.0002991 0.000165467
15 0.0000498 0.0000278096
17 0.0000052 0.00000451522
19 0.0000016 0.000000720595
25 0 2.73⇥ 10 9
35 0 2.25⇥ 10 13
45 0 1.75⇥ 10 17
55 0 1.32⇥ 10 21
У даному випадку iмовiрностi вже не збiгаються цiлком, проте
порядок величин є однаковим для n = 13, 19, а для n = 25, 35, 45, 55
вiдома оцiнка дуже близька до нуля. Рiзницю в приведених результатах
можна пояснити рiзною кiлькiстю згенерованих перестановок та
iмовiрнiсною природою появи перестановки у даному алгоритмi. У
випадку n = 25, 35, 45, 55 отриманi оцiнки iмовiрностей пояснюються
недостатньою кiлькiстю експериментiв для того, щоб хоча б одна
згенерована перестановка виявилася представником класу перестановок
без перепайок, адже потужнiсть класу є досить малою.
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2.5 Клас перестановок з виродженою характеристикою
Означення 2.2. Престановкою множини довжини n з виродженою
характеристикою будемо називати таку перестановку, характеристика якої
має вигляд {n  1, 0, . . . , 0, 1}.
Фактично це означає, що усi лишки суми за модулем n є однаковими,
що значно спрощує криптоаналiз шифру. У випадку вiдомого
шифротексту та частини ключа або вiдкритого тексту пошук повного
повiдомлення полягає у вирiшеннi системи рiвнянь виду
i+ ji (mod n) = k,
де i ￿ символ повiдомлення, ji ￿ символ ключа (перестановки), а k ￿
лишок суми за модулем, який є однаковим для усiх рiвнянь системи.
Частка перестановок iз виродженою характеристикою серед усiх
можливих перестановок множини дуже мала. В результатi проведених
експериментiв для n = 13   19, 25, 35, 45, 55 найбiльша їх кiлькiсть була
отримана при n = 11 (P11 = 0.0000014), При iнших n зустрiчалася лише
одна або не зустрiчалися зовсiм.
На вiдмiну вiд перестановок без перепайок, якi є найбiльш вдалими
для застосування у роторних шифраторах, перестановки з виродженою
характеристикою є зовсiм не застосовними.
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2.6 Побудова довiрчих iнтервалiв для потужностей класiв
перестановок рiзної довжини
Окрiм перестановок ￿без перепайок￿ та перестановок з виродженою
характеристикою були видiленi iншi класи перестановок. При n = 11
можливо здiйснити повний перебiр перестановок, тому можна отримати
точнi значення потужностi усiх класiв. Для цього використовувався
наступний алгоритм (3):
Algorithm 3 Алгоритм побудови класiв методом повного перебору перестановок
1: Будуємо множину {0, 1, . . . , n  1}
2: Будуємо множину усiх перестановок множини {0, 1, . . . , n  1}:
I = {(i0, i1, . . . , in 1) ￿ перестановка множини {0, 1, . . . , n  1}}
3: Для кожної перестановки (i0, i1, . . . , in 1) 2 I:
4: Отримуємо послiдовнiсть (j0, j1, . . . , jn 1) таку, що
5: З послiдовностi (j0, j1, . . . , jn 1) знаходимо характеристику (↵0,↵1, . . . ,↵n 1)
6: Якщо характеристика (↵0,↵1, . . . ,↵n 1) не зустрiчалася на попереднiх iтерацiях, встановлюємо
лiчильних c = 1. Якщо зустрiчалася ￿ збiльшуємо c на 1
У випадку, коли повнiстю перебрати перестановки неможливо i
знайти точнi потужностi класiв не вдасться, при їх оцiнцi необхiдно
побудувати довiрчий iнтервал для потужностi кожного з класiв, а отже,
знайти їх точковi оцiнки. Для цього потрiбно виконати такi кроки:
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Algorithm 4 Алгоритм побудови класiв методом Монте-Карло
1: Встановлюємо кiлькiсть експериментiв N ￿ велике число
2: Будуємо множину {0, 1, . . . , n  1}
3: Поки N   0:
4: Будуємо випадкову незалежну перестановку (i0, i1, . . . , in 1) множини
5: Для перестановки (i0, i1, . . . , in 1) отримуємо послiдовнiсть (j0, j1, . . . , jn 1) таку, що
 
0 1 . . . n  1
i0 i1 . . . in 1
j0 j1 . . . jn 1
6: З послiдовностi (j0, j1, . . . , jn 1) знаходимо характеристику (↵0,↵1, . . . ,↵n 1)
7: Якщо характеристика (↵0,↵1, . . . ,↵n 1) не зустрiчалася на попереднiх iтерацiях, встановлюємо
лiчильних c = 1. Якщо зустрiчалася ￿ збiльшуємо c на 1
8: Зменшуємо N на 1
Беручи до уваги закон великих чисел
1
N
NX
i=1
Xi !MX при N !1,
можна вважати, що отриманi кiлькостi появ характеристик являються
середнiм значенням для кожної характеристики. За допомогою точкових
оцiнок, отриманих за описаним вище алгоритмом легко отримати довiрчi
iнтервали для кожного з класiв.
Нехай N ￿ кiлькiсть експериментiв (генерацiй випадкових
перестановок), k ￿ точкова оцiнка потужностi певного класу (кiлькiсть
перестановок з характеристикою (↵0,↵1, . . . ,↵n 1)). Тодi при випадковому
виборi перестановки iмовiрнiсть, що (↵0,↵1, . . . ,↵n 1) виявиться її
характеристикою дорiвнює p = kN , а точкова оцiнка потужностi класу ￿
n! · p.
У багатьох мовах програмування iснують реалiзованi функцiї для
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побудови довiрчих iнтервалiв рiзних розподiлiв, в тому числi i
бiномiального розподiлу. В рамках даного дослiдження використовувався
пакет scipy iз мови програмування Python, i довiрчий iнтервал був
отриманий за допомогою функцiї stats.binom.interval(1  ↵, N, p), де ↵ ￿
рiвень значущостi.
Також побудований довiрчий iнтервал для параметра p в бiномiальнiй
моделi при використаннi наступних формул:
pнижнє =
k
NR1
(2.3)
pверхнє =
k
NR2
, (2.4)
де, як вказано в [11],
R1 =
k(2N   k + 1 + 12 ↵)
N ↵
,
R2 =
k(2N   k + 12 1 ↵)
N 1 ↵
.
Помноживши iмовiрностi (2.3) i (2.4) на загальну кiлькiсть перестановок
довжини 11, отримаємо довiрчi iнтервали для потужностей класiв.
У таблицi 2.3 приведенi результати побудови довiрчих iнтервалiв для
потужностi усiх класiв в бiномiальнiй моделi з використанням засобiв мови
програмування Python та формул (2.3) i (2.4).
Також для отримання довiрчих iнтервалiв використовувалися
апроксимацiї бiномiального розподiлу до нормального розподiлу та
розподiлу Пуассона з врахуванням обмежень, описаних на початку глави.
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Таблиця 1 – Довiрчi iнтервали для потужностi усiх класiв
перестановок довжини n = 11 в моделi Бернуллi
Точне Точкова Довiрчий iнтервал Довiрчий iнтервал
(↵0,↵1, . . . ,↵12) значення оцiнка (побудований (побудований
засобами Python) за формулами (2.3) i (2.4))
(4, 4, 2, 1, 0, 0, 0, 0, 0, 0, 0, 0) 8252200 2065832 [8237749, 8257785] [8239302, 8256233]
(3, 5, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0) 4783130 1199224 [4778883, 4794958] [4780160, 4793683]
(4, 3, 4, 0, 0, 0, 0, 0, 0, 0, 0, 0) 3746765 938847 [3740363, 3754794] [3741515, 3753646]
(3, 6, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0) 3522310 883469 [3519504, 3533547] [3520628, 3532430]
(5, 2, 3, 1, 0, 0, 0, 0, 0, 0, 0, 0) 3274260 820441 [3268148, 3281728] [3269236, 3280647]
(2, 7, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0) 2518615 630972 [2512622, 2524654] [2513589, 2523695]
(5, 3, 1, 2, 0, 0, 0, 0, 0, 0, 0, 0) 2390960 599058 [2385380, 2397120] [2386320, 2396184]
(4, 5, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0) 2024330 507323 [2019646, 2030508] [2020518, 2029639]
(5, 3, 2, 0, 1, 0, 0, 0, 0, 0, 0, 0) 2017070 505279 [2011495, 2022333] [2012364, 2021468]
(4, 5, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0) 1202135 301977 [1201164, 1209631] [1201844, 1208956]
(6, 2, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 869990 217816 [865843, 873065] [866422, 872489]
(5, 4, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0) 744150 186164 [739766, 746453] [740302, 745920]
(6, 1, 2, 2, 0, 0, 0, 0, 0, 0, 0, 0) 722370 180148 [715804, 722387] [716303, 722378]
(5, 4, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0) 559020 140163 [556579, 562396] [557047, 561933]
(2, 8, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0) 464035 116017 [460456, 465754] [460881, 465333]
(5, 1, 5, 0, 0, 0, 0, 0, 0, 0, 0, 0) 445280 111571 [442757, 447955] [443177, 447543]
(6, 1, 3, 0, 1, 0, 0, 0, 0, 0, 0, 0) 395670 99516 [394781, 399695] [395177, 399304]
(6, 2, 2, 0, 0, 1, 0, 0, 0, 0, 0, 0) 335775 84041 [333209, 337725] [333571, 337367]
(3, 7, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0) 307340 76845 [304581, 308905] [304929, 308560]
(4, 6, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0) 192390 48217 [190754, 194184] [191030, 193912]
(6, 2, 0, 3, 0, 0, 0, 0, 0, 0, 0, 0) 182710 45927 [181653, 185003] [181924, 184736]
(6, 0, 4, 1, 0, 0, 0, 0, 0, 0, 0, 0) 166375 41602 [164477, 167659] [164731, 167409]
(6, 3, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0) 152460 38058 [150394, 153441] [150639, 153201]
(6, 3, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0) 119790 29649 [117004, 119695] [117222, 119485]
(6, 3, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0) 82280 20691 [81470, 83718] [81650, 83542]
(7, 1, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0) 65340 16172 [63559, 65552] [63721, 65394]
(5, 5, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) 59048 14835 [58266, 60171] [58419, 60022]
(7, 0, 2, 1, 1, 0, 0, 0, 0, 0, 0, 0) 58080 14520 [57017, 58902] [57170, 58757]
(7, 1, 0, 2, 1, 0, 0, 0, 0, 0, 0, 0) 41140 10195 [39908, 41486] [40034, 41365]
(7, 1, 1, 0, 2, 0, 0, 0, 0, 0, 0, 0) 38720 9676 [37857, 39394] [37980, 39276]
(0, 11, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 37851 9387 [36715, 38229] [36836, 38113]
(7, 1, 2, 0, 0, 0, 1, 0, 0, 0, 0, 0) 22990 5627 [21874, 23048] [21971, 22999]
(7, 0, 1, 3, 0, 0, 0, 0, 0, 0, 0, 0) 19360 4800 [18621, 19703] [18707, 19622]
(7, 2, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0) 19360 4785 [18561, 19644] [18648, 19561]
(7, 2, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0) 18150 4571 [17719, 18777] [17804, 18697]
(6, 4, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0) 18150 4518 [17511, 18562] [17595, 18482]
(7, 0, 3, 0, 0, 1, 0, 0, 0, 0, 0, 0) 13310 3398 [13108, 14023] [13103, 13953]
(7, 2, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0) 10890 2734 [10506, 11325] [10572, 11263]
(8, 0, 0, 2, 0, 1, 0, 0, 0, 0, 0, 0) 4235 1064 [3995, 4503] [4035, 4468]
(8, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0) 3630 972 [3640, 4132] [3681, 4096]
(8, 0, 0, 1, 2, 0, 0, 0, 0, 0, 0, 0) 3025 758 [2814, 3242] [2847, 3213]
(8, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0) 2420 635 [2339, 2735] [2371, 2707]
(8, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0) 2420 614 [2259, 2647] [2290, 2620]
(7, 3, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0) 2420 614 [2259, 2647] [2290, 2620]
(8, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0) 1210 334 [1193, 1477] [1205, 1460]
(8, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0) 1210 326 [1161, 1445] [1185, 1427]
(8, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0) 1210 298 [1057, 1326] [1078, 1310]
(8, 2, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0) 605 171 [582, 787] [599, 775]
(8, 1, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0) 605 142 [475, 663] [490, 652]
(10, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1) 11 4 [3, 32] [5, 37]
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При апроксимацiї нормальним розподiлом отримуємо наступнi
моменти [9]:
MX = Np, DX = Np(1  p),
а довiрчий iнтервал для iмовiрностi отримати перестановку з
характеристикою (↵0,↵1, . . . ,↵n 1) з рiвнем значущостi ↵ має такi границi
[10]:
pнижнє = p  z1 ↵2
r
p(1  p)
N
,
pверхнє = p+ z1 ↵2
r
p(1  p)
N
,
звiдки легко знайти границi iнтервалу для потужностi з точнiстю до
округлення до цiлого числа:
kнижнє = n! ·
 
p  z1 ↵2
r
p(1  p)
N
!
,
kверхнє = n! ·
 
p+ z1 ↵2
r
p(1  p)
N
!
,
де z1 ↵2 ￿ 1  ↵2 -квантиль стандартного нормального розподiлу.
При апроксимацiї розподiлом Пуассона параметр   має наступне
значення [9]:
  = Np,
при чому згiдно з [10] границi довiрчого iнтервалу для потужностi класу з
рiвнем значущостi ↵ такi:
kнижнє =
n! ·  2(↵2 , 2 )
2N
,
kверхнє =
n! ·  2(1  ↵2 , 2 + 2)
2N
,
Таким чином була порахована кiлькiсть появ характеристик при
генерацiї 107 випадкових перестановок при n = 11, 26, 30, 31, 32, 33, 45, 55
та побудованi довiрчi iнтервали для потужностей класiв для кожного n.
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У таблицi 2.4 наведенi точнi значення потужностi усiх класiв при
n = 11 (11! = 39916800), точковi оцiнки при генерацiї N = 107 випадкових
перестановок i довiрчi iнтервали для потужностi при апроксимацiї
нормальним розподiлом та розподiлом Пуассона з рiвнем значущостi
↵ = 0.05.
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Таблиця 1 – Довiрчi iнтервали для потужностi усiх класiв
перестановок довжини n = 11 з використанням апроксимацiй
Точне Точкова Довiрчий iнтервал Довiрчий iнтервал
(↵0,↵1, . . . ,↵12) значення оцiнка (апроксимацiя (апроксимацiя
норм. розподiлом) розподiлом Пуассона)
(4, 4, 2, 1, 0, 0, 0, 0, 0, 0, 0, 0) 8252200 2065832 [8236124, 8256157] [8234899, 8257393]
(3, 5, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0) 4783130 1199224 [4778881, 4794956] [4778354, 4795494]
(4, 3, 4, 0, 0, 0, 0, 0, 0, 0, 0, 0) 3746765 938847 [3740360, 3754793] [3740000, 3755166]
(3, 6, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0) 3522310 883469 [3519504, 3533547] [3519175, 3533887]
(5, 2, 3, 1, 0, 0, 0, 0, 0, 0, 0, 0) 3274260 820441 [3268148, 3281728] [3267855, 3282033]
(2, 7, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0) 2518615 630972 [2512623, 2524654] [2512427, 2524861]
(5, 3, 1, 2, 0, 0, 0, 0, 0, 0, 0, 0) 2390960 599058 [2385376, 2397119] [2385196, 2397311]
(4, 5, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0) 2024330 507323 [2019645, 2030505] [2019506, 2030656]
(5, 3, 2, 0, 1, 0, 0, 0, 0, 0, 0, 0) 2017070 505279 [2011493, 2022331] [2011354, 2022482]
(4, 5, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0) 1202135 301977 [1201161, 1209630] [1201100, 1209703]
(6, 2, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 869990 217816 [865840, 873064] [865804, 873111]
(5, 4, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0) 744150 186164 [739763, 746452] [739735, 746491]
(6, 1, 2, 2, 0, 0, 0, 0, 0, 0, 0, 0) 722370 180148 [715802, 722384] [715776, 722422]
(5, 4, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0) 559020 140163 [556577, 562395] [556560, 562423]
(2, 8, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0) 464035 116017 [460453, 465753] [460441, 465776]
(5, 1, 5, 0, 0, 0, 0, 0, 0, 0, 0, 0) 445280 111571 [442757, 447955] [442746, 447977]
(6, 1, 3, 0, 1, 0, 0, 0, 0, 0, 0, 0) 395670 99516 [394780, 399692] [394771, 399712]
(6, 2, 2, 0, 0, 1, 0, 0, 0, 0, 0, 0) 335775 84041 [333206, 337724] [333200, 337741]
(3, 7, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0) 307340 76845 [304580, 308902] [304575, 308918]
(4, 6, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0) 192390 48217 [190753, 194181] [190752, 194193]
(6, 2, 0, 3, 0, 0, 0, 0, 0, 0, 0, 0) 182710 45927 [181653, 184999] [181653, 185011]
(6, 0, 4, 1, 0, 0, 0, 0, 0, 0, 0, 0) 166375 41602 [164473, 167659] [164473, 167670]
(6, 3, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0) 152460 38058 [150392, 153439] [150392, 153450]
(6, 3, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0) 119790 29649 [117004, 119695] [117005, 119705]
(6, 3, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0) 82280 20691 [81467, 83717] [81470, 83726]
(7, 1, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0) 65340 16172 [63559, 65548] [63562, 65557]
(5, 5, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) 59048 14835 [58264, 60169] [58267, 60178]
(7, 0, 2, 1, 1, 0, 0, 0, 0, 0, 0, 0) 58080 14520 [57017, 58902] [57020, 58910]
(7, 1, 0, 2, 1, 0, 0, 0, 0, 0, 0, 0) 41140 10195 [39905, 41485] [39909, 41493]
(7, 1, 1, 0, 2, 0, 0, 0, 0, 0, 0, 0) 38720 9676 [37854, 39393] [37857, 39401]
(0, 11, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 37851 9387 [36712, 38228] [36715, 38236]
(7, 1, 2, 0, 0, 0, 1, 0, 0, 0, 0, 0) 22990 5627 [21874, 23048] [21878, 23056]
(7, 0, 1, 3, 0, 0, 0, 0, 0, 0, 0, 0) 19360 4800 [18618, 19702] [18621, 19710]
(7, 2, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0) 19360 4785 [18559, 19642] [18562, 19650]
(7, 2, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0) 18150 4571 [17717, 18775] [17720, 18783]
(6, 4, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0) 18150 4518 [17508, 18561] [17512, 18569]
(7, 0, 3, 0, 0, 1, 0, 0, 0, 0, 0, 0) 13310 3398 [13107, 14020] [13111, 14028]
(7, 2, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0) 10890 2734 [10504, 11323] [10507, 11331]
(8, 0, 0, 2, 0, 1, 0, 0, 0, 0, 0, 0) 4235 1064 [3991, 4503] [3995, 4511]
(8, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0) 3630 972 [3639, 4128] [3643, 4136]
(8, 0, 0, 1, 2, 0, 0, 0, 0, 0, 0, 0) 3025 758 [2810, 3242] [2814, 3249]
(8, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0) 2420 635 [2337, 2732] [2341, 2740]
(8, 0, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0) 2420 614 [2257, 2645] [2260, 2653]
(7, 3, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0) 2420 614 [2257, 2645] [2260, 2653]
(8, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0) 1210 334 [1190, 1477] [1194, 1485]
(8, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0) 1210 326 [1160, 1443] [1163, 1451]
(8, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0) 1210 298 [1054, 1325] [1058, 1333]
(8, 2, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0) 605 171 [580, 785] [584, 793]
(8, 1, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0) 605 142 [473, 661] [477, 669]
(10, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1) 11 4 [0, 32] [4, 41]
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При n = 11 усi можливi перестановки дiляться на 50 класiв за
ознакою вигляду характеристики. Як можна бачити у таблицi 2.4,
перестановок без перепайок (з характеристикою
(0, 11, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)) iснує 37851, що становить 0.000948247354497
вiд усiх можливих перестановок. Щодо перестановок з виродженою
характеристикою, їх усого 11 (0.000000275573192 вiд усiх перестановок).
Отриманi довiрчi iнтервали при апроксимацiї бiномiального
розподiлу нормальних розподiлом та розподiлом Пуассона виявилися
досить близькими, при чому чим менша потужнiсть класу, тим бiльше
вони збiгаються. Для класiв з бiльшою потужнiстю iнтервали при
апроксимацiї розподiлом Пуассона ширшi i перекривають iнтервали,
отриманi при апроксимацiї нормальним розподiлом. Це дає пiдстави
вважати, що обидва iнтервали були побудованi коректно. Довiрчi
iнтервали, побудованi засобами Python, майже спiвпадають з iнтервалами
при апроксимацiї нормальним розподiлом.
Лише два точних значення потужностi класiв з 50-ти не потрапили
до довiрчих iнтервалiв, що допускається 95-вiдсотковим iнтервалом,
оскiльки 250 = 0.04 < 0.05. Так, кiлькiсть перестановок iз
характеристикою (6, 3, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0) дорiвнює 119790, що на 95
бiльше крайнього значення довiрчого iнтервалу при використаннi засобiв
Python, на 305 для бiномiальної моделi, на 95 при апроксимацiї
нормальним розподiлом та на 85 – при апроксимацiї розподiлом Пуассона.
Другий клас, чия характеристика не потрапила до iнтервалу ￿ це
(8, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0). Його дiйсна потужнiть становить 3630, а
найменшi значення iнтервалiв становлять 3640 за використання засобiв
Python, 3681 для бiномiальної моделi, 3639 при апроксимацiї нормальним
розподiлом та 3643 при апроксимацiї розподiлом Пуассона. Для усiх
iнтервалiв похибка становить менше 100 перестановок, що дуже мало в
порiвняннi з кiлькiстю усiх перестановок довжини n = 11. Оскiльки точнi
значення обох характеристик не потрапили до жодного з побудованих
iнтервалiв, можна зробити припущення, що в данiй вибiрцi 107
51
випадкових перестановок є деяка аномалiя, за рахунок якої перестановок
з характеристикою (6, 3, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0) отримано менше, нiж мало
б, а з характеристикою (8, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0) ￿ бiльше. У наступнiй
вибiрцi така аномалiя для цих класiв не проявиться, проте можлива для
iнших класiв. Подiбних похибок можна було б уникнути бiльшим об’ємом
вибiрки випадкових перестановок за наявностi необхiдних обчислюваних
потужностей.
Загалом, можна сказати, що усi використанi способи побудови
довiрчих iнтервалiв виявилися досить дiєвими у випадку оцiнки
потужностей класiв перестановок довжини n = 11, проте найбiльш
ефективним є iнтервал, отриманий за формулами (2.3) i (2.4) для
бiномiальної моделi, оскiльки вiн є найбiльш вузьким i дає точнiше
уявлення про дiйсне значення потужностi класу. Спосiб побудови
iнтервалiв для подальших дослiджень можна обирати в залежностi вiд
наявних обчислювальних ресурсiв i необхiдної точностi iнтервалiв.
Застосуємо описанi алгоритми для побудови довiрчих iнтервалiв для
перестановок бiльшої довжини.
Зважаючи на те,що в англiйському алфавiтi 26 лiтер, а в українському
та росiйському ￿ 33, наведемо деякi класи та довiрчi iнтервали для їх
потужностi для перестановок довжин n = 26 (26! ⇡ 4.0329 · 1026) та n = 33
(33! ⇡ 8.6833 · 1036) (таблицi 2.5 та 2.6 вiдповiдно).
Також отриманi довiрчi iнтервали для потужностi класiв
перестановок для довжин n = 30, 31, 32, 45, 55. У таблицях 2.7, 2.8, 2.9,
2.10 та 2.11 вiдповiдно наведенi деякi класи разом з точковими оцiнками
та довiрчими iнтервалами, побудованими за допомогою формул (2.3) i
(2.4), апроксимацiї нормальним розподiлом та розподiлом Пуассона.
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2.7 Аналiз результатiв
Як вже зазначалося ранiше, кiлькiсть так званих ￿перепайок￿ у
роторi, а як наслiдок i в перестановцi, впливає на якiсть шифрування
роторними шифраторами i на стiйкiсть шифру. Їх кiлькiсть можна легко
визначити за виглядом характеристики (↵0,↵1, . . . ,↵n 1) перестановки
довжини n. Найкращими для шифрування вважаються перестановки ￿без
перепайок￿, оскiльки за їх використання криптоаналiз шифру є найбiльш
ускладненим i вимагає бiльше часу i ресурсiв. Проте iз отриманих в
процесi роботи даних можна бачити, що кiлькiсть таких перестановок є
малою порiвняно з загальною кiлькiстю перестановок. Так, при n = 11
частка перестановок ￿без перепайок￿ становить 0.000948247354497, при
n = 13 ￿ 0.000165467, при n = 19 ￿ 0.000000720595, а при бiльших n ця
частка майже рiвна 0. Через це доводиться також використовувати
перестановки, якi є не такими ефективними з точки зору криптографiї,
але тим не менш задовольняють обраний рiвень стiйкостi шифру. Тому
важливо знати потужнiсть класiв перестановок, щоб приблизно
оцiнювати iмовiрнiсть при випадковому виборi перестановки обрати
задовiльну.
Для роторних шифраторiв важлива кiлькiсть унiкальних значень
результатiв jk суми за модулем
 
0 1 . . . n  1
i0 i1 . . . in 1
j0 j1 . . . jn 1
тому чим бiльше значення ↵1 характеристики перестановки, тим
стiйкiшим буде результат шифрування. В залежностi вiд набору
(j0, j1, . . . , jn 1) криптоаналiз може виявитися бiльш або менш складним,
що добре описується у [13] для випадкiв з рiзною кiлькiстю роторiв.
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Всього класiв для перестановок з ненульовою точковою оцiнкою
довжини n = 26 було отримано 688, для n = 30 ￿ 976, для n = 31 ￿ 1065,
для n = 32 ￿ 1153, для n = 33 ￿ 1229, для n = 45 ￿ 2508, для n = 55 ￿
3906. При жоднiй з цих довжин перестановки без перепайок та
перестановки з виродженою характеристикою при 107 генерацiях
випадкових перестановок не зустрiлися. При досить великих довжинах
перестановок n та при малих потужностях класiв спостерiгається велика
розбiжнiсть у iнтервалах при апроксимацiї нормальним розподiлом та
розподiлом Пуассона, проте iмовiрнiсть того, що значення потужностi
класу лежить у межах вiд крайнього лiвого значення iнтервалу при
апроксимацiї нормальним розподiлом до крайнього правого значення при
апроксимацiї розподiлом Пуассона, прямує до 1. Враховуючи, що такий
iнтервал є нехтовно малим у порiвняннi з загальною кiлькiстю
перестановок, то можна сказати, що при такому переходi точнiсть оцiнки
потужностi класу зменшується не значно.
При великих n iнтервали, отриманi за допомогою апроксимацiї
бiномiального розподiлу нормальним розподiлом, переважно виявилися
бiльш вузькими, нiж iнтервали, отриманi за допомогою апроксимацiї
розподiлом Пуассона, а отже дають бiльш точнi оцiнки потужностей
класiв принаймнi при виконаннi умов задовiльностi переходу вiд
бiномiального розподiлу до нормального розподiлу:
1) Np(1  p) > 5 i 0.1  p  0.9
або
2) Np(1  p) > 25 для довiльного p.
У наведених таблицях 2.5, 2.7, 2.8, 2.9, 2.6, 2.10, 2.11 можна бачити,
що для усiх n серед ↵i отриманих характеристик (↵0,↵1, . . . ,↵n 1) є значна
кiлькiсть нулiв, при чому вони зосередженi у лiвiй частинi характеристик.
Це означає, що великої кiлькостi ￿перепайок￿ немає.
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Висновки до роздiлу 2
У роздiлi розглянутi загальнi методи статистичного оцiнювання
параметрiв розподiлiв, зокрема формули для отримання довiрчих
iнтервалiв для середнього та дисперсiї бiномiального розподiлу,
нормального розподiлу та розподiлу Пуассона. Проведена класифiкацiя
класiв перестановок зi спецiальними властивостями, методом
Монте-Карло з використанням апроксимацiї бiномiального розподiлу
нормальним розподiлом та розподiлом Пуассона отримано iнтервальнi
оцiнки для потужностi класiв для довжин перестановки
n = 11, 26, 30, 31, 32, 33, 45, 55. Наведено повний список класiв
перестановок з точним значенням i довiрчими iнтервалами для їх
потужностi для перестановок довжини n = 11. Порiвнянi два способи
побудови довiрчих iнтервалiв для потужностей класiв. Характеристики та
властивостi кожного класу впливають на стiйкiсть роторних шифрiв та
шифрiв, якi використовують як базовi елементи перестановки на деяких
алфавiтах. Властивостi перестановок та їх кiлькiсть важливi для побудовi
таких шифрiв та проведення криптоаналiзу. Як продовження дослiджень
планується отримати оцiнки iнтервалiв для всiх класiв спецiальних
перестановок для iнших значень n до 60 та показати значення
властивостей класiв для криптоаналiзу.
60
ВИСНОВКИ
В роботi приведенi теоретичнi вiдомостi про шифрувальну машину
Енiгму, теоретичнi вiдомостi з теорiї iмовiрностi, математичної
статистики та методу Монте-Карло. Введено поняття характеристики
перестановок, якi використовуються як пiдключi у роторних
шифрувальних машинах. У результатi роботи було видiлено деякi класи
перестановок за допомогою розроблених алгоритмiв 1, 2, 3 та 4 i
побудованi довiрчi iнтервали для отриманих класiв. Оглянуто методи
обробки даних, отриманих внаслiдок генерацiї перестановок
статистичним моделюванням. Оскiльки характеристика перестановки
впливає на ефективнiсть та стiйкiсть при їх застосування у роторних
шифрувальних машинах, то актуальною задачею є оцiнка потужностi
рiзних класiв перестановок. Проведено статистичне моделювання та
наведено результати експериментiв для знаходження оцiнок потужностi
видiлених класiв перестановок рiзного порядку. Показано, що iмовiрнiсть
випадково вибрати перестановку з високими криптографiчними
властивостями швидко зменшується з ростом порядку перестановки.
Для використання в криптографiчних системах необхiдно
розробляти ефективнi алгоритми для генерування перестановок з рiзними
криптографiчними характеристиками. У подальших дослiдженнях
необхiдно виявити та описати iншi класи i побудувати довiрчi iнтервали
для оцiнок їх потужностей за допомогою апроксимацiї бiномiального
розподiлу до нормального розподiлу та розподiлу Пуассона.
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Тексти iнструментальних програм, використовуваних у дослiжденнi.
А.1 Код програми для визначення кiлькостi перестановок
￿без перепайок￿
import itertools
import csv
from collections import Counter
def res(perms):
modsumm=[]
for perm in perms:
i=0
p=[]
while i<n:
p.append((perm[i]+arr[i])%n)
i+=1
modsumm.append(p)
return modsumm
print(’n’.center(5), ’Without solderings’.center(15))
table=[]
for n in range(13, 14):
if n%2 != 0:
arr = range(n)
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perms = list(itertools.permutations(arr))
modsumms = res(perms)
withoutsoldering = []
for modsumm in modsumms:
if len(set(modsumm)) == len(modsumm):
withoutsoldering.append(modsumm)
l=[n, len(withoutsoldering)]
table.append(l)
data = open(’count_of_solderings_13.txt’, ’w’)
data.write(’n’.center(5))
data.write(’Without solderings’.center(15)+’\n’)
for i in table:
print(str(i[0]).center(5), str(i[1]).center(20))
data.write(str(i[0]).center(5))
data.write(str(i[1]).center(20)+’\n’)
data.close()
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А.2 Код програми для повного перебору перестановок
довжини 11 та видiлення класiв
import itertools
def res(perm):
modsumm=[]
i=0
while i<n:
modsumm.append((perm[i]+array[i])%n)
i+=1
return modsumm
# makes list of modulo summs
def alpha():
multiset={}
for value in array:
multiset[value]=modsumm.count(value)
alpha={power: 0 for power in range(n+1)}
for key in array:
for power in range(n+1):
if multiset[key]==power:
alpha[power]+=1
return alpha
# returns list of dictionaries (power: number of values
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with this power)
def unique_alphas(alphas):
unique_alphas=[]
for alpha in alphas:
if alpha not in unique_alphas:
unique_alphas.append(alpha)
return unique_alphas
def alpha_tupple(alpha):
keys = range(n+1)
alpha_list = []
for key in keys:
alpha_list.append(alpha[key])
alpha_tupple = tuple(alpha_list)
return alpha_tupple
# returns tupple of alphas <a0, a1, ...>
def file_print(perms, unique_alphas, alphas):
headers = ["Alpha tupple".center(n*4),
"Number of permutations".center(25)]
f = open(’{}.txt’.format(n), ’w’)
for header in headers:
f.write(header)
f.write(’\n’)
for alpha in unique_alphas:
f.write(str(alpha_tupple(alpha)).center(n*4))
count = 0
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for index in range(len(perms)):
if alphas[index]== alpha:
count+=1
f.write(str(count).center(25))
f.write(’\n’)
f.close()
n = 11
array = range(n)
perms = list(itertools.permutations(array))
alphas=[]
for perm in perms:
modsumm = res(perm)
alphas.append(alpha())
unique_alphas = unique_alphas(alphas)
file_print(perms, unique_alphas, alphas)
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А.3 Код програми для генерування N випадкових
перестановок i видiлення класiв
from __future__ import division
import itertools
import random
from collections import OrderedDict
import math
from numpy import *
from scipy import stats, special
def random_perm():
perm = list(array)
i=0
while i<n-1:
j=random.randint(i, n)
perm[i], perm[j] = perm[j], perm[i]
i += 1
return perm
def modsumm(perm):
modsumm=[]
i=0
while i<n:
modsumm.append((perm[i]+array[i])%n)
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i+=1
return modsumm
# makes list of modulo summs
def alpha(modsumm):
multiset={}
for value in array:
multiset[value]=modsumm.count(value)
alpha={power: 0 for power in range(n+1)}
for key in array:
for power in range(n+1):
if multiset[key]==power:
alpha[power]+=1
return alpha
# returns list of dictionaries {power: number of values
with this power}
def alpha_tupple(alpha):
keys = range(n+1)
alpha_list = []
for key in keys:
alpha_list.append(alpha[key])
alpha_tupple = tuple(alpha_list)
return alpha_tupple
# returns tupple of alphas <a0, a1, ...>
def file_print():
headers = ["Alpha tupple".center(int(round(n*3.5))),
"Num of perms".center(15),
"Confidence interval (1)".center(28),
"Confidence interval (2)".center(28),
70
"Confidence interval (3)".center(28),
"Confidence interval (4)".center(28)]
f = open(’intervals_{}.txt’.format(n), ’w’)
for header in headers:
f.write(header)
f.write(’\n’)
for item in intervals:
f.write((str(item[0])).center(int(round(n*3.5))))
f.write((str(int(item[1]*N))).center(15))
f.write((str(item[2])).center(28))
f.write((str(item[3])).center(28))
f.write((str(item[4])).center(28))
f.write(’\n’)
f.close()
def confidence_intervals():
confidence=0.05
intervals = []
M = math.factorial(n)
for item in sorted_alphas_count:
p = sorted_alphas_count[item]
intervals.append([
item, p,
[int(M*stats.chi2.ppf(confidence, 2*p*N)/
/(2*N-N*p+1+stats.chi2.ppf(confidence, 2*p*N)/2)),
int(math.ceil(M*stats.chi2.ppf(1-confidence, 2*p*N+2)/
/(2*N-N*p+stats.chi2.ppf(1-confidence, 2*p*N+2)/2)))],
[int(M*p-M*math.sqrt(p*(1-p)/N)*
*stats.norm.ppf(1-confidence/2)),
int(math.ceil(M*p + M*math.sqrt(p*(1-p)/N)*
*stats.norm.ppf(1-confidence/2)))],
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[int(stats.chi2.ppf(confidence/2, 2*p*N) *M/(2*N)),
int(math.ceil(stats.chi2.ppf(1-confidence/2, 2*p*N+2)*
*M/(2*N)))],
[int(M/N*stats.binom.interval(1-confidence, N, p)[0]),
int(math.ceil(M/
/N*stats.binom.interval(1-confidence, N, p)[1]))]
])
return intervals
n = 55
N = 10**7
array = range(n)
alphas_count = {}
for l in range(N):
random_per = random_perm()
modsum = modsumm(random_per)
alph = alpha(modsum)
alpha_tupp = alpha_tupple(alph)
if alpha_tupp in alphas_count:
alphas_count[alpha_tupp] += 1
else:
alphas_count[alpha_tupp] = 1
sorted_alphas_count = OrderedDict(sorted(alphas_count.items(),
key=lambda x: x[1], reverse=True))
for key in sorted_alphas_count:
sorted_alphas_count[key] /= N
intervals = confidence_intervals()
file_print()
