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Abstract 
Voltage sags and swells are among the power quality disturbances that represent the biggest economic losses for affected users. It is 
therefore necessary to undertake a suitable characterization of those events to conduct studies that permit the causes and possible mitigation 
techniques to be identified. This work describes the development of monitoring modules to characterize voltage sags and swells that could 
be used in Electromagnetic Transients Programs - EMTP (for example the ATP – Alternative Transients Program). The implemented 
module uses a novel method to characterize these disturbances. The results of the implementation show that the voltage sags and swells 
are appropriately characterized; furthermore, less sampled data is required from a voltage signal with respect to the conventional RMS 
voltage method. This could optimize the capture and analysis process of information in power quality monitoring. 
 
Keywords: Electromagnetic transient analysis, parameter estimation, power distribution faults, power quality, power system modeling, 
simulation, simulation software, time-domain analysis. 
 
 
Implementación de un método no convencional para caracterizar 
hundimientos y elevaciones de tensión 
 
Resumen 
Dentro de los problemas de calidad de potencia que acarrean mayores pérdidas económicas sobre los usuarios afectados se encuentran los 
hundimientos y elevaciones de tensión. Debido a ello, se hace necesario caracterizarlos adecuadamente para emprender estudios que 
permitan identificar sus causas y posible formas de mitigación. En el presente trabajo se describe el desarrollo de un módulo de monitoreo 
para caracterizar hundimientos y elevaciones de tensión, el cual se puede usar en el Programa de Transitorios Electromagnéticos - EMTP 
(como ATP – Programa Alternativo de Transitorios). El módulo implementado usa un novedoso método para la caracterización de estos 
disturbios. Los resultados de la implementación muestran que los hundimientos y elevaciones son caracterizados adecuadamente, además, 
que el método requiere menos muestras de la señal de tensión respecto al método convencional de tensión RMS, lo cual podría optimizar 
el proceso de captura y análisis de la información durante el monitoreo de calidad de potencia. 
 
Palabras clave: Análisis de transitorios electromagnéticos, análisis en el dominio del tiempo, calidad de potencia, estimación de 




1.  Introduction 
 
For the development of smart grids, efficiency in detecting 
events of power quality is an important task in monitoring the 
power system. 
The power quality disturbances that currently cause the 
greatest damage to industrial and commercial users are voltage 
sags [1-3]. A voltage sag is the sudden reduction of voltage at a 
particular point in an electricity supply system below a specified 
threshold, followed by its recovery after a brief interval between 
half cycle and 1 min [3]. 
When these disturbances are manifested, many industrial 
processes are halted because of inadequate operation of 
electronic equipment [4] like programmable logic controllers 
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(PLC), computers and variable speed drives [6], as well 
electric induction motors [7]. Furthermore, controlled bridge 
rectifiers, generally used in DC motor speed controls, as well 
as in HVDC links, are also affected by voltage sags [8]. 
Sags are usually accompanied by voltage swells, which 
are sudden voltage increases above a threshold, between 
110% and 180% of nominal voltage [3]. Both are caused by 
faults in electrical supply lines and are produced either by 
short circuits or by insulation faults due to lightning strokes 
[9], the starting up of large induction motors [10], operation 
of arc furnaces, or the load transfer between power supplies 
[11]. 
Current standards of power quality are quite precise in 
defining the necessary parameters to characterize voltage 
sags and swells [12]. The IEC 61000-4-30 standard [13] 
defines magnitude and duration as the sole parameters to 
characterize these disturbances. 
Nevertheless, magnitude and duration are not the only 
parameters of voltage sags and/or swells that influence 
equipment behavior. The imbalance of sag and/or swell based 
on the type of fault (single-phase, phase-to-phase, or three-
phase), the missing voltage, phase angle or point-on-wave, 
and phase shift are other parameters that also differentiate 
one event from another and that have a distinct impact on 
susceptible equipment [13,14]. 
Therefore, there is a needed to employ additional methods 
that characterize non-standard parameters of voltage sags and 
swells in order to evaluate other effects. There are other non-
conventional methods that have been used to characterize 
some voltage sags and swells parameters. 
The fundamental voltage component uses the Sliding 
Discrete Fourier Transform (SDFT) method to analyze non-
stationary signals including voltage sags and swells [15,16]. 
The DQ transformation, also known as Park’s 
transformation, is commonly used when modeling 
synchronous and induction motors. This transform has been 
used to study several power quality disturbances [17,18]..It is 
possible given that the three-phase AC voltages can be 
represented as DC voltages when applying the DQ 
transformation through which any disturbance in AC voltage 
is reflected as a disturbance in DQ values. 
The Waveform Envelope method [19], is an approximate 
alternative that seeks to determine the initial and final times 
of a voltage sag, as of the waveform of the instantaneous 
voltage. However, other characteristics such as magnitude or 
phase shift cannot be obtained by this method. 
The Kalman Filter is a method based on models that has 
been used in power systems to trace harmonics in real time 
[20], to estimate voltage and current parameters in protection 
systems and to estimate transient parameters [21]. There are 
at least two models to analyze voltage sags and swells with 
this method [22]: the linear model, which considers the 
magnitudes and angles of each harmonic component as state 
variables, and the extended model, which considers the 
frequency and the state variables of the linear model as its 
state variables. 
The Wavelet Transform (WT) is a useful mathematical 
tool to analyze non-stationary signals [23]. It has been used 
to analyze electrical signals in power systems [24]. To study 
the voltage sags and swells, the multi-resolution analysis 
(MRA) is quite useful. The detail components provide 
information about the beginning and end of the said 
disturbances while the magnitude can be determined by two 
methods: the Discrete Wavelet Transform (DWT) 
coefficients method and the phasor method [22]. 
The Numerical Matrix method is generally used as a 
voltage sag detection technique for a Dynamic Voltage 
Restorer (DVR) [25]; however, the method is so adaptable 
and easy to apply that it could be used to characterize voltage 
sags and swells parameters. 
This paper presents  the implementation of Numerical 
Matrix method to characterize voltage sags and swells in 
EMTP. 
This document is organized as follows. In Section II, the 
Numerical Matrix method is explained. In Section III, 
standard voltage sag signals are used to compare the 
performance of some characterization methods, including the 
Numerical Matrix method. Section IV describes the method 
implementation in EMTP and its performance in analyzing 
some events that were simulated in the IEEE 13-node test 
feeder. Finally, Section V presents this paper’s conclusions. 
 
2.  Numerical Matrix  
 
This method has been used as part of the DVR’s control 
system [25]. It has small response times and yields results that 
can be directly interpreted. As such, the method is applied to each 
phase independently and it, monitors the start and end of the 
voltage sag, the remaining voltage and the phase shift. 
The method involves sampling the voltage signal and storing 
it in matrix format. Whenever the dominant frequency 
components from the source are known, the following equations 
may be used: 
 
   5551111 coscos   tVtVVp  (1)  
   555511112 coscos   ssp TtVTtVV
 
(2) 
   555511113 2cos2cos   ssp TtVTtVV
 
(3) 




where Vp1 is the current sample of the voltage; Vp2, Vp3, and 
Vp4 are the samples of the voltage in prior sampling periods, |V1| 
and |V5| are the magnitudes of the fundamental and 5th harmonic, 
Φ1 and Φ5 are the corresponding phase angles, ω1 and ω5 are 
the angular frequencies of the fundamental and 5th harmonic, and 
Ts is the signal’s sampling period. 
Depending on the number of harmonics detected in the 
voltage signal, the number of equations to be solved can decrease 
or increase so that the number of simultaneous equations required 
to find a solution is always double the total number of frequencies 
considered. 
If the dominant harmonics are not included in the equations, 
or if they are unknown, the solution can contain errors. This 
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denotes the sensitivity of the matrix, which is related to the size 
of the error [25]. This is how the sensitivity of the matrix 
increases with the order of the unknown harmonics. It has also 
been found that the sensitivity increases if the sampling period 
(Ts) is very small. 
If we reorganize (1), (2), (3) and (4) in matrix format, we 
obtain: 
 

























































































Knowing the voltage data (Vp1-4) and the relation matrix 
“A”, it is possible to determine the magnitudes and phases of 
the frequency components considered in the model. 
The response time to detect changes in the magnitude and 
phase of the fundamental component depend on the sampling 
period and on the number of dominant harmonic components 
that are present in the voltage signal. 
Finally, this method is useful to characterize voltage sags 
and swells, given that it delivers magnitude and phase shift 
directly. Also, it requires less samples of the voltage in 
respect to the standard RMS voltage method, which could be 
an advantage for the time sequence of events. 
 
3.  Comparison of characterization methods 
 
The fundamental voltage component (employing SDFT), 
Kalman filter, Wavelet Transform, and Numerical Matrix are 
methods that could determine magnitude, duration and phase 
shift of voltage sags and swells. The standard RMS voltage 
method [13] only characterizes magnitude and duration of 
those events; however, it is the most commonly used [26]. 
The aforementioned methods can be compared to determine 
which one that delivers these parameters (magnitude and 
duration) with the least error. We must note that due to the 
lack of a standard procedure to measure the phase shift, only 
magnitude and duration were compared for the methods 
analyzed. 
To conduct the comparison, a basic implementation of the 
selected methods was carried out: we used a sliding window 
of a half cycle for the RMS voltage method; for the Kalman 
filter method, we used the extended model [22]; for the 
Wavelet transform method, we used Daubechies 6 as “mother 
wavelet” for first level MRA analysis [27], and we used the 
phasor method to determine the magnitude of voltage; for the 
Numerical matrix method, we assumed fundamental 
component and 5th harmonic. 
With the basic implementation of the methods described 
above, we were able to analyze standard signals of known 
magnitudes and durations. The standard signal was a 60-Hz pure 
sinusoidal wave, 1 per unit of nominal voltage, and a sampling 
period of 65.1 μs (256 samples per cycle). Waves of different 
magnitudes were superimposed on this signal (from 10 to 90% 
in 10 steps), and different points on the wave (from 0° to 360º in 
steps of 10°) for each magnitude were superimposed. The phase 
angle was always conserved, which is equivalent to simulating 
different voltage sags without phase shift. 
The relative error of magnitude was calculated from the 
magnitude of the known standard signal and the magnitude 
estimated through each method by considering the detection 
methodology described in the IEC 61000-4-30 standard [13]. 
According to the results, the relative errors of magnitude 
for the RMS voltage and the fundamental component (SDFT) 
methods were negligible. The error in estimating the 
magnitude with the Kalman filter method can be observed in 
Fig. 1, and the error of magnitude obtained with the wavelet 
transform method is shown in Fig. 2. 
 
 
Figure 1. The Kalman Filter method’s error of magnitude when analyzing 
standard signals.  




Figure 2. The wavelet transform method’s error of magnitude when 
analyzing standard signals.  
Source: The authors. 
 
Fig. 3 shows the error of magnitude estimated with the 
numerical matrix method. According to the figure, the error 
obtained with this method can be considered negligible. 
Fig. 4 shows the relative error of duration obtained with the 
RMS voltage method. It was calculated using the standard 
signal’s known data of duration , as in the case of error of 
magnitude. Only those methods that yielded the lowest error in 
estimating the duration were compared. 
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Figure 3. The Numerical Matrix method’s error of magnitude when 
analyzing standard signals. 




Figure 4. The RMS Voltage method’s error of duration of when analyzing 
standard signals. 
Source: The authors. 
 
 
The relative error of duration obtained with the 
fundamental voltage component method (SDFT) is shown in 
Fig. 5. It can be seen that the error is higher than with the 
RMS voltage method; this is because the SDFT needs to 
analyze a whole period of the signal to deliver a result. 
Finally, Fig. 6 shows the lowest error in estimating duration, 
which is obtained with the Numerical Matrix method. 
When comparing results the Numerical Matrix method is 
suitable to characterize voltage sags and swells because it has the 
lowest error in estimating magnitude and duration of these 
disturbances. As such, this method has been selected to be used 
in the electromagnetic transient analysis software EMTP. 
 
4  Implementation of numerical matrix method in EMTP 
 
By comparing the results yielded by existing voltage sag and 
swell characterization methods, it was possible to determine 
 
Figure 5. The Voltage Fundamental Component method’s (SDFT) error of 
duration of when analyzing standard signals. 




Figure 6. The Numerical Matrix method’s error of duration when analyzing 
standard signals. 
Source: The authors. 
 
 
that the Numerical Matrix method delivers the least errors in 
estimating the magnitude and duration of these disturbances. 
Therefore, this method will be adapted to create a monitoring 
module to characterize voltage sags and swells. 
The monitoring module must be able to analyze a 
sinusoidal-type signal, of any magnitude, frequency, and 
phase angle; a signal that must be delivered by the simulation 
tool employed. The results obtained by this module must be 
the sum of events occurring during the time of signal analysis 
indicating the type of disturbance, the magnitude and 
duration, the graphic of the magnitude of the fundamental 
component and additionally, the graphic of the phase shift 
during the period analyzed. 
The algorithm developed for the monitoring module must 
include the execution of the Numerical Matrix method over 
simulation time. As was previously explained, this method 
delivers the magnitude of the fundamental voltage of the 
signal analyzed. Thereafter, the algorithm must carry out, in 
each simulation step, the comparison of the voltage 
magnitude with the detection threshold; it must register the 
instants during which that threshold is surpassed and, thus,  
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determine the duration of the disturbance. Finally, the 
algorithm must deliver the record of the events found along 
with the characteristics of magnitude and duration. 
The monitoring module was developed using the transient 
analysis tool EMTP (ATP), and the programming of the 
algorithm was carried out using FORTRAN. 
For the corresponding test of the monitoring module that 
was implemented, we modeled the IEEE 13-node test feeder 
[28]. However, the voltage regulator was omitted and all 
loads were modeled as constant impedances (Fig. 7). 
The N_675 node was chosen as the measuring node on 
the reference system while the failures were generated on 
N_632 node. 
With a sampling time of 1.302E-4 s (128 samples per 
cycle at 60-Hz), the voltage signals in the measuring node 
were recorded when a single-phase-to-ground fault of 0.6Ω-
impedance and 74 milliseconds in duration was generated in 
N_632 node. Fig. 8 shows the resulting signals and it is 
evident that there is a voltage sag on phase C along with a 
slight increase in the maximum voltage in other phases. 
The monitoring module was localized in the measuring 
node for characterizing the voltage sags and swells. 
 
 
Figure 8. Instantaneous voltages in the measuring point. 
Source: The authors. 
 
 
Figure 9. Magnitude of the fundamental voltage of phase C from node 
N_675, obtained with the monitoring module. 





Figure 10. Magnitudes of the fundamental voltage of phase C considering 
different sampling times (SPC: Samples per cycle). 
Source: The authors. 
 
 
Fig. 9 shows the comparison of the voltage input signal 
of phase C with the magnitude of the fundamental voltage 
given by the monitoring module. As seen in the figure, there 
are oscillations of fundamental voltage magnitude at the 
beginning and end of the voltage sag. These are related to 
the low-frequency oscillatory transients that the voltage 
signal presents in those instants. 
As the sensitivity of the matrix in the numerical matrix 
method depends on the amount of harmonics in the model 
and the sampling period, the monitoring module was 
adjusted to include four harmonic components in the model 
(fundamental, 5th, 7th and 11th harmonics), and the 
sampling times were varied to reduce the error in the results. 
Fig. 10 shows the magnitudes of fundamental voltages 
obtained for the stated case while considering different 
sampling times. As can be verified, as the sampling times 
increase, the oscillations in the magnitude are reduced. 
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Figure 11. Magnitudes of N_675 node’s voltages for a single-phase fault on 
N_671 node. 




Figure 12. Phase shift for the voltages of the N_675 node, obtained with the 
monitoring module. 
Source: The authors. 
 
 
Accordingly, we chose a 1.04167E-3 s sampling time (16 
samples per cycle) to analyze the various types of faults in 
the reference system. Fig. 11 shows the magnitudes of the 
three-phase voltages in the measuring node when a single-
phase fault exists on phase C of the N_671 node with a fault 
impedance of 0.7 Ω. In this case, a voltage sag in phase C and 
a voltage swell in phase A were observed. 
Fig. 12 shows the phase shift of each phase given by the 
monitoring module. This parameter was calculated 
independently with respect to the angle of each signal. 
To determine if the results obtained by the monitoring 
module were accurate, the relative error percentage was 
found, which was calculated from “real values”. To establish 
the real duration of each event, the time difference between 
the beginning and end of the fault current was determined, 
while the result given by the RMS voltage method according 
to IEC 61000-4-30 [13] was used for the magnitude. 
Table 1 shows the results given by the monitoring module 
for various simulated cases. 
Table 1. 













Zf = 0.7 Ω 
Ph. A: Swell 
112.63% 113.83% -1.055% 
68.75 ms 76.04 ms -9.589% 
Ph. B: No 
event 
NE NE NE 
NE NE NE 
Ph. C: Sag 
47.70% 47.80% -0.221% 




Zf = 1.0 Ω 
Ph. A: Sag 
73.77% 73.06% 0.968% 
81.25 ms 80.21 ms 1.299% 
Ph. B: Sag 
40.30% 40.61% -0.765% 
84.38 ms 80.21 ms 5.195% 
Ph. C: Swell 
118.20% 118.15% 0.047% 




Zf = 0.5 Ω 
Ph. A: Sag 
44.33% 44.39% -0.137% 
81.25 ms 80.21 ms 1.299% 
Ph. B: Swell 
112.68% 113.09% -0.362% 
70.84 ms 80.21 ms -11.688% 
Ph. C: Sag 
63.36% 64.27% -1.419% 
76.04 ms 80.21 ms -5.195% 
Ph-Gr: Phase-to-ground fault 
Ph-Ph: Phase-to-phase fault 
Ph-Ph-Gr: Phase-to-phase-to-ground fault 
Zf: Fault impedance 
NE: No Event 
Source: The authors. 
 
 
From the results shown in this table, it can be stated that 
the monitoring module implemented in EMTP furnishes 
results with very low errors; hence, it is quite effective in 
characterizing these disturbances. 
 
5.  Conclusions 
 
It is necessary to study other characteristics of voltage 
sags and swells, which will be useful to develop an analysis 
of the causes and the impacts they have. Phase shift may be 
considered to be another characteristic that could be studied. 
However, no standard procedure exists to determine the 
phase shift presented by voltage when it is affected by sag or 
swell. In terms of future work, a methodology must be 
established to measure this characteristic, as well as the 
identification of the correlation between phase shift and fault 
cause. 
The monitoring module that was developed to 
characterize voltage sags and swells showed good results for 
the analysis of simulated signals. However, the accuracy of 
the results depends on the presence of noise in the signals that 
were analyzed. Therefore, if we want to implement it in a real 
system we must consider additional possibilities in real time 
signal processing, such as applying low pass filters, 
establishing the predominant harmonics of voltage signals at 
the start of the measurements, and setting the sampling time 
according to the noise signal present, etc. 
The advantage of using the Numerical Matrix method to 
characterize voltage sags and swells is that it requires less 
data from voltage signals in comparison to the RMS voltage 
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conventional method. This means that the process of capture, 
analysis and storage of information in power quality 
monitoring can be accelerated. 
In terms of future work, the monitoring module could be 
complemented by analyzing real signals, and the results 
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