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FREE MONOTONE TRANSPORT
A. GUIONNET† AND D. SHLYAKHTENKO‡
Abstract. By solving a free analog of the Monge-Ampère equation, we prove a non-
commutative analog of Brenier’s monotone transport theorem: if an n-tuple of self-adjoint
non-commutative random variables Z1, . . . , Zn satisfies a regularity condition (its conjugate
variables ξ1, . . . , ξn should be analytic in Z1, . . . , Zn and ξj should be close to Zj in a certain
analytic norm), then there exist invertible non-commutative functions Fj of an n-tuple of
semicircular variables S1, . . . , Sn, so that Zj = Fj(S1, . . . , Sn). Moreover, Fj can be chosen
to be monotone, in the sense that Fj = Djg and g is a non-commutative function with a pos-
itive definite Hessian. In particular, we can deduce that C∗(Z1, . . . , Zn) ∼= C∗(S1, . . . , Sn)
and W ∗(Z1, . . . , Zn) ∼= L(F(n)). Thus our condition is a useful way to recognize when an
n-tuple of operators generate a free group factor. We obtain as a consequence that the
q-deformed free group factors Γq(Rn) are isomorphic (for sufficiently small q, with bound
depending on n) to free group factors. We also partially prove a conjecture of Voiculescu by
showing that free Gibbs states which are small perturbations of a semicircle law generate
free group factors. Lastly, we show that entrywise monotone transport maps for certain
Gibbs measure on matrices are well-approximated by the matricial transport maps given by
free monotone transport.
1. Introduction.
1.1. On a notion of density in free probability. Let X1, . . . , Xn be classical random
variables. Thus X = (X1, . . . , Xn) can be viewed as a function defined on a measure space
(Ω, ω) with values in (say) Rn. Of special interest is the law of X, which is the measure on
Rn obtained as the push-forward µ = X∗ω. Very often, it is assumed that µ is Lebesgue
absolutely continuous and the density ρ = dµ/(
∏
dxj) then plays a key role. For example, the
density is involved in the classical definition of entropy (
´
ρ log ρ
∏
dxj), Fisher information
(
´ ∣∣∣ρ′ρ ∣∣∣2∏ dxj) and so on.
In passing to the non-commutative case, one assumes that X1, . . . , Xn are self-adjoint
elements of some finite von Neumann algebra (M, τ), where τ : M → C is a normal faithful
trace. In other words, Xj are self-adjoint operators on some Hilbert space H containing
a vector ξ so that τ(T ) = 〈Tξ, ξ〉 satisfies τ(P (X)Q(X)) = τ(Q(X)P (X)) for any non-
commutative polynomials P and Q evaluated at X = (X1, . . . , Xn).
The only (partially) satisfactory extension of the notion of joint law of X1, . . . , Xn to
the non-commutative case uses the moment method. More precisely, one defines the non-
commutative law of X1, . . . , Xn as the functional µ which assigns to a non-commutative
monomial P the value τ(P (X)).
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Unfortunately, no satisfactory replacement notion of density has been obtained so far with
the exception of the case n = 1. In this case, spectral theory gives a suitable replacement;
however, in absence of any commutation between X1, . . . , Xn there is no satisfactory theory
of “joint spectrum” even if Xj ’s all act on a finite-dimensional vector space. This causes
a number of problems in free probability theory. For example, Voiculescu introduced two
definitions of free entropy (χ and χ∗), but for neither of them is there a simple formula
analogous to the classical case as soon as n 6= 1.
1.2. Free Gibbs states and log-concave measures. One hint that gives hope that a
satisfactory replacement for the notion of density can be found lies in the existence of free
analogs of strictly log-concave measures. Log-concave measures on Rn are probability laws
having particularly nice density: it has the form exp(−V (x1, . . . , xn))dx1 · · · dxn, where V is
a strictly convex function.
It turns out that these laws have free probability analogs: If V is close to a quadratic
potential (that is V (X1, . . . , Xn) = 12
∑
X2j + βW (X1, . . . , Xn) for a fixed polynomial W
and sufficiently small β), there exists a unique non-commutative law τV which satisfies the
“Schwinger-Dyson” equation [Gui06, GMS06]
τV (PDV ) = τV ⊗ τV (Tr(JP )).
This law τV is called the free Gibbs law with potential V . Here D and J are suitable
non-commutative replacements for the gradient and Jacobian, respectively.
Free Gibbs laws associated to such convex non-commutative functions are very well-
behaved. It is worth mentioning that they arise as limits of random matrix models as-
sociated to probability measures with log-concave density exp(−NTr(V (A1, . . . , An))) on
the spaces of N ×N self-adjoint matrices. Alternatively, the law τV can be characterized as
the minimizer of the relative free entropy
χV (τV ) = χ(τV )− τV (V ),
where χ(τV ) is Voiculescu’s (microstates) free entropy [Voi94, Voi02b].
Free Gibbs states have many nice properties with respect to free stochastic calculus, various
free differential operators and so on (see e.g. [GMS06, GMS07, GS09]). Thus the fact that,
without knowing what a non-commutative density is, we are able to single out a class of
non-commutative laws which are similar in property to classical log-concave measures (which
by definition are measures with a nice density!) strongly suggests that a non-commutative
version of density could be found. Moreover, if it were to be found, such log-concave measures
are natural first candidates for a detailed study.
1.3. Monotone transportation maps as replacements for densities. There is an al-
ternative way of talking about densities in the classical case, which is a consequence of the
following theorem of Brenier: assume that µ is a measure on Rn satisfying some technical
conditions (Lebesgue absolutely continuous, finite second moment, etc.) Let ν denote the
standard Gaussian measure on Rn . Then there exists a canonical monotone transport map
φµ : R
n → Rn from ν to µ. Here by a transport map from ν to µ we mean a map φ satisfying
φ∗ν = µ; and φ is called monotone if φ = ∇ψ for some convex function ψ (roughly speaking,
this means that the Jacobian of φ is positive-definite almost everywhere). Our point is that
such a transport map carries all the information contained in the knowledge of the density
dµ/
∏
dxj (indeed, this density is essentially the Jacobian of the map). A sign of the fact
that φµ is a good analytic object is that it continues to exist even when the density does
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not (for example, when µ is not Lebesgue absolutely continuous, but does not give mass to
“small sets”, cf. [Bre91]).
It is thus very tempting to ask if there is any analog of Brenier’s results in the case of non-
commutative probability. Here one immediately faces a major obstacle: unlike in the classical
case, there are many more non-commutative probability spaces than classical probability
spaces. Indeed, up to isomorphism, the unit interval [0, 1] with Lebesgue measure is the
unique non-atomic probability space. At the same time, there are many non-isomorphic non-
commutative von Neumann algebras. In fact, there is not even a (separable) von Neumann
algebra that contains all others [Oza04], thus there cannot exist a “master law” so that all
laws can be obtained as “push-forwards” of that law (as is the case classically). However, as
we show in the present paper, one may hope to obtain such a result in certain cases (and,
indeed, the Brenier map only exists under certain analytic assumptions about the target
measure, even in the classical case).
1.4. The main results. In this paper, we give the first examples of existence of non-
commutative monotone transport. We thus take the first steps in the study of this subject.
To state our results, recall that the Gaussian law ν can be characterized by the following
integration by parts formula: for any f : Rn → Rn, denoting by x the vector (x1, . . . , xn),ˆ
x · f(x) dν(x) =
ˆ
Tr(Jf(x))dν(x),
where Jf denotes the Jacobian of f . In other words, x = J∗I, where J∗ denotes the adjoint
of J viewed as an unbounded operator L2(Rn, ν) → L2(Mn×n, ν), and I denotes the n × n
identity matrix.
Recall that a free semicircular family S = (S1, . . . , Sn) is a free-probability analog of an
iid n-tuple of Gaussian random variables. The semicircle law can also be characterized by
the formula of the form
S = J ∗(I),
where J ∗ is the adjoint of the map J , which is a suitable non-commutative replacement
for the Jacobian.
Our main theorem shows that monotone transport exists in the non-commutative case,
provided that the law of an n-tuple Z = (Z1, . . . , Zn) is “close” to the semicircle law, in the
sense that it “almost satisfies” the equation Z = J ∗(I), i.e., Z is close to J ∗(I) in a certain
analytic function norm ‖ · ‖A (see §2.1). The conditions on Z automatically imply that the
law of Z is a free Gibbs law.
Theorem 1.1 (Existence of monotone transport). Let S = (S1, . . . , Sn) be a free semicircular
family. If Z1, . . . , Zn ∈ (M, τ) are non-commutative random variables such that there exists
F = F ∗ in the closure of A for the norm ‖.‖A so that J ∗(I) = DF is so that ‖Z−J ∗(I)‖A
is sufficiently small, then there exist an Y1, . . . , Yn ∈ W ∗(S1, . . . , Sn) so that:
• the law of Y = (Y1, . . . , Yn) is the same as the law of Z = (Z1, . . . , Zn), so that
W ∗(Z) ∼= W ∗(Y );
• W ∗(S) =W ∗(Y ) (∼= W ∗(Z)), so that Yj can be viewed as “non-commutative measur-
able functions” of S1, . . . , Sn (we in fact show that these functions can be taken to be
non-commutative power series);
• Yj = DjG for some G ∈ W ∗(S1, . . . , Sn) and J Y is positive-definite.
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Here D and J are suitable non-commutative replacements for the gradient and Jaco-
bian of a function; these differential operators play key roles in free probability theory
[Voi98, Voi02b, Voi02a, Gui09, Gui06, AGZ10]). In particular, the last condition is a kind
of convexity requirement on G (since J Y = J DG is a kind of Hessian of G).
By analogy with Brenier’s theorem, we call F = DG “free monotone transport” from the
semicircle law to the law of Z. We can view the function F as playing the role of density;
the fact that we are able to construct F in the space of certain analytic maps is a reflection
of the fact that the law of Z1, . . . , Zn has a “nice density” relative to the free semicircle law.
By Voiculescu’s change of variables formula, one can claim that for laws µ satisfying the
assumptions of our theorem,
χ(µ) = τ ⊗ τ ⊗ Tr(logJ Fµ) + universal constant.
We thus see that free entropy can be expressed by a simple formula in terms of the monotone
transport map, and is concave in this map.
Our theorem yields a number of isomorphism results, since it gives a rather general condi-
tion of when an n-tuple of operators generates a free group factor. In particular, the theorem
applies to free log-concave Gibbs laws with potential of the form 1
2
∑
X2j +βW (X1, . . . , Xn)
if β is sufficiently small:
Theorem 1.2. Let W be a fixed self-adjoint polynomial in n variables and set
Vβ =
1
2
∑n
j=1X
2
j +βW . Let τβ be the free Gibbs state with potential Vβ. Then for sufficiently
small β, W ∗(τβ) ∼= L(Fn).
This theorem partially answers in the affirmative a conjecture of Voiculescu [Voi06, p. 240]
(the full conjecture involves arbitrary values of β).
We also prove:
Theorem 1.3. Let Γq(R
n) be the von Neumann algebra generated by n q-deformed semicir-
cular elements of Bozejko and Speicher. Then there are numbers q0(n) > 0 so that for all
|q| < q0(n), Γq(Rn) ∼= L(Fn).
This settles (for small values of q) the 20-year old question of the isomorphism class
of such q-deformed von Neumann algebras. Furthermore, since L(Fn) is a factor, is non-
hyperfinite, strongly solid [OP10] (thus is solid and has no Cartan subagebras), has the
Haagerup property and the complete metric approximation property, (again, for the small
values of q) our result can be viewed as the culmination of a number of results about these
algebras, including [BS91, BKS97, Nou04, Śni01, Śni04, Shl04, Ric05, Shl09, KN11, Dab10,
Avs11].
It would be very interesting to extend our main theorem (which is limited by its hypothesis
to laws “close” to the semicircle law), and to study the analytical properties of the map Fµ
(these would be non-commutative analogs of properties of the density associated to a classical
law µ). For example, Fµ could be used to at least formulate multi-variables analogs of various
regularity results in single-variable free probability. Similarly, Fµ could play a prominent role
in the study of multi-variable random matrix ensembles.
1.5. Free monotone transport as a limit of classical monotone transport. As we
mentioned before, the free Gibbs law τV can be obtained as a limit of classical Gibbs measures
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in the following sense: for any non-commutative polynomial P ,
τV (P ) = lim
N→∞
E
µ
(N)
V
[
1
N
Tr(P (A1, . . . , An))
]
where µ(N)V is a measure on n-tuples of self-adjoint N ×N matrices given by
dµ
(N)
V = exp(−NTrV (A1, . . . , An))× Lebesgue measure.
Let W be a fixed self-adjoint non-commutative polynomial and set V = 1
2
∑
X2j +W . If we
denote by µ(N) the Gaussian measure, there exists a unique monotone transport map F (N)
which pushes forward µ(N) into µ(N)V . This map operates on matrices entrywise. On the
other hand, let F be the free monotone transport map taking the semicircle law to the free
Gibbs state τV . Using functional calculus, F induces for each N a map of n-tuples of N ×N
matrices (a kind of “matricial” transport). In Theorem 4.7, we show that F (N)−F → 0 in L2.
In other words, the “entrywise” transport is well-approximated by “matricial” transport given
by functional calculus on matrices. This is somewhat parallel to Biane’s result [Bia97] which
shows that in the Gaussian case, the “entrywise” Segal–Bargmann transform is asymptotically
“matricial” and yields the limiting transform in free probability theory.
1.6. The one-dimensional case. In the case that n = 1, so that we are dealing with a
single random variable, non-commutativity goes away. In this section, we explain the proof
of our main result in the case n = 1; indeed, many of the formulae that hold in the general
multi-variable case have simple ad hoc explanations in the one-variable case. The arguments
in this section are subsumed by the arguments for a general n; however, we feel that their
inclusion is justified as they serve to clarify our proof of the general case.
We thus start with a semicircular variable X viewed as the operator of multiplication by
x on L2([−2, 2], η), where η is the semicircle law: dη(x) = χ[−2,2](x) · 12π
√
4− x2dx. We write
τ(h) =
´
h(x)dη(x). Thus η is the unique maximizer of the functional
(1.1) χ(µ) =
¨
log |s− t|dµ(s)dµ(t)−
ˆ
1
2
t2dµ(t).
We fix a function W which is analytic on the disk of radius A and let V (x) = 1
2
x2 +W (x).
We now consider measure ηV which is the unique maximizer of
χV (µ) =
¨
log |s− t|dµ(s)dµ(t)−
ˆ
V (t)dµ(t).
If we write τV for the linear functional τV (h) =
´
h(x)dηV (x), then τV is the free Gibbs state
associated to V .
Our goal is to construct a function F which is analytic on a disk of radius A′ for some
4 < A′ < A, so that Y = F (X) has law ηV when X has law η. In other words,
(1.2)
ˆ
h(F (x))dη(x) =
ˆ
h(y)dηV (y),
or, equivalently, F∗η = ηV .
By definition χV ((x + δf)∗ηV ) ≤ χV (ηV ) for all real numbers δ which implies that the
unique minimizer ηV satisfies the Schwinger-Dyson equationˆ
V ′(t)f(t)dηV (t) =
¨
f(s)− f(t)
s− t dηV (s)dηV (t).
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If we write J f(s, t) = f(s)−f(t)
s−t
, DV (x) = V ′(x) and identify L∞([−2, 2]2, dηV (s)dηV (t))
with L∞([−2, 2], dηV )⊗¯L∞([−2, 2], dηV ), then the Schwinger-Dyson equation reads
(1.3) τV (fDV ) = τV ⊗ τV (J f).
In the case that τV has a connected support ( e.g., V is strictly convex on a sufficiently
large interval or if W is sufficiently small), the Schwinger-Dyson equation determines τV (or,
equivalently, ηV ) uniquely, see e.g. [BG13].
Note that (1.3) is equivalent to saying that J ∗(1 ⊗ 1) = DV . It is not hard to see that
J ∗(1⊗1) = 2 ´ 1
x−y
dηV (y) (here and for the remainder of the section, the improper integrals
are taken in the sense of principal value). Thus (1.2) is equivalent to
2
ˆ
1
x− ydηV (y) = V
′(x) ∀x ∈ supp(ηV ) .
Replacing x by F (x) and y by F (y) and remembering that F∗η = ηV gives us the following
equation for F :
2
ˆ
1
F (x)− F (y)dη(y) = V
′(F (x)) = F (x) +W ′(F (x)), ∀x ∈ [−2, 2] .
To solve this equation, we try to find a solution of the form F (x) = x+ f(x) with f small if
W is. Then the equation becomes
(1.4) 2
ˆ
1
x− y
1
1 + J f(x, y)
dη(y) = x+ f(x) +W ′(x+ f(x)),
where, as before, we use the notation J f(x, y) = f(x)−f(y)
x−y
.
Using the fact that η is the semicircle law, so that 2
´
1
x−y
dη(x) = x, we find that (1.4) is
equivalent to
−2
ˆ
1
x− y
J f(x, y)
1 + J f(x, y)
dη(y) = f(x) +W ′(x+ f(x)).
To deal with the difference quotient J f(x, y) = f(x)−f(y)
x−y
, we add and subtract the term
f ′(x):
2
ˆ
1
x− y (f
′(x)−J f(x, y)) 1
1 + J f(x, y)
dη(y)
= f ′(x)
[
2
ˆ
1
x− y
1
1 + J f(x, y)
dη(x)
]
+ f(x) +W ′(x+ f(x)).
We can substitute (1.4) into the right hand side, to get
2
ˆ
1
x− y (f
′(x)−J f(x, y)) 1
1 + J f(x, y)
dη(y)(1.5)
= f ′(x) [x+ f(x) +W ′(x+ f(x))] + f(x) +W ′(x+ f(x))
= (xf)′(x) +
1
2
(f(x)2)′ + [W (x+ f(x))]′.
The resulting equation is equivalent to the previous one under the assumption that f ′(x) 6=
−1 almost surely.
Since the right-hand side is a full derivative, it is natural to try to express the left-hand
side as a full derivative, too. Simple algebra shows that
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ˆ
1
x− y (f
′(x)−J f(x, y)) 1
1 + J f(x, y)
dη(y) = ∂x
ˆ
log(1 + J f(x, y))dη(y).
Substituting this into (1.5) and removing derivatives from both sides finally gives us
2
ˆ
log(1 + J f(x, y))dη(y) = (xf)(x) +
1
2
(f(x))2 +W (x+ f(x)) + const.
Finally, we seek g so that f = g′ solves the previous equation. This gives us the following
equation for g:
(1.6) xg′(x) = −W (x+ g′(x))− 1
2
(g′(x))2 + 2
ˆ
log
(
1 +
g′(x)− g′(y)
x− y
)
dη(y) + const.
The constant can be fixed by requiring that both sides of the equation vanish at x = 0. Note
that the operator N g = xg′ multiplies monomials of degree n by n. Let Σ be the inverse
of N (defined on polynomials with zero constant term), Σ(gˆ)(x) =
´ x
0
y−1gˆ(y)dy, and let
gˆ = N g so that g = Σgˆ. With this notation, our equation becomes
gˆ(x) = −W (x+(Σgˆ)′(x))− 1
2
((Σgˆ)(x))2+2
ˆ
log
(
1 +
(Σgˆ)′(x)− (Σgˆ)′(y)
x− y
)
dη(y)+ const.
We can now rewrite this equation as a fixed point equation
gˆ(x) = Ψx(gˆ(x)).
Note that Ψx(0) = W (x). For W small, this equation can be solved by iteration in the
space of analytic functions converging on a large enough disk. The essential fact here is
that gˆ 7→ Ψx(gˆ) is Lipschitz for a certain analytic norm for any x. This gives us a function
gˆ, which is sufficiently small. Retracing our steps (and noting that for sufficiently small
W , f is small, so that |f ′(x)| < 1 almost surely), we get back the desired map F given by
F = x+ f = G′ if G = 1
2
x2 + g(x).
It is rather straightforward that if we consider Vβ = 12x
2 + Wβ(x) for some family Wβ
analytically depending on β and sufficiently small, then our transport map F = FVβ also
depends on β analytically.
It is worth noting that for W sufficiently small, the map F (x) = x + f(x) has a positive
derivative and is thus monotone. It is therefore the unique monotone map satisfying F∗η =
ηV . In particular, the map F gives optimal transport between η and ηV .
It was pointed out to us by Y. Dabrowski that equation (1.6) can be regarded as a free
analog of the classical Monge-Ampère equation. To see this, put V (x) = 1
2
x2 and V˜ = V +W ,
and consider the classical Monge-Ampère equation for the monotone transport map H from
the Gibbs measure dµ = exp(−V (x))dx to dµ˜ = exp(−V˜ (x))dx. Let JH stand for the
Jacobian (derivative) of H . Then the Monge-Ampère equation reads:
det(JH(x)) =
exp(−V (x))
exp(−V˜ (H(x))) = exp(V˜ (H(x))− V (x)).
(We write det JH even though JH is a 1 × 1 matrix to make the analogy clearer). Taking
logarithm of both sides and using that log detA = Tr(logA) if A ≥ 0 gives
Tr(log JH) = V˜ (H(x))− V (x).
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This is quite reminiscent of (1.6), if we rewrite it by setting f = g′, F (x) = x + f(x) and
J F = F (x)−F (y)
x−y
= 1 + J f :
2
ˆ
log (J F ) dη(y) =
{
1
2
(F (x))2 +W (F (x))
}
− 1
2
x2 = V˜ (F (x))− V (x).
Later in the paper, we also consider the n-variable version of (1.6), which has the form
(1⊗ τ + τ ⊗ 1)Tr logJ F = S
[{
1
2
∑
F (X)2j +W (F (X))
}
− 1
2
∑
X2j
]
where S is a certain symmetrization operator.
1.7. Organization of paper. To prove our theorem, we consider in section §2 a certain
space of analytic functions in several non-commuting variables. This is the space in which
our construction of the monotone transport map takes place. We also discuss the various
differential operators which are the non-commutative replacements for gradients and Jaco-
bians. We finish the section with a kind of implicit function theorem for non-commutative
analytic functions.
The next section is devoted to the construction of a non-commutative monotone transport
map from the semicircle law τ to the law τV satisfying the Schwinger-Dyson equation with
V = 1
2
∑
X2j +W . We assume that W is a given non-commutative analytic function (which
we assume to be sufficiently small in a certain norm).
The next section, §4, is devoted to applications. Finally, the last section collects some
open questions and problems.
Acknowledgments. The authors are grateful to Yoann Dabrowski for many useful com-
ments and discussions. We also wish to mention that the idea of looking for a free analog
of optimal transport (although via some duality arguments) was considered some 10 years
ago by Cédric Villani and the authors; although the precise connection between optimal
and monotone transport is still missing for the moment, such considerations have been an
inspiration for the present work. We also thank the anonymous referees for their numerous
comments which helped us to greatly improve our article.
2. Notation and an Implicit Function Theorem.
2.1. Non-commutative polynomials, power series and norms ‖ · ‖A. We will denote
by A = C〈X1, . . . , Xn〉 the algebra of non-commutative polynomials in n variables. Let
A0 ⊂ A be the linear span of polynomials with zero constant term.
Following [GMS07], we consider on this space the family of norms ‖ · ‖A, A > 1, defined
as follows. For a monomial q and arbitrary P ∈ C〈X1, . . . , Xn〉, let λq(P ) be the coefficient
of q in the decomposition of P as monomials; thus P =
∑
q λq(P )q. Then we set
‖P‖A =
∑
q:deg q≥0
|λq(P )|Adeg q.
We’ll denote by A (A) (resp., A (A)0 ) the completion of A (resp., A0) with respect to the
norm ‖ · ‖A. This is a Banach algebra, and can be viewed as the algebra of absolutely
convergent power series with radius of convergence at least A.
Note that the norm ‖ · ‖A has the following property: whenever T1, . . . , Tn are elements
of some Banach algebra Q and ‖Tj‖Q ≤ A, there exists a contractive map A (A) →
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sending Xj to Tj . Hence, in the following we will see variables as elements of the set of
polynomials A (A). However, A (A) will still also denote sets of maps, namely the completion
of polynomials in the norm ‖ · ‖A.
Aop is the opposite algebra, with multiplication defined by aop · bop = (ba)op. It is equipped
with the same norm ‖ · ‖A.
2.2. The operators N , Σ, Π, J , ∂ and D. Let us denote by N the linear operator on
A = C〈X1, . . . , Xn〉 that multiplies a degree k monomial by k. Let us also denote by
Σ : A0 → A0
the inverse of N pre-composed by the projection Π onto A0, given by
Π : P 7→ P − P (0, 0, . . . , 0).
If g ∈ A we write Djg for the j-th cyclic derivative of g [Voi02a]. For a monomial q,
Djq =
∑
q=AXjB
BA.
Note that Djg = DjΠg. We’ll denote by Dg the cyclic gradient (viewed as a vector):
Dg = (Djg)
n
j=1.
If f = (f1, . . . , fn) with fj ∈ A then we’ll write J f ∈Mn×n(A ⊗A op) for the matrix given
by
J f = (∂jfi)
n
i,j=1,
where ∂j is the j-th free difference quotient [Voi98] defined as the derivation from A to
A ⊗A op satisfying ∂jXi = δj=i, that is if q is a monomial ∂jq =
∑
q=AXjB
A⊗ B.
2.3. Notation: Tr, J ∗ and #. We will often assume that τ is a positive trace and also
that 1 ⊗ 1 ∈ dom ∂∗j , when ∂j : L2(A , τ) → L2(A , τ)⊗¯L2(A , τ) is viewed as a densely
defined operator. Under this assumption, A ⊗A op belongs to the domain of ∂∗j [Voi98]. We
set for q =
∑
ai ⊗ bi ∈ A ⊗A op and g ∈ A ,
q#g =
∑
i
aigbi .
For q ∈Mn×n(A ⊗A op), and g = (gj)nj=1 ∈ A n, we’ll write
Tr(q) =
∑
i
qii ∈ A ⊗A op,
J ∗q =
(∑
i
∂∗i (qji)
)n
j=1
∈ L2(A , τ)n,
q#g =
(∑
i
qji#gi
)n
j=1
.
We will also denote by # multiplication in Mn×n(A ⊗ A op) and write g#h =
∑
gihi if
g, h ∈ A n.
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2.4. Non-commutative notions of transport. Let (M,φ) be a von Neumann algebra
with trace φ, and let X1, . . . , Xn ∈M be self-adjoint elements generating M ; thus M can be
regarded as a completion of the algebra A , and the trace φ induces on A a trace τX (called
the non-commutative law of X1, . . . , Xn). We write M ∼= W ∗(τX). Let Y1, . . . , Yn ∈ N be
self-adjoint elements generating another von Neumann algebra N with trace ψ; we denote
by τY the corresponding linear functional on A so that N ∼= W ∗(τY ).
Definition 2.1. By transport from τX to τY we mean an n-tuple of self-adjoint elements
Yˆ1, . . . , Yˆn ∈ M having the same law as Y1, . . . , Yn. We call such transport monotone if
Yˆ = (Yˆj)j belongs to the L2-closure of the set
{Dg : g ∈ Alg(X1, . . . , Xn) and J Dg ≥ 0}.
(as part of the definition of monotone transport, we are making the assumption that the
variables X1, . . . , Xn are algebraically free, and so J Dg is well-defined for any g in the
algebra these variables generate).
When M is abelian, an element of M is an (essentially bounded) function of X1, . . . , Xn
(and n = 1.) So in the case that M is abelian, our definition reduces to the statement
that the random variables Yˆ1, . . . , Yˆn are expressed as (bounded measurable) functions Yˆj =
fj(X1, . . . , Xn). Since the law of Y is the same as the law of Yˆ , the push-forward of the
measure τX via the function f = (fj)j is exactly the measure τY . So our notion of transport
coincides with the classical one in the commutative case.
Our definition of monotone transport is analogous to the classical case where one requires
that Yˆ belongs to the closure of the space of gradients of convex functions. However, note
that a different notion of derivative is being used. Nonetheless, when n = 1 our requirement
reduces to asking that Yˆ = f(X) for some f : R → R so that f = g′ for some g and
f(x)−f(y)
x−y
≥ 0, i.e., f is monotone and g convex.
Note that if a transport from τX to τY exists, then there exists a trace-preserving embed-
ding N =W ∗(Y ) into M = W ∗(X) given by Yj 7→ Yˆj .
2.5. The norm ‖ · ‖A⊗πA. For F = (Fj)nj=1 ∈ (A (A))n, we will use the notation ‖F‖A =
supj ‖Fj‖A.
Let us denote by ‖ · ‖A⊗πA the projective tensor product norm on A (A) ⊗ (A (A))op. In
other words
‖
∑
ai ⊗ bi‖A⊗πA = sup
PI
‖PI(
∑
ai ⊗ bi)‖
where the supremum is taken over all maps PI valued in a Banach algebra so that PI(1⊗ b)
and PI(a ⊗ 1) commute and have norm bounded by the norm of b and a respectively. In
particular, taking PI to be given by the right and left multiplication respectively, we see
that for all q ∈ A ⊗A op and g ∈ A , we have
‖q#g‖A ≤ ‖q‖A⊗πA‖g‖A .
‖ · ‖A⊗πA also extends to (A ⊗A op)n by putting for F = (F1, . . . , Fn) ∈ (A ⊗A op)n
‖F‖A⊗πA = max
1≤i≤n
‖Fi‖A⊗πA .
We will also denote by the same symbol the norm on Mn×n(A ⊗ A op) (or its completion)
given by identifying that space with the Banach space of (left) multiplication operators on
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(A ⊗A op)n. Explicitly, this norm is given by
‖Xij‖A⊗πA = max
i
∑
j
‖Xij‖A⊗πA.
In consequence of its definition, we see that the maps
# : Mn×n(A ⊗A op)×Mn×n(A ⊗A op) → Mn×n(A ⊗A op)
Mn×n(A ⊗A op)×A n → A n
are contractive for the norm ‖ · ‖A⊗πA on Mn×n(A ⊗A op) and the norm ‖ · ‖A on A n.
2.6. Cyclically symmetric functions.
Definition 2.2. We say that a polynomial q in A is cyclically symmetric if for any i1, . . . , ik,
the coefficient of the monomial Xi1 · · ·Xik in q is the same as the coefficient of the monomial
XikXi1 · · ·Xik−1 .
Let S denote the operator on A0 defined on monomials by
SXi1 · · ·Xip =
1
p
p∑
r=1
Xir+1 · · ·XipXi1 · · ·Xir .
Clearly, S sends A0 to the space of cyclically symmetric operators. Note also that S g =
ΣDg#X = Σ
∑
i DigXi. Moreover, one clearly has that ‖S g‖A ≤ ‖g‖A. Finally, note that
D(S g) = Dg.
2.7. Implicit function theorem. We next establish a kind of implicit function theorem
for elements of the space (A (A))n. For later purpose note that if F ∈ A (A), F is infinitely
differentiable in A (A
′) for any A′ < A. These results are most likely folklore, but we were
not able to find a precise reference. The proofs follow very closely the classical proof of the
implicit function theorem using a contraction mapping principle. We have denoted by A the
algebra C〈X1, . . . , Xn〉 of non-commutative polynomials in n variables. Let us write A ∗A
for the algebra of non-commutative polynomials in 2n variables, C〈X1, . . . , Xn, Y1, . . . , Yn〉.
Also, remember that variables and maps are all seen as converging power series.
Theorem 2.3 (Implicit Function Theorem). Assume that F = (Fj)nj=1 where
Fj(X1, . . . , Xn, Y1, . . . , Yn) ∈ (A ∗A )(A)
is a non-commutative power series in 2n variables, and assume that
F (0, . . . , 0, 0, . . . , 0) = 0.
Let Q = J2F (0, . . . , 0) (here J2 refers to differentiation in the variables Y1, . . . , Yn, with
Xj’s held fixed), and assume that Q is invertible. Then there exists an a0 ∈ (0, A) and a
finite constant C so that for all a ∈ (0, a0), any U ∈ A (A) satisfying ‖U‖A < a, there exists
a unique V ∈ (A (A))n satisfying ‖V ‖A < Ca which solves the equation
F (U, V ) = 0.
Moreover, there exists a function f ∈ (A (a))n so that V = f(U).
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Proof. Put X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) and denote
G(X, Y ) = Y −Q−1#F (X, Y ).
Then, since Q is invertible,
G(U, V ) = V ⇐⇒ F (U, V ) = 0 .
Moreover, since F (0, 0) = 0, we have
G(X, Y ) = R(X) +H(X, Y )
withR(X) = −Q−1#J1F (0, . . . , 0)#X andH(X, Y ) = G(X, Y )−R(X) a non-commutative
power series in
[
(A ∗A )(A)]n whose decomposition in monomials contains only monomials
of degree two or greater. Therefore, for any X,X ′ so that ‖X‖A, ‖X ′‖A ≤ a and any Y, Y ′
so that ‖Y ‖A ≤ b, ‖Y ′‖A ≤ b, with a, b ≤ A′ < A, we have
‖H(X, Y )‖A ≤ C(A′)(a+ b)2(2.1)
‖H(X, Y )−H(X ′, Y ′)‖A ≤ C(A′)(a+ b)(‖X −X ′‖A + ‖Y − Y ′‖A)(2.2)
with a bounded constant C(A′) increasing in A′ < A.
Choose now 0 < b0 < A′ so that C(A′)b20 < (1/2)b0, and then choose 0 < a0 < b0/3 so that
C(A′)a0 < 1/2, ‖Q−1#J1F (0, . . . , 0)‖A⊗πAa0 + C(A′)a20 < (1/2)b0. These choices imply
that C(A′)(a20 + 2a0b0) < (1/2)b0.
We assume that U is given and satisfies ‖U‖A ≤ a < a0 and construct a solution by
putting Vk+1 = G(U, Vk) and V0 = 0.
We claim that ‖Vk+1‖A < b0 for all k. Indeed, ‖V0‖A = 0 ≤ b0 and we have by (2.1) and
our choices of a0, b0 that if ‖Vk‖A ≤ b0,
‖Vk+1‖A ≤ ‖R(U)‖A + ‖H(U, Vk)‖A ≤ ‖Q−1#J1F (0, . . . , 0)‖A⊗πAa+ C(A′)(a + b0)2 < b0.
Now by (2.2), we get for all k ≥ 1,
‖Vk+1 − Vk‖A ≤ C(A′)(a+ b)‖Vk − Vk−1‖A
and hence Vk is a Cauchy sequence since our choice implies that C(A′)(a+ b) ≤ C(A′)(a0 +
b0) < 1. Therefore it converges whenever a ≤ a0. The limit V∗ satisfies F (U, V∗) = 0.
Furthermore, ‖V∗‖A is bounded above by b0. This proves the stated existence.
This solution is unique: indeed, (2.2) guarantees that any two solutions V∗ and V ′∗ would
satisfy
‖V∗ − V ′∗‖A ≤ C(A′)(a+ b)‖V∗ − V ′∗‖A
implying that V∗ = V ′∗ , since C(A
′)(a+ b) < 1.
Finally, by induction we see that for all k, Vk = fk(U) where fk(X) = G(X, fk−1(X)) and
f0(X) = 0. As G ∈
[
(A ∗A )(A)]n, fk belongs to (A (A))n for all k so that ‖fk−1‖A ≤ A.
Moreover, we see as above that for a < a0, for all k ≥ 0,
‖fk‖a ≤ b0 < A
so that
‖fk − fk−1‖a = ‖G(X, fk−1(X))−G(X, fk−2(X))‖a
= ‖H(X, fk−1(X))−H(X, fk−2(X))‖a ≤ C(A′)(a+ b)‖fk−1 − fk−2‖a
and (because C(A′)(a+b) < 1) we conclude that fk converges to a limit f in (A (a))n. Hence,
V = f(U) with f ∈ (A (a))n. 
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2.8. Inverses to non-commutative power series. The following corollary shows that an
“absolutely convergent non-commutative power series” has an “absolutely convergent inverse”:
Corollary 2.4. Let A′ < A < B and consider the equation Y = X+f(X) with f ∈ (A (B))n
and ‖Y ‖A′ ≤ A. Then there exists a constant C > 0, depending only on A,A′ and B, so
that whenever ‖f‖B < C, then there exists G ∈ (A (A))n so that X = G(Y ).
Proof. We repeat the arguments of the previous proof. We define a sequence of maps
Gk = id−f ◦Gk−1
with G0 = id. By definition ‖G0‖A ≤ A and for all k so that maxℓ≤k ‖Gℓ‖A ≤ B′ < B, there
exists a finite constant C(B′) depending only on B′, B and ‖f‖B (for example, C(B′) ≤
‖f‖B maxk≥0 k(B′)k−1B−k), so that
‖Gk+1 −Gk‖A ≤ C(B′)‖Gk −Gk−1‖A .
Since ‖G1 −G0‖A ≤ ‖f‖A < C, we may iterate to deduce that that
‖Gk+1 −Gk‖A ≤ (C(B′))k‖f‖A ,
which implies that if C is small enough so that C(B′) < 1
‖Gk+1 −G0‖A ≤ 1
1− C(B′)‖f‖A ≤
C
1− C(B′) .
Hence, since ‖G0‖A ≤ A, if C is small enough so that we can find B′ ∈ (A,B) so that
A+
C
1− C(B′) ≤ B
′
we are guaranteed that for all k, ‖Gk‖A ≤ B′. We hereafter choose C so that this is satisfied
and conclude that Gk converges in (A (A))n. Its limit G satisfies ‖G‖A ≤ B′ and
G = id− f ◦G.
Moreover since ‖Y ‖A′ ≤ A and ‖X‖A′ ≤ ‖X‖A ≤ A, we deduce from
X + f(X) = Y = G(Y ) + f(G(Y ))
that
‖X −G(Y )‖A′ ≤ ‖f(X)− f(G(Y ))‖A′ ≤ C(B′)‖X −G(Y )‖A′
which ensures that X = G(Y ) since we assumed C(B′) < 1. 
3. Construction of the free monotone transport map.
3.1. Outline of the proof of the main result. To prove existence of the transport map,
we start with an n-tuple of free semicircular elements X1, . . . , Xn. We also fix V of the form
V = 1
2
∑
X2j +W where W is a “non-commutative analytic function” of X1, . . . , Xn which
is sufficiently small in ‖ · ‖A.
We then seek to find some elements Y1, . . . , Yn in the von Neumann algebra M generated
by X1, . . . , Xn so that Y1, . . . , Yn have law τV , which is the unique log-concave free Gibbs law
satisfying the Schwinger-Dyson equation with potential V , i.e.
(3.1) ∂∗Yj (1⊗ 1) = Yj + DYj (W (Y1, . . . , Yn))
FREE MONOTONE TRANSPORT 14
To construct Y = (Y1, . . . , Yn) we seek f = (f1, . . . , fn) so that Y = X + f (i.e., Yj =
Xj+fj). Assuming we could find such Y with fj analytic and of small norm, the Schwinger-
Dyson equation (3.1) for Y becomes an equation on f , of the form
J ∗
(
1
1 + J f
)
= X + f + (DW )(X + f).
(Here J ∗ is the adjoint to J ). Since for the semicircle law, J ∗(1) = X, this equation
further simplifies as
J ∗
(
J f
1 + J f
)
+ f + (DW )(X + f) = 0.
One is tempted to solve this equation by using the contraction mapping principle; however,
one faces the obstacle of bounding the map f 7→ J ∗(J f/(1 + J f)). Fortunately, under
the assumption that f = Dg and further assumptions on invertibility of 1+J f , one is able
to rewrite the left hand side of the equation as the cyclic gradient of a certain expression in
g. This gives us an equation for g. It turns out that then one can use a contraction mapping
argument to prove the existence of a solution of this equation for g; this is the content of
Proposition 3.13. We then retrace our steps, going from g to f = Dg and then to Y = X+f ,
proving the main result of this section, Theorem 3.15.
To avoid confusion, we will use the following convention: all differential operators (D ,
J , ∂) which either have no indices, or have a numeric index, refer to differentiation with
respect to X1, . . . , Xn. Operators that involve differentiation with respect to Y1, . . . , Yn will
be labeled as DYj , ∂Yj , etc.
3.2. A change of variables formula.
Lemma 3.1. Put M = W ∗(A , τ). Assume that Y is such that J Y = (∂XjYi)ij ∈
Mn(M⊗¯Mop) is bounded and invertible. Assume further that 1⊗ 1 belongs to the domain of
∂∗j for all j.
(i) Define
∂ˆj(Z) =
n∑
i=1
∂Xi(Z)#((J Y )
−1)ij
where # denotes the multiplication
(a⊗ b)#(A⊗B) = aA⊗ Bb.
Then ∂ˆj = ∂Yj and ∂YjXi = ((J Y )
−1)ij.
(ii) ∂∗Yj (1⊗ 1) =
∑
ℓ ∂
∗
Xℓ
((J Y )−1)∗ℓj.
(iii) Assume in addition that Yj = DjG for some G in the completion of A with respect to
‖ · ‖A. Assume that G = G∗. Let (a⊗ b)† = b∗ ⊗ a∗. Then (J Y )†ij = (J Y )ij and (J Y )−1
is self-adjoint in Mn(M⊗¯Mop).
Proof. Let Q = J Y . (i) We verify that ∂ˆjYk =
∑
i ∂XiYk#(Q
−1)ij =
∑
iQki#(Q
−1)ij =
1k=j1⊗ 1
FREE MONOTONE TRANSPORT 15
To see (ii), we compute
〈∂∗Yj (1⊗ 1), Xi1 . . .Xip〉 = 〈1⊗ 1, ∂Yj (Xi1 . . .Xip)〉
=
∑
ℓ
〈1⊗ 1, ∂Xℓ(Xi1 · · ·Xip)#(Q−1)ℓj〉
=
∑
ℓ
〈(Q−1)∗ℓj, ∂Xℓ(Xi1 · · ·Xip)〉
= 〈
∑
ℓ
∂∗Xℓ(Q
−1)∗ℓj , Xi1 · · ·Xip〉
To verify (iii), we first claim that if Y = DG for some G (not necessarily self-adjoint),
then
(3.2) (J Y )ij = σ[(J Y )ji],
where σ(a⊗ b) = b⊗ a. Indeed, let G = Xi1 · · ·Xik ; in this case
∂iYj =
∑
G=AXiBXjC
CA⊗B +
∑
G=AXjBXiC
B ⊗ CA.
Reversing the role of i and j amounts to switching the two sums, i.e., applying σ.
We next consider G of the form
G = Xi1 · · ·Xik +Xik · · ·Xi1 = P + P ∗,
where P = Xi1 . . .Xik . In that case
Yj =
∑
P=AXjB
BA + A∗B∗
and therefore we have
(J Y )ji = ∂iYj =
∑
P=AXjB
∑
BA=RXiS
R⊗ S + S∗ ⊗ R∗.
Thus, if we denote by ∗ the involution (a⊗ b)∗ = a∗ ⊗ b∗, we deduce that
(3.3) (J Y )∗ij = σ((J Y )ij) = (J Y )ji
proving that J Y is self-adjoint. Moreover we find that
(3.4) ((J Y )ij)
† = σ((J Y )∗ij) = σ((J Y )ji) = (J Y )ij.
where the last two equalities come from (3.3).

A direct consequence of Lemma 3.1 (ii) and (iii), is the following.
Corollary 3.2. Assume that g ∈ A (A), 1⊗ 1 ∈ dom ∂∗j for all j, and put G = 12
∑
X2j + g.
Let fj = Djg and Yj = Xj + fj so that Y = DG. Assume that 1 + J f is invertible. Then
Equation (3.1) is equivalent to the equation
(3.5) J ∗
(
1
1 + J f
)
= X + f + (DW )(X + f).
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3.3. An equivalent form of Equation (3.5).
Lemma 3.3. Let τ be the semicircle law. Assume that the map ξ 7→ (J f)#ξ+ξ is invertible
on (A (A))n, and that f = Dg for some g = g∗. Let
K = −J ∗ ◦J − id .
Then equation (3.5) is equivalent to
(3.6) K(f) = D(W (X + f)) +
[
(J f)#f + (J f)#J ∗
(
J f
1 + J f
)
−J ∗
(
(J f)2
1 + J f
)]
.
Proof. Using the formula 1
1+x
= 1− x
1+x
and the fact that J ∗(1⊗ 1) = X, we see that (3.5)
is equivalent to
J ∗
(
J f
1 + J f
)
+ f + (DW )(X + f) = 0.
We will now apply (1 + J f)# to both sides of the equation (this map is, by assumption,
invertible, so the resulting equation is equivalent to the one in the previous line):
J ∗
(
J f
1 + J f
)
+ f + (DW )(X + f) + (J f)#J ∗
(
J f
1 + J f
)
+ (J f)#f + (J f)#(DW )(X + f) = 0.
Using that x
1+x
= x− x2
1+x
, we get:
J ∗(J f)−J ∗
(
(J f)2
1 + J f
)
+ f + (DW )(X + f)
+ (J f)#J ∗
(
J f
1 + J f
)
+ (J f)#f + (J f)#(DW )(X + f) = 0.
Thus we have:
K(f) = (DW )(X + f) + (J f)#(DW )(X + f)
+
[
(J f)#f + (J f)#J ∗
(
J f
1 + J f
)
−J ∗
(
(J f)2
1 + J f
)]
.
We now note that, because of cyclic symmetry and the fact that f = Dg with g = g∗, we
may use (3.4) to deduce:
D(W (X + f)) = (DW )(X + f) + (J f)#(DW )(X + f)
Hence (3.5) is equivalent to
K(f) = D(W (X + f)) +
[
(J f)#f + (J f)#J ∗
(
J f
1 + J f
)
−J ∗
(
(J f)2
1 + J f
)]
,
as claimed. 
FREE MONOTONE TRANSPORT 17
3.4. Some identities involving J and D. We start with the following identity.
Lemma 3.4. Put M = W ∗(A, τ). Assume that 1 ⊗ 1 belongs to the domain of ∂∗j for all j
and that τ is a faithful trace, i.e., τ(P ∗P ) = 0 iff P = 0. Let g ∈ A (A) and let f = Dg.
Then for any m ≥ −1 we have:
(3.7)
1
m+ 2
D
[
(1⊗ τ + τ ⊗ 1)
{
n∑
i=1
[
(J f)m+2
]
ii
}]
= −J ∗ ((J f)m+2)+ J f#J ∗ ((J f)m+1) .
Proof. Let us take f = Dg. We shall prove that (3.7) is true by showing that it holds weakly.
We therefore let P be a test function in (A(A))n. Then, with the notations of the proof of
Lemma 3.1, see (3.2), and with # the multiplication in (A(A))n, we have
Λ := τ
([−J ∗ ((J f)m+2)+ J f#J ∗ ((J f)m+1)]#P )
= −τ (J ∗ ((J f)m+2)#P )+ τ
(∑
ij
(J f)ij#
(
J ∗
(
(J f)m+1
))
j
#Pi
)
= −τ (J ∗ ((J f)m+2)#P )+ τ
(∑
ij
(
J ∗
(
(J f)m+1
))
j
#σ(J f)ij#Pi
)
where we just used that τ is tracial. Since f = Dg, it follows that σ(J f)ij = (J f)ji by
(3.2). Therefore we deduce that
Λ = −τ (J ∗ ((J f)m+2)#P )+ τ
(∑
ij
(
J ∗
(
(J f)m+1
))
j
#(J f)ji#Pi
)
= −
∑
ij
τ ⊗ τ
(
(J f)m+2ij #σ [J P ]ij
)
+
∑
ij
τ ⊗ τ
(
(J f)m+1ij #σ [J ((J f)#P )]ij
)
where in the last equality we used the definition of J ∗:
τ (J ∗(U)#W ) =
∑
ij
τ ⊗ τ
(
Uij#σ [JW ]ij
)
.
Let us consider the term σ [J ((J f)#P )]. Using the Leibniz rule, we obtain
[J ((J f)#P )]ij = ∂j
∑
k
(∂kfi)#Pk
=
∑
k
(∂kfi)#∂jPk +
∑
k
((∂j ⊗ 1)(∂kfi))#2Pk +
∑
k
((1⊗ ∂j)(∂kfi))#1Pk
where we use the notation (a⊗ b⊗ c)#1ξ = aξb⊗ c, (a⊗ b⊗ c)#2ξ = a⊗ bξc.
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Thus
σ [J ((J f)#P )]ij =
∑
k
σ((∂kfi)#∂jPk)
+
∑
k
σ[((∂j ⊗ 1)(∂kfi))#2Pk] +
∑
k
σ[((1⊗ ∂j)(∂kfi))#1Pk]
=
∑
k
σ(J P )kj#σ(J f)ik
+
∑
k
η[((∂j ⊗ 1)(∂kfi))]#1Pk +
∑
k
η[((1⊗ ∂j)(∂kfi))]#2Pk
where η[a⊗ b⊗ c] = b⊗ c⊗ a. Since f = Dg, we know that σ(J f)ik = (J f)ki, so that
σ [J ((J f)#P )]ij =
∑
k
σ(J P )kj#(J f)ki
+
∑
k
η[((∂j ⊗ 1)(∂kfi))]#1Pk +
∑
k
η[((1⊗ ∂j)(∂kfi))]#2Pk
We now apply the identity
η [(∂j ⊗ 1)∂kDig] = (∂k ⊗ 1)∂iDjg = (1⊗ ∂i)∂kDjg
(and a similar one involving η[((1⊗ ∂j)(∂kfi))]) to deduce that
σ [J ((J f)#P )]ij =
∑
k
σ(J P )kj#σ(J f)ik
+
∑
k
((1⊗ ∂i)(∂kfj))#1Pk +
∑
k
((∂i ⊗ 1)(∂kfj))#2Pk
= σ(J P )kj#σ(J f)ik +Q
P
ji
where
QPji =
∑
k
(1⊗ ∂i)∂kfj#1Pk +
∑
k
(∂i ⊗ 1)∂kfj#2Pk.
Thus if we set QP = ((QP )ij)ij and R = (Rij) with Rij = σ(JP )ji, then
Λ = −τ ⊗ τ ⊗ Tr ((J f)m+2#R)+ τ ⊗ τ ⊗ Tr ((J f)m+1 #R#(J f))
+τ ⊗ τ ⊗ Tr ((J f)m+1 #QP )
= τ ⊗ τ ⊗ Tr ((J f)m+1 #QP )
=
1
m+ 2
m+1∑
h=0
τ ⊗ τ ⊗ Tr
(
(J f)h#QP#(J f)m+1−h
)
.(3.8)
We therefore need to prove that
m+1∑
h=0
τ ⊗ τ ⊗ Tr
(
(J f)h#QP#(J f)m+1−h
)
(3.9)
= τ
(
P#D
[
(1⊗ τ + τ ⊗ 1){Tr(J f)m+2}])
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holds for all test function P . We prove this equality by showing that both sides are equal to
the derivative of the same quantity. Let X tj = Xj + tPj , and consider
d
dt
∣∣∣
t=0
(J f(X t)ij) =
d
dt
∣∣∣
t=0
∂jfi(X
t) =
∑
k
(1⊗ ∂k)∂jfi#2Pk +
∑
k
(∂k ⊗ 1)∂jfi#1Pk
=
∑
k
(1⊗ ∂j)∂kfi#1Pk +
∑
k
(∂j ⊗ 1)∂kfi#2Pk
where we have used the identity (∂j ⊗ 1)∂k = (1⊗ ∂k)∂j . It follows that
QPij =
d
dt
∣∣∣
t=0
([
J f(X t)
]
ij
)
.
Thus, we deduce
m+1∑
t=0
τ ⊗ τ ⊗ Tr
(
(J f)h#QP#(J f)m+1−h
)
=
d
dt
∣∣∣
t=0
τ ⊗ τ ⊗ Tr
((
J f(X t)
)m+2)
.
On the other hand, if R ∈Mn×n(A ⊗A op) is arbitrary, then we claim that
(3.10)
d
dt
∣∣∣
t=0
τ ⊗ τ ⊗ Tr (R(X t)) =∑
i
τ(D(1 ⊗ τ + τ ⊗ 1)(Rii)#P ).
Indeed, this is sufficient to check (3.10) for R a matrix with a single nonzero component
A⊗ B in the i, j-th position. For this choice of R, we have
d
dt
∣∣∣
t=0
τ ⊗ τ ⊗ Tr(R(X t)) = d
dt
∣∣∣
t=0
δi=jτ(A(X
t))τ(B(X t))
= δi=j
(
d
dt
∣∣∣
t=0
τ(A(X t))τ(B)
)
+
(
d
dt
∣∣∣
t=0
τ(A)τ(B(X t))
)
= δi=j (τ(DA#P ) τ(B) + τ(A)τ(DB#P ))
=
∑
i
τ (D((1⊗ τ + τ ⊗ 1)(Rii))#P ) ,
as claimed. We now combine (3.8) and (3.10) (with R = (J f)m+2) to conclude that (3.9)
holds. Since this identity holds for any P , the Lemma follows. 
Lemma 3.5. Assume that f = Dg, g = g∗ ∈ A (A), assume that 1 ⊗ 1 ∈ dom ∂∗j for all j
and that τ is a faithful trace, i.e., τ(P ∗P ) = 0 iff P = 0. Assume that ‖J f‖A⊗πA < 1 and
let
Q(g) =
[
(1⊗ τ + τ ⊗ 1)
{
n∑
i=1
(J f)ii − (log(1 + J f))ii
}]
.
Then
DQ = J f#J ∗
(
J f
1 + J f
)
−J ∗
(
(J f)2
1 + J f
)
.
Proof. We use Lemma 3.4 and compare the (converging) Taylor series expansions of both
sides term by term. 
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Lemma 3.6. Assume that τ is the semicircle law. Let
K(f) = −J ∗(J f)− f.
Assume that f = Dg, and that g ∈ A is cyclically symmetric. Then
K(f) = D
{
(1⊗ τ + τ ⊗ 1)
(∑
i
[J f ]ii
)
− f#X
}
= D {(1⊗ τ + τ ⊗ 1) (Tr [J Dg])−N g} .
Proof. When m = −1, the equality in Lemma 3.4 becomes
D {(1⊗ τ + τ ⊗ 1) (Tr [J f ])} = −J ∗ (J f) + J f#J ∗ (I) ,
where I ∈ Mn×n(A ⊗ A op) denotes the identity matrix. Since τ is the semicircle law,
J ∗(I) = X, and J f#X = N f (here N is applied entrywise to the vector f).
On the other hand, since D reduces the degree of polynomials by 1, N Dg = DN g−Dg =
DN g − f . Thus we deduce
D {(1⊗ τ + τ ⊗ 1) (Tr [J Dg])−N g} = −J ∗(J f) + N Dg −DN g
= K(f).
Using the equality f#X = Dg#X = N g due to the fact that g is cyclically symmetric, we
get the statement of the Lemma. 
Lemma 3.7. Let τ be the semicircle law. Assume that f = Dg for some g = g∗ cyclically
symmetric and that ‖J f‖A⊗πA < 1. Let
Q(g) = [(1⊗ τ + τ ⊗ 1)Tr {(J Dg)− (log(1 + J Dg))}] .
Then Equation (3.5) is equivalent to the equation
D {(1⊗ τ + τ ⊗ 1) (Tr [J Dg])−N g} = D(W (X + Dg)) + DQ(g) + J Dg#Dg.
Proof. By Lemma 3.6, the left-hand side is precisely K(f). By Lemma 3.3, we obtain
K(f) = D(W (X + f)) +
(
J f#J ∗
(
J f
1 + J f
)
−J ∗
(
(J f)2
1 + J f
)
+ J f#f
)
which, according to Lemma 3.3 is equivalent to (3.5). The hypothesis of Lemma 3.3 is
satisfied since the map T : ξ 7→ J f#ξ is strictly contractive on (A (A′))n because of the
bound on J f (and so the map id+T has no kernel). 
We now turn to the proof of existence of a g that satisfies the equation above. We will
use a fixed-point argument; thus we first give some estimates on differential operators that
will be involved.
3.5. Technical estimates on certain differential operators. For the remainder of the
section, we will assume that τ : A → C satisfies
(3.11) |τ(q)| ≤ Cdeg q0
for any monomial q ∈ A . We begin with a few technical estimates on certain differential
operators.
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Lemma 3.8. Let g1, . . . , gm ∈ A0. Set
Qm(g1, . . . , gm) = (1⊗ τ + τ ⊗ 1)
{
n∑
i=1
[(J Dg1) · · · (J Dgm)]ii
}
.
Assume that (3.11) holds and moreover that C0/A < 1/2. Then
‖Qm(Σg1, . . . ,Σgm)‖A ≤ 2(2A−2)m
m∏
k=1
‖gk‖A.
In particular, Qm extends to a bounded multilinear operator on A
(A) with values in A (A).
Proof. Note that by definition, assuming that g is a monomial, we have
[J DΣg]ji =
1
deg g
∂iDjg
=
1
deg g
∑
g=AXjB
∑
BA=RXiQ
R⊗Q.
Thus if g1, . . . , gm are monomials, then
[(J DΣg1) · · · (J DΣgm)]j0jm =
1∏
t deg gt
∑
j1,...,jm−1
gk=AkXjk
Bk
∑
BkAk=RkXjk+1Qk
R1 · · ·Rm ⊗Q1 · · ·Qm
and so, using the fact that for a given k there can be at most deg gk decompositions of gk
as AkXjk+1Bk, and the degree of Ak determines such decompositions, we conclude that each
such sum has at most
∏
t deg gt nonzero terms, so that
‖(1⊗ τ)[(J DΣg1) · · · (J DΣgm)]j0jm‖A
≤ 1∏
t deg gt
∑
j1,...,jm−1
gk=AkXjk
Bk
∑
BkAk=RkXjk+1Qk
Adeg(R1···Rm) ⊗ |τ(Q1 · · ·Qm)|
≤
∑
l1,...,lm
Al1+···+lm · Cdeg g1−l1−2+···+deg gm−lm−20
= Adeg g1+···+deg gmA−2m
∑
l1···lm−1
(
C0
A
)deg g1−l1−2+···+deg gm−lm−2
≤
m∏
k=1
[A−2‖gk‖A 1
1− C0/A ] ≤
m∏
k=1
[2A−2‖gk‖A].
A similar estimate holds for (τ ⊗ 1)([(J DΣg1) · · · (J DΣgm)]j0jm).
Since Qm(Σg1, . . . ,Σgm) is multi-linear in g1, . . . , gm, we find that if gj =
∑
λ(j, q)q is the
decomposition of gj in terms of monomials, then we get that
Qm(Σg1, . . . ,Σgm) =
∑
q1,...,qm
λ(1, q1) · · ·λ(m, qm)Qm(Σq1, . . . ,Σqm)
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and so
‖Qm(Σg1, . . . ,Σgm)‖A ≤ 2(2A−2)m
∑
q1,...,qm
m∏
j=1
|λ(j, qj)|‖qj‖A
= 2(2A−2)m
m∏
j=1
∑
qj
|λ(j, qj)|‖qj‖A
= 2(2A−2)m
m∏
j=1
‖gj‖A.
This concludes the proof for arbitrary g1, . . . , gm. 
Lemma 3.9. For g, f ∈ A0, set Qm(Σg) = Qm(Σg, . . . ,Σg). Assume that (3.11) holds and
moreover that C0/A < 1/2. Then
‖Qm(Σg)−Qm(Σf)‖A ≤ 2(2A−2)m
m−1∑
k=0
‖g‖kA‖f‖m−k−1A ‖f − g‖A
In particular, ‖Qm(Σg)‖A ≤ 2(2A−2)m‖g‖mA .
Proof. We perform a telescopic expansion
‖Qm(Σf)−Qm(Σg)‖A =
∥∥∥∥∥∥
m−1∑
k=0
Qm(Σg, . . . ,Σg︸ ︷︷ ︸
k
,Σf, . . . ,Σf︸ ︷︷ ︸
m−k
)−Qm(Σg, . . . ,Σg︸ ︷︷ ︸
k+1
,Σf, . . . ,Σf︸ ︷︷ ︸
m−k−1
)
∥∥∥∥∥∥
A
≤
m−1∑
k=0
‖Qm(Σg, . . . ,Σg︸ ︷︷ ︸
k
,Σf − Σg,Σf, . . . ,Σf︸ ︷︷ ︸
m−k−1
)‖A
≤ 2(2A−2)m
m−1∑
k=0
‖g‖kA‖f‖m−k−1A ‖f − g‖A .

Corollary 3.10. Assume that (3.11) holds and moreover that C0/A < 1/2. Then the maps
g 7→ Qm(Σg) extend by continuity to the completion of A0 with respect to ‖ · ‖A.
Lemma 3.11. Assume that (3.11) holds and moreover that C0/A < 1/2. Let g ∈ A (A)0 be
such that ‖g‖A < A22 , and set
Q(Σg) =
∑
m≥0
(−1)m
m+ 2
Qm+2(Σg).
Then this series converges in ‖ · ‖A. Moreover, in the sense of analytic functional calculus
on Mn×n(W
∗(A ⊗A op, τ ⊗ τ op)), we have equality
Q(Σg) =
[
(1⊗ τ + τ ⊗ 1)
{
n∑
i=1
(J DΣg)ii − (log(1 + J DΣg))ii
}]
.
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Furthermore, the function Q satisfies the (local) Lipschitz condition on {g : ‖g‖A < A2/2}
‖Q(Σg)−Q(Σf)‖A ≤ ‖f − g‖A 2
A2

 1(
1− 2‖f‖A
A2
)(
1− 2‖g‖A
A2
) − 1

 ,
and the bound
‖Q(Σg)‖A ≤
(
2‖g‖A
A2
)2
1− 2‖g‖A
A2
.
Proof. Let κ = A
2
2
and λ = ‖g‖A. By Lemma 3.8, we have that ‖Qm+2(g)‖A ≤ 2(λ/κ)(m+2).
Thus, as we assumed λ < κ, the series defining Q(Σg) converges. To see the claimed equality
with the expression given by functional calculus, we only need to note that log(1 + x) =
−∑m≥1 (−x)mm . Finally, since m+ 2 ≥ 2 in our series, we obtain that
‖Q(Σg)−Q(Σf)‖A ≤
∑
m≥0
1
m+ 2
‖Qm+2(Σg)−Qm+2(Σf)‖A
≤ ‖f − g‖A
∑
m≥0
m+1∑
k=0
(2A−2)m+2‖f‖m−k+1A ‖g‖kA
≤ ‖f − g‖A(2A−2)
(∑
l≥0
∑
k≥0
(2A−2)l‖f‖lA(2A−2)k‖g‖kA − 1
)
,
where we have written m = l + k − 1 which is non-negative precisely when l and k are not
both zero. Thus, if ‖f‖A ≤ A2/2 and ‖g‖A ≤ A2/2, we deduce that
‖Q(Σg)−Q(Σf)‖A ≤ ‖f − g‖A 2
A2

 1(
1− 2‖f‖A
A2
)(
1− 2‖g‖A
A2
) − 1

 .
Setting f = 0 gives us the estimate
‖Q(Σg)‖A ≤ 2‖g‖A
A2
(
1
1− 2‖g‖A
A2
− 1
)
,
as claimed. 
Corollary 3.12. Let g ∈ A (A)0 , assume that ‖g‖A < A2/2 and let B ≥ A + ‖g‖A. Let
W ∈ A (B). Assume that (3.11) holds and moreover that C0/A < 1/2. Let
F (g) = −W (X) +
(
(1⊗ τ + τ ⊗ 1)(Tr(J DΣg))
−
{
W (X + DΣg)−W (X) +Q(Σg) + 1
2
DΣg#DΣg
})
= −W (X + DΣg)− 1
2
DΣg#DΣg + (1⊗ τ + τ ⊗ 1)Tr log(1 + J DΣg).
(here we abbreviate W (X1, . . . , Xn) by W (X), etc.)
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Then F (g) is a well-defined function from {g ∈ A (A)0 : ‖g‖A < A2/2} to A (A). Moreover
g 7→ F (g) is locally Lipschitz on {g : ‖g‖A < A2/2}:
‖F (g)− F (f)‖A ≤ ‖f − g‖A
{
2
A2

 1(
1− 2‖f‖A
A2
)(
1− 2‖g‖A
A2
) + 1


+
∑
j
‖∂jW‖B⊗πB +
1
2
(‖f‖A + ‖g‖A)
}
and bounded:
‖F (g)‖A ≤ ‖g‖A
{
2
A2
(
1
1− 2‖g‖A
A2
+ 1
)
+
∑
j
‖∂jW‖B⊗πB +
1
2
‖g‖A
}
+ ‖W‖A
In particular, if A, ρ and W are such that
(3.12)


A > 4, 0 < ρ ≤ 1
‖W‖A < ρ12∑
j ‖∂jW‖(A+ρ)⊗π(A+ρ) < 18
then F takes the ball {g : ‖g‖A < ρ4} to itself and is uniformly contractive with constant
λ ≤ 7
8
on that ball.
Proof. Note that ‖DΣg‖A ≤ ‖g‖A and so ‖X + DΣg‖ ≤ B. Furthermore, for any h,
∑
i
‖DiΣh‖A ≤ ‖h‖A.
Indeed, if h =
∑
r
∑
i1,...,ir
αi1,...,irXi1 · · ·Xir , then since A > 1
∑
i
‖DiΣh‖A =
∑
r
∑
i1,...,ir
r∑
q=1
|αi1,...,ir |r−1‖Xiq+1 · · ·XirX1 · · ·Xiq−1‖A ≤
1
A
‖h‖A ≤ ‖h‖A.
The Lipschitz property then follows from Lemmas 3.11 and 3.9, as well as the estimates:
‖W (X + DΣg)−W (X + DΣf)‖A ≤
∑
j
‖∂jW‖B⊗πB‖DjΣg −DjΣf‖A
≤
∑
j
‖∂jW‖B⊗πB‖g − f‖A
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and ∥∥∥∥12DΣg#DΣg − 12DΣf#DΣf
∥∥∥∥
A
≤ 1
2
‖DΣg#(DΣg −DΣf)‖A
+
1
2
‖DΣf#(DΣg −DΣf)‖A
≤ 1
2
(
∑
i
‖DiΣg‖A)max
i
‖(DiΣg −DiΣf)‖A
+
1
2
(
∑
i
‖DiΣf‖A)max
i
‖(DiΣg −DiΣf)‖A
≤ 1
2
‖DΣg −DΣf‖A (‖DΣg‖A + ‖DΣf‖A)
≤ 1
2
‖g − f‖A (‖g‖A + ‖f‖A) .
The estimate on ‖F (g)‖A follows from the identity F (0) = −W , Lemmas 3.8 and 3.11 and
the Lipschitz property.
Assuming that (3.12) holds, so that A > 4 and ‖f‖A, ‖g‖A < ρ4 < ρ ≤ 1, we have that
2
A2

 1(
1− 2‖f‖A
A2
)(
1− 2‖g‖A
A2
) + 1

 < 1
8
(
64
49
+ 1
)
<
1
2
and so the Lipschitz constant of F is bounded by 1
2
+ 1
4
+
∑
j ‖∂jW‖(A+ρ)⊗π(A+ρ) < 12+ 14+ 18 =
7
8
. Also,
‖F (g)‖ < ρ
4
{
1
8
(
8
7
+ 1
)
+
1
8
+
1
8
}
+ ‖W‖A <
(
2
3
+
1
3
)
ρ
4
=
ρ
4
so that the image of the ball {g : ‖g‖A < ρ4} is contained in that ball. 
3.6. Existence of g. We will now consider the case that τ is the semicircle law. Then (3.11)
holds with C0 = 2. We remind the reader that Π,Σ, are defined in section 2.2 whereas S is
defined in Definition 2.2.
Proposition 3.13. Let τ be the semicircle law. Assume that for some A and ρ, W ∈ A (A)0
is cyclically symmetric and that conditions (3.12) are satisfied, i.e.,

A > 4, 0 < ρ ≤ 1
‖W‖A < ρ12∑
j ‖∂jW‖(A+ρ)⊗π(A+ρ) < 18
Then there exists gˆ and g = Σgˆ (so that gˆ = N g) with the following properties:
(i) Both gˆ and g belong to the completion of A0 with respect to the norm ‖·‖A and ‖g‖A ≤ ρ/4,
‖g‖A ≤ 3‖W‖A;
(ii) gˆ satisfies the equation gˆ = SΠF (gˆ)
(iii) gˆ and g depend analytically on W , in the following sense: if the maps β 7→ Wβ are
analytic, then also the maps β 7→ gˆ(β) and β 7→ g(β) are analytic, and g → 0 if ‖W‖A → 0
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(iv) g satisfies the equation
(3.13) SΠN g = −W (X) + SΠ
(
(1⊗ τ + τ ⊗ 1)(Tr(J Dg))−
{
W (X + Dg)−W (X) +Q(g) + 1
2
Dg#Dg
})
= SΠ
[
−W (X + Dg)− 1
2
Dg#Dg + (1⊗ τ + τ ⊗ 1)Tr log(1 + J Dg)
]
.
or, equivalently,
(3.14) −SΠN g + SΠ(1⊗ τ + τ ⊗ 1)(Tr(J Dg)) = W (X)
+ SΠ
{
W (X + Dg)−W (X) +Q(g) + 1
2
Dg#Dg
}
.
Proof. Observe that Equation (3.13) is equivalent to
SΠN g = SΠF (N g)
with F the function defined in Corollary 3.12, where we used that W is cyclically symmetric
and in A(A)0 . Existence of g follows, essentially, from the Implicit function Theorem 2.3. We
prefer to repeat its proof here for completeness. We set gˆ0 = W (X1, . . . , Xn), and for each
k > 0,
gˆk = SΠF (gˆk−1),
Since SΠ is a linear contraction, the last part of Corollary 3.12 implies that under our
hypothesis, SΠ ◦ F is uniformly contractive with constant 7/8 on the ball B = {gˆ : ‖gˆ‖A <
ρ
4
}, and takes this ball to itself. It follows that gˆk ∈ B for all k, and moreover
‖gˆk − gˆk−1‖A = ‖SΠF (gˆk−1)−SΠF (gˆk−2)‖ < 7
8
‖gˆk−1 − gˆk−2‖A,
so that gˆk converges in ‖ · ‖A to a fixed point gˆ. Since gˆ ∈ A (A)0 , so does g = Σgˆ.
Note that if conditions (3.12) are satisfied for some ρ, and ‖W‖A < ρ′/12 for some ρ′ < ρ,
then conditions (3.12) are again satisfied with ρ′ in place of ρ (indeed, ‖∂jW‖(A+ρ′)⊗π(A+ρ′) ≤
‖∂jW‖(A+ρ)⊗π(A+ρ)). Since by construction ‖g‖A ≤ ‖gˆ‖A ≤ ρ4 , we conclude that in fact
‖g‖A ≤ ρ′4 , for any ρ′ > 12‖W‖A. It follows that ‖g‖A ≤ 3‖W‖A.
This proves (i) and (ii).
Since (assuming that β 7→ Wβ is analytic) each iterate gˆk is clearly analytic in β and the
convergence of the Banach-space valued function gˆk(β) ∈ A (A)0 is uniform on any compact
disk inside |β| < β0, it follows from the Cauchy integral formula that the limit is also an
analytic function.
Part (iv) follows from the definition of F and Σ. 
We leave the following to the reader (note that gˆ is clearly cyclically symmetric, and it is
not hard to see that this implies that also g is cyclically symmetric):
Proposition 3.14. Assume that W = W ∗ and that W satisfies the hypothesis of Proposi-
tion 3.13. Let g be the solution to (3.14) constructed in Proposition 3.13. Then g belongs to
the closure of cyclically symmetric polynomials and also satisfies g = g∗.
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3.7. The map f = Dg satisfies Equation (3.5). From now on, we will assume that τ is
the semicircle law.
Theorem 3.15. Let A > A′ > 4. Then there exists a constant C(A,A′) > 0 depending only
on A, A′ so that whenever W = W ∗ ∈ A (A) satisfies ‖W‖A+1 < C(A,A′), there exists an
f ∈ (A (A′))n which satisfies (3.5). In addition, f = Dg for some g ∈ A (A′). The solution
f = fW satisfies ‖fW‖A′ → 0 as ‖W‖A → 0. Moreover, if Wβ is a family which is analytic
in β then also the solutions fWβ are analytic in β.
Proof. Let A1 be so that 4 < A1 < A, and let
c(A1, A) =
1
eA1 log(A/A1)
= sup
α≥1
αA−11 (A/A1)
−α.
Then if g =
∑
λ(q)q, we obtain the estimate
‖Dg‖A1 ≤
∑
|λ(q)|deg(q)Adeg(q)−11
≤
∑
|λ(q)|deg(q)Adeg(q)A−11 (A/A1)−deg(q)
≤
∑
|λ(q)|Adeg(q)c(A,A1) ≤ c(A1, A)‖g‖A
Similarly, if we set c′(A1, A) = supα≥1 α
2A−21 (A/A1)
−α <∞, then
‖J f‖A1⊗πA1 = max
i
∑
j
‖∂jDig‖A1⊗πA1(3.15)
≤
∑
|λ(q)|(deg(q))2Adeg(q)−21
≤ c′(A1, A)‖g‖A.
Finally, by the same computation as in the proof of Lemma 3.12,
∑
i
‖∂iW‖(A1+1)⊗π(A1+1) ≤ c(A1 + 1, A+ 1)‖W‖A+1.
Thus we can choose C(A,A′) > 0 so that if ‖W‖A+1 < C(A,A′), then the hypothesis of
Proposition 3.13 is satisfied (with ρ = 1), and there exists some g which satisfies
(3.16) −SΠN g + SΠ(1⊗ τ + τ ⊗ 1)(Tr(J Dg))
= SΠW (X) + SΠ
{
W (X + Dg)−W (X) +Q(g) + 1
2
Dg#Dg
}
.
Furthermore, we may assume (by choosing a perhaps smaller C(A,A′)) that f = Dg satisfies
‖J f‖A′⊗πA′ < 1. To deduce that g satisfies (3.5), we shall apply D on both sides of the
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above equality. To this end, note that if p = (p1, . . . , pn) with pi monomials, then
(D(p#p))i = Di(
∑
j
pjpj)
=
∑
j

 ∑
pjpj=pjAXiB
BpjA+
∑
pjpj=AXiBpj
BpjA


= 2
∑
j
∑
pj=AXiB
BpjA
= 2
∑
j
σ(J p)ji#pj (here σ(a⊗ b) = b⊗ a)
Now if we assume that p = Dw for some w, then by (3.2) in the proof of (iii) in Lemma 3.1,
we find that
(D(p#p))i = 2
∑
j
σ(J p)ji#pj = 2
∑
j
(J p)ij#pj = 2(J p)#p.
Using this identity, applying D to both sides of (3.16) and noting that for any h, DSΠh =
Dh, gives us
D {(1⊗ τ + τ ⊗ 1) (Tr [J Dg])−N g} = D(W (X + Dg)) + DQ(g) + J Dg#Dg,
which, according to Lemma 3.7 is equivalent to (3.5). 
Since YW = X + fW → X as ‖W‖A → 0, it follows that for sufficiently small ‖W‖A,
‖Y ‖ is bounded by A and so the law of Y is the unique solution to the Schwinger-Dyson
equation with self-adjoint potential V = 1
2
∑
X2j +W , and thus the law of Y is exactly τV (by
[GMS06, Theorem 2.1] or alternatively since, for ‖W‖A sufficiently small, V is then (c, A)
convex and the Schwinger-Dyson equation has a unique solution [GS09]). In particular,
W ∗(Y1, . . . , Yn) ∼= W ∗(τV ). We thus obtain a free analog of Brenier’s theorem:
Theorem 3.16. Let A > A′ > 4, and let X1, . . . , Xn ∈ (M, τ) be semicircular variables.
Then there exists a universal constant C = C(A,A′) > 0 so that whenever W ∈ A (A+1)
satisfies ‖W‖A+1 < C, there is an element G ∈ A (A′) so that
(Y1, . . . , Yn) = (D1G, . . . ,DnG) ∈ A (A′)
has law τV , V =
1
2
∑
X2j +W .
Moreover, the Hessian J DG is a strictly positive element of Mn×n(M⊗¯Mop).
In particular, there are trace-preserving injections C∗(τV ) ⊂ C∗red(Fn) and W ∗(τV ) ⊂
L(Fn).
If the map β 7→ Wβ is analytic, then Y1, . . . , Yn are also analytic in β. Furthermore,
‖Yj −Xj‖A′ vanishes as ‖W‖A+1 goes to zero.
Proof. We use Theorem 3.15 and set G = 1
2
∑
X2j +g and the discussion before the statement
of the present theorem. The only thing left to prove is that the Hessian of G is strictly
positive. But the Hessian of G is given by
J DG = 1 + J Dg.
In the proof of Theorem 3.15, we have chosen C in such a way that ‖J Dg‖A′⊗πA′ < 1,
which means that J DG is strictly positive. 
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4. Some applications.
4.1. Analyticity of the solution to the Schwinger-Dyson equation. Under the hy-
pothesis of Theorem 3.16, we deduce that if β →Wβ is an analytic family of potentials and
Vβ =
1
2
∑
X2j +Wβ, then there exists an analytic family of elements Yβ whose law τβ satisfies
the Schwinger-Dyson equation for Vβ . We deduce the following corollary, which was already
proved in [GS09], by a different method:
Corollary 4.1. Let P ∈ A be a fixed polynomial. Then τβ(P ) is analytic in β in a neigh-
borhood of the origin.
4.2. Isomorphism results. Applying the implicit function theorem, we can improve The-
orem 3.16 at the expense of possibly choosing a smaller bound on W . Indeed, we let
(Y1, . . . , Yn) = f = Dg be as in Theorem 3.16, we can always assume that Yj(0, . . . , 0) = 0
by replacing each Yj with Yj − Yj(0, . . . , 0). Thus we may assume that f(0) = 0.
Theorem 4.2. Let A > A′ > 4, and let X1, . . . , Xn ∈ (M, τ) be semicircular variables. Then
there exists a universal constant C = C(A,A′) > 0 so that whenever W ∈ A (A+1) satisfies
‖W‖A+1 < C, there is an element G ∈ A (A′) so that:
(1) If we set Yj = DjG, then Y1, . . . , Yn ∈ A (A′) has law τV , with V = 12
∑
X2j +W ;
(2) Xj = Hj(Y1, . . . , Yn) for some H ∈ A (A′);
(3) the Hessian J DG is a strictly positive element of Mn×n(M⊗¯Mop).
In particular, there are trace-preserving isomorphisms
C∗(τV ) ∼= C∗(X1, . . . , Xn), W ∗(τV ) ∼= L(Fn).
Proof. Fix B ∈ (A′, A). By Theorem 3.16, we can write
Y = X + f(X)
with β = ‖f‖B going to zero as C = ‖W‖A+1 goes to zero. Moreover, as X are semicircular
variables, their norms are bounded by 2 and hence for C (and thus β) small enough, Y is
bounded by A′ so that we can apply Corollary 2.4 with A′ < B to find a functionH ∈ (A(A′))n
so that X = H(Y ).

4.2.1. Isomorphism class of algebras with analytic conjugate variables that are close to the
generators.
Corollary 4.3. Let X1, . . . , Xn ∈ (M, τ) be generators of a von Neumann algebra M and
assume that the Fisher information Φ∗(X1, . . . , Xn) is finite. Assume moreover that ξ
∗
j =
ξj = ∂
∗
j (Xj) belongs to A
(A+1) for some A > 4.
Then there exists a universal constant C = C(A) so that if ‖ξj − Xj‖A+1 < C, then
M ∼= L(Fn) and also C∗(X1, . . . , Xn) ∼= C∗(S1, . . . , Sn) where S1, . . . , Sn are free semicircular
variables.
Proof. Letting V = 1
2
Σ
(∑n
j=1Xjξj + ξjXj
)
, one gets that ξj = DjV (cf. [Voi00]). Thus
we can write V = 1
2
∑
X2j +W ; then for small enough ‖ξj −Xj‖A+1, W = W ∗ satisfies the
hypothesis of Theorem 4.2. 
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4.2.2. Voiculescu’s conjecture with polynomial potentials. The following corollary is a partial
answer to a conjecture of Voiculescu [Voi06, p. 240] (the full statement of Voiculescu’s
conjecture is that the isomorphism should hold for arbitrary polynomials W and arbitrary
β; however, even uniqueness of a free Gibbs state is unknown in that generality!)
Corollary 4.4. Let A > 4 and let W ∈ A (A) be a self-adjoint power series. Let Vβ =∑
X2j + βW , and let τβ be a trace satisfying the Schwinger-Dyson equation with potential
Vβ. Then there exists a β0 > 0 so that W
∗(τβ) ∼= W ∗(τ0) ∼= L(Fn) and C∗(τβ) ∼= C∗(τ0) =
C∗(S1, . . . , Sn) for all −β0 < β < β0 (here S1, . . . , Sn is a free semicircular system).
4.2.3. q-deformed free group factors. In [BS91], Bozejko and Speicher have introduced a
family of von Neumann algebras Γq(Rn), which are “q-deformations” of free group factors.
For q = 0, Γq(Rn) ∼= L(Fn), but the question of whether an isomorphism like this holds
for q 6= 0 remained open. Despite being much-studied ([BS91, BKS97, Nou04, Śni01, Śni04,
Shl04, Ric05, Shl09, KN11, Dab10, Avs11] is an incomplete list of results about these factors),
the question of the isomorphism class of these algebras for all values of q remains elusive.
Nonetheless, we are able to settle it for small q (depending on n <∞):
Corollary 4.5. Let Γq(R
n) be the von Neumann algebra generated by a q-semicircular system
S
(q)
1 , . . . , S
(q)
n , n ∈ {2, 3, . . . }. Then there exists a 0 < q0 = q0(n) depending on n, so that
Γq(R
n) ∼= Γ0(Rn) ∼= L(Fn) and C∗(S(q)1 , . . . , S(q)n ) = C∗(S(0)1 , . . . , S(0)n ) for all |q| < q0.
Proof. This follows from the fact [Dab10, Theorem 34] that the conjugate variables ξj =
ξ∗j = DV to (S
(q)
1 , . . . , S
(q)
n ) exist and that for some A > 5, ‖ξj −Xj‖A → 0 as q → 0. 
4.2.4. Free entropy. Note that under the assumptions of Theorem 4.2, we end up expressing
Xj’s as a convergent power series in n semicircular variables S1, . . . , Sn. By the change of
variables formula of Voiculescu [Voi94], we get:
Corollary 4.6. Let V = 1
2
∑
X2j +W , and assume the hypothesis of Theorem 4.2. Let τV
be the free Gibbs state with potential V . Then
χ(τV ) = χ(τ) + τ ⊗ τ [Tr(log(J DG))]
where τ is the semicircle law and G is as in Theorem 4.2.
4.3. Monotone transport for random matrix models. Let V = 1
2
∑
X2j +W and τV be
the free Gibbs state with potential V . Assume that W satisfies the hypothesis of Theorem
4.2 for some A > A′ > 4 and let F = (F1, . . . , Fn) = DG be the map in (A(A′))n constructed
in that theorem. Let us assume that W is small enough so that ‖F‖A′ ≤ A. We let
V (X1, . . . , Xn) =
1
2
∑
X2j +W (X1, · · · , Xn).
on {maxi ‖Xi‖ ≤ A′} and V = +∞ otherwise. Note that V is strictly convex if ‖W‖A+1 is
small enough.
Let µ(N)V be the measure on (M
sa
N×N)
n given by
dµ
(N)
V =
1
ZVN
exp(−NTr(V (A1, . . . , An)))dA1 . . . dAn
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where we set dA1 . . . dAn = Lebesgue measure and MsaN×N the set of N × N self-adjoint
matrices. Consider also the Gaussian measure
dµ(N) =
1
ZN
exp
[
−NTr
(
1
2
∑
A2j
)]
dA1 . . . dAn.
We denote by χ : R→ [−A′, A′] a smooth cutoff function so that χ(x) = x for x ∈ [−4, 4],
|χ(x)| ≤ A′ and χ has a uniformly bounded derivative. On the space of n-tuples of N ×N
self-adjoint matrices (MsaN×N )
n with norm bounded by 4, consider the functional calculus
map
F˜ (N) : (A1, . . . , An) 7→ (Fj(χ(A1), . . . , χ(An)))nj=1.
Finally, let F (N) = ∇Ψ(N) be the unique monotone transport map on (MsaN×N )n so that
F (N)∗ µ
(N) = µ
(N)
V .
Theorem 4.7. Let A > A′ > 4 as above. Then there exists a constant c (smaller than that
of Theorem 4.2) so that for any ‖W‖A+1 < c, the following statement hold:
(i) With the above notation,
lim
N→∞
ˆ
1
N
Tr
([
F (N) − F˜ (N)
]2)
dµ(N) = 0.
In other words, as N → ∞, the “entrywise” monotone transport F (N) is well-approximated
as N →∞ by the “matricial” functional calculus map F˜ (N).
(ii) Assume in addition that W is (c, A)-convex for some c > 0. Then J F ≤ 1. Further-
more, 1
N
Tr
([
F (N) − F˜ (N)
]2)
vanishes almost surely as N goes to infinity.
Proof. Let us put, for a probability measure ν on RM with density p(x1, . . . , xM )dx1 . . . dxM ,
and U : RM → R ∪ {+∞} a convex function,
H(ν) =
ˆ
p(x1, . . . , xM) log p(x1, . . . , xM)dx1 · · · dxM
HU(ν) =
ˆ
p(x1, . . . , xM) log p(x1, . . . , xM)dx1 . . . dxM +
ˆ
Udν.
If h is an invertible transformation with positive-definite Jacobian Jach, then
H(h∗ν) = H(ν)−
ˆ
log det Jach dν
= H(ν)−
ˆ
Tr log Jach dν.
Both entropies HU(ν) and H(ν) are convex functions of the density of ν. Moreover, HU(h∗ν)
and H(h∗ν) are convex in h if U is convex.
It is well-known that HU(ν) is minimized precisely by the Gibbs measure with potential
U :
HU(ν) = inf
ν′
HU(ν
′) ⇐⇒ dν(x1, . . . , xM) = 1
Z
exp(−U(x1, . . . , xM))dx1 . . . dxM .
Similarly, for V ∈ A , let χ(τ) be Voiculescu’s microstates free entropy, and put χV (τ) =
χ(τ)− τ(V ).
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Then using [Voi02b, GS09, Gui09] one has
χV (τ) = sup
τ ′
χV (τ
′) ⇐⇒ τ is the free Gibbs law with potential V.
Moreover, if we set V (N)(A1, . . . , An) = NTr(V (A1, . . . , AN)), then following [GS09, proof
of Theorem 5.1] or [GMS06, Section 3.3] we see that µ(N)V (
1
N
Tr(P )) converges towards τV (P )
for all polynomials P , in particular the limit does not depend on the cutoff provided ‖W‖A+1
is small enough. In fact, as µ(N)V has a strictly log-concave density, Brascamp-Lieb inequal-
ities allow one to show that the matrices under µ(N)V are bounded by 4 with overwhelming
probability. Moreover, by definition of the entropy, we find that
χV (τV ) = lim
N→∞
(
1
N2
logZVN +
n
2
logN)
= lim
N→∞
(
n
2
logN − 1
N2
HV (N)(µ
(N)
V ))
Furthermore, we claim that, if µ˜NV = F˜
(N)
∗ µ(N),we have
(4.1) lim
N→∞
1
N2
HV (N)(µ˜
(N)
V )−
n
2
logN = −χV (τV ).
To see this, we first note that
lim
N→∞
1
N2
ˆ
V (N)dµ˜
(N)
V = τV (V ).
Moreover,
1
N2
H(µ˜
(N)
V ) =
1
N2
H(µ(N))− Eµ(N)
[
1
N2
Tr log Jac F˜ (N)
]
.
On the other hand (see e.g. [Gui09]), because of concentration phenomena, as µ(N) has a
strictly log-concave density, if we take τ to be the semicircle law, then
Eµ(N)
[
1
N2
Tr log Jac F˜ (N)
]
→ τ ⊗ τ(Tr logJ F ).
Thus
1
N2
H(µ˜
(N)
V )−
n
2
logN → −χ(τ)− τ ⊗ τ(Tr logJ F ) = −χ(τV )
so that using Corollary 4.6 gives (4.1). As a consequence, we have proved that
lim
N→∞
1
N2
(HV (N)(µ˜
(N)
V )−HV (N)(µ(N)V )) = 0 .
By convexity of entropy as a function of the transport maps, for ε ∈ [0, 1],
HV (N)
([
(1− ε)F (N) + εF˜ (N)
]
#
µ(N)
)
−HV (N)(µ(N)V )
≤ (1− ε)HV (N)(F (N)∗ µ(N)) + εHV (N)(F˜ (N)∗ µ(N))−HV (N)(µ(N)V )
= ε(HV (N)(µ˜
(N)
V )−HV (N)(µ(N)V )).
On the other hand, let ∆(N) = F (N) − F˜ (N) and set
DN = ∂ε
∣∣∣
ε=0
HV (N)
([
F (N) + ε∆(N)
]
∗
µ(N)
)
.
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Since HV (N)
([
(1− ε)F (N) + εF˜ (N)
]
∗
µ(N)
)
has an absolute minimum at ε = 0, we deduce
that DN ≥ 0.
Furthermore, assuming that ‖W‖A+1 is small enough so that on the set {max1≤i≤n ‖Ai‖∞ ≤
A} the Hessian Hess(V (N)) is bounded from below by cN times the identity operator for some
c > 0, and noting that by definition the image of F˜ (N) is bounded by A whereas the image
of F (N) composed with χ is also bounded by A,
HV (N)
([
(1− ε)F (N) + εF˜ (N)
]
∗
µ(N)
)
− εDN −HV (N)(µ(N)V )
=
ˆ ε
0
(ε− t)∂2tHV (N)
([
F (N) + t∆(N)
]
∗
µ(N)
)
dt
= Eµ(N)
ˆ ε
0
t
{
Tr
[(
Jac(∆(N))
Jac(tF (N) + (1− t)F˜ (N))
)2]
(4.2)
+Tr
(
Hess(V (N)(F (N) + t∆(N)))(∆N )2
)}
dt
≥ ε
2
2
cNEµ(N)(Tr((∆
(N))2).
We thus get (recalling that DN ≥ 0)
c
2
Nε2Eµ(N)Tr((∆
(N))2) ≤ ε(HV (N)(µ˜(N)V )−HV (N)(µ(N)V ))− εDN
≤ ε(HV (N)(µ˜(N)V )−HV (N)(µ(N)V )).
Since
αN =
1
N2
∣∣∣HV (N)(µ˜(N)V )−HV (N)(µ(N)V )∣∣∣→ 0
we can now choose ε =
√
αN → 0 to conclude that
(4.3)
c
2
Eµ(N)
[
1
N
Tr((∆(N))2)
]
≤ α1/2N
which completes the proof of the first point.
Let us now assume that W is (c, A)-convex for some c > 0.
Let W (N) = NTr(W (A1, . . . , An)) be defined on matrices satisfying maxj ‖Aj‖∞ ≤ A′ and
be infinite otherwise. Then W (N) is convex. It then follows from Caffarelli’s results [Caf00,
Vil03] that the optimal transport map F (N) taking the Gaussian measure µ(N) to the measure
with density Z−1N exp(−12N
∑
Tr(A2j)+W
(N)(A1, . . . , An)) has Jacobian uniformly bounded
by 1.
The map (A1, . . . , An)→ 1NTr((∆(N)(A1, . . . , An))2) can be viewed as the composition of
the map R : (A1, . . . , An)→ ∆(N)(A1, . . . , An) and the mapQ : (A1, . . . , An)→ 1N
∑
Tr(A2j).
The Jacobian of R is given (on (A1, . . . , An) with maxj ‖Aj‖ < A) by J Dg − HessΨ(N),
where Ψ(N) is such that F (N) = ∇Ψ(N). If maxj ‖Aj‖∞ < A, this is bounded (as an operator
on Hilbert spaces MnN×N → MnN×N endowed Hilbert Schmidt norms ‖A‖ =
∑
j Tr(A
∗
jAj))
because g is a power series and because of Caffarelli’s bound. Hence the map R is Lipschitz
with a uniform Lipschitz constant on the set where maxj ‖Aj‖∞ < A. The map Q is Lipschitz
with Lipschitz constant of the form C/
√
N (see [Gui09, Lemma 6.2]).
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Therefore, by concentration inequalities and (4.3), we deduce
lim
N→∞
1
N
Tr((∆(N))2) = 0 µ(N)-a.s.
We next come back to (4.2) and observe that Jac(F˜ (N)) is bounded above uniformly by
some constant M0 (as a small smooth perturbation of the identity). Furthermore, Jac(F˜ (N))
is bounded above by 1 by [Caf00]. Thus we get that for all ε < 1/2 and some constant
M = max(M0, 1) independent of ε,
µ(N)
[
1
N2
Tr
{
(Jac(∆(N)))2
}] ≤MαN/ε.
Taking once again ε =
√
αN → 0, we obtain that
µ(N)
[
1
N2
Tr
{(
Jac(F (N))− Jac(F˜ (N))
)2}]
→ 0.
We now apply [Caf00] to conclude that
(4.4) JacF (N) ≤ 1.
Let YN = Jac(F (N)), Y˜N = Jac(F˜ (N)) be random variables taking values in the space
Mn×n(End(M
sa
N×N))
∼= Mn×n(MN×N ⊗MN×N ) endowed with the normalized trace 1nN2Tr⊗
Tr⊗ Tr. Both YN and Y˜N are bounded in operator norm, and consequently define elements
Y and Y˜ in the ultraproduct von Neumann algebra
∏ω
N Mn×n(MN×N ⊗ MN×N). Since
‖YN − Y˜N‖2 → 0, Y = Y˜ .
Once again, because of concentration,
µ(N)
[
1
N2
Tr
{
(Jac(F˜ (N)))p
}]
→ τ ⊗ τTr((JF )p)
so that the spectrum of J F is the same as that of Y˜ (and so the same as that of Y ).
By (4.4), the spectrum of YN lies in the interval [0, 1]. But this implies that also the
spectrum of the limiting operator Y is contained in the same set. Thus JF ≤ 1. 
5. Open questions.
We list some open questions that are raised by our results.
(1) In the classical case, Brenier’s theorem [Bre91, Vil03] asserts much more than the
statement of our main theorem: the classical analog of the map Dg gives optimal
transport from τ to τV for quadratic Wasserstein distance. It would be nice to under-
stand if the same holds true in the non-commutative case (see [BV01] for the exten-
sion of the notion of the Wasserstein distance to non-commutative random variables).
Note that the map we construct is optimal in the single-variable case n = 1.
(2) Brenier gave a heuristic derivation of his theorem through a very general “polar factor-
ization” theorem. Does a theorem like that hold in the non-commutative case? There
is an infinitesimal analog of his decomposition (related to the classical Helmholtz de-
composition of vector fields) which has been extensvively studied by Voiculescu in
[Voi02a]. Can non-commutative monotone transport be also obtained in the same
way?
(3) Does the positivity condition J DG ∈ {F > 0 : F ∈Mn×n(τ⊗τ op)} on the “Hessian”
of G translate into any kind of convexity properties of G?
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(4) What happens to our map F = DG in the case that V is not strictly convex?
It can be seen that in the absence of the bounds on W the isomorphism (or even
the embedding C∗(τV ) ⊂ C∗(S1, . . . , Sn)) fails to exist at least on C∗-level. This is
due to the fact that for certain non-convex polynomials, solutions to the Schwinger-
Dyson equations may lead to C∗-algebras with non-trivial projections. But the free
semicircular system generates a projectionless C∗-algebra. Thus failure of convexity
of V = 1
2
∑
X2j +W must be “visible” as a defect of regularity of the transport map
F .
(5) Is the monotone transport map unique? More precisely, let X1, . . . , Xn be a semicir-
cular family, and assume that Y = (Y1, . . . , Yn) and Y ′ = (Y ′1 , . . . , Y
′
n) both belong to
the L2-closure of {Dg(X1, . . . , Xn) : J Dg ≥ 0}. If the law of Y is the same as the
law of Y ′ , is Y = Y ′?
We can prove a uniqueness statement for our monotone transport if we assume more on the
transport map and the “target” n-tuple Y1, . . . , Yn:
Theorem 5.1. Let X1, . . . , Xn be a semicircular family, and assume that Y = (Y1, . . . , Yn)
and Y ′ = (Y ′1 , . . . , Y
′
n) both belong to the L
2-closure of {Dg : J Dg ≥ 0}. Assume moreover
that Y and Y ′ are both invertible non-commutative power series in X1, . . . , Xn. If Y and Y
′
have as their laws the same free Gibbs law τV with V =
1
2
∑
X2i +W , W small enough, then
Y = Y ′.
Proof. The assumption that Y, Y ′ are invertible non-commutative power series allow us to
apply Voiculescu’s change of variable formula for free entropy [Voi94]:
χ(Y ) = χ(X) + τ ⊗ τ(Tr(logJ Y ))
χ(Y ′) = χ(X) + τ ⊗ τ(Tr(logJ Y ′)).
Since Y and Y ′ have the same law, they have the same free entropy (which is finite). Thus
we conclude that
τ ⊗ τ(Tr(logJ Y ))− τ(V (Y )) = τ ⊗ τ(Tr(logJ Y ′))− τ(V (Y ′)).
Let
ψ(Y ) = χ(Y )− χ(X)− τ(V (Y )).
Then ψ is maximal iff Y has the law τV (see e.g. [Voi02b], we sketch the argument for
completeness: if one replaces Y by Y + εP (Y ) for some polynomials P1, . . . , Pn, then
ψ(Y + ǫP (Y )) = ψ(Y ) + ǫ {τ ⊗ τ(Tr(J Y P ))− τ(DV (Y )P )}+O(ǫ2),
and so any maximizer to Ψ satisfies the Schwinger-Dyson equation and has the same law as
Y .)
It follows that
τ ⊗ τ(Tr(logJ Y ))− τ(V (Y )) = χ(Y )− χ(X)− τ(V (Y )) = max
Z
χ(Z)− χ(X)− τ(V (Z)),
so a fortiori
τ ⊗ τ(Tr(logJ Y ))− τ(V (Y )) = sup
Y ∈{Dg:J Dg≥0}
τ ⊗ τ(Tr(logJ Y ))− τ(V (Y )).
But since τ ⊗ τ(Tr(logJ Y )) − τ(V (Y )) is strictly concave in Y for J Y in the positive
cone of Mn×n(M⊗¯Mop) (here M = W ∗(X1, . . . , Xn)), it follows that there is at most one
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n-tuple Y in the closure of Y ∈ {Dg : J Dg ≥ 0} which gives this maximal value. Thus
Y = Y ′. 
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