Physiological signals that provide the objective repression of human affective states are attracted increasing attention in the emotion recognition field. However, the single signal is difficult to obtain completely and accurately description for emotion. Multiple physiological signals fusing models, building the uniform classification model by means of consistent and complementary information from different emotions to improve recognition performance. Original fusing models usually choose the particular classification method to recognition, which is ignoring different distribution of multiple signals. Aiming above problems, in this work, we propose an emotion classification model through multiple modal physiological signals for different emotions. Features are extracted from EEG, EMG, EOG signals for characterizing emotional state on valence and arousal levels. For characterization, four bands filtering theta, beta, alpha, gamma for signal preprocessing are adopted and three Hjorth parameters are computing as features. To improve classification performance, an ensemble classifier is built. Experiments are conducted on the benchmark DEAP datasets. For the two-class task, the best result on arousal is 94.42%, the best result on valence is 94.02%, respectively. For the four-class task, the highest average classification accuracy is 90.74, and it shows good stability.
as the preprocessing method, reflecting the importance of different bands, such as delta, theta, alpha, beta and gamma. The feature extraction process can be handled using various methods, among which the Fourier transform, PSD and entropy are widely used [8] . Fourier transform includes the short-time Fourier transform (STFT) and discrete Fourier transform (DFT). Entropy includes approximate entropy (AE), sample entropy (SE), differential entropy (DE), and wavelet entropy (WE). In addition, there are other methods also applied to extract features, like, wavelet transform [19] , empirical mode decomposition (EMD) [20] , auto-regressive (AR) [21] , and so on. In addition to data preprocessing and feature extraction, classification phase is an important part of emotion recognition model. There are plenty of classifiers for automatic emotion identification [22] , such as support vector machine (SVM), K-nearest neighbor (KNN), linear discriminant analysis (LDA), and naive Bayes [8] . Most of the above methods use a single classifier to recognize emotions. Although a single classifier can achieve good recognition results, recent research shows that deep recognition models [23] [24] [25] [26] , and combination of multiple classifiers, i.e., ensemble learning, can get better results. Many ensemble strategies have been proposed [27] , such as bagging, boosting, and stacking. In this paper, we propose an emotion classification ensemble model for emotion classification problem. Our analysis mainly focused on the combination of different peripheral physiological signals with EEG, and the impact of integration of multiple classifiers on results. The performance of proposed method is investigated on DEAP emotion database [28] . The experimental details and results will be shown and compared in the experimental sections. The rest of paper is organized as follows. Section 2 briefly introduces an emotion analysis database used in this paper. In Section 3, an emotion recognition model through multimodal physiological signals for different emotions is proposed. And the experimental results and analysis are given in Section 4. Section 5 concludes this paper.
2 Multiple modal physiological signals
Physiological signals description
The pre-processed data set from database for emotion analysis using physiological signals DEAP [28] is used in our research. The database contains 32 subjects physiological signals which were got from 40 channels, 32 channel EEG data were recorded using a Biosemi ActiveTwo system and 8 channel peripheral physiological signals were recorded around the body using sensors, including hEOG, vEOG, zEMG, tEMG, GSR, respiration belt, plethysmograph and temperature. Afterwards, the data was down-sampled to 128Hz from 512Hz, and eye blink artifact removal via independent component analysis. During collection, each subject was presented with forty, one-minute long music videos with varying emotional content. Then she/he was asked to fill a self-assessment for her/his valence, arousal, liking and dominance from 1 to 9. A standard for evaluating and comparing accuracies of emotion recognition methods is not established now. The selection of EEG electrode channels and time segments are always a controversial problem. In this research, to avoid the loss of information, we used the whole data from EEG channels. For peripheral physiological signals, hEOG and vEOG are merged called EOG, zEMG and tEMG are merged called EMG. They are combined with EEG data to classify emotion state. The accuracies from them separately are compared and discussion in section IV.
Emotion model
Psychologists tend to divide emotion models into two categories, discrete emotion models and multi-dimensional emotion space model. For the multidimensional emotion model is more persuasive in explaining the degree of people's emotional differences and the process of mutual transformation between emotions, it has been used by more and more researchers. DEAP takes a multi-dimensional emotion space model, including valence, arousal, dominance and liking axes. The affective states are measured using two dimensions (valence, arousal) in our paper. The valence ranges from unpleasant to pleasant, while arousal ranges from passive to active. The valence-arousal scale model explains emotion variation in a 2D plane, which is divided into four regions: Low Valence-Low Arousal (LVLH), Low Valence-High Arousal (LVHA), High Valence-Low Arousal (HVLA) and High Valence-High Arousal (HAHV). Emotional state definition is converted into determining valence and arousal levels.
Our research is carried out for the two-class task and the four-class task separately . TABLE 1 and TABLE 2 shows the number of samples for each class in DEAP database.
Ensemble emotion recognizing with multiple modal physiological signals This section mainly focuses on the method of our emotional recognition model for each phase of preprocessing, feature extraction and classification. The specific procedure of our proposed method is showed in Fig. 1 .
Pre-processing
Considering different signal bands contain characteristic of emotion, it is very necessary to filter different bands from physiological signals to extract more targeted features for improving the final classification performance. The frequency of signals contained in DEAP is from 4Hz to 45Hz. In our paper, theta (4-8Hz), alpha(8-13Hz), beta(13-30Hz) and gamma(30-43Hz) bands are filtered from different physiological signals respectively by adopting Butterworth filters [29] . Butterworth filters have a magnitude response that is maximally flat in the pass band and monotonic overall. This smoothness comes at the price of decreased roll off steepness. Its low pass filter squared amplitude response can be represented as equation (1) .
where N is the order of filter. In our experiment, the value is set to 8. ω c is the cut-off frequency at which |H a (jω) | = 1/ √ 2. In general, ω c is also known as the -3dB cut-off frequency. To simulate band pass filter to get the specific band mentioned above, we first consider the transfer function H a (s) in the s-domain as shown in equation (2), which is the same as H a (jω) when s = jω.
where s k (k = 0, 1, . . . , N − 1) is a pole in the s-plane. Since the amplitude-frequency characteristics of the filters are different, all frequencies are normalized in order to unify the design. Let λ = ω ωc , where λ is normalized frequency, and p = j, λ = jω ωc , where p is normalized complex variable. Now the normalized Butterworth transfer function can be written as equation (3).
where p k (k = 0, 1, . . . , N − 1) is a normalized pole.
To change low pass filter to band pass filter, the index conversion is done. Let ω u be pass band upper limit frequency, ω l be pass band lower limit frequency, ω 0 be pass band center frequency. And let:
Through the index conversion we can get the band pass filter transfer function as shown in equation (4) . By passing the specific four bands parameters to it, we get each of the four bands to extract features. 
Features extraction
Hjorth proposed the Hjorth parameter in 1970 [30] , which provides a fast method for calculating three important features of signals in time domain, including Activity, Mobility, and Complexity. It has been widely used in physiological signal processing area. After filtering out of different brain rhythms, features are extracted by calculating the parameters from each of them. The activity parameter represents the signal power, which can indicate the surface of power spectrum in the frequency domain. It can be calculated by equation (5) .
where y(t) represents the signal. The mobility parameter represents the mean frequency or the proportion of standard deviation of the power spectrum. This is defined as the square root of variance of the first derivative of the signal y(t) divided by variance of the signal y(t). It is denoted as equation (6).
The Complexity parameter represents the change in frequency. The parameter compares the signal's similarity to a pure sine wave, where the value converges to 1 if the signal is more similar. It is represented by the following equation (7) .
The Hjorth parameters based on variance have faster calculation speed than other methods. We calculate the three parameters from EEG, EOG, EMG, and combine them to form feature sets for classification.
Ensemble classification
Most of the emotion recognition model takes only one classifier to get the final results. It does not have enough stability and high accuracy. Bagging (Bootstrap Aggregating) is an ensemble meta-algorithm, which uses bootstrap sampling for training data, that is, sampling data is returned. Each time the sampling dataset trains a base classifier, and the number of sub-samples corresponds to the number of base classifiers obtained. The classification result of the base classifier is combined according to the principle of majority vote. We establish the ensemble classifier by KNN, Rand Forest (RF) and CART based on bagging, one of parallel integrated classification methods. Although bagging is usually applied to decision tree methods, it can be used with any type of method. A single KNN classifier has got good results in other studies, more than 80 [31] . KNN cooperates with classic data mining method RF, CART to vote can improve the accuracy. The classification results of SVM are not balanced for the class tasks, accuracy on the fewer class is too low. The results for each single classifier and their ensemble classifier are displayed in the section IV.
Experiments and analysis

Experiments setup
The experiments are divided into two parts: two-class task and four-class task on the valence-arousal scale model. In the ensemble classifier, one test sample can get three test labels from three base classifiers. We adopt the method of majority vote to determine the class it ultimately belongs to.
Experimental results and discussion
(1) Performance evaluation parameters
The accuracy rate is one of the most commonly used evaluation parameters in classification. The accuracy pacc is defined as:
where n T N is the number of correctly predicted high-level instances, n T P is the number of correctly predicted low-level instances, n F N and n F P are the number of wrongly classified instances for high-level and low-level respectively. Considering the class imbalance, for two-class task F-score is also calculated as an evaluation parameter:
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The emotion recognition classification results for two-class task are displayed in Table 3 . From Table 3 , we can obtain the following observations: First, compared with single base classifier, the ensemble classifier performs best, and the corresponding result outperforms those mentioned above. Second, the addition of peripheral physiological signals can enhance the classification results of EEG signals, but not obviously. The focus of this research was to do emotion classification using EEG, EOG, EMG signals on arousal and valence dimension, and comparing results by different combinations with different classifier. The best accuracies are 94.42 and 94.02, obtained respectively by our ensemble classifier via EEG enhanced by EOG and EMG on arousal and valence dimensions. And this combination of signal and classifier performs most stable. From Fig.2 and Fig.3 , we can find that the ensemble classifier has a very good classification accuracy for each class. CART performs good as well, whereas, by calculating standard deviation, the result is more fluctuating than ensemble classifier in Table 3 . RF and KNN do not show good classification performance for this problem during our experiments. For different combination of physiological signals, EEG with EOG and EMG have best results, the join of peripheral physiological signals makes the result more stable than EEG only. Whereas, from Fig.4 and Fig.5 , the influence of different classifiers on the classification effect is much greater than the combinations of the different signals. Table 4 shows some existing researches for two-class task. Zoubi et al. [32] identified the human emotional state through the LSM model with the accuracy of 88.54 on arousal and 84.63 on valence. Piho and Tjahjadi [33] conducted emotion recognition by shortening the signal to find the The focus of this research was to do emotion classification using EEG, EOG, EMG signals on arousal and valence dimension, and comparing results by different combinations with different classifier. The best accuracies are 94.42% and 94.02%, obtained respectively by our ensemble classifier via EEG enhanced by EOG and EMG on arousal and valence dimensions. And this The focus of this research was to do emotion classification using EEG, EOG, EMG signals on arousal and valence dimension, and comparing results by different combinations with different classifier. The best accuracies are 94.42% and 94.02%, obtained respectively by our ensemble classifier via EEG enhanced by EOG and EMG on arousal and valence dimensions. And this result is more fluctuating than ensemble classifier in Table 3 . RF and KNN do not show good classification performance for this problem during our experiments.
For different combination of physiological signals, EEG with EOG and EMG have best results, the join of peripheral physiological signals makes the result more stable than EEG only. Whereas, from Fig.4 and Fig.5 , the influence of different classifiers on the arousal and 84.63% on valence. Piho and Tjahjadi [25] conducted emotion recognition by shortening the signal to find the strongest part of the mutual information and obtained the result of 89.84% on arousal and 89.61% on valence. Therefore, the methods proposed in this paper get higher results than existing methods. We can see that our model has the best performance. combination of signal and classifier performs most stable. From Fig.2 and Fig.3 , we can find that the ensemble classifier has a very good classification accuracy for each class. CART performs good as well, whereas, by calculating standard deviation, the result is more fluctuating than ensemble classifier in Table 3 . RF and KNN do not show good classification performance for this problem during our experiments. For different combination of physiological signals, EEG with EOG and EMG have best results, the join of peripheral physiological signals makes the result more stable than EEG only. Whereas, from Fig.4 and Fig.5 , the influence of different classifiers on the classification effect is much greater than the combinations of the different signals. Table 4 shows some existing researches for two class task. Zoubi et al [24 identified the human emotional state through the LSM model with the accuracy of 88.54% on arousal and 84.63% on valence. Piho and Tjahjadi 25 onducted emotion recognition by shortenin he signal to find the strongest part of the mutual information and obtained the result of 89.84% on arousal and 89.61% on valence. Therefore, the methods proposed in this paper get higher results than existing methods. We can see that our model has the best performance. 
Four class task
The emotion recognition classification results for four class task are displayed in Table 5 . From Table  5 , we can know that our model performs good on four class task. It can be seen that when the feature set is the combined feature set of EEG, EOG and EMG, the highest classification accuracy is obtained by using the ensemble classifier, which is 90.74%. It can be clearly seen from Figure 6 that when the same classification model is selected and different feature sets are combined, the classification results have little effect; but when the same feature set combination and different classification models are selected, the classification results are more obviously different. Therefore, we can conclude that when four class task is performed on arousal and valence, the selection of feature sets has less influence on the results, and the selection of classification models has a greater impact on the results. And while the feature set combined by EEG, EOG and EMG, the ensemble classifier is adopted, the model is the most stable.
It can be also seen from Table 5 and Fig. 6 that for four types of emotional states, decision trees, random forests, and ensemble classifier models have the best recognition ability on HAHV, while KNN performs strongest part of the mutual information and obtained the result of 89.84 on arousal and 89.61 on valence. Therefore, the methods proposed in this paper get higher results than existing methods. We can see that our model has the best performance. 
Four-class task
The emotion recognition classification results for four-class task are displayed in Table 5 . From Table 5 , we can know that our model performs good on fourclass task. It can be seen that when the feature set is the combined feature set of EEG, EOG and EMG, the highest classification accuracy is obtained by using the ensemble classifier, which is 90.74. It can be clearly seen from Figure  6 that when the same classification model is selected and different feature sets are combined, the classification results have little effect; but when the same feature set combination and different classification models are selected, the classification results are more obviously different. Therefore, we can conclude that when four-class task is performed on arousal and valence, the selection of feature sets has less influence on the results, and the selection of classification models has a greater impact on the results. And while the feature set combined by EEG, EOG and EMG, the ensemble classifier is adopted, the model is the most stable. It can be also seen from Table 5 and Fig. 6 that for four types of emotional states, decision trees, random forests, and ensemble classifier models have the best recognition ability on HAHV, while KNN performs best on LAHV. For the recognition of four emotional states, the combination of these three physiological signals and the ensemble classifier model obtain the best classification accuracy, namely, 88.81 on LALV, 91.58 on LAHV, 90.96 on HALV, 91.22 on HAHV, respectively.
Conclusions
In this paper, we propose an emotion recognition model mainly for two-class task and four-class task. By filtering signals firstly and computing parameters as the feature sets to classify, the experiment obtained accuracy of 94.42 and 94.20 for arousal and valence dimensions respectively for two-class task by the ensemble classifier with the combined of EEG, EOG, EMG. For fourclass task, on the overall classification, 90.74 was obtained from the model. Both of them perform better than most existing methods. There are some other findings, comparing with the results of EEG data only, the addition of peripheral physiological signals gives better accuracy and makes the model more stable. Although, the different combination of physiological signals makes less effect than selecting different classifiers. The model we proposed has a good performance on classification emotional recognition task, but different people have different physiological characteristics, a model established for each person specially is supposed to be done. And other emotional database will be a part of on-going research to be added. 
