Abstract-Classifying large datasets without any a-priori inforAs we are dealing with a large amount of unlabeled data, mation poses a problem especially in the field of bioinformatics. the user should label only a small subset to train the classifier. In this work, we explore the task of classifying hundreds of Choosing randomly drawn examples from the dataset helps to thousands of cell assay images obtained by a high-throughput screening camera. The goal is to label a few selected examples improve the classification accuracy but needs a large number by hand and to automatically label the rest of the images of iterations to converge. Instead of picking redundant examafterwards. Up to now, such images are classified by scripts and ples, it would be better to pick those that can "help" to train classification techniques that are designed to tackle a specific the classifier.
After introducing the Cell Assay Image Miner in Section II, based on this technique is introduced. We compare our approach to other related techniques in this field based on several datasets. we propose a new clustering scheme that uses the Fuzzy cmeans algorithm with noise detection, which is described in Section III. A sampling scheme that makes use of the fuzzy I. INTRODUCTION memberships is proposed in Section IV. We show results in
The development of high-throughput imaging instruments, Section V and discuss related work in Section VI, before e. g. fluorescence microscope cameras, resulted in them be-drawing conclusions in Section VII. coming a promising tool to study the effect of agents on II. CELL ASSAY IMAGE MINING different cell types. These devices are able to produce more
In Figure 1 . a cell assay. As the appearance of the cells in different assays changes, the scripts must be adapted individually. Finding the relevant features to classify the cell types correctly can be difficult and time-consuming for the user. The aim of our work is to design a classifier that is both able to learn the differences between cell types and is easy to interpret. As we are dealing with non-computer experts, we need models that can be grasped easily. We use the concept of clustering to reduce the complexity of our image dataset.
Cluster analysis techniques have been widely used in the area of image database categorization.
Especially in our case, we have many single cell images with a similar appearance that may nevertheless be categorized in different classes. Another case might be that the decision boundary between "active" and "inactive" is not reflected in the numerical data that is extracted from the cell image. Furthermore, the distribution of the different cell types in the whole image dataset is very likely to be skewed. Therefore, the resuls ofanatomatc clssifcatio basd onan unuperised Fig. 1 . Original cell image taken by a high-throughput screening microscope resuls of n auomaucclassficaon baed onan usuperlsed camera.
clustering may not be satisfactory, thus we need to adapt the clustering so that it reflects the desired classification of the To identify interesting substructures in one image, the origiuser.
nal image must be segmented in order to calculate the features Currently, good results are obtained by an approach that but we can make use of a biological expert who is able to detects a cell nucleus in an image based on a trained neural provide a class label for each cell image that is shown to network. After this step, a region growing is performed in a him. The problem is to classify the whole dataset with as similar manner to the approach described in [1] . The result few labeling steps as possible. We have a certain degree of of such a segmentation step is shown in Figure 2 .
freedom considering the misclassification as the whole image is classified by a majority decision over the small cell images. first term corresponds to the normal fuzzy c-means objective Currently, the different feature modules are not integrated function, whereas the second term arises from the noise cluster.
to form a combined feature vector. One possibility might be to d is the distance from every datapoint to the noise cluster c. assign weights to each feature in order to control its influence This distance can either be fixed or can be updated in each on the classification. At present, we use the feature modules iteration according to the average interpoint distances. Objects according to requirements of the cell assay images. In Figure 3 that are not close to any of the cluster centers 1k are therefore we show a table with the single cell images and the Haralick detected as having a high membership to the noise cluster. Jm features. The numerical features that we compute based on is subject to minimization under the constraint these images constitute our feature vectors. As we can see c-i from these preprocessing steps, the number of data points may Vi :0 .ZEvink.<1 (2) become very large; as we segment thousands of images into FCM is often used when there is no a-priori information The algorithm works as follows: for each training pattern, available and thus can serve as an overview technique. the nearest prototype is identified and updated. The update depends on the class label of the prototype and the training IV. FROM CLUSTERING TO CLASSIFICATION pattern. If they possess the same class label, the prototype Based on the prototypes obtained from the FCM algorithm, is moved closer to the pattern, otherwise it is moved away. we can classify the dataset by first providing the class label The learning rate c controls the movement of the prototypes. for each cluster prototype and then by assigning the class label The learning rate is decreased during the learning phase, of the closest prototype to each datapoint. a technique known as simulated annealing [8] . The LVQ Datapoints that are detected as noise are removed because algorithm terminates if the prototypes stop to change sigthey do not help to enhance the classification. We will give nificantly. One basic requirement in the LVQ algorithm is reasons for doing so later.
In order to have enough information about the general class label of the cluster itself that represents our current hypothesis, Algorithm 1 LVQ algorithm we perform a technique known as Cluster Mean selection [6] .
1: Choose R initial prototypes for each class mli(k), m2(k), Each cluster is split into subclusters; subsequently, the nearest .p.. m (k), k 1, 2,... K, e. g. by sampling R training neighbor of each cluster prototype is selected for the query points at random from each class. procedure. If the class distribution within the current cluster 2: Sample a training point c randomly (with replacement) is not homogeneous, we replace the prototype with the protoand let m. (k) denote the closest prototype to la. Let gi types of the subclusters. We call this the exploration phase, as denote the class label of i and gj the class label of the we are trying to get an overview of which kind of categories prototype. exist in the dataset.
3: if gi = gj then {that is they belong to the same class} A common problem is that the cluster structure does not 4: move the prototype toward the training point:
necessarily correspond to the distribution of the classes in the mj (k) <--m (k) + E(xi -mj (k)), where e is the dataset. The redefinition of cluster prototypes could increase learning rate.
the classification accuracy. We make use of the Learning 5: end if
Vector Quantization algorithm for this task, which is described 6: if gi :t gj then {that is they belong to different classes} in the following section. 7: move the prototype away from the training point: querying data points at the partition boundaries.
While taking into account samples at the decision bound-
We assume that the most informative data points lie between aries between clusters, the current hypothesis should also be clusters that are not well separated from each other. We call verified. A cluster mean selection step as mentioned in the these regions "areas of possible confusion". This coincides exploration phase helps to consolidate the classification.
with the findings and results in [6] and [9] . Figure 4 demonWe summarize the procedure we have developed so far in strates this setting: There are two clusters; datapoints have the following section.
been assigned the class label of their closest prototype. As we expect that the distance between similar images in the feature C. Adaptive Active Classification space is small, we can label datapoints close to the prototype with a high confidence, whereas the confidence is lower for Confusion the classification in a negative way. Furthermore, these samples would be useless for the classification. However, note that in this manner, we are able to present unusual and/or outlier Fig. 4 . Two Clusters that overlap cases to the user, that could be interesting to him. After a batch of N examples has been selected from within
To identify the data points that lie on the frontier between each cluster and from the borders of the clusters, the user two clusters, we propose a new procedure that is easily ap-interaction takes place: the expert has to label each example. plicable in the fuzzy setting. Rather than dynamically choosing The newly labeled samples are then added to the current set one example for the labeling procedure (which would slow of labeled samples L. After this step, the cluster prototypes down the process), we focus on a selection technique that can be moved based on the training set L. selects a small batch of N samples to be labeled. Note that
The question is when to stop the movement of the protoa data item si is considered as belonging to cluster k if Vi,k types. The simulated annealing in the LVQ algorithm will stop is the highest among its membership values. If we consider the movement after a certain number of iterations. However, the data points between two clusters, they must have an almost an acceptable solution may be found earlier, which is why we equal membership to both of them. The selection is performed propose further stopping criteria: in two steps: Initially, all datapoints are ranked according 1) Validity Measures. Can give us information of the to their memberships to cluster prototypes; subsequently, the quality of the clustering [ll] . We employ the within cluster most diverse examples are chosen from this pool of examples variation and the between cluster variation as an indicator. This to avoid choosing points that are too close to each other. descriptor can be useful for the initial selection of attributes. We compared the classification error of the normal LVQ (as in the setting we describe in Section II), we can make '~~~with random selection against our sampling scheme on the use of them. Instead of presenting the numerical features, satimage dataset that contains 6,435 cases split into 6 classes in we select the corresponding image of the data tuple that is a 36-dimensional feature space. Although this dataset does not closest to the cluster prototype. We display the images with inherit the structure for which our scheme has been developed, the highest membership to the actual cluster and the samples it still performs better than the normal random selection, see
at the boundary between two clusters if they are in different Figure 8 .
classes. As can be clearly seen, the active selection of datapoints in the learning process of the LVQ algorithm leads to a significantly faster convergence of the classification, especially As we do not have a completely labeled dataset of cell at the first iterations. This corresponds totally to our objective assay images, we demonstrate the effectiveness of our adaptive of keeping user interaction at a low level.
clustering scheme first on an artificial dataset and then on the satimage dataset from the UCI Machine Learning Repository VI. RELATED WORK [12] .
There have been a number of approaches to perform partial Figure 5 shows the 2-dimensional testdata in a scatterplot. supervision in the clustering process. In [13] , a clustering of The different gray tones correspond to the different classes the dataset is obtained by first exploring the dataset with a in this dataset. This is a typical example for a dataset where Farthest-First-Traversal and providing must-link and cannotthe distribution of the classes is skewed. Figure 6 clarifies link constraints. In the second Consolidate-phase, the initial the difference between random selection on the left side and neighborhoods are stabilized by picking new examples ranexamples chosen with ranking and diversity selection on the domly from the dataset and again by providing constraints for right side. The latter helps the LVQ algorithm to improve the a pair of datapoints. classification accuracy more quickly as can be seen in Figure 7 
