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Abstract
A ﬁnite difference method (FDM) for multi-dimensional nonlinear coupled system of parabolic and hyperbolic
equations is studied. Nonlinear coupled property is fully considered. Variant techniques of discrete functional
analysis such as summation by parts and deductive reasoning are used to make prior estimates. The FD scheme is
uniquely solvable and unconditionally stable. With the approximation property of the scheme, the convergence is
obtained with a rate of O(h2 + t2) order.
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1. Introduction
Coupled systems of parabolic and hyperbolic equations often appear in the study of circled fuel reactor,
high-temperature hydrodynamics and thermo-elasticity problems [11–14]. For some kinds of nonlinear
thermo-elasticity coupled systems, there are several publications [8,9,13,14] studying the existence and
smooth properties of their solutions. From the analytical point of view, a lot of work has been done for
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coupled parabolic–hyperbolic systems. For example, ﬁrst-order nonlinear systems of conservation laws
are considered in [7].
Though in some simple cases people can obtain the exact solutions of the coupled systems, generally
it is difﬁcult to ﬁnd them. Hence, one has to make effort to get the numerical solutions. At the present
time, there are some studies on ﬁnite element (FE) [10,16] or alternating direction ﬁnite element (ADFE)
method [3] for the similar coupled system of parabolic and hyperbolic equations. As to ﬁnite difference
method (FDM), there are many works on nonlinear pure parabolic system [15,17,20,21] or hyperbolic
system [1,5,6,18,19] but seldom on coupled system of parabolic and hyperbolic equations, especially for
nonlinear cases. In [11], FDM on a nonlinear thermo-elasticity system in one space variable is studied
and the stability analysis of FDM is presented. In [2], a semi-linear coupled system of parabolic and
hyperbolic equations is considered. Both parabolic and hyperbolic equations in the system are on the
same variable. For the system, the ﬁrst and second accuracy difference schemes are studied.
Compared with FE andADFEmethods, FD calculation has the merits of simplicity and easy execution,
hence is admirable in numerical computation efﬁciency. However, because of the strong coupled property
between the different types of equations, numerical analysis for FDM for the coupled system of parabolic
and hyperbolic equations is fairly complicated and difﬁcult.
In this paper, the FDM for a generic two-dimensional nonlinear coupled system of parabolic and
hyperbolic equations is studied. The nonlinear coupled property is fully considered both in algorithm
design and numerical analysis stage. Both the stability and convergence of the FD-scheme are discussed.
Variant techniques of discrete functional analysis such as summation by parts and deductive reasoning are
applied to deal with this property and to make prior estimates. Finally, the unique existence and 2-order
convergence properties in temporal and spatial increments of FD solution are given.
The model problem can be written as
ut − ∇ · (A(X, t, u, v)∇u)= f (X, t, u, v, ux, uy, vx, vy), (1.1a)
vtt − ∇ · (B(X, t, u, v)∇v)= g(X, t, u, v, ux, uy, vx, vy, ut , vt ). (1.1b)
Here X = (x, y) and X ∈  = [0, L1] × [0, L2], t ∈ [0, T ], with the following boundary and initial
conditions:
u(X, t)= 0, v(X, t)= 0, X ∈ , t ∈ [0, T ]
u(X, 0)= u0(X), v(X, 0)= v0(X), vt (X, 0)= v1(X), X ∈ ,
where A,B, f, g, u0, v0, v1 are known functions that satisfy the following Assumptions:
(1) There exist positive constantsA∗, A∗, B∗, B∗, such thatA∗A(X, t,)A∗, B∗ B(X, t,)B∗,
X ∈ , t ∈ [0, T ],  ∈ R.
(2) The derivativesAt, Bt are bounded;Au,Av, Bu, Bv are continuous, and their derivatives with respect
to x, y, u and v are bounded; fu, fv, fux , fuy , fvx , fvy and gu, gv, gux , guy , gvx , gvy , gut , gvt are
bounded.
It is known that, for the nonlinear coupled system of hyperbolic and parabolic equations, global smooth
solutions in general might not exist but that a blowup may occur. However, under Assumptions (1) and
(2), the existence of the smooth solution can be proved analogously in [8] by Galerkin’s method [4].
Herein, the details are omitted and the emphasis is on the numerical schemes of the coupled system.
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The remaining part of the paper is structured as follows. In Section 2, an FD scheme for (1.1) is
proposed. Then in Section 3, by the discrete energy estimate, both stability and approximation properties
are obtained. From these properties, the convergence of the scheme is derived. In Section 4, a numerical
sample is provided to conﬁrm the validity of the FD scheme. Finally, the FDM is generalized to generic
multi-dimensional problem in the last section.
Divide interval [0, L1], [0, L2] and [0, T ] into J1, J2 andM equal small intervals respectively, denote
t =T/M , tn=nt , and h1=L1/J1, h2=L2/J2, h=max{h1, h2}, xij = (ih1, jh2). We now introduce
some notations:
¯
n = 12 (n+1 + n−1), d¯tn =
n+1 − n
t
, ¯t
n = 
n+1 − n−1
2t
,
¯t t
n = 
n+1 − 2n + n−1
(t)2
, xij =
i+1,j − ij
h1
, yij =
i,j+1 − ij
h2
,
¯xij =
i+1,j − i−1,j
2h1
, ¯yij =
i,j+1 − i,j−1
2h2
.
And the discrete L2 norm ‖.‖ and L∞ norm ‖.‖∞ are deﬁned as follows:
‖‖ =

J1−1∑
i=0
J2−1∑
j=1
|xij |2h1h2 +
J1−1∑
i=1
J2−1∑
j=0
|yij |2h1h2


1/2
,
‖‖ =

J1−1∑
i=1
J2−1∑
j=1
|ij |2h1h2


1/2
, ‖‖∞ = max
i=1,2,...,J1−1;
j=1,2,...,J2−1
|ij |.
Let K be a generic positive constant and,  be a small positive constant. And list some useful relations
as below.
t
J−1∑
k=1
(k, d¯tk−1)=−t
J−1∑
k=0
(d¯tk,k)− (0,0)+ (J ,J−1), (1.2)
N∑
n=1
[(nn+1,n+1)− (nn−1,n−1)]
= (NN+1,N+1)+ (N−1N,N)− (01,1)− (10,0)
− 2t
N−1∑
n=1
(¯t
nn,n), for N2, (1.3)
|n|2K|0|2 +K t
n∑
k=0
|k|2 + t
n−1∑
k=0
|d¯tk|2, (1.4)
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|n|2K(|0|2 + |1|2)+K t
n∑
k=0
|k|2 + t
n−1∑
k=1
|¯tk|2, (1.5)
‖‖∞K0‖‖ + ‖‖. (1.6)
2. FD scheme
Firstly, let us introduce a new variable w. Let w = vt . The coupled system (1.1) can be rewritten as
ut − ∇ · (A(X, t, u, v)∇u)= f (X, t, u, v, ux, uy, vx, vy), (2.1a)
vtt − ∇ · (B(X, t, u, v)∇v)= g(X, t, u, v, ux, uy, vx, vy, ut , w), (2.1b)
w = vt . (2.1c)
Problem (1.1) is transformed into ﬁnding the exact solutions u, v,w of (2.1). From (2.1) and the initial-
boundary conditions mentioned in Section 1, we can obtain the following equations.
u0t = ∇ · (A(X, 0, u0, v0)∇u0)+ f (X, 0, u0, v0, u0x, u0y, v0x, v0y),
w0 = v0t = v1,
v0t t = ∇ · (B(X, 0, u0, v0)∇v0)+ g(X, 0, u0, v0, u0x, u0y, v0x, v0y, u0t , v1).
Denote U,V,W as the approximation of the solutions u, v,w, respectively. For  = A,B;  = u,U ;
= v, V ; = w,W ; introduce the following denotations:
nij (,)=ni,j (,)=(xij , tn,nij ,nij ),
ni+1/2,j (,)= 12 [ni+1,j (,)+nij (,)],
ni,j+1/2(,)= 12 [ni,j+1(,)+nij (,)],
f nij (,)= f (xij , tn,nij ,nij , ¯xnij , ¯ynij , ¯xnij , ¯ynij ), n0;
gnij (,,)= g(xij , tn,nij ,nij , ¯xnij , ¯ynij , ¯xnij , ¯ynij , ¯tnij ,nij ), n1.
Now consider the FD solution for problem (2.1) given by ﬁnding Un+1ij , V n+1ij ,Wn+1ij such that
¯tU
n
ij −
1
h1
[Ani+1/2,j (U, V )xU¯nij − Ani−1/2,j (U, V )xU¯ni−1,j ]
− 1
h2
[Ani,j+1/2(U, V )yU¯nij − Ani,j−1/2(U, V )yU¯ni,j−1] = f nij (U, V ),
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n= 1, 2, . . . , (2.2a)
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¯t tV
n
j −
1
h1
[Bni+1/2,j (U, V )xV¯ nij − Bni−1/2,j (U, V )xV¯ ni−1,j ]
− 1
h2
[Bni,j+1/2(U, V )yV¯ nij − Bni,j−1/2(U, V )yV¯ ni,j−1] = gnij (U, V,W),
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n= 1, 2, . . . , (2.2b)
Wn+1ij = 2d¯tV nij −Wnij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 0, 1, . . . , (2.2c)
Un0j = UnJ1j = Uni0 = UniJ 2 = 0, V n0j = V nJ1j = V ni0 = V niJ 2 = 0,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 0, 1, . . . ,M , (2.2d)
U0ij = u0(xij ), V 0ij = v0(xij ), W 0ij = v1(xij ), (2.2e)
U1ij = u0(xij )+ tu0t (xij ), d¯tV 0ij = v0t (xij )+ 12tv0t t (xij ),
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2, (2.2f)
where (2.2d)–(2.2f) are the initial and boundary values for the FD scheme.
It is obvious that (2.2) is a system of linear algebraic equations for Un+1, V n+1 and Wn+1. And
the coefﬁcient matrix is positive deﬁnite. Therefore, the solution of Un+1, V n+1 and Wn+1 is uniquely
solvable.
The FD scheme (2.2) is an implicit scheme. In Section 3, we will ﬁnd that the stability result of the
scheme does not depend on any additional condition between h and t . Hence the scheme is uncondi-
tionally stable. In practical computation, we select h and t with the same order.
3. Approximation and stability properties
Denote 	n = Un − un, 
n = V n − vn and n =Wn − wn, we have
Theorem 1. Under Assumptions (1) and (2), FD scheme (2.2) has the following approximation property:
max
0nM
(‖	n‖ + ‖
n‖ + ‖	n‖ + ‖
n‖)+ max
0nM−1 ‖d¯t

n‖
+
M−1∑
n=1
‖¯t	n‖tK(h2 + (t)2). (3.1)
Before beginning the proof of Theorem 1, we give some inequalities that will be used in the following
proof part. FromAssumptions (1) and (2), we have for = A or B,
|¯tnij (U, V )|K0(1+ |¯t	nij | + |¯t
nij |), (3.2)
|ni+1/2,j (U, V )−ni+1/2,j (u, v)|K(|	ni+1,j | + |	ni,j | + |
ni+1,j | + |
ni,j |), (3.3)
|ni,j+1/2(U, V )−ni,j+1/2(u, v)|K(|	ni,j+1| + |	ni,j | + |
ni,j+1| + |
ni,j |), (3.4)
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∣∣∣∣ 1h1 {[ni+1/2,j (U, V )−ni+1/2,j (u, v)] − [ni−1/2,j (U, V )−ni−1/2,j (u, v)]}
∣∣∣∣
K0[|¯x	nij | + |	ni−1,j |(1+ |¯x	nij | + |¯x
nij |)], (3.5)∣∣∣∣ 1h2 {[ni,j+1/2(U, V )−ni,j+1/2(u, v)] − [ni,j−1/2(U, V )−ni,j−1/2(u, v)]}
∣∣∣∣
K0[|¯y	nij | + |	ni,j−1|(1+ |¯y	nij | + |¯y
nij |)], (3.6)
|f nij (U, V )− f nij (u, v)|K0(|	nij | + |
nij | + |x	nij | + |x	ni−1,j | + |y	nij | + |y	ni,j−1|
+ |x
nij | + |x
ni−1,j | + |y
nij | + |y
ni,j−1|), (3.7)
|gnij (U, V,W)− gnij (u, v,w)|K0(|	nij | + |
nij | + |x	nij | + |x	ni−1,j | + |y	nij | + |y	ni,j−1|
+ |x
nij | + |x
ni−1,j | + |y
nij |
+ |y
ni,j−1| + |¯t	nij | + |nij |). (3.8)
Proof ofTheorem1. The proof comprises three steps. First, some results on truncation error are deduced.
Then the error equations are obtained. Finally, discrete energy estimates for individual term of the error
equations are given.
From Taylor’s expansion and (1.1), we can get the following truncation errors:
−Rn1ij =: ¯tunij −
1
h1
[Ani+1/2,j (u, v)xu¯nij − Ani−1/2,j (u, v)xu¯ni−1,j ]
− 1
h2
[Ani,j+1/2(u, v)yu¯nij − Ani,j−1/2(u, v)yu¯ni,j−1] − f nij (u, v)
=O(h2 + (t)2), (3.9a)
−Rn2ij =: ¯t t vnj −
1
h1
[Bni+1/2,j (u, v)xv¯nij − Bni−1/2,j (u, v)xv¯ni−1,j ]
− 1
h2
[Bni,j+1/2(u, v)yv¯nij − Bni,j−1/2(U, V )yv¯ni,j−1] − gnij (u, v)
=O(h2 + (t)2),
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n= 1, 2, . . . , (3.9b)
−Rn3ij =: wn+1ij + wnij − 2d¯t vnij = O((t)2),
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 0, 1, . . . , (3.9c)
un0j = unJ1j = uni0 = uniJ 2 = 0, vn0j = vnJ1j = vni0 = vniJ 2 = 0,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 1, 2, . . . ,M ,
u0ij = u0(xij ), v0ij = v0(xij ), w0ij = v1(xij ),
−R04ij =: u1ij − u0(xij )− t u0t (xij )= O((t)2), (3.9d)
−R05ij =: d¯t v0ij − v0t (xij )− 12tv0t t (xij )= O((t)2),
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (3.9e)
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Then subtract (3.9) from (2.2), we get the error equations
¯t	
n
ij −
1
h1
[Ani+1/2,j (U, V )x 	¯nij − Ani−1/2,j (U, V )x 	¯ni−1,j ]
− 1
h2
[Ani,j+1/2(U, V )y 	¯nij − Ani,j−1/2(U, V )y 	¯ni,j−1]
= 1
h1
{[Ani+1/2,j (U, V )− Ani+1/2,j (u, v)]xu¯nij − [Ani−1/2,j (U, V )
− Ani−1/2,j (u, v)]xu¯ni−1,j } +
1
h2
{[Ani,j+1/2(U, V )− Ani,j+1/2(u, v)]yu¯nij
− [Ani,j−1/2(U, V )− Ani,j−1/2(u, v)]yu¯ni,j−1}
+ [f nij (U, V )− f nij (u, v)] + Rn1ij :=
4∑
k=1
Dnkij ,
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n= 1, 2, . . . , (3.10a)
¯t t

n
ij −
1
h2
[Bni+1/2,j (U, V )x 
¯nij − Bni−1/2,j (U, V )x 
¯ni−1,j ]
− 1
h2
[Bni,j+1/2(U, V )y 
¯nij − Bni,j−1/2(U, V )y 
¯ni,j−1]
= 1
h1
{[Bni+1/2,j (U, V )− Bni+1/2,j (u, v)]xv¯nij − [Bni−1/2,j (U, V )
− Bni−1/2,j (u, v)]xv¯ni−1,j } +
1
h2
{[Bni,j+1/2(U, V )− Bni,j+1/2(u, v)]yv¯nij
− [Bni,j−1/2(U, V )− Bni,j−1/2(u, v)]yv¯ni,j−1}
+ [gnij (U, V,W)− gnij (u, v,w)] + Rn1ij :=
4∑
k=1
Enkij ,
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n= 1, 2, . . . , (3.10b)
n+1ij = 2d¯t
nij + 2Rn3ij − nij ,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 0, 1, . . . , (3.10c)
	n0j = 	nJ1j = 	ni0 = 	niJ 2 = 0, 
n0j = 
nJ1j = 
ni0 = 
niJ 2 = 0,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n= 0, 1, . . . ,M , (3.10d)
	0ij = 0, 
0ij = 0, 0ij = 0, 	1ij = R04ij , d¯t
0ij = R05ij ,
i = 0, 1, . . . , J1; j = 0, 1 . . . , J2. (3.10e)
Now, we give the discrete energy estimates. Multiply (3.10a), (3.10b) with ¯t	nijh1h2 t and ¯t
nijh1h2 t ,
respectively, sum for i=1, 2, . . . , J1−1; j=1, 2, . . . , J2−1 and n=1, 2, . . . , N (where 1NM−1),
we obtain
J1−1∑
i=1
J2−1∑
j=1
(¯t	
n
ij , ¯t	
n
ij )h1h2 t = ‖¯t	n‖2 t . (3.11)
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J1−1∑
i=1
J2−1∑
j=1
(¯t

n
ij , ¯t t

n
ij )h1h2 t =
1
2
‖d¯t
n‖2 − 12‖d¯t

n−1‖2. (3.12)
Using relations (1.2), (1.3), (3.2), Assumption (1) and the error (3.10d), for  = 	, 
 and  = A,B,
there are
−
N∑
n=1
J1−1∑
i=1
J2−1∑
j=1
(
¯t
n
ij ,
1
h1
[ni+1/2,j (U, V )x ¯nij −ni−1/2,j (U, V )x ¯ni−1,j ]
+ 1
h2
[ni,j+1/2(U, V )y ¯nij −ni,j−1/2(U, V )y ¯ni,j−1]
)
h1h2 t
= h1h2
4
N∑
n=1


J1−1∑
i=0
J2−1∑
j=1
[(ni+1/2,j (U, V )xn+1ij , xn+1ij )
− (ni+1/2,j (U, V )xn−1ij , xn−1ij )] +
J1−1∑
i=1
J2−1∑
j=0
[(ni,j+1/2(U, V )yn+1ij , yn+1ij )
−(ni,j+1/2(U, V )yn−1ij , yn−1ij )]


= 1
4
J1−1∑
i=0
J2−1∑
j=1
[(Ni+1/2,j (U, V )xN+1ij , xN+1ij )+ (N−1i+1/2,j (U, V )xNij , xNij )
− (0i+1/2,j (U, V )x1ij , x1ij )− (1i+1/2,j (U, V )x0ij , x0ij )]h1h2
+ 1
4
J1−1∑
i=1
J2−1∑
j=0
[(Ni,j+1/2(U, V )yN+1ij , yN+1ij )+ (N−1i,j+1/2(U, V )yNij , yNij )
− (0i,j+1/2(U, V )y1ij , y1ij )− (1i,j+1/2(U, V )y0ij , y0ij )]h1h2
− 1
2
N−1∑
n=1
J1−1∑
i=0
J2−1∑
j=1
(¯t
n
i+1/2,j (U, V )x
n
ij , x
n
ij )h1h2 t
− 1
2
N−1∑
n=1
J1−1∑
i=1
J2−1∑
j=0
(¯t
n
i,j+1/2(U, V )y
n
ij , y
n
ij )h1h2 t

∗
4
(‖N+1‖2 + ‖N‖2)− 
∗
4
(‖1‖2 + ‖0‖2)
− K
N−1∑
n=1
(‖¯t	n‖∞ + ‖¯t
n‖∞)‖n‖2 t −K
N−1∑
n=1
‖n‖2 t , (3.13)
where N2. For N = 1, the left hand of (3.13) can be lower bounded by ∗/4‖2‖2 −∗/4‖0‖2.
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It is easy to show from Hölder’s inequality and (3.3)–(3.7) and (3.10d) that
N∑
n=1
J1−1∑
i=1
J2−1∑
j=1
(
¯t	
n
ij ,
4∑
k=1
Dnkij
)
h1h2 t
K
N∑
n=1
(‖	n‖2 + ‖
n‖2 + ‖	n‖2 + ‖
n‖2 + ‖Rn0‖2)t
+ 1
4
N∑
n=1
‖¯t	n‖2 t +KK0
N∑
n=1
‖	n‖∞(‖	n‖2 + ‖
n‖2)t . (3.14)
Similarly, from (3.3)–(3.6), (3.8) and (3.10d),
N∑
n=1
J1−1∑
i=1
J2−1∑
j=1
(
¯t

n
ij ,
4∑
k=1
Enkij
)
h1h2 t
K
N∑
n=1
(‖	n‖2 + ‖
n‖2 + ‖	n‖2 + ‖
n‖2 + ‖Rn1‖2)t
+ 1
4
N∑
n=1
‖¯t	n‖2 t +K
N∑
n=0
‖d¯t
n‖2 t +K
N∑
n=1
‖n‖2 t
+ KK0
N∑
n=1
‖	n‖∞(‖	n‖2 + ‖
n‖2)t . (3.15)
Noting (3.10c), we derive
nij = 2t
n−1∑
k=0
(−1)n−k+1(d¯t
kij + Rk3ij )+ (−1)n+20ij .
From the deﬁnition of discrete L2 norm, the following inequality holds:
‖n‖2K t
n−1∑
k=0
(‖d¯t
k‖2 + ‖Rk3‖2)+K‖0‖2.
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Hence, using (1.4) for  = 
 and (1.5) for  = 	, we deduce from the combination of (3.9)–(3.15) that
for N2,
N∑
n=1
‖¯t	n‖2 t + ‖d¯t
N‖2 + ‖	N+1‖2 + ‖	N‖2 + ‖
N+1‖2 + ‖
N‖2
+ ‖	N+1‖2 + ‖	N‖2 + ‖
N+1‖2 + ‖
N‖2
K(‖0‖2 + ‖	0‖2 + ‖	1‖2 + ‖
0‖2 + ‖	0‖2 + ‖	1‖2 + ‖
0‖2
+ ‖
1‖2 + ‖d¯t
0‖2)+K
N∑
n=1
(‖Rn0‖2 + ‖Rn1‖2 + ‖Rn−12 ‖2)t
+ K
N−1∑
n=0
‖d¯t
n‖2 t +K
N∑
n=1
(‖	n‖2 + ‖
n‖2 + ‖	n‖2 + ‖
n‖2)t
+ K
t
N−1∑
n=1
(‖	n+1‖∞ + ‖	n−1‖∞ + ‖
n+1‖∞ + ‖
n−1‖∞)
× (‖	n‖2 + ‖
n‖2)t +K
N∑
n=1
‖	n‖∞(‖	n‖2 + ‖
n‖2)t ; (3.16)
and for N = 1,
‖¯t	1‖2 t + ‖d¯t
1‖2 + ‖	2‖2 + ‖
2‖2 + ‖	2‖2 + ‖
2‖2
K(‖	0‖2 + ‖	1‖2 + ‖
0‖2 + ‖	0‖2 + ‖
0‖2 + ‖d¯t
0‖2)
+ K(‖0‖2 + ‖	1‖2 + ‖
1‖2 + ‖	1‖2 + ‖
1‖2)t
+ K(‖R10‖2 + ‖R11‖2 + ‖R02‖2)t +K‖	1‖∞(‖	1‖2 + ‖
1‖2)t . (3.17)
From (3.10e) and (3.9), we know
‖	0‖ = ‖	0‖ = ‖
0‖ = ‖
0‖ = ‖0‖ = 0, ‖	1‖ + ‖	1‖ = O((t)2),
‖	1‖∞ = O((t)2), ‖d¯t
0‖ = O((t)2), ‖
1‖ + ‖
1‖ = O((t)2). (3.18)
Substituting (3.18) for the related terms in (3.17) and (3.16), noticing (3.9) and (1.6), from discrete
Gronwall’s inequality [19] and deductive reasoning, we can conclude that (3.1) holds. Hence, the proof
of Theorem 1 is completed. 
Similarly, multiply (2.2a) and (2.2b) with ¯tUnijh1h2 t and ¯tV nijh1h2 t respectively, sum
for i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1 and n= 1, 2, . . . , N , with a procedure similar as above,
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we have
N∑
n=1
‖¯tUn‖2 t + ‖d¯tV N‖2 + ‖UN+1‖2 + ‖UN‖2 + ‖V N+1‖2 + ‖V N‖2
+ ‖UN+1‖2 + ‖UN‖2 + ‖V N+1‖2 + ‖V N‖2
K(‖W 0‖2 + ‖U0‖2 + ‖U1‖2 + ‖V 0‖2 + ‖U0‖2 + ‖U1‖2 + ‖V 0‖2
+ ‖V 1‖2 + ‖d¯tV 0‖2)+K
N∑
n=1
(‖f n(0, 0)‖2 + ‖gn(0, 0, 0)‖2)t
+ K
N−1∑
n=0
‖d¯tV n‖2 t +K
N∑
n=1
(‖Un‖2 + ‖V n‖2 + ‖Un‖2 + ‖V n‖2)t
+ K
t
N−1∑
n=1
(‖	n+1‖∞ + ‖	n−1‖∞ + ‖
n+1‖∞ + ‖
n−1‖∞)
(‖Un‖2 + ‖V n‖2)t +K
N∑
n=1
‖	n‖∞(‖Un‖2 + ‖V n‖2)t . (3.19)
With the deduction analogous to that of (3.1) and the initial scheme (2.2f), we can obtain the following
stability result.
Theorem 2. Under the same assumption as in Theorem 1, FD scheme (2.2) has the following stability
property:
max
0nM
(‖Un‖ + ‖V n‖ + ‖Un‖ + ‖V n‖)+ max
0nM−1 ‖d¯tV
n‖ +
M−1∑
n=1
‖¯tUn‖tK . (3.20)
From both the approximation and stability properties, we conclude the FD scheme is convergent with
a rate of O(h2 + (t)2) order. Since we do not need any additional condition between h and t during
the deductions of Theorems 1 and 2, scheme (2.2) is unconditionally stable.
4. Numerical experiment
We discuss a numerical example here and compare the numerical solution with the exact solution
to demonstrate the order of accuracy of the FD method in both the spatial and temporal dimensions.
We consider the two-dimensional nonlinear coupled system (1.1) with the following coefﬁcients and
functions:
A(x, y, t, u, v)= 0.4 sin((0.5+ e−t ) sin(x) sin(y)+ u− 2.0v)+ 0.5,
B(x, y, t, u, v)= 0.4 sin((0.5+ e−t ) sin(x) sin(y)− 2.0u+ v)+ 0.5,
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f (x, y, t, u, v, ux, uy, vx, vy)
= 0.52(0.5+ e−t ) sin(x) sin(y)+ 0.52u− v + 0.5 sin(x) sin(y)
+ sin(x) cos(y)(ux + vx)− cos(x) sin(y)(uy + vy),
g(x, y, t, u, v, ux, uy, vx, vy, ut , vt )
= 0.52(0.5+ e−t ) sin(x) sin(y)+ u+ 0.52v − 0.5 sin(x) sin(y)
− sin(x) cos(y)(ux − vx)+ cos(x) sin(y)(uy − vy)+ ut − vt ,
(x, y) ∈ = [0, 1] × [0, 1], t ∈ [0, 5].
The boundary conditions and initial values are
u(x, y, t)= v(x, y, t)= 0, (x, y) ∈ , t ∈ [0, 5].
u(x, y, 0)= 1.5 sin(x) sin(y), (x, y) ∈ = [0, 1] × [0, 1].
v(x, y, 0)= 1.5 sin(x) sin(y), (x, y) ∈ = [0, 1] × [0, 1].
vt (x, y, 0)=− sin(x) sin(y), (x, y) ∈ = [0, 1] × [0, 1].
For this coupled system of parabolic and hyperbolic equations, we can obtain the exact solutions, which
can be expressed as
u(x, y, t)= (0.5+ e−t ) sin(x) sin(y),
v(x, y, t)= (0.5+ e−t ) sin(x) sin(y).
In the next step, we use the FD scheme proposed in Section 2 to calculate the numerical solution of the
nonlinear coupled system. Use the notations deﬁned in Section 1 and set L1 = L2 = 1, T = 5 s. Take
M = 100, J1 = J2 = 30, accordingly, h = max{h1, h2} = 130 , t = 0.05 we can get the partition based
on which the numerical solutions for Scheme (2.2) are obtained. And t and h have the same order.
Figs. 1–4 show the errors of the variables u, v. Among which, Figs. 1 and 2 describe the error at step 5,
while Figs. 3 and 4 present the end results when t = 5 s.
Table 1 lists the discrete L2 norm errors of u, v,∇u,∇v at different time. At the beginning of the
iteration, the errors are very small, then the errors increase and tend to stable. After step 41, the discrete
L2 norm errors of u, v,∇u and∇v are stable and the values are 8.0582E−4, 1.2550E−3, 3.6860E−3
and 3.9493E−3, respectively. Figs. 5–8 show the variation of the discreteL2 norm errors along the time.
From these ﬁgures, we can conclude the FD scheme is convergent.
While h2 = 1.111E − 3 and t2 = 2.5E − 3, from the ﬁgures and Table 1, we can conclude that the
precision for the numerical solution indeed satisﬁes O(h2 + (t)2).
5. Conclusion
Aﬁnite differencemethod for solvingmulti-dimensional nonlinear systems of parabolic and hyperbolic
equations is discussed in this paper. It is second-order accurate both in time and space. In two-dimensional
case, a numerical example has demonstrated the second-order accuracy in both temporal and spatial
dimensions.
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Fig. 1. A plot illustrating the error of the numerical solution U to the exact solution u, when the time t is 0.25 s.
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Fig. 2. A plot illustrating the error of the numerical solution V to the exact solution v, when the time t is 0.25 s.
Remark. The idea in this paper can be extended to a more general case, e.g., for the d-dimensional
nonlinear coupled problem
ut − ∇ · (A(X, t, u, v)∇u)= f (X, t, u, v, ux1, . . . , uxd , vx1, . . . , vxd ),
vtt − ∇ · (B(X, t, u, v)∇v)= g(X, t, u, v, ux1, . . . , uxd , vx1, . . . , vxd , ut , vt ).
X.-z. Liu et al. / Journal of Computational and Applied Mathematics 186 (2006) 432–449 445
0
0.0005
0.001
U-
er
ro
r a
t s
te
p 
10
0
0
0.2
0.4
0.6
0.8
1
x-direction
0
0.2
0.4
0.6
0.8
1
y-dire
ction
Fig. 3. A plot illustrating the error of the numerical solution U to the exact solution u, when the time t is 5 s.
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Fig. 4. A plot illustrating the error of the numerical solution V to the exact solution v, when the time t is 5 s.
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Table 1
The L2 norm error of u, v,∇u,∇v at different time
Step t (s) L2 error of u L2 error of v L2 error of ∇u L2 error of ∇v
5 0.25 6.1471E-4 6.4479E-5 2.7304E-3 2.6381E-3
25 1.25 6.1471E-4 8.3148E-4 2.7304E-3 2.8211E-3
35 1.75 7.8172E-4 1.2291E-3 3.6140E-3 3.7587E-3
41 2.05 8.0582E-4 1.2550E-3 3.6860E-3 3.9493E-3
65 3.25 8.0582E-4 1.2550E-3 3.6860E-3 3.9493E-3
85 4.25 8.0582E-4 1.2550E-3 3.6860E-3 3.9493E-3
100 5.00 8.0582E-4 1.2550E-3 3.6860E-3 3.9493E-3
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Fig. 5. A plot illustrating the variation of the discrete L2 norm ‖u− U‖.
whered(d1) is the dimensionof the space,X=(x1, x2, . . . , xd),X ∈ =[0, L1]×[0, L2]×· · ·×[0, Ld ].
The initial-boundary values are
u(X, t)= 0, v(X, t)= 0, X ∈ , t ∈ [0, T ]
u(X, 0)= u0(X), v(X, 0)= v0(X), vt (X, 0)= v1(X), X ∈ .
We can use similar FDM and get similar conclusion.
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Fig. 6. A plot illustrating the variation of the discrete L2 norm ‖v − V ‖.
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Fig. 7. A plot illustrating the variation of the discrete L2 norm ‖∇u− ∇U‖.
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Fig. 8. A plot illustrating the variation of the discrete L2 norm ‖∇v − ∇V ‖.
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