This paper focuses on domain-specific senses and presents a method for identifying predominant sense depending on each domain. 
INTRODUCTION
Domain-specific sense of a word is crucial information for many NLP tasks, such as Word Sense Disambiguation (WSD) and Information Retrieval. For example, the first sense heuristic applied to WordNet is often used as a baseline for supervised WSD systems, as the senses in WordNet are ordered according to the frequency data in the manually tagged resource SemCor (Miller et al., 1993) . Cotton et al. reported that the heuristic outperformed many of the WSD systems that use surrounding context as the heuristics (Cotton et al., 1998) . The usual drawback in the first sense heuristic applied to WordNet is the small size of SemCor corpus, consisting of 250,000 words. Therefore, senses that do not occur in SemCor are often ordered arbitrarily. More seriously, the decision of the first sense is not based on the domain but on the frequency of SemCor data. Consider the noun word, "court". There are eleven noun senses of "court" in WordNet. The first sense of "court" is "an assembly (including one or more judges) to conduct judicial business", and it is often used in the "judge/law" domain rather than the "sports" domain. On the other hand, the fourth sense of "court", i.e., "a specially marked horizontal area within which a game is played," is more likely to be used in the "sports" domain.
In this paper, we focus on domain-specific senses and propose a method for identifying the predominant sense in WordNet depending on each domain/category defined in the Reuters corpus (Rose et al., 2002) . To assign categories of the Reuters corpus to each sense of the word in WordNet, we first selected each sense of a word to the corresponding domain. We used a text classification technique. For each sense s of a word w, we replace w in the training stories assigning to the domain d with its gloss text in WordNet. (hereafter, referred to as word replacement). If the classification accuracy of the domain d is equal or higher than that without word replacement, the sense s is regarded to be a domain-specific sense. However, the sense selection is not enough for identifying domain-specific senses (IDSS). Because the number of words consisting gloss in WordNet is not so large. As a result, the classification accuracy with word replacement was equal to that without word replacement 1 . Then we scored senses by computing the rank scores. We used the Markov Random Walk (MRW) model (Bremaud, 1999) . For each category, the senses with large rank scores were chosen as the domain-specific senses.
SYSTEM DESIGN

Selecting Senses
The first step to IDSS is to select appropriate senses for each domain. We used the 1996 Reuters corpus and WordNet 3.0 thesaurus. The documents are organized into 126 categories (domains). We used the documents from 20 August to 19 September 1996 to train the SVM model, and documents for the following one month to test the SVM model. For each category, we collected noun words from the Reuters oneyear corpus (20 August 1996 to 19 August 1997 . Let D be a domain set, and S be a set of the senses that the word w ∈ W has. Here, W is a set of noun words. The senses are obtained as follows:
1. For each sense s ∈ S, and for each d ∈ D, we apply word replacement, i.e., we replace w in the training documents assigning to the domain d with its gloss text in WordNet. For example, the first sense of the word "court" is "tribunal" or "judicature" in WordNet, and its gloss is "an assembly (including one or more judges) to conduct judicial business." We replaced "court" in the training documents with the gloss.
2. All the documents of training and test data are tagged by a part-of-speech tagger, stop words are removed, and represented as term vectors with frequency.
3. The SVM is applied to the two types of the training documents, i.e., with and without word replacement, and classifiers for each domain are generated.
4. SVM classifiers are applied to the test data. If the classification accuracy of the domain d is equal or higher than that without word replacement, the sense s of the word w is judged to be the candidate sense in the domain d.
The procedure is applied to all w ∈ W .
Scoring Senses by Link Analysis
The next procedure for IDSS is to score each sense for each domain. We used the MRW model, which is a ranking algorithm that has been successfully used in Web-link analysis, and more recently in text processing applications. This approach decides the importance of a vertex within a graph based on global information drawn recursively from the entire graph (Bremaud, 1999) . The essential idea is that of "voting" between the vertices. A link between two vertices is considered a vote cast from one vertex to the other.
The score associated with a vertex is determined by the votes that are cast for it, and the score of the vertices casting these votes. We applied the algorithm to detect the domain-specific sense of words. Given a set of senses S d in the domain d, G d = (V , E) is a graph reflecting the relationships between senses in the set. V is the set of vertices, and each vertex v i in V is the gloss text assigned from WordNet. E is a set of edges, which is a subset of V × V . Each edge e i j in E is associated with an affinity weight f (i → j) between senses v i and v j (i = j). The weight is computed using the standard cosine measure between the two senses.
where v i and v j are the corresponding term vectors of v i and v j . Two vertices are connected if their affinity weight is larger than 0 and we let f (i → i)= 0 to avoid self transition. The transition probability from v i to v j is then defined as follows:
We used the row-normalized matrix U i j = (U i j ) |V |×|V | to describe G with each entry corresponding to the transition probability, where
To make U a stochastic matrix, the rows with all zero elements are replaced by a smoothing vector with all elements set to 1 |V | . The matrix form of the saliency score Score(v i ) can be formulated in a recursive form as in the MRW model.
where
is the vector of saliency scores for the senses. e is a column vector with all elements equal to 1. µ is the damping factor. We set µ to 0.85, as in the PageRank (Brin and Page, 1998) . The final transition matrix is given by formula (4), and each score of the sense in a specific domain is obtained by the principal eigenvector of the matrix M.
We applied the algorithm for each domain. We note that the matrix M is a high-dimensional space.
Therefore, we used a ScaLAPACK, a library of highperformance linear algebra routines for distributed memory MIMD parallel computing (Netlib, 2007) , which includes routines for solving systems of linear equations, least squares, eigenvalue problems. For implementation, we used a supercomputer, SPARC Enterprise M9000, 64CPU, 1TB memory. We selected the topmost K% words (senses) according to rank score for each domain and make a sense-domain list. For each word w in a document, find the sense s that has the highest score within the list. If a domain with the highest score of the sense s and a domain in a document appeared in the word w match, s is regarded as a domain-specific sense of the word w.
EXPERIMENTS
We evaluated our method using the 1996 Reuters corpus and WordNet 3.0 thesaurus. Moreover, we applied the results of IDSS to text classification to examine how well the automatically acquired senses contribute to classification accuracy.
Assigning Domain-specific Senses
The Reuters documents are organized into 126 categories. Many of these are related to economy, but there are also several other categories, such as "sports" and "fashion." We selected 20 of the 126 categories including categories other than economy, and used one month of documents, from 20 August to 19 September 1996 to train the SVM model. Similarly, we classified the following one month of documents from 20 September to 19 October into these 20 categories. All documents were tagged by Tree Tagger (Schmid, 1995) , and stop words were removed. For each domain, we collected the topmost 500 noun words. We randomly divided these nouns into two: training and test data. The training data is used to estimate K% words (senses) according to rank score, and test data is used to test the method using the estimated value K. We manually evaluated a sensedomain list. As a result, we set K to 50%. We used WordNet 3.0 to assign senses. Table 1 shows the result using the test data, i.e., the total number of senses, and the number of selected senses (Select S) that the classification accuracy of each domain was equal or higher than the result without word replacement. We used these senses as an input of the MRW model.
There are no existing sense-tagged data for these 20 domains that could be used for evaluation. Therefore, we selected a limited number of words and evaluated these words qualitatively. To do this, we used (Magnini and Cavaglia, 2000) , which annotates WordNet 2.0 synsets with domain labels. The SFC consists of 115,424 words assigning 168 domain labels with hierarchy. It contains some Reuters categories, such as "sports" and "fashion", while other Reuters categories and SFC labels do not match completely. Table 2 shows the Reuters categories that correspond to SFC labels 2 . We tested these 12 categories, and the results are shown in Table 3 . In Table 3 , "IDSS" shows the number of senses assigned by our approach, "SFC" refers to the number of senses appearing in the SFC resource. "S & R" denotes the number of senses appearing in both SFC and the Reuters corpus. "Prec" is the ratio of correct assignments by IDSS divided by the total number of the IDSS assignments 3 . We note that the corpus used in our approach is different from SFC, i.e., our approach assigns domain-specific senses to the words collected from the Reuters corpus, while SFC assigns domain labels to the words appearing in WordNet. Therefore, recall denotes the ratio of the number of senses matched in our approach and SFC divided by the total number of senses appearing in both SFC and Reuters. As shown in Table 3 , the best performance was "weather" and recall was 0.986, while the result for "war" was only 0.149. Examining the result of text classification by word replacement, the former was 0.07 F-score improvement by word replacement, while that of the later was only 0.02. One reason is related to the length of the gloss in WordNet; the average number of words consisting the gloss assigned to "weather" was 8.62, while that for "war" was 5.75. IDSS depends on the size of gloss text in WordNet. Efficacy can be improved if we can assign gloss to WordNet based on corpus statistics. This is a rich space for further exploration.
It is interesting to note that some senses of words that were obtained correctly by our approach did not appear in the SFC resource because of the difference in WordNet version, i.e., we used WordNet 3.0, while SFC was based on WordNet 2.0. Table 4 illustrates some examples obtained by our approach but that did not appear in the SFC. Because of space limitations, Table 4 gives one example for each domain. These observations clearly support the usefulness of our automated method.
Application to Text Classification
We evaluated a limited number of words by using SFC resource, i.e., 6,205 senses from 12 domains. Therefore, we applied all the results of domainspecific senses to text classification to examine how the results obtained by our approach affect text classification performance. We used the documents collected from 20 October to 19 November as training 3 We manually evaluated senses that did not appear in the SFC resource. data to train SVM. We used the following one month of documents from 20 November to 19 December as test data for text classification. Similar to the sense selection procedure, we used 20 categories. All documents were tagged by Tree Tagger (Schmid, 1995) , and stop words were removed. All training documents are represented as term vectors with frequency where each term is replaced with the domain-specific sense with ranked scores obtained by using the training data from 20 August to 19 September and test data from 20 September to 19 October.
The classification using SVM is as follows. For the target category, we replace each word in the test document with its gloss. SVM classifiers are applied to the test document. If the category assigned to the test document by SVM classifier and the target category match, the test document is judged to classify into the target category. The procedure is applied to each test document and the target category. The results are shown in Table 5 . Table 5 shows categories, the number of training and test documents, and classification performance (F-score) with and without IDSS. Overall, the results showed that IDSS improved text classification performance. The best improvement was "fashion" (+0.330), and the poorest was "sports" (+0.012), as the F-score without replacement of the category "fashion" was very low(0) and that of "sports" had very high accuracy(0.971). It should be noted that our approach was not effective for the small size of training data, as the number of training data in the category "fashion" was only fifteen and the F-score was 0.330. Moreover, words assigned domain-specific sense by our approach did not have a "fashion" sense, as the topmost F-score was not larger than 0.330, regardless of how many words (senses) were used. This is not surprising because the F-score without word replacement was 0. The text classification used here is very simple, i.e., SVM with vector representation of term frequency. There are many text classification techniques applicable to the small number of training documents (Nigam et al., 2000) , and it will be worthwhile examining these with our approach. 
RELATED WORK
Many real semantic-oriented applications, such as Question Answering, Paraphrasing, and Machine Translation systems, must have not only fine-grained and large-scale semantic knowledge, e.g., WordNet, and COMLEX dictionary, but also tune the sense of the word heuristic depending on the domain in which the word is used. Magnini et al. presented a lexical resource where WordNet 2.0 synsets were annotated with Subject Field Codes (SFC) by a procedure that exploits WordNet structure (Magnini and Cavaglia, 2000) . The results showed that 96% of WordNet synsets of the noun hierarchy could have been annotated, while identification of the domain labels for word senses was semi-automated and required a considerable amount of hand-labeling. Our approach is automated, and requires only documents from the given domain/category, such as the Reuters corpus, and dictionaries with gloss, such as WordNet. Therefore, it can be applied easily to a new domain or sense inventory, given sufficient documents.
In the context of WSD or semantic classification of words, Agirre et al. and Chan et al. presented a method of topic domain adaptation (Agirre and Lacalle, 2009; Chan and Ng, 2007) . McCarthy et al. presented a method to find predominant noun senses automatically using a thesaurus acquired from raw textual corpora and WordNet similarity package (McCarthy et al., 2004) . They used parsed data to find words with a similar distribution to the target word. Unlike (Buitelaar and Sacaleanu, 2001 ) et al. approach, they evaluated their method using publically available resources, i.e., the method was evaluated against the hand-tagged resources SemCor and the SENSEVAL-2 English all-words task, and obtained precision of 64% on an all-nouns task. The major motivation for their work was similar to ours, i.e., to try to capture changes in ranking of senses for documents from different domains. They tested 38 words containing two domains of Sports and Finance from the Reuters corpus (Rose et al., 2002) , while we tested 12 domains with 6,205 senses in all. Moreover, we applied the results to text classification to evaluate the results quantitatively.
In the context of link analysis, the graph-based ranking method has been widely and successfully used in NLP and its applications, such as WSD (Agirre and Soroa, 2009; Navigli and Lapata, 2010 ), text semantic similarity (Ramage et al., 2009) , query expansion in IR (Lafferty and Zhai, 2001) , and document summarization (Mihalcea and Tarau, 2005) . The basic idea is that of "voting" or "recommendations" between nodes. The model first constructs a directed or undirected graph to reflect the relationships between the nodes and then applies the graphbased ranking algorithm to compute the rank scores for the nodes. The nodes with large rank scores are chosen as important nodes. Our methodology is the first aimed at applying a graph-based ranking method to identify the predominant sense depending on each domain/category.
CONCLUSIONS
We presented a method for identifying predominant sense of WordNet depending on each domain/category defined in the Reuters corpus. The average precision was 0.661, and recall against the Subject Field Code resources was 0.686. Moreover, the results applying text classification significantly improved classification accuracy. Future work will include: (i) applying the method to other part-of-speech words, (ii) comparing the method with existing other automated method, and (iii) extending our approach to find domain-specific senses with unknown words (Ciaramita and Johnson, 2003) .
