Many applications require repeatedly solving a certain type of optimization problem, each time with new (but similar) data. Data-driven algorithms can "learn to optimize" (L2O) with much fewer iterations and with similar cost per iteration as general-purpose optimization algorithms. L2O algorithms are often derived from general-purpose algorithms, but with the inclusion of (possibly many) tunable parameters. Exceptional performance has been demonstrated when the parameters are optimized for a particular distribution of data. Unfortunately, it is impossible to ensure all L2O algorithms always converge to a solution. However, we present a framework that uses L2O updates together with a safeguard to guarantee convergence for convex problems with proximal and/or gradient oracles. The safeguard is simple and computationally cheap to implement, and it should be activated only when the current L2O updates would perform poorly or appear to diverge. This approach yields the numerical benefits of employing machine learning methods to create rapid L2O algorithms while still guaranteeing convergence. Our numerical examples demonstrate the efficacy of this approach for existing and new L2O schemes.
Introduction
Solving scientific computing problems often requires application of efficient and scalable optimization algorithms. Datadriven algorithms can execute in much fewer iterations and with similar cost per iteration as state-of-the-art general purpose algorithms. Inspired by one such algorithm called ISTA, (Gregor & LeCun, 2010) proposed treating the entries in fixed matrices/vectors of the algorithm as learnable parameters that can vary by iteration. These entries were then fine-tuned to obtain optimal performance on their data set for a fixed number of iterations. Empirically, their approach converged and showed roughly a 20-fold reduction in computational cost compared to the original algorithm. Several related works followed, also demonstrating numerical success (discussed below). These open the door to a new class of algorithms and analyses. Indeed, classic optimization results often provide worst-case convergence rates, and limited theory exists pertaining to instances drawn from a common distribution (e.g., data supported on a low-dimensional manifold). That is, most L2O methods have little or no convergence guarantees, especially on data distinct from what is seen in training. How then should we balance the desires to use data-driven algorithms and to provide convergence guarantees? We partially address this inquiry by answering the related question:
Can a safeguard be added to L2O algorithms to improve robustness and convergence guarantees without significantly hindering performance?
Here a safeguard is anything that identifies when a "bad" L2O update would occur and what to do in place of that "bad" update. We provide an affirmative answer to the question for convex problems with gradient and/or proximal oracles by proposing such a safeguard and replacing "bad" L2O updates with operations from general-purpose methods.
We establish convergence using any choice among several practical safeguarding procedures. Since we seek a good trade-off between per iteration costs and ensuring convergence, it is essential to be clear about what constitutes a "practical" safeguard in the L2O setting. Three primary factors should be considered: (i) the safeguard must be implementable with known quantities related to all convex problems (e.g., objective values, norms of gradients, and/or the distance between successive iterates); (ii) the L2O and safeguarded L2O schemes should perform identically on "good" data with comparable per-iteration costs; (iii) the safeguard should kick in intermittently and only when "bad" L2O updates would otherwise occur.
The challenge is to create a simple safeguard that kicks in only when needed. Unlike classic optimization algorithms, exceptional L2O algorithms do not necessarily exhibit the behavior that each successive iterate is "better" than the current iterate. Loosely speaking, this means there are cases where an L2O scheme that gets "worse" for a couple iterates yields a better final output than an L2O scheme that is required to get "better" at each iterate. The intuition behind why this should be acceptable is that one may be solely interested in the final output of the L2O algorithm, not the intermediate steps. From this, we deduce the safeguard should exhibit a form of trailing behavior, i.e., it should provide a measure of progress of previous iterates and only require that, on average, updates are "good." If the safeguard follows too closely, then the safeguarded L2O scheme's flexibility and performance are limited. But, if it follows from too far, then the safeguarded L2O scheme may exhibit highly oscillatory behavior and converge too slowly. The appropriate amount for the safeguard to follow can be estimated by tuning L2O parameters for optimal performance on a training set without safeguarding and then using a validation set to test various safeguards with the L2O scheme.
In addition to L2O updates, our method uses a safeguard condition and the update formula from a conventional algorithm. When the safeguard condition holds, the L2O update is used; when it fails, the formula from the conventional algorithm is used. In the ideal case, L2O updates are often used and the conventional algorithm formula provides a "fallback" for exceptional cases. This fallback is designed together with the safeguard condition to ensure convergence. This also implies, even when an L2O algorithm has a fixed number of iterations with tunable parameters, the algorithm may be extended to an arbitrary number of iterations by applying the fallback to compute latter updates.
Review of L2O Methods. A seminal L2O work in the context of sparse coding was by Gregor & LeCun (2010) . Numerous follow-up papers also demonstrated empirical success at constructing rapid regressors approximating iterative sparse solvers, compression, ℓ 0 encoding, combining sparse coding with clustering models, nonnegative matrix factorization, compressive sensing MRI, and other applications (Sprechmann et al., 2015; Wang et al., 2016a; Hershey et al., 2014; Yang et al., 2016) . A summary of unfolded optimization procedures for sparse recovery is given by Ablin et al. (2019) in Table A .1. The majority of L2O works pertain to sparse coding and provide limited theoretical results. Some works have interpreted LISTA in various ways to provide proofs of different convergence properties (Giryes et al., 2018; Moreau & Bruna, 2017) . Others have investigated structures related to LISTA (Xin et al., 2016; Blumensath & Davies, 2009; Borgerding et al., 2017; Metzler et al., 2017) , providing results varying by assumptions. introduced necessary conditions for the LISTA weight structure to asymptotically achieve a linear convergence rate. This was followed by (Liu et al., 2019a) , which proved linear convergence of their ALISTA method for the LASSO problem and provided a result stating that, with high probability, the convergence rate of LISTA is at most linear. The mentioned results are useful, yet can require intricate assumptions and proofs specific to the sparse coding problems.
L2O works have also taken other approaches. For example, the paper by Li & Malik (2016) used reinforcement learning with an objective function f and a stochastic policy π * that encodes the updates, which takes existing optimization algorithms as special cases. Our work is related to theirs (cf. Method 2 below and Algorithm 1 in that paper), with the distinction that we include safeguarding and work in the fixed point setting. The idea of Andrychowicz et al. (2016) is to use long short term memory (LSTM) units in recurrent neural networks (RNNs). Additional learning approaches have been applied in the discrete setting (Dai et al., 2018; Li et al., 2018; Bengio et al., 2018) .
Our safeguarding scheme is related to existing KM works. Themelis & Patrinos (2019) present a KM method that safeguards in a more hierarchical manner than ours and solely refers to the current iterate residuals (plus a summable sequence). Zhang et al. (2018) use a similar safeguarding step for their Anderson accelerated KM method. However, their methods are not designed to work with L2O.
Our Contribution. Our primary contribution is a simple framework that enables the application of fast data-driven algorithms while maintaining convergence guarantees. This framework can be used with all L2O algorithms that solve convex problems for which proximal and/or gradient oracles are available. We incorporate several safeguarding procedures in a general setting, and we present a simple procedure for utilizing machine learning methods to incorporate knowledge from data sets. These results together form a single, general framework for use by practitioners.
Outline. Section 2 overviews our fixed point setting. Our safeguarded method and results are presented in Section 3. Section 4 describes how to represent and tune L2O algorithms using neural networks. This is followed by numerical examples and conclusions in Sections 5 and 6, respectively.
Fixed Point Methods
This section briefly overviews fixed-point methods, which are an abstraction of many optimization algorithms. Let ·, · and · be the Euclidean inner product and norm defined on R n , respectively. Denote the set of fixed points of each operator T : R n → R n by Fix(T ) := {x ∈ R n : T x = x}. For an operator T with a nonempty fixed point set (i.e., Fix(T ) = ∅), we consider the fixed point problem:
Convex minimization problems, both constrained and unconstrained, may be equivalently rewritten as the problem (1) for an appropriate operator T . Examples are provided in Section 4 below. We focus on the fixed point formulation to provide a general approach for creating sequences that converge to solutions of (1) and, thus, of the corresponding optimization problem.
The following definitions are used in the sequel. An operator
An operator T is averaged if there exist α ∈ (0, 1) and a nonexpansive operator Q : R n → R n such that T = (1 − α)Id + αQ, with Id the identity. The distance d C (x) between a point x ∈ R n and a set C ⊆ R n is given by
A classic theorem states that sequences generated by successively applying an averaged operator converge to a fixed point. This method comes from (Krasnosel'skii, 1955) and (Mann, 1953) , which yielded adoption of the name Krasnosel'skiȋ-Mann (KM) method. This result is stated below and can be found with various forms and proofs in many works (e.g., see (Byrne, 2008, Thm. 5.2) and (Reich, 1979, Thm. 2)).
Theorem 2.1. If an averaged operator T : R n → R n has a nonempty fixed point set and a sequence {x k } with arbitrary initial iterate x 1 ∈ R n satisfies the update relation
then there is a solution x ⋆ ∈ Fix(T ) to (1) such that the sequence {x k } converges to x ⋆ , i.e., x k → x ⋆ .
In the remainder of this work, we assume each operator T is averaged.
Method 1 Abstract L2O Method (without safeguard) 
Safeguarded L2O Method
This section presents our safeguarded L2O (Safe-L2O) method. Each L2O operator L L2O is defined with a parameter ζ. Existing L2O methods may be outlined in an abstract manner by Method 1. Ideally, similar L2O operators are expressed by tuning ζ. In Section 4, we discuss how to choose ζ to yield the "best" update for a particular distribution of data.
In addition to an L2O operator L L2O , our Safe-L2O method uses a fallback operator T and a scalar sequence {µ k }. Here T defines an averaged operator from the update formula of a conventional optimization algorithm. Each µ k defines a reference value to determine whether a tentative L2O update is "good." Each reference value µ k in our proposed safeguarding schemes is relatable to a combination of x i − T (x i ) among previous iterates i = 1, . . . , k. We illustrate L2O and fallback operators in two examples below.
Here L L2O is a gradient descent operator with tunable stepsize 2ζ/L. It can be shown that L L2O (· ; α) is averaged for α ∈ (0, 1). Using the gradient descent as the conventional algorithm then implies the fallback operator T can be set to
Although using ζ ≫ 1 may not be theoretically justifiable for L2O updates, this can be useful in accelerating the convergence of a method in some instances (e.g., see (Giselsson et al., 2016) ). △
A fallback operator T can perform gradient descent, i.e.,
with α ∈ (0, 2/ A t A 2 ). Using various ζ may be more effective for minimizing f (e.g., related to the pseudo inverse of A) than applying T . △
else 12: 
GS(θ)
Decrease µ k by geometric factor θ whenever sufficient residual descent occurs.
Recent Term
otherwise. Take µ k to be most recent residual for which sufficient residual descent occurs.
Arithmetic Average
Use m k to count how many times sufficient residual descent occurs and µ k is the average of the residuals among those times.
Average µ k with the latest residual whenever sufficient residual descent occurs.
Take µ k to be max of the most recent residuals for which sufficient residual descent occurs.
Our proposed Safe-L2O approach is Method 2. First an L2O operator is chosen in Line 1. For each iteration k, the parameter ζ k is used to define the L2O update L L2O (· ; ζ k ). These parameters are chosen in Line 2 (e.g., following standard training methods for machine learning models as outlined by Procedure 3). A fallback operator is chosen in Line 3 (e.g., using Table 2 ). The scheme for each safeguard parameter µ k is chosen in Line 4 (e.g., using Table 1 ). Next the initial iterate x 1 and a weighting term α are chosen in Line 5. The safeguard sequence initial iterate is then initialized using the initial iterate x 1 and the fallback operator T in Line 6. From Line 7 to Line 14, a repeated loop occurs to compute each update x k+1 . In Line 8 the L2O operator is applied to the current iterate x k get a tentative update y k . This y k is then determined to be "good" if the the inequality in Line 9 holds. In such a case, the L2O update is assigned to x k+1 in Line 10. Otherwise, the fallback operator T is used to obtain the update x k+1 in Line 12. Lastly, the safeguard parameter is updated in Line 14.
Below are several standard assumptions used to prove our convergence result in Theorem 3.1.
Assumption 1. The underlying optimization problem has a solution and is equipped with an operator T satisfying:
Remark 3.1. Assumption 1 Part 3 does not always hold, but it does for a minor perturbation. Suppose f is a smooth function with ∇f bounded along a sequence {x k } for which
Since this works for small ε, in practice it may be reasonable to assume Part 3 holds for Safe-L2O.
The next assumption ensures the used L2O updates approach the solution set. This is accomplished computing the fixed point residual with the fallback operator. Assumption 2. If the inequality y k − T (y k ) ≤ αµ k holds infinitely many times, then {µ k } converges to zero. ⋄
We clarify that we are not assuming the inequality holds infinitely many times. We are merely specifying how {µ k } should behave. In fact, the inequality holds only when an L2O update is good, and so it may hold just a few times.
Our proposed methods for choosing the sequence {µ k } that we will show satisfying Assumption 2 are in Table 1 . These methods are adaptive in the sense that each update to µ k depends upon the iterate x k and (possibly) previous iterates. Each safeguard parameter µ k also remains constant in k except for when the residual norm x k+1 −T (x k+1 ) decreases to less than a geometric factor of µ k . This allows each µ k to trail the value of the residual norm x k − T (x k ) and allows the residual norm to increase in k from time to time. As noted in the introduction, this trailing behavior provides flexibility to the L2O updates. Our main result is below and it is followed by a corollary justifying use of the schemes in Table 1 (both proven in the Appendix).
Theorem 3.1. If {x k } is a sequence generated by the Safe-L2O method and Assumptions 1 and 2 hold, then
that is, the sequence approaches the solution set. And, if {x k } contains a single cluster point, then {x k } converges to a point x ⋆ ∈ Fix(T ) that is a solution to (1).
Corollary 3.1. If {x k } is a sequence generated by the Safe-L2O method and Assumption 1 holds and {µ k } is generated using a scheme outlined in Table 1 , then Assumption 2 holds and, by Theorem 3.1, the limit (31) holds.
Remark 3.2. The above results hold even in the Hilbert space setting (with weak convergence if the space has an infinite dimension) and when Assumption 1 Part 3 is weakened to instead assume lim inf x →∞ x − T (x) > 0. 
Training and Averaged Operator Selection
Safe-L2O may be executed via inferences of a feed forward neural network. The input into the network is the data d, often in vector form. Each layer is designed so that its input is x k , to which it applies either an L2O or fallback update (following the Safe-L2O method), and outputs x k+1 to the next layer. We encode all the network parameters with Θ := {ζ k }. The set over which Θ is minimized, may be chosen with great flexibility. If each parameter ζ k may be chosen independently, the network weights vary by layer. This is used in our numerical examples below. If instead each ζ k is identical, i.e., the parameters across all layers are fixed, then we obtain a recurrent neural network (RNN). For each application of the algorithm, the fallback operator changes, depending upon the data d. To make explicit this dependence, we henceforth add a subscript to write T d .
The "optimal" choice of parameters Θ depends upon the application. Suppose each d is drawn from a common distribution D. Then a choice of "optimal" parameters Θ ⋆ may be identified as those for which the expected value of φ d (x K ) is minimized among d ∼ D, where φ d : R n → R is an appropriate cost function (e.g., as in Table 3 ). This is expressed Table 2 . Averaged operators for well-known algorithms. We assume α > 0 and, when α is multiplied by a gradient, we also assume α < 2/L, with L the Lipschitz constant for the gradient. The dual of a function is denoted by a superscript * and Ω := {(x, z) : Ax + Bz = b}.
Operators J and R are defined in equations (12) and (13), respectively. The block matrix M is M = [α −1 Id, A T ; −A, β −1 Id]. In each case, L is the Lagrangian associated with the presented problem.
where we emphasize the dependence of x K on Θ and d by writing x K = x K (Θ, d) . We approximately solve the problem (11) by sampling data {d n } N n=1 from D and minimizing an empirical loss function. A summary for training is outlined in Procedure 3. Note different learning problems than (11) may be used (e.g., the min-max problem used by adversarial networks (Goodfellow et al., 2014) ).
We provide the following note about proximals and resolvents for reference when identifying T d from conventional algorithms. Consider a convex function f : R n → R with subgradient ∂f . For α > 0, the resolvent of α∂f is
and the reflected resolvent of ∂f is
If f is closed, convex, and proper, then the resolvent is precisely the proximal operator, i.e.,
Proximal operators for several well-known functions can be expressed by explicit formulas (e.g., see page 177 in (Beck, 2017) ). It can be shown that R α∂f is nonexpansive and J α∂f is averaged (e.g., see Prop. 4.4, Thm. 20.25, Example 23.3, and Prop. 23 .8 in (Bauschke & Combettes, 2017) ). Table 2 provides several examples of the use of these operators in well-known optimization algorithms. We then use LISTA on a LASSO problem for image processing, differentiable linearized ADMM (Xie et al., 2019 ) on a sparse coding problem, and a simple L2O method for nonnegative least squares (NNLS).
In each example, f ⋆ d denotes the optimal value of f d (x) among all possible x. Performance is measured using a modified relative objective error:
where the expectations are estimated numerically (see Appendix for details). We use (15) rather than the expectation of relative error to avoid high sensitivity to outliers.
Our numerical results are presented in several plots. When each iterate x k is computed using data d drawn from the same distribution D s that was used to train the L2O algorithm, we say the performance is on the "seen" distribution D s . These plots form the primary illustrations of the speedup of L2O algorithms. When each d is drawn from a distribution D u that is different than D s , we refer to D u as the unseen distribution. These plots show the ability of the safeguard to ensure convergence. A dotted plot with square markers is also added to show the frequency of safeguard activations among test samples. We extend the Safe-L2O methods beyond their training iterations by applying the fallback operator T ; we demarcate where this extension begins by changing the Safe-L2O plots from solid to dashed lines.
ALISTA for LASSO
Here we consider the LASSO problem for sparse coding. Let x ⋆ ∈ R 500 be a sparse vector and A ∈ R 250×500 be a dictionary. We assume access is given to noisy linear measurements d ∈ R 250 , where ε ∈ R 250 is additive Gaussian white noise and d = Ax ⋆ + ε. Even for underdetermined systems, when x ⋆ is sufficiently sparse and τ ∈ (0, ∞) is an appropriately chosen regularization parameter, x ⋆ can often be recovered reasonably by solving the LASSO problem
where · 2 and · 1 are the ℓ 2 and ℓ 1 norms, respectively. A classic method for solving (16) is the iterative shrinkage thresholding algorithm (ISTA) (e.g., see (Daubechies et al., 2004) ). 2 Liu et al. (2019a) present the L2O scheme ALISTA that we implement here. This L2O operator L L2O is parameterized by ζ = (θ, γ) ∈ R 2 . Further implementation details for the LASSO problem may be found in the Appendix.
Linearized ADMM
Let A ∈ R 250×500 and d ∈ R 250 be as in Subsection 5.1. Here we apply the L2O scheme differentiable linearized ADMM (D-LADMM) of Xie et al. (2019) to the closely related sparse coding problem
The L2O operator L L2O and fallback linearized ADMM (Li-ADMM) operator T are provided in the Appendix along with implementation details. Plots are provided in Figure 3 .
LISTA for Natural Image Denoising
To evaluate our safeguarding mechanism in a more realistic setting, we apply safeguarded LISTA to a natural image denoising problem. In this subsection, we learn a LISTA-CP model to perform natural image denoising. During training, L2O LISTA-CP model is trained to recover clean images from their Gaussian noisy counterparts by solving (16). In (16), d is the noisy input to the model, and the clean image is recovered withd = Ax ⋆ , where x ⋆ is the optimal solution. The dictionary A ∈ R 256×512 is learned on the BSD500 dataset (Martin et al., 2001) by solving a dictionary learning problem (Xu & Yin, 2014) . During testing, however, the learned L2O LISTA-CP is applied to unseen pepper-and-salt noisy images. Comparison plots are provided in Figure 2 and visualized results are shown in Appendix along with implementation details. 
Projected Gradient for Nonnegative Least Squares
Let A ∈ R 500×250 and d ∈ R 500 . Here we consider an overdetermined NNLS problem
Generalizing the projected-gradient method, we use
where ζ ∈ R 250×500 . The fallback method is projected gradient, i.e., T (
Here Θ = (ζ k ) K k=1 consists of mnK trainable parameters. A summary plot is given in Figure 4 . Since this problem is unregularized, the L2O method learned very efficient updates, given A. This resulted in comparable performance on unseen data and the safeguard was never activated. Further implementation details may be found in the Appendix.
Conclusions
Numerous insights may be drawn from our examples. The first observation is that, roughly speaking, ALISTA, LISTA, and the L2O method for NNLS all reduced computational costs by multiple orders of magnitude when applied to data from the same distribution as the training data. This is expected, given the results of previous works. More importantly, plots (b) in Figures 1 to 3 demonstrate that the safeguard steers updates to convergence when they would otherwise diverge or converge slower than the conventional algorithm. Those plots show the convergence of Safe-L2O on data distinct from training and the divergence of the nonsafeguarded L2O schemes.
This work proposes a framework for ensuring convergence of L2O algorithms. Sequences generated by our Safe-L2O method provably approach the solution set. When there is a unique cluster point, this yields convergence to a solution. Our Safe-L2O algorithm is also easy to implement using neural networks. Our numerical experiments demonstrate rapid convergence by Safe-L2O methods and effective safeguarding when the L2O schemes appear to otherwise diverge. Future work will provide a better data-driven fallback method and investigate stochastic extensions.
A. Appendix
The Appendix contains a subsection with supplemental materials for the numerical examples along with a subsection with proofs of the theoretical results.
A.1. Numerical Example Supplement Materials
We begin with a general note on training and then consider individual experiments. The training procedure for each experiment was conducted layerwise. By this, we mean that first the network weights were tuned using one layer. Then the network was trained with two layers, using the learned weights from the first layer as an initialization/warm start for that layer's parameters. This was then repeated until the final number K of layers was reached. This approach is built upon the intuition that, because the network layers model an optimization algorithm that progressively improves, each successive layer's weights likely depend upon the previous layers weights.
Supplement to Subsection 5.1. In similar manner to and (Liu et al., 2019a) , we use the following setup. We take m = 250, n = 500, and τ = 0.001. Each entry of the dictionary A is sampled i.i.d from the standard Gaussian distribution, i.e., a ij ∼ N (0, 1/m). Having these entries, we then normalize each column of A, with respect to the Euclidean norm. Each d in the distribution D s of data used to train the neural network is constructed using d = Ax ⋆ + ε with noise ε ∼ 0.1 · N (0, 1/m) and each entry of x ⋆ as the composition of Bernoulli and Gaussian distributions, i.e., x ⋆ j ∼ Ber(0.1) • N (0, 1) for all j ∈ [n]. Each d in the unseen distribution D u is computed using the same distribution of noise ε as before and using x ⋆ j ∼ Ber(0.2)•N (0, 2). Our data set consists of 10,000 training samples and 1,000 test samples. Given x 1 ∈ R n , the ISTA method iteratively computes
where L = A t A 2 and η θ is the soft-thresholding function defined by component-wise operations:
We applied Safe-L2O to the LASSO problem above by using T defined in (20) and the L L2O update operation from ALISTA (Liu et al., 2019a) . The L2O operator L L2O is parameterized by ζ = (θ, γ) for positive scalars θ and γ and defined by
where W ∈ arg min
and · F is the Frobenius norm and the Matlab notation M :,ℓ is used to denote the ℓth column of the matrix M . The parameter Θ(θ k , γ k ) K k=1 consists of 2K scalars. Supplement to Subsection 5.2. LADMM is used to solve problems of the form
for which LADMM generates sequences {x k }, {z k } and {u k } defined by the updates
with given scalars α, β, γ ∈ (0, ∞). The problem (17) may be written in the form of (24) by taking f = τ · 1 , g = · 1 , and B = −Id. In this case, the proximal operators in (25) reduce to soft-thresholding operators. Although not given in Table 2 , at each iteration of LADMM there is an associated iterate ν k for which the update ν k+1 is generated by applying an averaged operator T to the current iterate ν k . As shown in Lemma 1 of Subsection A.2, for our setup, assuming γ = 1/α and αβ A T A 2 < 1, the norm of the associated fixed point residual at the iterate ν k is given by
with P defined below in (73). For notational clarity, the term x k in the SKM and LSKM schemes is replaced in this subsection by the tuple (x k , z k , u k ). This is of practical importance too since it is the sequence {x k } that converges to a solution of (17).
We now modify the iteration (25) for the problem (17) to create the D-LADMM L2O scheme. We generalize softthresholding to vectorized soft-thresholding for β ∈ R n by η β (x) = (η β1 (x 1 ), η β2 (x 2 ), . . . , η βn (x n )).
We assume η β represents the scalar soft-thresholding in (21) when β ∈ R and the vector generalization (27) when β ∈ R n . Combining ideas from ALISTA (Liu et al., 2019a ) and D-LADMM (Liu et al., 2019b) ,
and W 2 ∈ R m×m , set
with element-wise products denoted by •. For the parameter
Fixing the number of iterations K, the learnable parameters from (28) used in the LSKM Algorithm may be encoded by
, consisting of (2n + 3m + mn + m 2 )K scalars. To stabilize the training process, we share the W 1 across all layers in practice. We also fix W 2 = −Id and only learn the step sizes ξ k before it. Moreover, different from other experiments, we add an additional end-to-end training stage after we finish the normal layerwise training described at the beginning of the Appendix, which is found helpful to improve the recovery performance at the final output layer.
For data generation, we use the same settings for the dictioanry A and sparse vectors x * as in the experiments of Subsection 5.1. But we make a small modification to to generation of noise ε due to the ℓ 1 -ℓ 1 objective, where we sample ε from the same (seen and unseen) distribution as x * , i.e. the noises are also sparse. We choose τ = 1.0. 3 Supplement to Subsection 5.3. We choose LISTA with coupled weight (i.e. LISTA-CP) in for natural image denoising. This is done for two reasons: 1) LISTA-CP has a larger capacity to work well in complex realworld settings; 2) the dictionary A learned from natural images is much more ill-conditioned than the Gaussian matrix in Subsection 5.1. The dictionary A ∈ R 256×512 is learned by solving a dictionary learning problem (Xu & Yin, 2014) on 16 × 16 image patches extracted from BSD500 dataset (Martin et al., 2001) 
The training set that we use includes 50,000 images patches of size 16 × 16 randomly extracted from 200 images in the BSD500 training set, 250 patches each. White Gaussian noises with standard deviation σ = 30 (pixel values range from 0 to 255) are added to the patches. For testing, we use the "Peppers" image as the ground truth, which is 1,024 nonoverlapping patches. The noisy testing patches in the seen distribution is generated in the same way as the training set. The testing patches in the unseen distribution is polluted by pepper-and-salt noises with density r = 70%.
3 The code for LADMM experiment is based on public repo of (Xie et al., 2019) , found at GitHub. 4 We use the dictionary provided in the source code of (Xie et al., 2019) , found at GitHub. The update operation from LISTA-CP is similar to (22) but has one more matrix weight to learn in each layer:
where ζ = {θ,W } paramterizes the update operator with non-negative scalar θ and a matrix weight W ∈ R 256×512 . The tunable parameters Θ = (θ k ,Ŵ k ) K k=1 include K scalars and K matrices. We take K = 20, i.e. we train a 20-layer L2O LISTA-CP model. To train the L2O LISTA-CP model, we use (16) as loss function with A mentioned above and τ = 0.01.
Supplement to Subsection 5.4. We take m = 500, n = 250, a ij ∼ N (0, 1). We use noise ε ∼ N (0, 1/m). Each d ∼ D s used for training the neural network is sampled using d = Ax ⋆ + ε with x ∼ max(N (0, 1), 0). For unseen data d ∼ D u we sample x ⋆ ∼ max(N (5, 5), 0). We sample 10,000 training samples from D s to train the neural network and 1,000 samples from D s and D u , respectively, for testing.
A.2. Proofs
This section contains a proof to the main theorem, subsequent corollary, and also a corollary regarding the safeguarding condition used for Linearized ADMM. We restate Theorem 3.1 in the Hilbert space setting. Then a proof is provided for it. We note again that this can be easily extended to the general Hilbert space setting (with weak convergence) and that Assumption 1 Part 3 can be weakened to assume that the limit infiumum of x − T (x) is positive as x → ∞.
Proof. The proof is broken into two cases as follows.
Case 1: If the inequality in Line 9 holds finitely many times, then there exists an index beyond which the conventional method on Line 12 is always used to update x k . In this case, for large k the Safe-L2O method takes the form of the classic KM Method, which is known to converge (e.g., see (Cegielski, 2012, Theorem 3.7 .1), (Groetsch, 1972, Corollary 3) , and (Bauschke & Combettes, 2017, Theorem 5.15) ).
Case 2: Consider the case where the inequality in Line 9 holds infinitely many times. We proceed by first showing the sequence {x k } is bounded (Step 1). This is used to prove {x k } has a cluster point in Fix(T ) (
Step 2). Results from these steps are then applied to obtain the desired limit (31) (
Step 3).
Step 1: By Assumption 1 Part 3, there exists R ∈ (0, ∞) sufficiently large to ensure
Equivalently, we may write
By Assumption 2, there also exists N 1 ∈ N such that
Fix any z ∈ Fix(T ). We claim
The result (35) holds trivially for all k ∈ [N 1 ]. Proceeding by induction, suppose (35) holds for some k ≥ N 1 . If the inequality in Line 9 holds, then (33), (34) and the update formula in Line 10 together imply x k+1 ≤ R. Since z − T (z) = 0, (33) also implies z ≤ R. Thus,
If instead the update in Line 12 is applied, the averagedness of T implies there is τ ∈ (0, 1) such that (Cegielski, 2012) ), and so
{2R, x ℓ − z }. (40) Equations (38) and (40) together close the induction, from which (35) follows. Whence, for all k ∈ N,
which verifies the sequence {x k } is bounded.
Step 2: Because the inequality in Line 9 holds infinitely many times, there exists a subsequence {x q k } ⊆ {x k } satisfying
from which the squeeze theorem asserts x q k − T (x q k ) → 0. Since {x k } is bounded, so also is {x q k }. Thus, there exists a subsequence {x ℓ k } ⊆ {x q k } converging to a limit p ∈ R n . Then applying the fact Id − T is 2-Lipschitz and · is continuous yields
which implies p ∈ Fix(T ). That is, {x k } contains a cluster point p ∈ Fix(T ).
Step 3: Let ε ∈ (0, 1) be given. Following (Bauschke et al., 2014, Def. 2), define the ε-enlargement
Note Fix(T ) [ε] is a nonempty closed and bounded subset of R n . This implies there existsR ≥ R such that
where B(0,R) is the closed ball of radiusR centered at the origin.
Set
Because R n is finite dimensional and Ω is closed and bounded, Ω is compact. Thus, every continuous function obtains its infimum over Ω. In particular, we may set
Note ζ > 0 since Ω ∩ Fix(T ) = ∅. Consequently, letting ζ := min{1, ζ/2} yields
where the first implication holds because x ∈ B(0,R) by (33) and x / ∈ Ω by (49). By Assumption 2, there exists N 2 ∈ N such that µ k ≤ζ, for all k ≥ N 2 .
By the result of Step 2, there exists N 3 ≥ N 2 such that
We claim
which, by the arbitrariness of ε, implies (31) holds. Indeed, inductively suppose (53) holds for some k ≥ N 3 . If the inequality in Line 9 holds, then (51) implies
and, by (50),
If instead the inequality in Line 9 does not hold, letting P : R n → R n be the projection operator onto Fix(T ) reveals
where the first inequality holds since the projection operator is defined as the point in Fix(T ) with minimum distance to x k+1 and the second inequality follows from (39), taking T = P and z = P (x k ). Note the left hand side of (56) equals the distance from x k+1 to Fix(T ). Therefore, (55) and (56) close the induction in each case, and (31) holds.
The limit (31) can be used in a similar manner to the work in
Step 2 above to prove each cluster point of {x k } is in Fix(T ). Thus, if {x k } admits a unique cluster point, then the entire sequence converges to a point x ⋆ ∈ Fix(T ).
We restate Corollary 3.1 below and then provide a proof.
Proof. The proof is parsed into four parts, one for each particular choice of the sequence {µ k } in Table 1 , where we note "Recent Term" is a special case of "Recent Max" obtained by taking m = 1. Each proof part is completely independent of the others and is separated by italic text. However, to avoid excessive writing, in each section let Γ ⊆ N be the set of all indices for which the inequality in the conditional definitions of {µ k } hold, the sequence {t k } be an ascending enumeration of Γ, and m k be the number of times the inequality in the conditional definition of {µ k } has been satisfied by iteration k.
Geometric Seqeunce. Define the sequence {µ k } using, for each k ∈ N, the Geometric Sequence update formula in Table  1 . This implies µ k = α m k µ 1 .
Since Γ is infinite, lim k→∞ m k = ∞, and it follows that lim k→∞ µ k = lim k→∞ (1 − δ) m k µ 1 = 0 · µ 1 = 0,
i.e., Assumption 2 holds.
Arithmetic Average. Define the sequence {µ k } using the AA update formula in Table 1 . Then observe that, at each index
Since µ k+1 = µ k whenever k / ∈ Γ, (59) shows {µ k } is monotonically decreasing. Consequently, using induction reveals
where we note m t ℓ = ℓ in the sum since m ℓ increments once each time a modification occurs in the sequence {µ k }. By way of contradiction, suppose there exists τ ∈ (0, ∞) such that lim inf k→∞ µ k ≥ τ > 0.
With the monotonicity of {µ k }, (60) implies k ℓ=1
(1 − α)τ ℓ + 1 ≤ k ℓ=1
(1 − α)µ t ℓ ℓ + 1 ≤ µ 1 , for all k ∈ N.
(62) However, the sum on the left hand side becomes a divergent harmonic series as k → ∞, contradicting the finite upper bound on the right hand side. This contradiction proves assumption (61) is false, from which it follows that lim inf k→∞ µ k = 0.
By the monotone convergence theorem and nonnegativity of each µ k , we deduce µ k → 0, i.e., Assumption 2 holds.
Exponential Moving Average. Given θ ∈ (0, 1), define the sequence {µ k } using the EMA(θ) formula in Table 1 . For each k when µ t k changes value, observe
This implies the sequence {µ k } is nonincreasing and, when a decrease does occur, it is by a geometric factor of the current iterate. Through induction, it follows that
Since Γ is infinite, lim k→∞ m k = ∞. This, combined with the fact θ(1 − α) ∈ (0, 1), implies 0 ≤ lim k→∞ µ k ≤ lim k→∞ [θ(1 − α)] m k µ 1 = 0 · µ 1 = 0, (66) from which Assumption 2 holds by the squeeze theorem.
Recent Max. Let m ∈ N. Set Ξ k to be the set of the most recent m indices in Γ, counting backwards from k, where {µ k } is defined by the update formula in Table 1 . When there are less than m indices in Γ ∩ {1, 2, . . . , k}, we let Ξ k be all of the indices in the intersection. The sequence {µ k } is monotonically decreasing since, for each k in Γ, the new term x k − T (x k ) is introduced so that x k − T (x k ) ∈ Ξ k+1 , and this new term is no larger than the largest term in Ξ k . All that remains is to show this sequence converges to zero. By way of contradiction, suppose there exists τ ∈ (0, ∞) such that lim inf k→∞ µ k = τ > 0.
which implies α(τ + ε) < τ.
By (67) and the fact Γ is infinite, there existsÑ ∈ N with N > m such that
Then note each new element to Ξ k is no larger than αµ tÑ . And, for any k after m such replacements occur,
a contradiction to (67). This contradiction shows our assumption (67) must be false, and so lim inf k→∞ µ k = 0.
In similar fashion, we deduce
Upon reordering the updates in (91), (92) and (93) to obtain the appropriate dependencies, we obtain (25), as desired.
