Abstract. We consider the termination problem of programs manipulating treelike dynamic data structures. Our approach is based on a counter-example guided abstraction refinement loop. We use abstract regular tree model-checking to infer invariants of the program. Then, we translate the program to a counter automaton (CA) which simulates it. If the CA can be shown to terminate using existing techniques, the program terminates. If not, we analyse the possible counterexample given by a CA termination checker and either conclude that the program does not terminate, or else refine the abstraction and repeat. We show that the spuriousness problem for lasso-shaped counterexamples is decidable in some non-trivial cases. We applied the method successfully on several interesting case studies.
Introduction
Verification of programs with dynamic linked data structures is a difficult task, among other reasons, due to the use of unbounded memory, and the intricate nature of pointer manipulations. Most of the approaches existing in this area concentrate on checking safety properties such as, e.g., absence of null pointer dereferences, preservation of shape invariants, etc. In this paper, we go further and tackle the universal termination problem of programs manipulating tree data structures. Namely, we are interested in proving that such a program terminates for any input tree out of a given set described as an infinite regular tree language over a finite alphabet.
We handle sequential, non-recursive programs working on trees with parent pointers and data values from a finite domain. The basic statements we consider are data assignments, non-destructive pointer assignments, and tree rotations. This is sufficient for verifying termination of many practical programs over tree-shaped data structures (e.g., AVL trees or red-black trees) used, in general, for storage and a fast retrieval of data. Moreover, many programs working on singly-and doubly-linked lists fit into our framework as well. We do not consider dynamic allocation in this version of the paper, but insertion/removal of leaf nodes, common in many practical tree manipulating programs, can be easily added, if not used in a loop.
We build on Abstract Regular Tree Model Checking (ARTMC) [5] , a generic framework for symbolic verification of infinite-state systems, based on representing regular sets of configurations by finite tree automata, and program statements as operations on tree automata. We represent a given program as a control flow graph whose nodes are annotated with (overapproximations of) sets of reachable configurations computed using ARTMC. From the annotated control flow graph, we build a counter automaton (CA) that simulates the program. The counters of the CA keep track of different measures within the working tree: the distances from the root to nodes pointed to by certain variables, the sizes of the subtrees below such nodes, and the numbers of nodes with a certain data value. Termination of the CA is analysed by existing tools, e.g., [8, 12, 23] .
Our analysis uses a Counter-example Guided Abstraction Refinement (CEGAR) loop [10] . If the tool we use to prove termination of the CA succeeds, this implies that the program terminates on any input from the given set. Otherwise, the CA checker tool outputs a lasso-shaped counterexample. For the class of CA generated by our translation scheme, we prove that it is decidable whether there exists a non-terminating run of the CA over the given lasso 4 . However, even if we are given a real lasso in the generated CA, due to the abstraction involved in its construction, we still do not know whether this implies also non-termination of the program. We then map the lasso over the generated CA back into a lasso in the control of the program, and distinguish two cases. If (1) the program lasso does not contain tree rotations, termination of all computations along this path is decidable. Otherwise, (2) if the lasso contains tree rotations, we can decide termination under the additional assumption that there exists a CA (not necessarily known to us) that witnesses termination of the program (i.e., intuitively, in the case when the tree measures we use are strong enough to show termination). In both cases, if the program lasso is found to be spurious, we refine the abstraction and generate a new CA from which an entire family of counterexamples (including this particular one) is excluded.
The analysis loop is not guaranteed to terminate even if the given program terminates due to the fact that our problem is not recursively enumerable. However, experience with our implementation of a prototype tool shows that the method is successfully applicable to proving termination of various real-life programs.
All proofs and more details can be found in the full version [18] of the paper.
Contributions of the Paper: (1) We have developed a systematic translation of programs working on trees into counter automata; the translation is based on an adequate choice of measures that map parts of the memory structures into positive integers.
(2) We provide a new CEGAR loop for refining the translation of programs into counter automata on demand. (3) We present new decidability results for the spuriousness problem of lasso-shaped counterexamples for both counter automata and programs with trees. (4) We have implemented our techniques on top of the existing framework of Abstract Regular Tree Model Checking; our tool can handle examples of tree manipulating programs that, to the best of our knowledge, are not handled by any existing tool.
Related Work. The area of research on automated verification of programs manipulating dynamic linked data structures is recently quite live. Various approaches to verification of such programs differing in their principles, degree of automation, generality, and scalability have been proposed. They are based on, e.g., monadic second order logic [21] , 3-valued predicate logic with transitive closure [24] , separation logic [22, 17] , or finite automata [16, 6] .
With few exceptions, all existing verification methods for programs with recursive data structures tackle verification of safety properties. In [1, 25] , specialised ranking functions over the number of nodes reachable from pointer variables are used to verify termination of programs manipulating linked lists. Termination of programs manipulating lists has further been considered in [17, 4] using constraints on the lengths of the list segments not having internal nodes pointed from outside. To the best of our knowledge, automated checking of termination of programs manipulating trees has so-far been considered in [20] only, where the Deutsch-Schorr-Waite tree traversal algorithm was proved to terminate using a manually created progress monitor, encoded in firstorder logic.
In the past several years, a number of industrial-scale software model checkers such as SLAM [2] , BLAST [19] , or MAGIC [9] were built using the CEGAR approach [10] . However, these tools consider verification of safety properties only. On what concerns termination, CEGAR was applied in [12, 13] , and implemented in the TERMINATOR [14] and ARMC [23] tools. Both of these tools are designed to prove termination of integer programs without recursive data structures.
Concerning termination of programs with recursive data structures, the available termination checkers for integer programs can be used provided that there is a suitable abstraction of such programs into programs over integers, i.e., counter automata. Such abstraction can be obtained by recording some numerical characteristics of the heap in the counters, while keeping the qualitative properties of the heap in the control of the CA. Indeed, this is the approach taken in [4] for checking termination of programs over singly-linked lists. The abstraction used in [4] is based on compacting each list segment into a single abstract node and recording its length in the counters of the generated CA. The number of abstract heap graphs that one obtains this way is finite (modulo the absence of garbage)-therefore they can be encoded in the control of the CA. The translation produces a CA that is bisimilar to the original program, and therefore any (positive or negative) result obtained by analysing the CA holds for the program.
However, in the case of programs over trees, one cannot use the idea of [4] to obtain a bisimilar CA since the number of branching nodes in a tree is unbounded. Therefore, the translation to CA that we propose here loses some information about the behaviour of the program, i.e., the semantics of the CA overapproximates the semantics of the original program. Then, if a spurious non-termination counterexample is detected over the generated CA, the translation is to be refined. This refinement is done by a specialised CEGAR loop that considers also structural information about the heaps. To the best of our knowledge, no such CEGAR loop was proposed before in the literature.
As said already above, the approach of [17] is similar to [4] in that it tracks the length of the list segments. However, it does not generate a CA simulating the original program. Instead, it first obtains invariants of the program (using separation logic) and then computes the so-called variance relations that say how the invariants change within each loop when the loop is fired once more. When the computed variance relations are well-founded, termination of the program is guaranteed. Unlike the approach of [4] (bisimulation preserving) and the approach we present here (based on CEGAR), the analysis of [17] fails if the initial abstraction is not precise enough.
The approach of [17] was recently generalised in [3] to a general framework that one can use to extend existing invariance analyses to variance analyses that can in turn be used for checking termination. Up to now, this framework has not been instantiated for programs with trees (by providing the appropriate measures and their abstract semantics). Moreover, it is not clear how the variance analysis framework fits with the CEGAR approach.
Preliminaries
Programs with Trees. We consider sequential, non-recursive C-like programs working over tree-shaped data structures with a finite set of pointer variables PVar. Each node in a tree contains a data value from a finite set Data and three next pointers, denoted left, right, and up. 5 For x, y ∈ PVar and d ∈ Data, we allow the following statements:
(1) assignments x = null, x = y, x = y.{left|right|up}, x.data = d, (2) conditional statements and loops based on the tests x == null, x == y, x.data == d, and (3) the standard left and right tree rotations [15] (cf. Figure 1) . This syntax covers a large set of practical tree-manipulating procedures. For technical reasons, we require w.l.o.g. that no statements take the control back to the initial line.
Memory configurations of the considered programs can be represented as trees with nodes labelled by elements of the set C = Data × 2
PVar ∪ {2}-a node is either null and represented by 2 or it contains a data value and a set of pointer variables pointing to it. Each pointer variable can point to at most one tree node (if it is null, it does not appear in the tree). Let T (C ) be the set of all such trees and Lab the set of all program lines. A configuration of a program is a pair l,t ∈ Lab × T (C ). For space reasons, the semantics of the program statements considered is given in [18] .
Some program statements may influence the counters of the CA that we build to simulate programs in several different ways. For instance, after x = x.left, the distance of x from the root may increase by one, but it may also become undefined (which we represent by the special value −1) if x.left is null. Similarly, a single rotation statement may change the distance of a node pointed by some variable from the root in several different ways according to where the node is located in a particular input tree. For technical reasons related to our abstraction refinement scheme, we need a one-toone mapping between actions of a program and the counter manipulations simulating them. In order to ensure the existence of such a mapping, we decompose each program statement into several instructions. The semantics of a statement is the union of the semantics of its composing instructions, and exactly one instruction is always executable in each program configuration.
In particular, the assignments x = null and x = y are instructions. Conditional statements of the form x == null and x == y are decomposed into two instructions each, corresponding to their true and false branches. A conditional statement x.data == d is decomposed into three instructions, corresponding to its true and false branches, and an error branch for the case x == null. Each statement x = y.left is decomposed into instructions goLeftNull(x, y) for the case when y.left == null, goLeftNonNull(x, y) for the case y.left! = null, and goLeftErr(x, y) for the case of a null pointer dereference. The statements x = y.right and x = y.up are treated in a similar way. The statements
A special instruction changeDataErr(x) for the null pointer dereference is also introduced. Given a program P, we denote by Instr the set of instructions that appear in P and by l,t i − → P l ′ ,t ′ the fact that P has a transition from l,t to l ′ ,t ′ caused by firing an instruction i ∈ Instr. By i(t) we denote the effect of i on a tree t ∈ T (C ). We denote by − → P the union S i∈Instr i − → P , and by * − → P the reflexive and transitive closure of − → P .
For i ∈ Instr and I ⊆ T (C ), let post(i, I) = {i(t) | t ∈ I}. We also generalise post to sequences of instructions.
Counter Automata. For an arithmetic formula ϕ, let FV (ϕ) denote the set of free variables of ϕ. For a set of variables X, let Φ(X) denote the set of arithmetic formulae with free variables from X ∪ X ′ where X ′ = {x ′ | x ∈ X}. If ν : X → Z is an assignment of FV (ϕ) ⊆ X, we denote by ν |= ϕ the fact that ν is a satisfying assignment of ϕ.
A counter automaton (CA) is a tuple A = X, Q, q 0 , ϕ 0 , → where X is the set of counters, Q is a finite set of control locations, q 0 ∈ Q is a designated initial location, ϕ 0 is an arithmetic formula such that FV (ϕ 0 ) ⊆ X, describing the initial assignments of the counters, and →∈ Q × Φ(X) × Q is the set of transition rules.
A configuration of a CA is a pair q, ν ∈ Q × (X → Z). The set of all configurations is denoted by C. The transition relation
and σ(x ′ ) = ν ′ (x), we have that σ |= ϕ and ν(x) = ν ′ (x) for all variables x with x ′ ∈ FV (ϕ). We denote by − → A the union 
The Termination Analysis Loop
Our termination analysis procedure based on abstraction refinement is depicted in Fig. 2 . We start with the control flow graph (CFG) of the given program and use ARTMC to generate invariants for its control points. Then, the CFG annotated with the invariants (an abstract CFG, see Section 4) is converted into a CA 6 , which is checked for termination using an existing tool (e.g., [23] ). If the CA is proved to terminate, termination of the program is proved too. Otherwise, the termination analyser outputs a lasso-shaped counterexample. We check whether this counterexample is real in the CA-if not, we suggest the use of another CA termination checker (for brevity, we skip this in Fig. 2) . If the counterexample is real on the CA, it is translated back into a sequence of program instructions and analysed for spuriousness on the program. If the counterexample is found to be real even there, the procedure reports non-termination. Otherwise, the program CFG is refined by splitting some of its nodes (actually, the sets of program configurations associated with certain control locations), and the loop is reiterated. Moreover, ARTMC may also be re-run to refine the invariants used (as briefly discussed in Section 6).
If our termination analysis stops with either a positive or a negative answer, the answer is exact. However, we do not guarantee termination for any of these cases. Indeed, this is the best we can achieve as the problem we handle is not recursively enumerable even when destructive updates (i.e., tree rotations) are not allowed. This can be proved by a reduction from the complement of the halting problem for 2-counter automata. Therefore we do not further discuss termination guarantees for our analysis procedure in this paper, and postpone the research on potential partial guarantees, in some restricted cases, for the future. However, despite the theoretical limits, the experimental results reported in Section 7 indicate a practical usefulness of our approach.
ARTMC.
We use abstract regular tree model checking to overapproximate the sets of configurations reachable at each line of a program (i.e., to compute abstract invariants for these lines) and also to check that the program is free of basic memory inconsistencies like null pointer dereferences. Due to space limitations, we only give a very brief overview of ARTMC here-more details can be found in [6, 18] . The idea is to represent each program configuration as a tree over a finite alphabet, regular sets of such configurations by finite tree automata, and program instructions as operations on tree automata. Starting from a regular set of initial configurations, these operations are then iteratively applied until a fixpoint is reached. In order to make the computation stop, the sets of reachable configurations (i.e., finite tree automata) are abstracted at each step. Several abstraction schemes based on collapsing states of the encountered tree automata may be used. For example, the finite-height abstraction collapses the automata states that accept exactly the same trees up to some height. All the abstractions are finite-range, guaranteeing termination of the abstract fixpoint computation, and can be automatically refined (e.g., in the mentioned case, by increasing the abstraction height).
For the needs of ARTMC, we encode configurations of the considered programs simply as trees over the alphabet C = Data × 2 PVar ∪ {2}. Most of the instructions can be encoded as structure-preserving tree transducers. A transducer can check conditions like x == y or x.data == d by checking node labels. Transducers can also be used to move symbols representing the variables to nodes marked by some other variable (x = y), remove a symbol representing a variable from the tree (x = null), move it one level up or down (x = y.{left|right|up}), or change the data element in the node marked by some variable (x.data = d). The rotations are a bit more complex. They cannot be implemented as tree transducers. However, they can still be implemented as special operations on tree automata. First, a test of the mutual positioning of the variables in the tree required by their distribution in the sets X,Y, A, B is implemented as an intersection with a tree automaton that remembers which variables were seen, and in which branches. Then, we locate the automata states that accept the tree node representing the root of the rotation (cf. Figure 1) , their children, and their right grandchildren. Finally, we reconnect these states in the automaton control structure in order to match the semantics of the tree rotations. 
Abstraction of Programs with Trees into Counter Automata
In this section, we provide a translation from tree manipulating programs to counter automata such that existing techniques for proving termination of counter automata can be used to prove termination of the programs. Before describing the translation, we define the simulation notion that we will use to formalise correctness of the translation. Let P be a program with a set of instructions Instr, an initial label l 0 ∈ Lab, a set of 
The measure M ensures that the counters are initially correctly interpreted over the input trees, whereas θ ensures that the counters are updated in accordance with the manipulations done on the trees. Simulation in the sense of Definition 1 guarantees that if we prove termination of the CA, the program will terminate on any t ∈ I 0 .
Abstract Control Flow Graphs
According to Figure 2 , we construct the CA simulating a program in two steps: we first construct the so-called abstract control flow graph (ACFG) of a program, and then translate it into a CA. Initially, the ACFG of a program is computed from its CFG by decorating its nodes with ARTMC-overapproximated sets of configurations reachable at each line (we keep the initial set of trees exact exploiting the fact that w.l.o.g. there are no statements leading back to the initial line). These sets allow us to exclude impossible (not fireable) transitions from the ACFG and thus derive a more exact CA. Further, in subsequent refinement iterations, infeasible termination counterexamples are excluded by splitting these sets (if this appears to be insufficient, we re-run ARTMC to compute a better overapproximation of the reachable sets of configurations). Below, we first define the notion of ACFG, then we provide its translation to counter automata.
In what follows, let P be a program with instructions Instr, working on trees from T (C ), and let l 0 ∈ Lab be the initial line of P. The control flow graph (CFG) of P is a labelled graph F = Instr, Lab, l 0 , ⇒ where l i ⇒ l ′ denotes the presence of an instruction i between control locations l, l ′ ∈ Lab. We further suppose that the input tree configurations for P are described by the user as a (regular) set of trees I 0 ⊆ T (C ). An abstract control flow graph (ACFG) for P is then a graph G = Instr, LI, l 0 , I 0 , −→ where LI is a finite subset of Lab × 2 T (C ) , l 0 , I 0 ∈ LI, and there is an edge l,
Note that since we work with ACFGs annotated with regular sets of configurations and since we can implement the effect of each instruction on a regular set as an operation on tree automata, we can effectively check that post(i, I) ∩ I ′ = / 0, which is needed for computing the edges of ACFGs. Note also that a location in P may correspond to more than one locations in G.
We say that G covers the invariants of P whose set of reachable states is R P iff each tree t ∈ T (C ) that is reachable at a program line l ∈ Lab (i.e., l,t ∈ R P ), appears in some of the sets of program configurations associated with l in the locations of G. Formally, ∀l ∈ Lab : R P ∩ ({l} × T (C )) ⊆ {l} × S l,I ∈LI I. The following lemma captures the relation between the semantics of a program and that of an ACFG.
Lemma 1. Let P be a program with trees and G an ACFG that covers the invariants of P. Then, the semantics of G simulates that of P in the classical sense.

Translation to Counter Automata
We now describe the construction of a CA A rsc (G) = X, Q, q 0 , ϕ 0 , → from an ACFG G = Instr, LI, l 0 , I 0 , −→ of a program P such that A rsc (G) simulates P in the sense of Def. 1. We consider two sorts of counters, i.e., X = X PVar ∪ X Data , where
The role of these counters is formalised via a measure M rsc : X × T (C ) → Z in [18] . Intuitively, M rsc (r x ,t) and M rsc (s x ,t) record the distance from the root of the node n pointed to by x and the size of the subtree below n, respectively, and M rsc (c d ,t) gives the number of nodes with data d in a tree t ∈ T (C ).
We build A rsc (G) from G by simply replacing the instructions on edges of G by operations on counters. Formally, this is done by the translation function θ rsc defined in Table 1. The mapping for the instructions x = y.right and rightRotate(x, X,Y, A, B) is skipped in Table 1 as it is analogous to that of x = y.left and leftRotate(x, X,Y, A, B), respectively. Also, for brevity, we skip the instructions leading to the error state Err. As a convention, if the future value of a counter is not explicitly defined, we consider that the future value stays the same as the current value. Moreover, in all formulae, we assume an implicit guard −1 ≤ r x < TreeHeight ∧ −1 ≤ s x < TreeSize for each x ∈ PVar 8 and 0
TreeHeight and TreeSize are parameters restricting the range in which the other counters can change according to a given input tree. They are needed as a basis on which termination of the resulting automaton can be shown.
Next, we define Q = LI, q 0 = l 0 , I 0 , and q
The initial constraint ϕ 0 on the chosen counters can be automatically computed 9 from the regular set of input trees I 0 such that it satisfies requirement (1) of Definition 1. The following theorem shows the needed simulation relation between the counter automata we construct and the programs. 
Theorem 2. Given a program P and an ACFG G of P covering its invariants, the CA A rsc (G) simulates P in the sense of Definition 1 wrt. θ rsc and M rsc .
The generated CA A rsc (G) has the property that each transition q ϕ − → q ′ can be mapped back into the program instruction from which it originates. This is because the instructions onto which we decompose each program statement are assigned different formulae, by the translation function θ rsc , and there is at most one statement between each two control locations of the program. Formally, we capture this by a function
−→ q ′ . We generalise θ rsc and ξ to sequences of transitions, i.e., for a path π in A rsc , ξ(π) denotes the sequence of program instructions leading to π, and θ rsc (ξ(π)) denotes the sequence of counter operations on π obtained by projecting out the control locations from π.
Checking Spuriousness of Counterexamples
Since the CA A rsc generated from a program P with trees is a simulation of P (cf. Theorem 2), proving termination of A rsc suffices to prove termination of P. However, if A rsc is not proved to terminate by the termination checker of choice, there are three possibilities: (1) A rsc terminates, but the chosen termination checker did not find a termination argument, (2) both A rsc as well as P do not terminate, and (3) P terminates, but A rsc does not, as a consequence of the abstraction used in its construction. In all cases, the CA termination checker outputs a counterexample consisting of a finite path (stem) that leads to a cycle, both paths forming a lasso. Formally, a lasso S.L over the control structure of a CA A rsc is said to be spurious iff there exists a non-terminating run of A rsc along S.L, and for no t ∈ I 0 does P have an infinite run along the path ξ(S).ξ(L).
The three cases are dealt with in the upcoming paragraphs.
Deciding termination of CA lassos. We first show that termination of a given control loop is decidable in a CA whose transition relations are conjunctions of difference con-straints, i.e. formulae of the forms x − y ≤ c, x ′ − y ≤ c, x − y ′ ≤ c, or x ′ − y ′ ≤ c where x ′ denotes the future value of the counter x and c ∈ Z is an arbitrary integer constant. For this type of CA, the composed transition relation of the given control loop is also expressible as a conjunction of difference constraints. Then, this relation can be encoded as a constraint graph G such that the control loop terminates iff G contains a negative cycle (for details see [18] ). Using the results of [11, 7] , this fact can be encoded as a Presburger formula and hence decided. At the same time, it is clear that the CA generated via the translation function θ rsc fall into the described class of CA. In particular, the constraint that each counter is bounded from below by −1 and from above by the TreeHeight or TreeSize parameters is expressible using difference constraints. 10 Theorem 3. Let A = X, Q, q 0 , ϕ 0 , − → be a counter automaton with transition relations given as difference constraints. Then, given a control loop in A, the problem whether there exists an infinite computation along the loop is decidable.
Checking termination of program lassos. Due to the above result, we may henceforth assume that the lasso S.L returned by the termination analyser has a real nonterminating run in the CA. The lasso is mapped back into a sequence of program instructions ξ(S).ξ(L) forming a program lasso. Two cases may arise: either the lasso is real on the program or it is spurious.
Non-spurious program lassos.
Since we do not consider dynamic allocation, the number of configurations that a program can reach from any input tree is finite. Consequently, if there is a tree t ω from which the program will have an infinite run along a given lasso, then we can discover it by an exhaustive enumeration of trees. We handle the discovery of t ω by evaluating the lasso for all trees of up to a certain (increasingly growing) height at the same time (by encoding them as regular tree language and using the implementation of program instructions over tree automata that we have). As we work with finite sets of trees, we are bound to visit the same set twice after a finite number of iterations, if there exists a non-terminating run along the lasso.
Spurious program lassos.
We handle this case also by a symbolic iteration of a given program lasso σ.λ starting with the initial set of trees. We compute iteratively the sets post(σ.λ k , I 0 ), k = 1, 2, . . .. In the case of lassos without destructive updates, this computation is shown to reach the empty set after a number of iterations that is bounded by a double exponential in the length of the lasso (cf. Section 5.1). In the case of lassos with destructive updates, we can guarantee termination of the iteration with the empty set provided there exists some CA A u (albeit unknown) keeping track of the particular tree measures we consider here (formalised via the functions M rsc and θ rsc in Section 4.2) that simulates the given program and that terminates 11 (cf. Section 5.2). In the latter case, even though we cannot guarantee the discovery of A u , we can at least ensure that the sequence post(σ.λ k , I 0 ), k = 1, 2, . . . terminates with the empty set. This gives us a basis for refining the current ACFG such that we get rid of the spurious lasso encountered, and we can go on in the search for a CA showing the termination of the given program.
Deciding Spuriousness of Lassos without Destructive Updates
In this section, we show that the spuriousness problem for a given lasso in a program with trees is decidable, if the lasso does not contain destructive updating instructions, i.e., tree rotations. The argument for decidability is that, if there exists a non-terminating run along the loop, then there exists also a non-terminating run starting from a tree of size bounded by a constant depending on the program. Thus, there exists a tree within this bound that will be visited infinitely many often. 12 Given a loop without destructive updates, we first build an abstraction of it by replacing the go{Left|Right|Up}Null(x, y) instructions by x = null, and by eliminating all changeData (x, d 1 , d 2 ) instructions and the tests. Clearly, if the original loop has a non-terminating computation, then its abstraction will also have a non-terminating run starting with the same tree. The loop is then encoded as an iterative linear transformation which, for each pointer variable x ∈ PVar, has a counter p x encoding the binary position of the pointer in the current tree using 0/1 as the left/right directions. Additionally, the most significant bit of the encoding is required to be always one, which allows for differentiating between, e.g., the position 001 encoded by 9 = (1001) 2 , and 0001 encoded by 17 = (10001) 2 . Null pointers are encoded by the value 0. The program instructions are translated into counter operations as follows:
2 p y where 2⋆ and 1 2 denote the integer functions of multiplication (x → 2x) and division (x → x/2). Assuming that we have n pointer variables, each program instruction is modelled by a linear transformation of the form p ′ = Ap + B where A is an n × n matrix with at most one non-null element, which is either 1, 2 or 1 2 , and B is an n-column vector with at most one 1 and the rest 0 13 . The composition of the instructions on the loop is also a linear transformation, except that A has at most one non-null element on each line, which is either I , or a composition of 2⋆'s and Decidability of spuriousness is an immediate consequence of this theorem. Also, there is a bound on the number of symbolic unfoldings of a spurious lasso starting with the initial set of trees. Despite the double exponential bound, experimental evidence (see Section 7) shows that the number of unfoldings necessary to eliminate a spurious lasso is fairly small.
Analysing Lassos with Destructive Updates
Theorem 5 stated below shows that spuriousness of a lasso that contains destructive updates, i.e., tree rotations, is decidable if there exists a terminating CA A u , not necessarily known to us, simulating the program wrt. θ rsc and M rsc . That is, if there exists a termination argument for the program based on the tree measures we use, then we can prove spuriousness of the lasso by a symbolic iteration of the initial set.
Theorem 5. Let P be a program with an ACFG G and let S.L be a spurious lasso in A rsc (G). If there exists a CA A u that simulates P wrt. θ rsc and M rsc and that terminates on all inputs, then there exists k ∈ N such that post(ξ(S).ξ(L) k
Indeed, imagine that for any l ∈ N there is an input tree t l ∈ I 0 for which ξ(S).ξ(L) l is fireable. Then, the CA A u , having a finite-control, and simulating P has to contain a lasso with a stem S.L n 1 and a loop L n 2 for some n 1 , n 2 ∈ N (i.e., a possibly partially unfold S.L). However, as the set of initial counter valuations of A u must include the one of A rsc (G) (as that is the smallest possible wrt. M rsc ), this means that A u has a non-terminating run also, which is a contradiction.
Abstraction Refinement
Let P be a program, G = Instr, LI, l 0 , I 0 , −→ be an ACFG of P, and A rsc (G) be the CA obtained by the translation described in Section 4. Let S.L be a spurious lasso, i.e., a path over which A rsc (G) has an infinite run, while P does not have an infinite run over the corresponding program path σ.λ where σ = ξ(S) and λ = ξ(L). Then, we produce a new ACFG G S.L of P such that A rsc (G S.L ) will not exhibit any lasso-shaped path with a stem labelled with the sequence of counter operations θ rsc (σ).θ rsc (λ) p and a loop labelled with θ rsc (λ) q for any p, q ≥ 0. Provided that the spuriousness of the lasso S.L is detected using either Corollary 1 or Theorem 5, we know that there exists k > 0 such that post(σ.λ l , I 0 ) = / 0 for all l ≥ k. To build the refined ACFG G S.L , we use the sets post(σ.λ i , I 0 ), 0 ≤ i < k, computed in the spuriousness analysis of S.L (cf. Section 5). We refine G into G S.L by splitting some of its locations l i , I i ∈ LI into several locations of the form l i , I i j , and by recomputing the edges according to the definition of ACFG (cf. Section 4.1). Intuitively, the sets I i j form a partition of I i such that I i j will contain all trees from I i that are visited in at most j iterations of the loop. As we prove in [18] , since we keep apart the sets of trees for which the lasso may be iterated a different number of times, A rsc (G S.L ) will not contain lassos of the form θ rsc (σ).θ rsc (λ) p . θ rsc (λ) q ω for any p, q > 0. Due to the fact that our verification problem is not r.e. (cf. Theorem 1), the AbstractCheck-Refine loop might diverge. One situation in which this can happen is when, at each refinement step, a certain line invariant I i is split such that one of the parts, say I i j , is finite (e.g., it contains only trees up to some height). However, to exclude a spurious counterexample, it might be the case that I i has to be split into infinite sets according to some more general property (e.g., the same number of red and black nodes). 14 In such situations, we use a heuristic acceleration method consisting in applying the finite height abstraction α of ARTMC (cf. Section 3) to split the line invariants. That is, apart from splitting I i wrt. the sets post(σ.λ i , I 0 ), we split wrt. the sets α(post(σ.λ i , I 0 )) too. In Section 7, we report on an example in which the accelerated refinement based on the finite height abstraction was successfully used to make the analysis converge.
Another problem that may occur is that the invariants computed by ARTMC may not be precise enough for proving termination of the given program. That is why after a predefined number of steps of refining ACFGs by splitting, we repeat ARTMC with a more precise abstraction (e.g., we increase the abstraction height). We re-run ARTMC on the underlying CFG of the last computed ACFG G and restrict the computed reachability sets to the sets appearing in the locations of G in order to preserve the effect of the refinement steps done so far. Due to the space restrictions, we provide a detailed description of these issues in [18] .
Implementation and Experimental Results
To demonstrate the applicability of our approach, we tested it on several real procedures manipulating trees. We restricted the ARTMC tool from [6] to binary trees with parent pointers and added support for tree rotations, instead of using general purpose destructive updates. The absence of null pointer dereferences was verified fully automatically. Termination of the generated CA was checked using the ARMC tool [23] .
We first considered the following set of case studies (for more details see [18] ): (1) a non-recursive depth-first tree traversal, (2) a procedure for searching a data value in a red-black tree [15] (with the actual data abstracted away and all the comparisons done in a random way), and (3) the procedure that rebalances red-black trees after inserting a new element using tree rotations [15] . In the latter two cases, the set of input trees was a regular overapproximation of all red-black trees (we abstracted away the balancedness condition). The results of the experiments that we performed on a PC with a 1.4 GHz Intel Xeon processor are summarised in Table 2.  The table contains 14 A similar case is encountered in classical abstraction refinement for checking safety properties.
For the three above programs, it turned out to be possible to prove the termination without a need of refinement. In the third experiment, we could even remove checking of the condition of the red-black trees (a red node has only black sons), leading to smaller verification times, with less precise invariants, which were, however, still precise enough for the termination proof.
bool odd = false; if (list ! = null) then while (true) do x = list; while (x ! = null) do x.data = odd; odd = not(odd); x = x.next; od if (not(odd)) then break; od To test our refinement procedure, we applied it on another case study where the initial invariants were not sufficient to prove termination. In particular, we considered the procedure in Figure 3 that marks the elements of a singly-linked list as even or odd, depending on whether their distance to the end of the list is even or odd. As the procedure does not know the length of the list and cannot use back-pointers, it tries to mark the first element as even, and at the end of the list, it checks whether the last element was marked as odd. If this is true, the marking is correct, otherwise the marking has to be reversed.
For this procedure, even if one builds the CA starting with the exact line invariants, termination cannot be established. To establish termination, one has to separate configurations where the procedure is marking the list in a correct way from those where the marking is incorrect. Then, the outer loop of the procedure will not appear in the CA at all since, in fact, it can be fired at most twice: once when the initial guess is correct and twice otherwise. The challenge is to recognise this fact automatically.
We managed to verify termination of the procedure on an arbitrary input list after excluding 9 spurious lassos (in 2 cases, the refinement was accelerated by the use of the finite-height abstraction on the I i j sets that resulted from splitting line invariants when excluding certain spurious lassos).
Conclusion
We addressed the problem of proving termination of a significant class of tree manipulating programs. We provide a counter-example guided abstraction refinement loop based on the ARTMC framework and on exploiting the existing work on checking termination of counter automata. A number of results related to the decidability of the spuriousness problem of lasso-shaped termination counterexamples were given. Our method is not guaranteed to stop (as the problem is not r.e.), but when it stops, it provides a precise answer (both in the positive and negative case). The method was experimentally tested to be successful on several interesting practical programs.
Future work includes a more efficient implementation of our framework as well as its extension to more complex programs (like, e.g., programs with unbounded dynamic allocation and general destructive pointer updates). We would also like to further investigate cases in which the universal termination problem is r.e. (and hence allowing complete verification techniques).
