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Abstract
Distributed optimization is concerned with using local computation and communication to realize a
global aim of optimizing the sum of local objective functions. It has gained wide attention for a variety
of applications in networked systems. This paper addresses a class of constrained distributed nonconvex
optimization problems involving univariate objective functions, aiming to achieve global optimization
with a simple iteration rule not requiring local oracle queries (i.e., evaluations of gradients or function
values). We propose a novel algorithm named CPCA, exploiting the notion of combining Chebyshev
polynomial approximation, average consensus and polynomial optimization. The proposed algorithm is
i) able to yield  globally optimal solutions for any arbitrarily small given tolerance , ii) efficient in
terms of both oracle complexities and inter-agent communication costs, and iii) distributed terminable
when the specified precision requirement is met. The key insight is to use polynomial approximations to
substitute for general objectives, and turn to solve an easier approximate version of the original problem.
Due to the nice analytic properties owned by polynomials, this approximation not only facilitates efficient
global optimization, but also allows the proposed algorithm’s consensus-based iteration structure free
from local oracle queries. We provide a comprehensive analysis of the accuracy and complexities of
the proposed algorithm.
Index Terms
Distributed optimization, nonconvex optimization, consensus, Chebyshev polynomial approxima-
tion, polynomial optimization.
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I. INTRODUCTION
The developments of distributed optimization algorithms are motivated by wide application
scenarios, including distributed learning [1], statistics [2], estimation [3] and coordination [4]
in various large-scale networked systems, e.g., wireless sensor networks, smart grids and robot
swarms. These algorithms enable agents in the network to collaboratively optimize a global
objective function, which is generally the sum or the average of local objectives, using local
computation and local communication only. Owing to their features of exploiting network-
wide resources and not requiring central coordinators, these algorithms enjoy higher efficiency,
scalability and robustness compared with their centralized counterparts [5].
With the aim of solving coupled optimization problems and the focus of leveraging local inter-
actions, the investigation into distributed optimization benefits a lot from the extensive research
on optimization algorithms and consensus theory. Conversely, it also provides new insights into
these two fields, including the dependence of convergence rates on network topology, and the
acceleration technique based on gradient tracking. In summary, there is a close relationship
between the study of distributed optimization and that of optimization and consensus.
A. Motivations
A large number of efficient distributed optimization algorithms have been proposed in recent
years, e.g., [6]–[9]. Nonetheless, there remain two notable unresolved issues. First, for gen-
eral problems with nonconvex objectives, only the convergence to locally optimal solutions is
guaranteed. The limit point to which the sequence produced by descent methods converge is
generally where the gradient of the global objective vanishes. It is hard to determine if this
point is stationary, locally or globally optimal. Second, for most existing algorithms, the load
of oracle queries (i.e., calls for gradients or values of objective functions) grows with respect to
iterations. This increasing load stems from the iterative algorithmic structure, where evaluations
of gradients or values of local objectives are constantly performed at every iteration. When the
convergence rates are slow (e.g., sub-linear rates) and such kinds of evaluations are costly (e.g.,
in simulation-based optimization [10] and training of neural networks [11]), the load of oracle
queries can be a critical bottleneck. To resolve these issues simultaneously, we need to find
suitable strategies to tackle general nonconvex problems, and consider following a new path
different from those of existing distributed first-order or zeroth-order algorithms.
We are inspired by the close link between function approximation and optimization. Indeed,
there have been a variety of studies that introduce approximation to improve the performance of
optimization algorithms, including speeding up convergence (e.g., Newton’s method [12]) and
reducing computational costs (e.g., successive convex approximation techniques [13]). These
algorithms share a common feature of setting new estimates as minimizers of certain local
approximations of the objective function. Such approximations are properly constructed based
on local information at current estimates, ranging from function values, gradients to Hessians. The
minimizers of such approximations are readily available in general, and can often be expressed
in closed form. This unique feature contributes to the high efficiency of these algorithms. The
closely related distributed implementations of these algorithms can be found in [14]–[16].
When it comes to exploiting global approximation, there has been some recent work in
the numerical analysis field that uses the Chebyshev polynomial approximation to substitute
for the univariate objective function defined on an interval [17]–[19]. The approximation is
a polynomial interpolation in Chebyshev points within the interval. This kind of substitution
makes the study of the objective function’s property much easier, including optimization, root-
finding and integration. Even for general nonconvex objectives, as long as they are Lipschitz
continuous, we can still construct a corresponding arbitrarily precise approximation (i.e., proxy)
on the entire interval. Therefore, we can turn to solve an easier problem of optimizing the proxy
for the global objective instead. Moreover, the vector of coefficients of local proxy serves as
its discrete representation. It follows that by going on average consensus, agents can acquire
the average of all these vectors of local proxies, which is exactly the representation of the
global proxy. Agents can then locally optimize the polynomial recovered from this vector, thus
obtaining sufficiently precise estimates for the globally optimal solution of the original problem.
Note that the aforementioned consensus iterations only involve elementary operations, but not
involve evaluations of functions or gradients.
All the above-mentioned observations motivate the new algorithmic design presented in this
work. The aim is to pursue the global optimization of the global objective function, with a
simple iteration rule not involving local oracle queries. This aim will be achieved by introducing
polynomial approximation into distributed optimization.
B. Contributions
In this paper, we propose a Chebyshev Proxy and Consensus-based Algorithm (CPCA) for
a class of constrained distributed nonconvex optimization problems. This class of problems
involves general Lipschitz continuous univariate objectives and different convex local constraint
sets. The key idea is to use polynomial approximations owning well-studied analytic properties to
substitute for general objective functions, and solve instead an approximate version of the original
problem. This substitution brings two advantages. First, the globally optimal solution of the
approximate problem can be efficiently obtained. This aim is achieved by the use of semidefinite
programming or the method based on stationary points. Second, it allows for the design of the
proposed algorithm’s simple consensus-based iteration structure free from local oracle queries.
The vectors of coefficients of local approximations serve as their discrete representations. Hence,
we can utilize average consensus, where the information of these vectors is communicated, to
enable agents to acquire an approximation for the global objective, thus facilitating the subsequent
problem-solving process. Note that the zeroth-order information (i.e., information of function
values) is still required to help construct polynomial approximations for local objective functions
in advance, but is not needed within iterations to calculate gradient estimators as in [20], [21].
The main contributions are summarized as follows.
• We develop a novel algorithm, CPCA, based on Chebyshev polynomial approximation,
consensus and polynomial optimization via semidefinite programming. The Chebyshev-
proxy-aided idea differentiates CPCA from existing distributed gradient-based methods and
offers a new view to approach distributed optimization problems.
• We prove that CPCA yields  globally optimal solutions for any arbitrarily small given error
tolerance , and show that it achieves distributed termination once the precision requirement
is met. We provide explicit expressions for the communication and zeroth-order oracle
complexities of the proposed algorithm. Compared with existing algorithms, CPCA is more
efficient in terms of both communication and computational complexities (see Table I).
• Our notion of combining function approximation and consensus to deal with problems
relating to networked systems is of independent interest. Local approximations serve as
good representations of local features. Their vectors of coefficients can be exchanged and
updated according to various consensus protocols. This scheme enables agents to acquire
an adequate representation of the once elusive global feature, which can be the average,
TABLE I
COMPARISONS OF CPCA AND OTHER STATE-OF-THE-ARTS
Algorithms Networks Oracles Communications
0th-order 1st-order
Alg. 1 in [21] I O( d

)
/ O( d

)
SONATA [16] II / O( 1

) O( 1

)
CPCA I O(m) / O(log (m

))
Note: I and II refer to static undirected and time-varying directed graphs, respectively. Note that m is the maxi-
mum degree of local approximations. The dependence of m on  is examined in Sec. V-A. Extending
CPCA to handle type II networks is discussed in Sec. V-C.
product or other functions of local features, thus facilitating subsequent operations.
C. Organization and Notation
This paper is organized as follows. Section II formally describes the problem of interest and
provides some preliminaries. Section III develops our algorithm CPCA. Section IV is concerned
with analyzing the accuracy and complexities of the proposed algorithm. Further discussions on
application scenarios and issues relating to the algorithmic structure are provided in Section V.
Related work is reviewed in Section VII. Finally, Section VIII concludes this paper and discusses
some future directions.
Throughout the paper, let ‖a‖ and ‖a‖∞ be the l2-norm and l∞-norm of a vector a ∈ Rn,
respectively, and let {cj} be the set of Chebyshev coefficients. The superscript t denotes the
number of iterations, and the subscripts i, j denote the indexes of agents. The script in parentheses
k denotes the index of elements in a vector.
II. PROBLEM DESCRIPTION AND PRELIMINARIES
A. Problem Description
Consider a network with N agents, each of which has a local objective function fi(x) : Xi → R
and a local constraint set Xi ⊆ R. The goal is to solve the following constrained optimization
problem
min
x
f(x) =
1
N
N∑
i=1
fi(x),
s.t. x ∈ X =
N⋂
i=1
Xi,
(1)
in a distributed manner. The network is described as an undirected connected graph G = (V , E),
where V is the set of agents, and E ⊆ V × V is the set of edges. Note that agent j can receive
information from agent i if and only if (iff ) (i, j) ∈ E . Two basic assumptions are given as
follows.
Assumption 1. Every fi(x) is Lipschitz continuous on Xi.
Assumption 2. All Xi are closed, bounded and convex sets.
Remark 1. Assumptions 1 and 2 are general and commonly seen among the literature, and are
satisfied by typical problems of practical interests, e.g., [9], [16], [22]–[24] and the references
therein. It is worth mentioning that the assumption of convex constraint sets facilitates theoretical
analysis to a large extent. This assumption allows for the use of certain projection inequalities in
the convergence analysis of [22], [24], and ensures that feasibility is preserved at every iteration
in [16].
Problem (1) has possibly nonconvex objectives and convex constraint sets, and therefore is a
constrained distributed nonconvex optimization problem. Under Assumption 2, for all i ∈ V , Xi
is a closed interval. Thus, let Xi = [ai, bi], where ai, bi ∈ R. It follows that X = [a, b], where
a = maxi∈V ai, b = mini∈V bi.
We consider the distributed optimization problem over static undirected graphs to highlight
the design and structures of the proposed algorithm. The extension to more general settings,
including time-varying and directed graphs, is achievable. Detailed discussions are given in Sec.
V-C.
B. Preliminaries
There are three classical theories, i.e., consensus algorithms, Chebyshev polynomial approx-
imation and sum of squares polynomial, on which our algorithm is built. The basic ideas and
main results of these theories are described as follows.
• Consensus Algorithms
Let Ni = {j|(j, i) ∈ E} be the set of neighbors of agent i, and di = |Ni| be its degree,
where |Ni| denotes the cardinality of Ni. Suppose that every agent i maintains a local variable
xti ∈ R. There are two typical consensus algorithms, namely maximum consensus and average
consensus, that enable agents to reach global agreement via local information exchange only.
The maximum consensus algorithm [25] is
xt+1i = max
j∈Ni
xtj, (2)
It has been proven that with (2), all xti converge to maxi∈V x
0
i in T (T ≤ D) iterations, where
D is the diameter of G, i.e,
xti = max
i∈V
x0i , ∀t ≥ T, i ∈ V .
The average consensus algorithm based on lazy Metropolis weights [26], [27] is
xt+1i = x
t
i +
1
2
∑
j∈Ni
xtj − xti
max(di, dj)
. (3)
This protocol requires agents to exchange their local variables xti and degrees di with their
neighbors. With (3), all xti converge geometrically to the average x = 1/N
∑N
i=1 x
0
i of the initial
values [27], i.e.,
lim
t→∞
xti = x, ∀i ∈ V .
Specifically, let xt = [xt1, . . . , x
t
N ]
T , and t() denote the first t when
‖xt − x1‖
‖x0 − x1‖ ≤ . Then, by
referring to Proposition 5 in [27], we have
t() ∼ O
(
log
1

)
. (4)
• Chebyshev Polynomial Approximation
For a Lipschitz continuous function g(x) with x ∈ [a, b], its degree m Chebyshev interpolant
pm(x) is
pm(x) =
m∑
j=0
cjTj
(
2x− (a+ b)
b− a
)
, x ∈ [a, b], (5)
where Tj(·) denotes the j-th Chebyshev polynomial defined on [−1, 1]. As m increases, pm(x)
converges to g(x) uniformly on the given interval [17], i.e.,
∀x ∈ [a, b], |pm(x)− g(x)| → 0, as m→∞.
Note that the convergence rates of approximation errors depend on the smoothness of g(x), and
is characterized in Sec. V-A. The above observation makes computing pm(x) a practical way to
construct arbitrarily close polynomial approximation for g(x), as theoretically guaranteed by the
Weierstrass Approximation Theorem.
• Sum of Squares Polynomial
Let v(x) , [T0(x), . . . , Td(x)]T be the vector of Chebyshev polynomials of degree less than or
equal to d. For any univariate polynomial p(x) of degree 2d, it is non-negative (or equivalently,
a sum of squares (SOS)) on R iff
p(x) = v(x)TQv(x) (6)
holds, where Q ∈ Sd+1+ is a positive semidefinite matrix. The proof relies on the Cholesky
decomposition of positive semidefinite matrices. We refer readers to Lemma 3.33 in [28] for
details1. In the subsequent section, we will use (6) to transform the global optimization of the
polynomial proxy to semidefinite programs.
III. CPCA: DESIGN AND ANALYSIS
In this section, we present CPCA to solve problem (1) in a distributed manner. Figure 1
illustrates the main architecture and information flow of the proposed algorithm. Specifically,
there are three key stages. First, agents construct Chebyshev polynomial approximations (i.e.,
proxies) for their local objectives, using the adaptive Chebyshev interpolation method. Then, they
take the vectors of coefficients of local proxies as local variables and update them according
to the average consensus algorithm. Once the iteration terminates, they recover a polynomial
proxy, which corresponds to the global objective. Finally, they optimize this proxy by solving
semidefinite programs and obtain the desired solutions.
A. Construction of Local Chebyshev Proxies
In this stage, based on the adaptive Chebyshev interpolation method [19], every agent i
constructs the polynomial approximation pi(x) corresponding to fi(x) on X = [a, b], s.t.
|fi(x)− pi(x)| ≤ 1, ∀x ∈ [a, b] (7)
1The conclusion and proof in [28] is based on the setup that v(x) is the vector of monomials. They can be easily generalized
to the setting where v(x) is the vector of any polynomials that constitute a basis, including Chebyshev polynomials.
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Fig. 1. An Overview of CPCA
holds, where 1 is a positive specified tolerance. The key insight is to systematically increase
the degree of the Chebyshev interpolant until certain stopping criterion is satisfied. To illustrate,
agent i initializes mi = 2 and starts to calculate a Chebyshev interpolant of degree mi. It first
evaluates fi(x) at the (mi + 1)-point grid Smi , {xk} according to
xk =
b− a
2
cos
(
kpi
mi
)
+
a+ b
2
,
fk = fi(xk),
(8)
where k = 0, 1, . . . ,mi. Then, it computes the Chebyshev coefficients of the interpolant by
cj =
1
mi
(f0 + fmi cos(jpi)) +
2
mi
mi−1∑
k=1
fk cos
(
jkpi
mi
)
, (9)
where j = 0, 1, . . . ,mi [29]. The degree mi is doubled at every iteration until the stopping
criterion
max
xk∈(S2mi−Smi)
|fi(xk)− pi(xk)| ≤ 1, (10)
is met, where pi(x) is in the form of (5) with {cj} being the coefficients. Since Smi ⊂ S2mi , the
evaluations of fi(x) are continuously reused. Note that agents know the intersection set X = [a, b]
by running a finite number of max/min consensus iterations as (2) in advance. According to [19],
except for very few well-designed counterexamples, the aforementioned procedures return pi(x)
satisfying (7) for almost all Lipschitz continuous fi(x) encountered in practice.
B. Consensus-based Information Dissemination
In the consensus iteration stage, agents update their local variables (i.e., the vectors of co-
efficients of polynomial approximations) based on consensus, so as to make them converge to
the average of all the initial values, thus obtaining a sufficiently precise proxy for the global
objective. The goal is to ensure that when this stage ends (i.e., agents achieve distributed stopping
for the consensus iteration),
max
i∈V
∥∥pKi − p∥∥∞ ≤ δ
holds, where K is the number of iterations, pKi is the local variable of agent i and p =
1/N
∑N
i=1 p
0
i is the average of the initial values of local variables. To meet the requirement
of precision, δ is set by
δ =
2
m+ 1
.
Note that δ is proportional to the given tolerance 2, with m , maxi∈V mi being the highest
degree among the local approximations. The details are as follows.
Every agent updates its local variable pti according to
pt+1i = p
t
i +
1
2
∑
j∈Ni
ptj − pti
max(di, dj)
. (11)
To achieve distributed stopping once the consensus has reached within a given error tolerance,
we incorporate the max/min-consensus-based stopping mechanism in [30]. The main idea is
to exploit i) the monotonicity of sequences of the maximum and minimum of local variables
across the network, and ii) the finite-time convergence of max/min consensus algorithms. This
mechanism requires the following assumption so that agents know how long to wait to ensure
that max/min consensus algorithms converge.
Assumption 3. Every agent i in G knows an upper bound U on D, such that U is of the same
order as D.
Note that the distributed estimation of D can be realized via the Extrema Propagation technique
[31].
To realize distributed stopping, there are two auxiliary variables, rti and s
t
i, initialized as p
0
i ,
and updated in parallel with pti according to
rt+1i (k) = max
j∈N in,ti
rtj(k),
st+1i (k) = min
j∈N in,ti
stj(k),
(12)
where k = 0, . . . ,m. They are reinitialized as pti every U iterations to facilitate the constant
dissemination of recent information on pti. Once the criterion
‖rti − sti‖∞ ≤ δ (13)
is met, agents terminate the iterations simultaneously. At this time, pKi is sufficiently close to p.
The sensibility of (13) is described by the following theorem.
Theorem 1. When (13) is satisfied, we have
max
i∈V
∥∥pKi − p∥∥∞ ≤ δ, (14)
where δ = 2/(m+ 1).
Proof. The proof is provided in Appendix. A.
Remark 2. After the initialization, different agents have p0i of different dimensions (mi + 1).
While going on the consensus updates by (3) and (12), agents ensure agreements in dimension by
aligning and padding zeros to lower-dimensional local variables involved. After a finite number
of iterations (less than D, hence less than U ), all the local variables will be of the same dimension
(maxi∈V mi(, m) + 1).
C. Polynomial Optimization by Solving SDPs
In this stage, agents optimize the polynomial proxy pKi (x) recovered from p
K
i independently,
thus obtaining -optimal solutions for problem (1). The optimization of pKi (x) on X = [a, b]
can be reformulated as a semidefinite program (SDP). It can be readily solved by interior-point
methods [12]. We offer such a reformulation based on the coefficients of pKi (x) with respect to
the Chebyshev polynomial basis, rather than the monomial basis as in [28].
Note that pKi (x) is a polynomial of degree m in the form of (5), with the elements of
pKi = [c0, . . . , cm]
T being the coefficients. To simplify the notation, we consider the problem of
optimizing gKi (x) , pKi
(
b− a
2
x+
a+ b
2
)
on [−1, 1]. It follows that
gKi (x) =
m∑
j=0
cjTj(x), x ∈ [−1, 1]. (15)
The optimal values of pKi (x) and g
K
i (x) on their respective domains are the same, and the
optimal points x∗p and x
∗
g satisfy
x∗p =
b− a
2
x∗g +
a+ b
2
. (16)
Therefore, we can turn to solve the problem
min
x
gKi (x), s.t. x ∈ [−1, 1], (17)
to obtain the optimal value and optimal points (with an additional step (16)) of pKi (x) on [a, b].
We first transform problem (17) to its equivalent form
max
t
t
s.t. gKi (x)− t ≥ 0, ∀x ∈ [−1, 1].
(18)
The equivalence follows from the fact that (x∗, t∗) is optimal for problem (18) iff x∗ is optimal
for problem (17) and gKi (x
∗) = t∗. From the Markov-Luka´cs Theorem [28], it is not difficult to
obtain that for g(x) , gKi (x)− t, its non-negativity on [−1, 1] holds iff it can be expressed as
g(x) =
 (x+ 1)h
2
1(x) + (1− x)h22(x), if m is odd,
h21(x) + (x+ 1)(1− x)h22(x), if m is even,
where h1(x), h2(x) are polynomials of degree bm/2c, b(m− 1)/2c, respectively.
Note that there exist Q,Q′ ∈ S+ such that
h21(x) = v(x)
TQv(x), h22(x) = v(x)
TQ′v(x),
where v(x) = [T0(x), . . . , Td(x)]T . When m is odd, we reformulate problem (18) as
max
t,Q,Q′
t
s.t. c0 = t+Q00 +Q′00 +
1
2
m∑
u=1
(Quu +Q
′
uu)
+
1
4
∑
|u−v|=1
(Quv −Q′uv)
cj =
1
2
∑
(u,v)∈A
(Quv +Q
′
uv)
+
1
4
∑
(u,v)∈B
(Quv −Q′uv) , j = 1, . . . ,m,
Q ∈ Sbm/2c+1+ , Q′ ∈ Sb(m−1)/2c+1+ ,
(19)
where rows and columns of Q and Q′ are indexed by 0, 1, . . ., and A = {(u, v)|u+ v = i∨ |u−
v| = i}, B = {(u, v)|u + v = i − 1 ∨ |u − v| = i − 1 ∨ |u + v − 1| = i ∨ ∣∣|u − v| − 1∣∣ = i}.
When m is even, we reformulate problem (18) as
max
t,Q,Q′
t
s.t. c0 = t+Q00 +
1
2
Q′00 +
m∑
u=1
(
1
2
Quu +
1
4
Q′uu
)
+
1
8
∑
|u−v|=2
(Q′uv) ,
cj =
1
2
∑
(u,v)∈A
(
Quv +
1
2
Q′uv
)
+
1
8
∑
(u,v)∈C
Q′uv, j = 1, . . . ,m,
Q ∈ Sbm/2c+1+ , Q′ ∈ Sb(m−1)/2c+1+ ,
(20)
where C = {(u, v)|u + v = i− 2 ∨ |u− v| = i− 2 ∨ |u + v − 2| = i ∨ ∣∣|u− v| − 2∣∣ = i}. The
following theorem guarantees the equivalence of these reformulations and problem (17).
Theorem 2. When m is odd (resp., even), problem (19) (resp., problem (20)) is the equivalent
transformation of problem (17).
Proof. The proof is provided in Appendix. B.
Note that both of these reformulated problems are SDPs, and therefore can be efficiently
solved by primal-dual interior-point methods [12]. The solving process is terminated when
0 ≤ f ∗e − p∗ ≤ 3,
where f ∗e is the returned estimate of the optimal value p
∗ of pKi (x) on X = [a, b], and 3 > 0 is
some specified tolerance. The optimal points of gKi (x) can be obtained from the complementary
slackness condition [28]. We can then calculate the optimal points of pKi (x) on X by (16).
Remark 3. The aforementioned transformation has the advantage of making all potential numer-
ical errors controllable. Note that there exists an explicit bound (i.e.,  =
∑3
i=1 i) for the total
error. In Sec. V-D, we will present an alternative stationary-point-based method for optimizing
pKi (x). This alternative method is easy to implement and suitable for numerical computations,
and has already been integrated into the powerful Chebfun toolbox [18].
Algorithm 1 CPCA
Input: fi(x), Xi = [ai, bi], U and .
Output: f∗e for every agent i ∈ V .
1: Initialize: a0i = ai, b0i = bi,mi = 2.
2: for each agent i ∈ V do
3: for t = 0, . . . , U − 1 do
4: at+1i = max
j∈N in,ti
ati, b
t+1
i = max
j∈N in,ti
bti.
5: end for
6: Set a = ati, b = b
t
i.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7: Calculate {xj} and {fj} by (8).
8: Calculate {ck} by (9).
9: If (10) is satisfied (where 1 = /3), go to step 10. Or set mi ← 2mi and go to step 7.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
10: Set p0i = r
0
i = s
0
i = [c0, c1, . . . , cmi ]
T , l = 1.
11: for t = 0, 1, . . . do
12: if t = lU then
13: if l = 1 then
14: δ = 2/(m+ 1) = /3(m+ 1).
15: end if
16: if ‖rti − sti‖∞ ≤ δ then
17: pKi = p
0
i . break
18: end if
19: rti = s
t
i = p
t
i, l← l + 1.
20: end if
21: Update pt+1i , r
t+1
i , s
t+1
i by (11) and (12).
22: Set t← t+ 1.
23: end for
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
24: Solve problem (19) or (20) with 3 = /3 and return f∗e .
25: end for
D. Description of CPCA
CPCA is composed of the three previously discussed stages and is formulated as Algorithm
1.
In Algorithm 1, lines 1-6 perform the initialization; lines 7-9 complete the construction of the
local proxy; lines 10-23 correspond to consensus iterations with distributed stopping; and line 24
is the polynomial optimization step. Note that this algorithm takes the given error tolerance  as
one of the inputs. This tolerance  is used to set some key parameters (i.e., 1, 2, and 3) utilized
in the corresponding stages. To guarantee the reach of -optimality of CPCA, these parameters
must satisfy
1 + 2 + 3 = , i > 0, i = 1, 2, 3. (21)
We simply set these three parameters to be /3 in the algorithm. Note that as long as (21) holds,
other combinations of values are also feasible.
IV. PERFORMANCE ANALYSIS AND EVALUATIONS
A. Accuracy
We first provide a lemma stating that if two functions f, g : [a, b] → R are sufficiently close
on the entire interval, their minimum values f(x∗f ) and g(x
∗
g) are also sufficiently close.
Lemma 3. Suppose that f, g satisfy |f(x)− g(x)| ≤ , ∀x ∈ [a, b]. Then,∣∣f(x∗f )− g(x∗g)∣∣ ≤ .
Proof. Let x = x∗f . Then, |f(x∗f ) − g(x∗f )| ≤ . Since g is minimized at x∗g, we have g(x∗g) ≤
g(x∗f ). Hence,
g(x∗g) ≤ g(x∗f ) ≤ f(x∗f ) + ,
which implies that f(x∗f )− g(x∗g) ≥ −. Similarly, we have
f(x∗f ) ≤ f(x∗g) ≤ g(x∗g) + ,
which leads to f(x∗f )− g(x∗g) ≤ . It follows that∣∣f(x∗f )− g(x∗g)∣∣ ≤ .
The accuracy of CPCA is established as follows. We use  and f ∗ to denote the given error
tolerance and the optimal value of problem (1), respectively.
Theorem 4. Suppose that Assumptions 1-3 hold. If  is specified, CPCA ensures that every agent
obtains -optimal solutions f ∗e for problem (1), i.e.,
|f ∗e − f ∗| ≤ .
Proof. The proof is provided in Appendix. C.
If f(x) is bi-Lipschitz continuous on [a, b] with Lipschitz constant L, i.e.,
1
L
|x1 − x2| ≤ |f(x1)− f(x2)| ≤ L|x1 − x2|, ∀x1, x2 ∈ [a, b],
we can provide an explicit bound for the distance between the optimal point x∗p of p
K
i (x) and
that x∗f of f(x).
Theorem 5. Suppose that Assumptions 1-3 hold and f(x) is bi-Lipschitz with Lipschitz constant
L. Then,
|x∗p − x∗f | ≤
4
3
L.
Proof. The proof is provided in Appendix. D.
B. Complexity
We provide the analysis of the computational and communication complexities of CPCA. The
following theorem establishes the order of the total number of zeroth-order and first-order oracle
queries (i.e., calls for local objective functions’ values and gradients), inter-agent communication,
and primal-dual iterations (required in solving SDPs) needed while running CPCA from a single
agent’s perspective. The details are summarized in Table II.
Theorem 6. With CPCA, every agent obtains -optimal solutions for problem (1), with O(m)
zeroth-order and no first-order oracle queries, inO
(
log
m

)
communication rounds andO
(√
m log
1

)
primal-dual iterations.
Proof. In the initialization stage, agent i needs to evaluate fi(x) at 2m + 1 points to construct
an approximation of degree m. Hence, the zeroth-order oracle complexity is O(m). Since the
computation of the gradients of fi(x) is not required, the first-order oracle complexity is zero.
Based on the convergence time (4) of the average consensus algorithm and the setting that U
is of the same order as N , to ensure that the difference between any element of pKi and p is
no more than δ = /3(m + 1), the number of consensus iterations required is O(log(m/)).
As a result of the structure of consensus algorithms, the iteration complexity amounts to the
inter-agent communication complexity.
Then, we discuss the computational complexity of solving SDPs in the stage of polynomial
optimization. To solve the problems, the primal-dual interior-point method [12] can be used.
TABLE II
COMPLEXITIES OF CPCA
Stages 0th-order Oracles Communications PD Iterations
init O(m) / /
iteration / O
(
log
m

)
/
solve / / O
(√
m log
1

)
whole O(m) O
(
log
m

)
O
(√
m log
1

)
In this iterative method, primal and dual variables are updated simultaneously, according to
the search direction generated by applying Newton’s methods to solve a sequence of modified
KKT equations (i.e., optimality conditions for centering problems containing the log-determinant
barrier function). Note that the Hessians and gradients used in the solving process depend on
optimization variables (i.e., Q,Q′ and multipliers) and problem parameters, and are irrelevant
with local objective functions fi(x). To meet the requirement of precision 3, the needed number
of iterations is of the order of O(√m log(1/3)) [32]2.
Note that in CPCA, evaluations of local objective functions are only required in the ini-
tialization stage. Therefore, the zeroth-order oracle complexity of CPCA is independent of the
number of consensus iterations. Even if the convergence rates of average consensus algorithms
are slow due to the large scale or poor connectivity of the network, CPCA still has fixed oracle
complexities for fixed precision requirements.
V. FURTHER DISCUSSIONS AND APPLICATIONS
We present further discussions on several relevant issues concerning the performance and
design of our algorithm. We also point out some closely related application scenarios.
2This result holds if the initial pair of primal and dual feasible solutions is to some extent “centered”(i.e., not requiring
considerable efforts to compute the central pair starting from the initial pair). We refer readers to Theorem 5.1 in [32] for
details. In general cases, the needed number of iterations is polynomial in the problem size (i.e., m) and log(1/3).
A. Degrees of Polynomial Approximations
In the initialization stage, every agent i constructs polynomial approximation pi(x) correspond-
ing to fi(x), such that (7) holds. The degree mi of pi(x) depends on the specified precision 1,
and also on the smoothness of fi(x). This dependence is characterized by the following lemma.
Lemma 7. If fi(x) and its derivatives through f
(v−1)
i (x) are absolutely continuous and f
(v)
i (x) is
of bounded variation on Xi, then mi ∼ O(−1/v1 ). If fi(x) is analytic on Xi, then mi ∼ O(ln 11 ).
Proof. This lemma can be derived from Theorem 7.2 and 8.2 in [17]. It has been proven that
if fi(x) satisfies the differentiability condition stated in the former part of the lemma, then its
degree m Chebyshev interpolant pi(x) satisfies
max
x∈Xi
|fi(x)− pi(x)| ≤ 4V
piv(m− v)v ,
Also, if fi(x) analytic on Xi is analytically continuable to the open Bernstein ellipse Eρ, where
it satisfies |fi(x)| ≤M , then,
max
x∈Xi
|fi(x)− pi(x)| ≤ 4Mρ
−m
ρ− 1 .
By setting these bounds of errors to be less than 1, we obtain the orders of mi.
Lemma 7 implies that extremely high precision (e.g., machine epsilon) can be attained with
moderate m (of the order of 101 ∼ 102) as long as the objective functions have certain degrees
of smoothness. Table III lists the smallest degrees of the approximations pi(x) corresponding to
various objectives fi(x), such that
|pi(x)− fi(x)| ≤ 10−14, ∀x ∈ [−1, 1].
The listed objective functions include some typical loss functions used in practice.
Remark 4. Specifically, for polynomial objectives of degrees no greater than n (i.e., p(x) ∈ Pn),
the approximation errors are 0, since the objectives are the same as their degree-n Chebyshev
interpolants.
Remark 5. For those Lipschitz objectives that are not “smooth” enough (like |x| on [−1, 1],
which is not differentiable at x = 0), the degrees of satisfactory approximations can be somewhat
large. Hence, it might be inefficient to construct approximations on the entire interval. The
literature suggests dividing the interval and calculating piecewise Chebyshev approximations
TABLE III
DEGREES OF SUITABLE APPROXIMATIONS FOR TYPICAL OBJECTIVE FUNCTIONS
Objective fi(x) Degree mi Error
p(x) ∈ Pn n 0
e−x 13 3.1323× 10−15
1
(1 + ex)2
18 1.8939× 10−15
log(1 + e−x) 16 1.4257× 10−15
for these objectives [17], [19]. Incorporating this scheme into our algorithm is beyond the
scope of this paper and remains our future work.
B. Choices of Basis Functions for Approximations
We use Chebyshev polynomials as the basis functions for approximations in this paper. The
underlying reasons include i) there is extensive research on the theory and practice of using
Chebyshev polynomials to construct function approximations, and ii) the nice analytic properties
of polynomials facilitate their representation and global optimization, which lead to the algo-
rithmic design presented in this paper. Nonetheless, adequate basis functions are rather diverse,
ranging from other types of orthogonal polynomials (e.g., Legendre and Hermite polynomials
[33]) to trigonometric functions. As long as i) the approximations for objective functions can
be properly calculated, and ii) the global optimization problems relating to the approximations
can be efficiently solved, the corresponding basis functions can be freely incorporated into our
algorithm.
C. Choices of Average Consensus
In the previous section, we describe the use of average consensus based on lazy Metropolis
weights to enable agents’ local variables to converge to the average of all the initial values.
We employ this kind of protocol for its simplicity, fast convergence, and certain property that
facilitates the design of effective distributed stopping rules. Since there are various efficient
average consensus algorithms tailored to different application ranges, our algorithm can be readily
adjusted and enhanced by substituting them for the one that is already used.
For example, under the condition that individual agents own strong storing and computing
capabilities, finite-time consensus [34] can be used in the iteration stage of CPCA. This kind of
protocol enables agents to calculate the exact consensus value in a finite number of iterations.
This benefit is accompanied by a cost of locally storing a square Hankel matrix possibly of order
O(N) constructed from history information, and constantly analyzing its ranks and kernels at
every iteration. In addition, under the assumption that agents know an upper bound U on the
number of agents N , the linear time average consensus [26]
yti = x
t−1
i +
1
2
∑
j∈Ni
xt−1j − xt−1i
max(di, dj)
,
xti = y
t
i +
(
1− 2
9U + 1
)
(yti − yt−1i ),
with optimal scalability property can be employed. This protocol adds an extrapolation term after
the usual lazy Metropolis update, thus improving the convergence time from scaling quadratically
to linearly in terms of N . However, the added extrapolation term leads to the loss of the
monotonicity of the maximum and minimum of local variables across the network, and causes
the difficulty of achieving efficient distributed stopping. When it comes to time-varying directed
graphs, push-sum average consensus [35] or surplus-based algorithm [36] can be utilized, and a
similar corresponding distributed stopping mechanism can be introduced.
Remark 6. We observe that there also exist efficient event-triggered protocols to achieve dis-
tributed stopping for consensus [37]. Nonetheless, since CPCA requires agents to preform
additional operations after reaching approximate consensus, the event-triggered mechanism can
result in repetitive computations. Therefore, we haven’t incorporated this class of protocol into
CPCA.
D. An Alternative Approach for Polynomial Optimization
In Sec. III-C, we transform the optimization of pKi (x) to semidefinite programs, thus enabling
agents to obtain  globally optimal solutions for problem (1). This scheme has the advantage of
ensuring that all the errors are theoretically controllable, but its implementation can be relatively
involved. In terms of practical numerical computations, a simple alternative approach already
implemented in the Chebfun toolbox [18] is more preferable. In this approach, all the stationary
points of pKi (x) are first obtained by calculating the eigenvalues of a corresponding colleague
matrix. Then, by comparing the values of pKi (x) at all the critical points, we can decide the
optimal value and set of optimal points of pKi (x). The details are as follows.
Suppose that pKi (x) is in the form of (5), with {cj|j = 0, . . . ,m} being the coefficients. Then,
dpKi (x)
dx
=
m−1∑
j=0
c′jTj
(
2x− (a+ b)
b− a
)
, x ∈ (a, b),
where the coefficients {c′j|j = 0, . . . ,m − 1} can be obtained from the following recurrence
formula
c′j =
 c
′
j+2 + 2(j + 1)Scj+1, j = m− 1, . . . , 1
c′2/2 + Sc1, j = 0,
where S = 2/(b − a), c′m = c′m+1 = 0. By [17], the roots of dpKi (x)/dx (i.e., the stationary
points of pKi (x)) are the eigenvalues of the following square colleague matrix MC
0 1
1
2
0 1
2
. . . . . . . . .
1
2
0 1
2
− c′0
2c′m−1
− c′1
2c′m−1
· · · 1
2
− c′m−3
2c′m−1
− c′m−2
2c′m−1

of order m− 1. These eigenvalues can be obtained via QR algorithm [33] with a cost of O(m3)
floating-point operations. The order of cost is brought down to O(m2) in Chebfun by recursion
and exploitation of the special structure of MC . Let E be the set of all the real eigenvalues of
MC that lie in X = [a, b]. Then, the optimal value f ∗e and set of optimal points X
∗
e of p
K
i (x) are
f ∗e = min
x∈XK
pKi (x), X
∗
e = argmin
x∈XK
pKi (x),
where XK = E∪{a, b} is the set of all the critical points. Note that the calculations of eigenvalues
of MC in practice may be accompanied by certain numerical errors. Therefore, the easy-to-
implement stationary-point-based method for optimizing pKi (x) is more suitable for numerical
computations than for theoretical analysis.
E. Application Scenarios
Distributed optimization problems naturally arise in many real-world applications concerning
multi-agent systems. We now discuss some closely associated application scenarios where our
Chebyshev-proxy-aided idea for distributed optimization can take effect.
• Distributed Learning
Many supervised learning problems lie in deciding model parameters that minimize the overall
loss function. If the training sets are large or sensitive and are stored separately at multiple servers,
one might as well turn to distributed learning. The problem can be formulated as
min
x
F (x) =
N∑
i=1
fi(x),
fi(x) =
∑
j∈Di
lj(x), i = 1, . . . , N.
where Di denotes the local dataset, and fi(·), lj(·) denote loss functions [27]. To tackle the
problem efficiently and attain the advantages mentioned in this paper, we can first construct ap-
proximations for the possibly complicated local loss functions, then carry out average-consensus-
based updates to disseminate the information of vectors of coefficients, and finally optimize the
recovered approximate global loss function.
• Distributed Coordination in Smart Grid
Consider the problem of coordinating the power generation of a set of distributed energy
resources, so that the total generation cost is minimized while the demand for power consumption
is met. This problem can be formulated as
min
N∑
i=1
fi(Pi),
s.t.
N∑
i=1
Pi = Pd,
Pi ≤ Pi ≤ Pi, i = 1, . . . , N.
(22)
where Pi and fi(·) denote the amount of generated power and function of generation cost of each
energy resource, respectively, and Pd is the power demand. Note that all the local objectives are
univariate functions. This problem is more complicated than the one addressed in this paper since
there exists a coupled equality constraint of local variables. Problem (22) with convex objectives
has been addressed in [4]. When the objectives are nonconvex, to extend the Chebyshev-proxy-
aided idea so as to realize global optimization with simple iteration rules calls for further study.
• Distributed Data Statistics
Consider the problem of enabling multiple agents in networked systems to obtain important
data statistics (e.g., probability density function (PDF), which is a univariate function while
considering a specific random variable) in a distributed manner. Each agent stores a huge amount
of data and only knows its local PDF. Instead of transmitting plenty of local data directly or
using a complex strategy based on the division of the range of data [38], agents can obtain
the global PDF at a low communication cost by first constructing approximations for its local
PDFs, and then exchanging and updating vectors of coefficients. Further operations are then
made possible.
VI. NUMERICAL EVALUATIONS
In this section, we present simulation results to illustrate the performance of CPCA and
compare it with other algorithms.
We generate a network with N = 30 agents using Erdo˝s-Re´nyi model with connectivity
probability 0.4. In other words, the probability that every pair of agents can communicate with
each other is 0.4. Suppose that all the local constraint sets are the same interval X = [−1, 1].
We consider two instances of problem (1) with different types of local objective functions. In
the first instance, the local objective function of agent i is
fi(x) = aie
bix + cie
−dix, (23)
where ai, ci ∼ U(0, 1), bi, di ∼ U(0, 0.2). Note that fi(x) is convex and Lipschitz continuous on
X . In the second instance, the local objective function of agent i is
fi(x) =
ai
1 + e−x
+ bi log(1 + x
2), (24)
where ai ∼ N (10, 2), bi ∼ N (5, 1) are Gaussian random variables. Note that fi(x) is nonconvex
and Lipschitz continuous on X . We use the Chebfun toolbox [18] to help construct Chebyshev
polynomial approximations.
For comparison, we implement SONATA-L [16], projected distributed sub-gradient descent
method (Proj-DGD, suitable for convex objectives) [22], and projected stochastic gradient descent
method (Proj-SGD, suitable for nonconvex objectives) [39]. The step-size rules of SONATA-L,
Proj-DGD and Proj-SGD are set as αt = αt−1(1 − 0.01αt−1) with α0 = 0.5, αt = 1/t0.5 and
αt = 0.1/t0.9, respectively, based on the guidelines therein. As regards Proj-SGD, we consider
50 Monte-Carlo runs, and plot the curve of average objective errors.
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Fig. 2. Comparison of CPCA, SONATA-L and Proj-DGD for solving problem (1) with (23) as local objectives, regarding
inter-agent communications and oracle queries.
Fig. 2(a) and 3(a) show the relationships between the objective error  and the number of
communications for all the algorithms. For CPCA,  denotes |f ∗e − f ∗|. For SONATA-L, Proj-
DGD and Proj-SGD,  denotes |f(xt)−f ∗|, where xt is the average of all agents’ local estimates
at time t. In Fig. 2(a) and 3(a), the points on the line with square markers indicate the number of
communications needed to meet the specified precision requirement. The points on the line with
circle markers indicate the actual error after performing this number of communications. We can
observe that to reach the certain given precision, CPCA requires less inter-agent communications
and hence is more communication-efficient. The underlying reason is that the inner iterations of
CPCA are rapidly convergent average consensus iterations.
Fig. 2(b) and 3(b) show the relationships between the objective error  and the number of
oracle queries involved for all the algorithms. CPCA requires zeroth-order oracle queries. In Fig.
2(b) and 3(b), the horizontal axes represent the average number of queries needed for one agent
(i.e., the average degree of local proxies plus one). The results presented here correspond to the
discussions in Sec. V-A that m depends on , and that extremely small  is generally associated
with moderate m. SONATA-L, Proj-DGD and Proj-SGD require one first-order oracle query
within each iteration. Hence, the cures in Fig. 2(b) and 3(b) are identical to those in Fig. 2(a)
and 3(a). It can be seen that CPCA calls for fewer oracle queries in both examples. Also, note
that for CPCA, oracle queries are not involved in its inner iterations. Thus, nor the increase of
N or worsening of the network’s connectivity will change the curves with circle markers in Fig.
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Fig. 3. Comparison of CPCA, SONATA-L and Proj-SGD for solving problem (1) with (24) as local objectives, regarding
inter-agent communications and oracle queries.
2(b) and 3(b).
VII. RELATED WORK
There has been extensive research on the design and analysis of distributed optimization
algorithms. Most of the proposed algorithms are consensus-based iterative first-order or zeroth-
order methods. A brief overview of some representative work is as follows.
Distributed Convex Optimization: A variety of efficient distributed convex optimization algo-
rithms have been proposed. Most of them can be divided into two categories, i.e., primal and
dual-based methods. Primal methods generally combine (sub)gradient descent with consensus,
so as to drive local estimates to converge consensually to the globally optimal point in the
primal domain. Early methods exhibit sub-linear convergence for nonsmooth convex objectives
[6], [40]. By exploiting history information of local gradients to track the global gradient, recent
works achieve linear convergence rates for strongly convex and smooth objectives [7], [8], [41],
[42]. Current focuses mainly include stochastic gradients, asynchronous computations [43] and
second-order methods [44]. Dual-based methods transform the problem by introducing consensus
equality constraints, and then solve the dual problem [45] or carry on primal-dual updates to
reach a saddle point of the Lagrangian function [9], [46], [47]. These methods are preferable if
the computations of dual (sub)gradients or sub-optimizations relating to the alternating direction
method of multipliers are easy to execute. However, they are rather hard to be extended to deal
with time-varying or directed graphs, since how to formulate consensus as equality constraints
in those cases is still an open question.
Distributed Nonconvex Optimization: Though being much more challenging, distributed non-
convex optimization has recently received increasing attention due to its promising values in
certain important applications, e.g., resource allocation [48], learning [49] and compressed sens-
ing [50]. Several noticeable algorithms have appeared in the literatures, e.g., [15], [16], [39],
[51], [52]. The overall algorithmic frameworks designed share similarities with those for convex
problems. Nevertheless, the use of various techniques, including stochastic gradient descent [39],
utilization of perturbations [51], proximal methods [52], successive convex approximation [15],
[16] managed to enable agents to iteratively converge to the stationary or locally optimal points
of nonconvex problems.
Zeroth-order Distributed Optimization: The literature is also focusing on developing zeroth-
order algorithms for both convex and nonconvex distributed optimization [20], [21]. This trend
arises from the concern that issues like black-box procedures or resource limitations may inhibit
the direct access to the gradients of the objectives. The key lies in constructing randomized gradi-
ent estimators [53] based on finitely many function evaluations. [21] shows that the convergence
rates of distributed zeroth-order algorithms can match those of their first-order counterparts.
Distributed Constrained Optimization: When there are convex local constraint sets, the most
common means of ensuring feasibility is to project the newly generated estimates onto the local
set after usual updates. This means is first adopted by [22] to solve distributed constrained
optimization problems with convex objectives. Further issues have also been studied, including
step size selections, random projections, asynchronous updates [23], directed graphs [24] and
nonconvex objectives [39]. In other algorithms, the feasibility of new local estimates is satisfied
by minimizing local surrogate functions [15], [16] or solving proximal minimization problems
[54] right over the constraint sets. For general problems with inequality and equality constraints,
the common practice is to introduce multipliers and then use consensus-based primal-dual sub-
gradient methods to reach the saddle points of the Lagrangians [55], [56]. In the aforementioned
works, all the local estimates converge consensually to the optimal solutions.
Our work is closely related to the extensive literature on consensus-based distributed optimiza-
tion, but provides a new perspective to address the considered problems. Instead of using first-
order or zeroth-order information consecutively at every iteration, we utilize function evaluations
(i.e., zeroth-order information) to construct polynomial approximations for local objectives in
advance, thus facilitating subsequent information dissemination and optimization. This new
algorithmic design enables us to obtain sufficiently precise estimates of the globally optimal
solution, with lower oracle complexities and communication costs.
VIII. CONCLUSION
In this paper, we propose CPCA for solving distributed optimization problems with non-
convex Lipschitz continuous univariate objectives and different convex local constraint sets.
The proposed algorithm is built upon Chebyshev polynomial approximation, consensus and
polynomial optimization. It is composed of three stages, i.e., i) constructing local Chebyshev
proxies, ii) performing average consensus to facilitate information dissemination, and iii) solving
locally the polynomial optimization problem. We provide comprehensive theoretical analysis and
numerical results to illustrate its effectiveness, including i) obtaining  globally optimal solutions,
ii) being efficient in terms of oracle and communication complexities, iii) achieving distributed
termination.
One of the promising future directions is to leverage the idea of introducing polynomial
approximations to deal with problems with multivariate nonconvex objectives. The potential
challenges mainly lie in two aspects, i.e., to construct sufficiently precise approximations for
general multivariate functions, and to solve the polynomial-related optimization problems ef-
fectively. We believe that these efforts, if paid off, can lead to new favorable alternatives for
addressing general distributed nonconvex optimization problems.
APPENDIX
A. Proof of Theorem 1
Proof. We rewrite the average-consensus-based update of xti in (11) as p
t+1
i =
N∑
j=1
wijp
t
j , where
wij =

(2max(di, dj))
−1, j ∈ Ni, j 6= i,
0, j /∈ Ni, j 6= i,
1−
∑
j∈Ni
wij, j = i.
It follows that W , (wij)Ni,j=1 is row stochastic, i.e.,
N∑
j=1
wij = 1, 0 ≤ wij ≤ 1, ∀i, j = 1, . . . , N.
Consider the k-th element of the involved vectors, where k = 0, . . . ,m. Based on the row-
stochasticity of W , we have
pt+1i (k) =
N∑
j=1
wijp
t
j(k) ≤
N∑
j=1
wij max
j∈V
ptj(k)
= max
j∈V
ptj(k), ∀i ∈ V .
Let max
j∈V
ptj(k) ,M t(k), min
j∈V
ptj(k) , mt(k). It follows that
M t+1(k) ≤M t(k), mt+1(k) ≥ mt(k).
The convergence of (3) implies that lim
t→∞
pti(k) = p(k), ∀i ∈ V . Hence, lim
t→∞
M t(k) = p(k).
Combining the non-increasing property of M t(k) in terms of t, we have p(k) ≤M t(k), ∀t ∈ N.
Therefore,
mt(k) ≤ p(k) ≤M t(k), ∀t ∈ N.
Suppose that agents terminate at the K-th iteration. Since the max/min consensus is guaranteed
to converge within U iterations, we have
rKi (k)− sKi (k) =MK
′
(k)−mK′(k),
where K ′ , K −U . The stopping criterion ‖rKi − sKi ‖∞ ≤ δ is equivalent to rKi (k)− sKi (k) ≤
δ, ∀k. When it is satisfied, we have∣∣pKi (k)− p(k)∣∣ ≤MK(k)−mK(k)
≤ rKi (k)− sKi (k) ≤ δ, ∀i, k.
B. Proof of Theorem 2
Proof. We present the detailed derivation of SDP formulations (19) and (20) in Sec. III-C, thus
showing the equivalence with problem (17).
The major fact we use is
Tu(x)Tv(x) =
1
2
Tu+v(x) +
1
2
T|u−v|(x),
which implies that the product of two Chebyshev polynomials expands to a combination of
polynomials with certain degrees. Note that
g(x) = (c0 − t)T0(x) +
m∑
j=1
cjTj(x). (25)
• When m is odd, we have
g(x) = (x+ 1)h21(x) + (1− x)h22(x)
= (T1(x) + 1)v(x)
TQv(x) + (1− T1(x))v(x)TQ′v(x)
=
∑
u,v
QuvTu(x)Tv(x)︸ ︷︷ ︸
1
+T1(x)
∑
u,v
QuvTu(x)Tv(x)︸ ︷︷ ︸
2
+
∑
u,v
Q′uvTu(x)Tv(x)︸ ︷︷ ︸
3
−T1(x)
∑
u,v
Q′uvTu(x)Tv(x)︸ ︷︷ ︸
4
.
We first consider the coefficient of T0(x) in g(x). From (25), this number is c0− t. For term 1
and 3 , the added coefficient of T0(x) is Q00 +Q′00 +
m∑
u=1
1
2
(Quu +Q
′
uu). For term 2 and 4 ,
the added coefficient of T0(x) is
∑
|u−v|=1
1
4
(Quv −Q′uv). Hence, we have
c0 − t = Q00 +Q′00 +
1
2
m∑
u=1
(Quu +Q
′
uu)
+
1
4
∑
|u−v|=1
(Quv −Q′uv) .
(26)
Then, we consider the coefficient of Tj(x)(j = 1, . . . ,m) in g(x). From (25), this number is cj .
For term 1 and 3 , when
u+ v = j or |u− v| = j,
the expansion of the product contains Tj(x). Hence, the added coefficient of Tj(x) is
∑
(u,v)∈A
1
2
(Quv +Q
′
uv),
where A = {(u, v)|u+ v = j ∨ |u− v| = j}. For term 2 and 4 , when
u+ v = j − 1, or |u− v| = j − 1,
or |u+ v − 1| = j − 1, or ∣∣|u− v| − 1∣∣ = j,
the expansion of the three-term product contains Tj(x). Hence, the added coefficient of Tj(x)
is
∑
(u,v)∈B
1
4
(Quv −Q′uv), where B =
{
(u, v)|u + v = i − 1 ∨ |u − v| = i − 1 ∨ |u + v − 1| =
i ∨ ∣∣|u− v| − 1∣∣ = i}. It follows that
cj =
1
2
∑
(u,v)∈A
(Quv +Q
′
uv) +
1
4
∑
(u,v)∈B
(Quv −Q′uv) , j = 1, . . . ,m. (27)
Equations (26) and (27), together with the requirements that
Q ∈ Sbm/2c+1+ , Q′ ∈ Sb(m−1)/2c+1+ , (28)
constitute the constraints in (19). Therefore, when m is odd, problem (19) is equivalent with
problem (17).
• When m is even, we have
g(x) = h21(x) + (x+ 1)(1− x)h22(x)
= v(x)TQv(x) +
1− T2(x)
2
v(x)TQ′v(x)
=
∑
u,v
QuvTu(x)Tv(x)︸ ︷︷ ︸
5
+
1
2
∑
u,v
Q′uvTu(x)Tv(x)︸ ︷︷ ︸
6
+
1
2
T2(x)
∑
u,v
Q′uvTu(x)Tv(x)︸ ︷︷ ︸
7
.
In the same way, we first consider the coefficient of T0(x) in g(x), which takes the value of
c0−t. For term 5 and 6 , the added coefficient of T0(x) is Q00+ 1
2
Q′00+
m∑
u=1
(
1
2
Quu +
1
4
Q′uu
)
.
For term 7 , the coefficient of T0(x) is
1
2
∑
|u−v|=2
1
4
Q′uv. Hence, we have
c0 − t = Q00 + 1
2
Q′00 +
m∑
u=1
(
1
2
Quu +
1
4
Q′uu
)
+
1
8
∑
|u−v|=2
(Q′uv) . (29)
Then, we consider the coefficient of Tj(x)(j = 1, . . . ,m) in g(x). From (25), this number is cj .
For term 5 and 6 , when
u+ v = j or |u− v| = j,
the expansion of the product contains Tj(x). Hence, the added coefficient of Tj(x) is
∑
(u,v)∈A
1
2
(Quv +Q
′
uv).
For term 7 , when
u+ v = j − 2, or |u− v| = j − 2,
or |u+ v − 2| = j − 2, or ∣∣|u− v| − 2∣∣ = j,
the expansion of the three-term product contains Tj(x). Hence, the added coefficient of Tj(x) is
1
2
∑
(u,v)∈C
1
4
Q′uv, where C =
{
(u, v)|u+v = i−2∨|u−v| = i−2∨|u+v−2| = i∨∣∣|u−v|−2∣∣ = i}.
Consequently, we have
cj =
1
2
∑
(u,v)∈A
(
Quv +
1
2
Q′uv
)
+
1
8
∑
(u,v)∈C
Q′uv, j = 1, . . . ,m. (30)
Equations (29) and (30), as well as the requirements of positive semi-definiteness (28), constitute
the constraints in (20). Therefore, when m is even, problem (20) is equivalent with problem
(17).
C. Proof of Theorem 4
Proof. We first establish the closeness between pKi (x) and p(x). Let e
K
i , pKi −p. From Theorem
1, we have
‖eKi ‖∞ ≤ δ, ∀i ∈ V .
Suppose that the sets of Chebyshev coefficients of pKi (x) and p(x) are {cj} and {cj}, respectively.
It follows that
|cj − cj| ≤ δ, ∀j = 0, . . . ,m.
Consequently,
|pKi (x)− p(x)| =
∣∣∣∣∣
m∑
j=0
(cj − cj)Tj
(
2x− (a+ b)
b− a
)∣∣∣∣∣
≤
m∑
j=0
|cj − cj| · 1 ≤ δ(m+ 1) = 2,
where we use the fact that |Tj(x)| ≤ 1, ∀x ∈ [−1, 1].
Then, we establish the closeness between p(x) and f(x). Since p is the average of all p0i , p(x)
is also the average of all pi(x). Based on the results in Sec. III-A, we have
|p(x)− f(x)| =
∣∣∣∣∣ 1N
N∑
i=1
(
pi(x)− fi(x)
)∣∣∣∣∣
≤ 1
N
N∑
i=1
|pi(x)− fi(x)| ≤ 1
N
N1 = 1.
Note that 1 = 2 = /3. Hence,∣∣pKi (x)− f(x)∣∣ ≤ ∣∣pKi (x)− p(x)∣∣+ |p(x)− f(x)|
≤ 1 + 2 = 2
3
.
(31)
Let p∗ denote the optimal value of pKi (x) on X = [a, b]. It follows from Lemma 3 that
|p∗ − f ∗| ≤ 2
3
.
Since p∗ ≤ f ∗e ≤ p∗ + 3 = p∗ +

3
, we have
f ∗ − 2
3
 ≤ p∗ ≤ f ∗e ≤ p∗ +

3
≤ f ∗ + .
Therefore, |f ∗e − f ∗| ≤ .
D. Proof of Theorem 5
Proof. From (31), we have
∣∣pKi (x)− f(x)∣∣ ≤ 23,∀x ∈ [a, b]. As in the proof of Lemma 3, we
have
pKi (x
∗
p) ≤ pKi (x∗f ) ≤ f(x∗f ) +
2
3
,
f(x∗f ) ≤ f(x∗p) ≤ pKi (x∗p) +
2
3
,
which leads to
f(x∗f ) ≤ f(x∗p) ≤ f(x∗f ) +
4
3
.
Since f(x) is bi-Lipschitz, it follows that
|x∗p − x∗f | ≤ L|f(x∗p)− f(x∗f )| ≤
4
3
L.
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