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Desi Yuvita.1999. Penentuan Estimator [3Pada Regresi Robust Skripsi ini 
dibawah bimbingan Drs. Eko Tjahjono dan Drs. Eto Wuryanto. DEA. Jurusan 
Matematika FMIPA Universitas Airlangga. 
ABSTRAK 
Salah satu asumsi pada regrcsi linier adalah kenonnalan sisaan. Akan 
tetapi untuk beberapa kasus hal terse but tidak dapat dipenuhi • sehingga metode 
kuadrat terkeeil tidak berlaku lagi. 
Penulisan ini bertujuan menggunakan Regresi Robust untuk mengatasi 
ketidaknonnalan sisaan dan juga dapat mengatasi adanya pencilan dalam data. 
Dalam Regresi Robust terdapat beberapa metode dan salah satu diantaranya 
adalah Regresi Penaksiran-M Huber. Prinsip metode ini adalah merampatkan 
jarak Eulides antara nHai sampel dengan nilai harapan menjadi fungsi jarak. 
Metode ini diselesaikan dengan iterasi. untuk mempermudah perhitungan 
digunakan program S-Plus berdasarkan pada algoritma yang telah dibuat 
Dengan menggunakan regresi robust terbadap contoh data sekunder Y 
(hasil panen padi) dan X (pupuk) diperoleh koefisien regresi robust : 
A 
Y = 3.5827 + 0.187 Xl 
Sedangkan pada eontoh data sekunder Y (waktu pengiriman). X \ (banyak 
kasus). X2 (jarak) dari basil iterasi regresi robust diperoleh: 
A 
Y = 3.59660578 + 1.4464444 Xl + 0.01467769 X2 
Kata kunei: ReblTesi Linier. Regresi Penaksiran-M, Regresi Robust, S-Plus. 
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ABSTRACT 
One of some assumption in tinier regression is the normally of error. 
But for several cases, it couldn't be found, so the least squares wasn't 
essential again. 
The purpose of this thesis is to use robust regression to solve an 
unnormal1y of error and to solve the outlier in data. There are several 
methods in Robust Regression and one of them is M-Estimates of 
Regression by Huber. The principle of this methods is to generalized the 
Euclides distance between sample value and its expected value to become 
distance function. This method is solved by iteration> in order to make 
easy calculation with S~Plus program. 
By use the robust regression in the example from sekunder data, 
Y (harvest 	 of rice) and X ( manure), will get the robust regression 
" 

coeficient is Y 3.5&27 + 0.1&7 Xl 

In the data Y (delivery time), XI (number of cases), X2 ( distance) 
from robust regression, tind : 
1\ 
Y 3.410&3 + 1.47226 Xl + 0.01464 X2 
Keyword 	 Linter Regression. M-Estimates of Regression. Robust Regression, 
S-Plus. 
