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Abstract
As continuous growth of Internet, an ever increasing amount of information becomes
available on the World Wide Web (WWW). Information on the WWW has never been so
exploded that search engines using traditional keyword-based searching strategies hardly
meet people’s needs to retrieve knowledge from online massive text data. The motivation
of this thesis comes from the great demands on discovering implicit knowledge and rich
semantics from online documents.
This thesis focuses on analyzing online business news, a representative of objective in-
formation, and online customer reviews, a representative of subjective information. For
online business news, a topic driven impact analysis model is proposed that quantiﬁes the
impact of topic of a news article. With the proposed topic driven impact analysis model,
an explorative visual analysis system called ImpactWheel is developed to help users better
navigate and understand topic-speciﬁc companies’ impact relationships through mining
rich information source of online business news.
For online customer reviews, both document overall sentiment classiﬁcation and attributed-
based sentiment analysis are performed. In the regard of document overall sentiment clas-
siﬁcation, taking advantages of high frequency of Co-occurring Term (CoT) patterns in
customer reviews, a frequency-based algorithm is proposed to generate complex features
which beneﬁts sentiment classiﬁers. In order to search for effective features and ignore
useless ones produced by the frequency-based complex feature generation algorithm, an
Effective Feature Search (EFS) framework is proposed, which makes a novel connec-
tion between feature candidate generation and a Stochastic Local Search process. In the
regard of attributed-based sentiment analysis, the concept of Sentiment Ontology Tree is
proposed, which organizes a product’s domain speciﬁc knowledge as well as sentiments in
a tree-like ontology structure. With the concept of SOT, a Hierarchial Learning via Senti-
ment Ontology Tree (HL-SOT) approach is proposed to solve the sentiment analysis tasks
in a hierarchical classiﬁcation process. To enhance the classiﬁcation performance and
computational efﬁciency of the HL-SOT approach which encodes texts using a globally
uniﬁed index term space, a Localized Feature Selection (LFS) framework is developed
which generates the customized index term space for each node of SOT. Since that the
HL-SOT approach was estimated by a RLS estimator which is not competent enough to
ﬁnd max class separation and that the statistical linear classiﬁer has been evidently proven
its fallibility on classifying sentiment, a more pragmatic Hybrid Hierarchical Classiﬁca-
tion Process (HHCP) is proposed. The HHCP approach employs a linear classiﬁer that
is capable of maximizing the class separation while minimizing the within-class variance
for attribute detection and turns to a rule-based solution for sentiment orientation.
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Chapter 1
Introduction
In this chapter, an overview of research work conducted during my PhD study is pre-
sented. In Section 1.1, the background and motivation of the work is discussed. The
problem outline for the thesis is described in Section 1.2. A brief description of research
context is presented in Section 1.3, followed by research goal and questions discussed
in Section 1.4. Research approach and our research contributions are respectively pre-
sented in Section 1.5 and Section 1.6. Our papers that are included in this thesis are listed
in Section 1.7. Finally, an overview of the structure of the rest of the thesis is given in
Section 1.8.
1.1 Background and Motivation
As the internet reaches almost every corner of the world, more and more people get used
to accessing information on the World Wide Web (WWW). Information on the WWW
has never been so exploded. Search engine, e.g., Google1, has become an important
tool for users to look for information they need. Traditional searching technologies have
been studied in a relatively mature research area. However, documents retrieved by tra-
ditional searching technologies only capture the explicit information and knowledge of
documents. Document collections usually contain implicit knowledge and rich seman-
tics, e.g., topic trends hidden behind large scales of news and sentiment expressed within
customer reviews, where technologies with traditional keyword-based searching strategy
do not work very well.
There are basically two kinds of information on the WWW, i.e., objective information and
subjective information. The representative of objective information is online news. As the
continuous growth of the online medias such as New York Times(NYT)2, an ever increas-
ing amount of information is becoming available through collections of news articles.
1http://www.google.com
2http://www.nytimes.com
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These news collections contain rich context information and complex inter connections.
There is a great need and challenging to help people to understand and navigate through
the online news with rich context in nature. With the rapid expansion of Web 2.0 technolo-
gies that facilitates people to write reviews and share opinions online, a large amount of
review texts are generated and available on the WWW. The online user-generated reviews
are the representative of subjective information and are deemed to be rich in opinions
and can be very useful information for potential customers, online advertisers as well as
product manufacturers. As the amount of opinion information grows rapidly, it becomes
impossible for humans to manually collect and digest these opinion-rich texts exhaus-
tively. However, ranked lists of web contents retrieved by traditional search engines are
insufﬁcient for more complex data exploration and analytical tasks discussed above.
The motivation for this thesis comes from the demands on discovering knowledge and
semantics from online text data. The thesis focuses on analyzing both objective informa-
tion, e.g., online business news, and subjective information, e.g., online customer reviews,
of online text data. For online business news, we analyze the impact of news of compa-
nies so as to better understand the affection of a speciﬁed event and its epidemic through
mining news collections. For online customer reviews, we perform sentiment analysis on
them so that we can recommend products to new customers using opinions from previous
customers.
1.2 Problem Outline
The problems that are investigated in this thesis belong to the ﬁeld of web intelligence3,
which is the area of study and research of the application of artiﬁcial intelligence and
information technology on the web in order to create the next generation of products,
services and frameworks based on the internet. Technologies such as machine learning,
data mining, and semantic web, etc. are usually involved in solving web intelligence
tasks.
The ﬁrst main problem studied in this thesis is analyzing the impact of news of companies
and extracting the affection of a speciﬁed event and its epidemic through mining news
collections. As we know, online business news collections may cover various topics of
companies, their products, events and related people. Intuitively, each news of a company
represents one topic the company is involved. With its development, a topic once it comes
forth will usually impact more other companies. Information retrieval technologies help
to ﬁnd related news pages on a certain topic. However it is still difﬁcult when we are
trying to ﬁnd innate relations of the content of multiple topic contexts. When considering
underlying contexts, there are no clear answers to the questions such as “Are company A
and company B are related? how are they related? and why are they related?".
To answer these questions, users usually have to examine ﬁne-grained local-level relations
3http://en.wikipedia.org/wiki/Web_intelligence
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over multiple topics. For instance, the news of the bankruptcy of “Lehman Brother"
had a great impact on a number of ﬁnancial institutions. In order to better understand
this event, the users need to check a series of news articles to ﬁnd which companies
are most related with Lehman and most affected by Lehman. Although some existing
techniques provide valuable insights into solving the similar challenges, none of them
offers a complete solution to address the following two challenges: 1). given a news topic
or article of a company, how to detect its impact to other companies? 2). how to make the
complex analysis approaches in a simple explorative manner that can be used by common
users? To bridge this gap, in this thesis we present an approach that enables users to
navigate and analyze large news corpora with rich topic contexts.
The other main problem studied in this thesis is performing sentiment analysis on cus-
tomer reviews. The research of sentiment analysis was proposed to concern not only what
topics are talking about in the documents but also what opinions and sentiments are ex-
pressed on the related topics. Existing works on sentiment analysis can be divided into
two categories. One category of work focuses on analyzing document overall sentiment,
i.e. overall sentiment classiﬁcation (e.g. [1, 2, 3]). The other category of work focuses
on analyzing which aspect of the product the sentiment is expressed on, which is usually
referred to as attribute-based sentiment analysis (e.g. [4, 5, 6]). This thesis studies both
categories of the problems.
As suggested by its name, document overall sentiment classiﬁcation is concerned with
analyzing a document’s overall sentiment, which can be solved by two main approaches.
Lexicon-based methods [7] conduct sentiment analysis by inferring a document’s overall
sentiment from sentiments of words (e.g. [8]) or phrases (e.g., [9]). Machine learning
approaches build classiﬁers to classify a document’s overall sentiment through a super-
vised [10] or unsupervised [11] learning process.
Since Pang et al. [10] studied sentiment classiﬁcation using machine learning techniques,
a lot of work has addressed the document overall sentiment classiﬁcation problem in a
supervised text classiﬁcation process. Within exiting publications there exist various tech-
niques to improve performance of traditional topic-based classiﬁers on sentiment classi-
ﬁcations. These techniques include feature selection approaches, identifying more im-
portant subjective portions of texts [12], learning from human-annotator rationale [13]
or human interaction [14]. The problem of document overall sentiment classiﬁcation we
dealt in this thesis aims at improving performance of sentiment classiﬁers from the per-
spective of feature selection.
Attributes-based sentiment analysis is to analyze sentiment based on each attribute of a
product. When we look into the details of each example of product reviews, we ﬁnd that
online product reviews usually constitute domain speciﬁc knowledge. The product’s at-
tributes mentioned in reviews might have some relationships between each other. For ex-
ample, for a digital camera, comments on image quality are usually mentioned. However,
a sentence like “40D handles noise very well up to ISO 800", also refers to image qual-
ity of the camera 40D. Here we say “noise" is a sub-attribute factor of “image quality".
As we know, in computer science and information science, an ontology formally repre-
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sents knowledge as a set of concepts within a domain, and the relationships among those
concepts4. Therefore, in this thesis we aims at studying the problem of ontology-based
sentiment analysis, where ontology structure serves as external knowledge to organize a
product’s attributes.
1.3 Research Context
The research in this PhD thesis has been conducted at the Department of Computer and
Information Science (IDI) at Norwegian University of Science and Technology (NTNU)
within the project Cooperative Mining of Independent Document Repositories (COMI-
DOR). The COMIDOR project is funded by the Norwegian Research Council under the
VERDIKT research programme with project number 183337. The COMIDOR project
started in 2008 and ended in 2012.
The main objective of the COMIDOR project is to understand the form and contents from
cooperatively mining independent document collections. Traditional search technologies
have been studied in a relatively mature research area. However, documents retrieved by
traditional search technologies only capture the explicit information and knowledge of
documents. Document collections usually contain implicit rich semantics, where tech-
nologies with traditional keyword-based searching strategy do not work very well. In this
research context, the focus of this thesis is on mining implicit rich semantics and knowl-
edge from document collections. The targeted document collections used in our research
are respectively 1) online business news which represents objective information on the
WWW and 2) online customer reviews which represents subjective information on the
WWW.
1.4 Research Goal and Questions
The research in this thesis aims at developing approaches to extracting implicit knowledge
from mining online text data. Speciﬁcally, the knowledge to be extracted depends on
which online text data are analyzed. Focus on the online business news (one representative
of online objective information) and online customer reviews (one representative of online
subjective information), the main research objectives of this thesis are two-fold:
RO1: How can we detect companies’ relations through analyzing online business
news collections?
RO2: How can we extract peoples’ opinions and sentiments through analyzing on-
line customer reviews?
4http://en.wikipedia.org/wiki/Ontology_(information_science)
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1.4.1 Business News Analysis
As the continuous growth of the online medias such as New York Times(NYT)5, an ever
increasing amount of information is becoming available through collections of news arti-
cles. Traditionally, people use search tools to retrieve a ranked list of documents whose
content is highly related to a set of user-supplied keywords. This model has proven re-
markably powerful for information retrieval tasks, such as locating the address of a restau-
rant. However, ranked lists of news contents are insufﬁcient for more complex data explo-
ration and analytical tasks where users try to understand the relations between complex
concepts that span across multiple documents. One main research objective of this the-
sis aims at discovering relations among companies according to their impact that can be
detected within their news. A company has an impact on another company if news about
the impacted company in some systematic way reﬂect what is going on with the other
company. Our ﬁrst research question is:
RQ1: How can we model and quantify the impact of a company’s news?
1.4.2 Customer Reviews Analysis
On the WWW there is a mass of information with multifarious opinions on a given topic
may be generated from all over the world in a very short time. As the number of prod-
uct reviews grows, it becomes difﬁcult for a user to manually learn the panorama of an
interesting topic from existing online information. Faced with this problem, research on
opinion mining and sentiment analysis, e.g., [4, 5, 15], were proposed and have become
a popular research topic at the crossroads of information retrieval and computational lin-
guistics. Research on sentiment analysis can be classiﬁed into two different categories
according to granularity of sentiments being analyzed against texts. One category is doc-
ument overall sentiment analysis. The other category is aspect-based sentiment analysis.
In this thesis, we study problems of sentiment analysis on customer reviews in both cate-
gories.
Carrying out sentiment analysis on customer reviews is not a trivial task. When we look
into the details of each example of product reviews, we ﬁnd that there are two intrinsic
properties that might help us to solve the problem:
IP1: Customer reviews constitute domain-speciﬁc knowledge.
The product’s attributes mentioned in reviews might have some relationships between
each other. For example, for a digital camera, comments on image quality are usually
mentioned. However, a sentence like “40D handles noise very well up to ISO 800", also
refers to image quality of the camera 40D. Here we say “noise" is a sub-attribute factor of
“image quality".
IP2: Vocabularies used in product reviews tend to be highly overlapping.
5http://www.nytimes.com
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In online customer reviews, for one product there only exist a ﬁnite number of aspects
(product’s attributes) that can be commented on. For example, for a digital camera, at-
tributes that are usually mentioned in reviews are “price", “LCD", “picture quality" and
“battery life", etc. For each reviewed attribute, there are a ﬁnite number of vocabularies
that are usually involved in sentiment expressing.
Document Overall Sentiment Analysis
Document overall sentiment classiﬁcation is concerned with analyzing a document’s over-
all sentiment. As indicated in the statement of Intrinsic Property 2 (IP2), vocabularies
used in product reviews tend to be highly overlapping. Words referred to attributes of a
product as well as words for describing sentiment on the attributes will co-occur in the
customer reviews with high frequency. Furthermore, high frequent co-occur terms to-
gether indicate more clear sentiments than each only single term. For example, single
term like “high" does not necessarily means positive sentiment. However, in a corpus of
customer reviews on digital cameras terms “high" and “price" might co-occur together
frequently and means deﬁnitely negative. Therefore, we have a research question:
RQ2: How can we capture high frequent co-occur terms as complex features to im-
prove the accuracy of sentiment classiﬁcation on product reviews?
As high frequent co-occur terms are generated as complex features for sentiment classi-
ﬁer, classiﬁcation performance is expected to be improved. However, all the captured high
frequent co-occur term patterns are not necessarily effective features for a sentiment clas-
siﬁer. For example, in customer reviews on hotels, the terms “staff", “nice", and “service"
usually co-occur together. However, the generated complex feature like “staff service"
is a noise or useless feature to classiﬁers. Therefore, we know the generated complex
features by high frequent co-occur term pattern may generate noise as well and we have
the following research question to deal with this problem:
RQ3: How can we identify and remove unwanted complex features from the gener-
ated co-occur terms without losing effective features for sentiment classiﬁca-
tion?
Attributed-based Sentiment Analysis
Attributes-based sentiment analysis is to analyze sentiment based on each attribute of a
product. As indicated in the statement of Intrinsic Property 1 (IP1), customer reviews con-
stitute domain-speciﬁc knowledge. There are relationship between attributes of a product
in that domain. In computer science, one natural way to represent the structure and rela-
tionship of concepts of a domain knowledge is to use ontology. It is intuitive to investigate
whether we can use the knowledge of an ontology structure to help us perform attributed-
based sentiment analysis. Therefore we have the following research questions:
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RQ4: How can we design an ontology-supported framework so that knowledge of
the product ontology enhances the sentiment analysis process?
The above research question aims at developing an ontology-supported framework that
can use the knowledge of ontology structure of a product domain to facilitate sentiment
analysis process. If an ontology-supported sentiment analysis framework can be devel-
oped, it entails opportunities of improvement from several angles. Therefore, a further
research question following RQ5 is:
RQ5: What are the important factors affecting the performance of the above ontology-
supported sentiment analysis framework?
1.5 Research Approach
In this section, we discuss the research approaches used in this work.
The goal of the research process is to produce new knowledge or deepen understanding
of a topic or issue6. Generally, there are three main forms of taking a research process,
i.e., exploratory research, constructive research, and empirical research. Although it is
difﬁcult to deﬁne clear boundaries between them, each of them highlights different aspects
of activities in the research process. Exploratory research is a type of research conducted
for a problem that has not been clearly deﬁned7. Constructive research is perhaps the most
common computer science research method. This type of approach demands a form of
validation that doesn’t need to be quite as empirically based as in other types of research
like exploratory research8. Empirical research is a way of gaining knowledge by means
of direct and indirect observation or experience. Empirical evidence (the record of one’s
direct observations or experiences) can be analyzed quantitatively or qualitatively9.
The research taken in this thesis involves activities of the above research approaches.
Speciﬁcally, the research process includes following typical activities:
• Research Problem Survey. The important approach to starting a research process
is to survey the research problems. The survey is mainly conducted by broad litera-
ture reviewing. The literatures are mainly from prestigious international conference
proceedings, e.g., ACL, WWW, SIGIR, etc, and good international journals, e.g.,
TKDE, TOIS, etc. Through this broad reading process, we can ﬁnd out the chal-
lenges of our research problems and understand the state-of-the-art techniques pro-
posed in existing publications. In the research problem survey process, we learn all
the preliminary knowledge of our research and make good preparation for further
exploitation.
6http://en.wikipedia.org/wiki/Research#Research_methods
7http://en.wikipedia.org/wiki/Exploratory_research
8http://en.wikipedia.org/wiki/Constructive_research
9http://en.wikipedia.org/wiki/Empirical_research
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• Knowledge Learning and Approach Development. The model and approach de-
velopment process is to propose our own methods to tackle the research problems.
In this process, we ﬁrst analyze the challenges within the problems. Then we learn
and study the knowledge that can be applied to the problems. The knowledge we
need to learn in this stage involves several areas including natural language pro-
cessing, linear algebra, probability theory, neural information processing, etc. After
deep learning on the required knowledge, we can propose our own approaches to
the research problems.
• Data Preparation. One important activity for research is to prepare data on which
the proposed approaches can be evaluated. In our research, we use both public
standard data sets and manually labeled self-created data sets. For task of sentiment
classiﬁcation, we use public standard data sets. e.g., the movie review data set10
so that our approach can be easily compared with related work. For some tasks,
such as product attribute detection and news impact analysis, we have to crawl data
from online websites and manually label the data set for the speciﬁc experimental
purposes.
• Metrics for Result Analysis. In empirical research, experiments can be analyzed
quantitatively and qualitatively. The metrics used in the research of this thesis
mainly use quantitatively empirical analysis. For each research problem, metrics
are designed with each research questions raised in the research process so that ad-
vantages and disadvantages of proposed approaches can be revealed in an objective
manner.
1.6 Research Contributions
This thesis has 6 research contributions listed as follows:
C1: ImpactWheel, an explorative visual analysis system that can reveal the impact
of news articles.
In paper P1, we propose ImpactWheel, a new visual analysis technique that enables users
to navigate and analyze large news corpora with rich topic contexts. Topic driven impact
analysis provides a ranking mechanism that ﬁnds a set of companies that are deemed as
most impacted by topics of news of a user-interested company. The idea of a probabilis-
tic topic model is that documents are mixtures of topics, where a topic is semantically
coherent and is formally treated as a probability distribution of words. In the paper P1
we discuss how we use a probabilistic topic model to naturally quantify impact of a com-
pany’s news to the topic proportion in other companies’ news collections, and propose
a semi-supervised model estimation process to estimate the model’s parameters which
serves as quantity of impact of a company’s news. In the paper P1, we also provide a new
visualization design that helps us portray the relation ranking results and facilities data
10http://www.cs.cornell.edu/people/pabo/movie-review-data
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understanding. Rich interactions are also provided that enable us to explore the analy-
sis results in a dynamic and efﬁcient way and also help to detect data patterns from rich
context.
C2: An automatic approach for generating complex features for sentiment classi-
ﬁers.
In paper P2, we propose an approach to generating complex features, called multi-unigram
features, to enhance a negation-aware Naive Bayes classiﬁer. The term “multi-unigram
feature" is coined to represent the process that the generated features are produced by our
algorithm that takes an initial set of unigram feature candidates as input. We further make
the Naive Bayes classiﬁer aware of negation expressions in the training and classiﬁcation
process to eliminate the confusions of the classiﬁer that is caused by negation expressions
within sentences. Experiments in the paper P2 not only qualitatively show the good qual-
ity of the generated features but also quantitatively demonstrate a signiﬁcant effectiveness
of ideas of both the multi-unigram features generation and the negation-aware classiﬁer
on improving the performance of the original Naive Bayes classiﬁer.
C3: An Effective Feature Search (EFS) framework for enhancing the performance
of sentiment classiﬁers.
As discussed in RQ3, the complex feature generation algorithm proposed in the paper
P2 not only produce effective features but also bring useless noise for sentiment classi-
ﬁers. In paper P3, we propose an Effective Feature Search (EFS) framework that makes
a novel connection between feature candidate generation and a Stochastic Local Search
(SLS) process to enhance performance of machine learning classiﬁers for sentiment clas-
siﬁcation. The EFS framework contains two steps. In the feature generation step, we uti-
lize ﬁlter-based methods [16] to generate feature candidates including both complex fea-
ture and unigram feature taking advantage of high frequency Co-occurring Term (CoT)
patterns. In the feature pruning step, we map the feature set optimization process to a
Stochastic Local Search (SLS) process. In the proposed SLS model, a wrapper-based
selection is adopted to score each selected feature subset with an objective function tai-
lored to the classiﬁer. A hill-climbing SLS algorithm is developed in the model to ensure
quickly ﬁnding a local optima.
C4: A Hierarchical Learning via Sentiment Ontology Tree (HL-SOT) approach for
sentiment analysis.
In paper p4 and P5, we study the problem of sentiment analysis on product reviews
through a novel method, called the HL-SOT approach, namely Hierarchical Learning
(HL) with Sentiment Ontology Tree (SOT).By sentiment analysis on product reviews we
aim to fulﬁll two tasks, i.e., labeling a target text with: 1) the product’s attributes (at-
tributes detection task), and 2) their corresponding sentiments mentioned therein (senti-
ment orientation task). The proposed HL-SOT approach is the ﬁrst work to formulate the
tasks of sentiment analysis to be a hierarchical classiﬁcation problem. In the paper P4,
we ﬁrst propose a formal deﬁnition on SOT. A speciﬁc hierarchical learning algorithm is
further proposed to achieve tasks of sentiment analysis in one hierarchical classiﬁcation
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process.
C5: A Localized Feature Selection (LFS) framework tailored to the HL-SOT ap-
proach.
In paper p6, we propose a Localized Feature Selection (LFS) framework tailored to the
HL-SOT approach to sentiment analysis. In the proposed LFS framework, signiﬁcant
feature terms of each node can be selected to construct the locally customized index term
space for the node so that the classiﬁcation performance and computational efﬁciency of
the existing HL-SOT approach are improved.
C6: A Hybrid Hierarchical Classiﬁcation Process for Sentiment Analysis.
In paper P7, a Hybrid Hierarchical Classiﬁcation Process (HHCP) is proposed to solve the
two tasks, i.e., attributes detection task and sentiment orientation task, of sentiment anal-
ysis. The HHCP approach is proposed based on the paper P4 of the HL-SOT approach.
Compared with the HL-SOT approach, the HHCP approach has the following contribu-
tions. First, the HHCP approach employs a linear Fisher classiﬁer for attribute detection
task, since Fisher classiﬁer is developed by requiring maximum class separation in the
output space, which is deemed as more competent than the Regularized Least Squares
(RLS) employed by the HL-SOT approach. Second, the HHCP approach only performs
the sentiment orientation task on the identiﬁed attributes that are leaf nodes of the hierar-
chical structure. Third, since the statistical linear classiﬁers that are designed for semantic
classiﬁcations are evidently prone to errors when applied to classifying sentiment infor-
mation, unlike the HL-SOT approach, the HHCP approach turns to a rule-based heuristic
solution for the sentiment orientation task.
1.7 Papers
There are seven papers that are included in this thesis. These papers have all been pub-
lished in international peer reviewed workshops, conferences, and journals. In this sec-
tion, we present an overview of the papers. Details of the papers are included in the thesis
in Part II.
P1: Wei Wei, Nan Cao, Jon Atle Gulla and Huamin Qu: “ImpactWheel : Visual Anal-
ysis of the Impact of Online News", in Proceedings of the 2011 IEEE/WIC/ACM
International Conference on Web Intelligence.
P2: Wei Wei, Jon Atle Gulla and and Zhang Fu: “Enhancing Negation-Aware Senti-
ment Classiﬁcation on Product Reviews via Multi-Unigram Feature Generation",
in Proceedings of the Sixth International Conference on Intelligent Computing.
P3: Wei Wei, Ole J. Mengshoel and Jon Atle Gulla: “Stochastic Search for Effective
Features for Sentiment Classiﬁcation" Under submission to Data and Knowledge
Engineering.
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P4: WeiWei and Jon Atle Gulla: “Sentiment Learning on Product Reviews via Sentiment
Ontology Tree", in Proceedings of the 48th Annual Meeting of the Association for
Computational Linguistics.
P5: Wei Wei: “Analyzing Text Data for Opinion Mining", in Proceedings of 16th Inter-
national Conference on Applications of Natural Language to Information Systems.
P6: Wei Wei and Jon Atle Gulla: “Enhancing the HL-SOT Approach to Sentiment Anal-
ysis via a Localized Feature Selection Framework", in Proceedings of the 2011
International Joint Conference on Natural Language Processing.
P7: Wei Wei and Jon Atle Gulla: “Sentiment Analysis in a Hybrid Hierarchical Clas-
siﬁcation Process", in Proceedings of the 7th International Conference on Digital
Information Management.
1.8 Thesis Structure
This thesis contains two parts. Part I introduces background and motivation of research in
this thesis and also presents an overview of technology context, related work, results and
evaluations, etc. Part II contains a list of papers that are related to research in this thesis.
The remainder of this thesis is organized as follows:
Part I
Chapter 2: Technology Context. In this chapter, an overview of background knowledge
and technologies that are related to this thesis are reviewed.
Chapter 3: State of the Art. In this chapter, we discuss our research problems in terms
of the state of the art approaches.
Chapter 4: Research Results. In this chapter, we summarize the contributions of this
thesis. Each contribution is correspondent to a research question raised in the Sec-
tion 1.4. For each contribution, a research question is revisited. Then we brieﬂy
describe each proposed approach, its evaluation, and roles of authors in the paper.
Chapter 5: Conclusion and Future Work. In this chapter, we conclude the work in this
thesis and discuss potential research directions for future work.
Part II: Publication List. This part contains a list of the papers (P1-P7) that are used in
this thesis and produced in the period of my PhD study.
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Chapter 2
Technological Background
In this chapter, we brieﬂy introduce fundamental techniques that are background knowl-
edge for understanding the research papers that are included in this thesis. The chapter is
organized as follows. Section 2.1 discusses ﬁve classic feature selection algorithms that
are utilized in the papers P2, P3, and P6. Section 2.2 describes a list of machine learning
classiﬁers that are used in the papers P2-P7. Section 2.3 presents a classic association
rule learning algorithm that inspires complex feature generation algorithm proposed in
the papers P2 and P3. Section 2.4 introduces statistical topic models that are background
technique for developing the topic driven impact analysis model in the paper P1.
2.1 Feature Selection Approaches
Feature selection 1 also known as feature reduction, variable selection or data dimension
reduction is a process of selecting a subset of most important and relevant features for
building robust learning models. Research on feature selection techniques has become
the focus of people working on statistical machine learning areas with the following ob-
jectives: improving the prediction performance of the models, providing faster and more
cost-effective learning and classiﬁcation process, and providing a better understanding of
the underlying process that generated the data [17]. In this section, we review ﬁve classic
feature selection algorithms, i.e., Document Frequency (DF) [18], Mutual Information
(MI) [18, 19], χ2-statistic (CHI) [18], Term Strength (TS) [20], and Information Gain
(IG) [21], that are used in our research process.
2.1.1 Document Frequency Feature Selection
Document Frequency (DF) feature selection algorithm is a frequency-based feature selec-
tion process. The DF algorithm is the simplest and effective feature selection algorithm
1http://en.wikipedia.org/wiki/Feature_selection
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that quantiﬁes importance of a term as the number of documents in which the term occurs.
Based on the intuition that rare terms are less important for category prediction, the DF
algorithm counts the document frequency of each unique terms in the training data set
and select a sub set of terms whose document frequency fulﬁlls the threshold.
2.1.2 Mutual Information Feature Selection
Mutual Information (MI) is usually used to measure dependence of two random vari-
ables2. In text classiﬁcation, MI can be used to indicate how much a term t is related to
a class c. Therefore MI might serve as a criteria to select feature terms for some speciﬁc
class and is calculated as [18]:
I(t, c) =
∑
et∈{1,0}
∑
ec∈{1,0}
P (et, ec) log2
P (et, ec)
P (et)P (ec)
, (2.1)
where et = 1means a training document contains t and et = 0means a training document
does not contain t, and ec = 1 means a training document is in class c and ec = 0 means
a training document is not in class c.
2.1.3 χ2-statistic Feature Selection
χ2 feature selection is a popular algorithm for selecting features in text classiﬁcation. The
criteria used in the χ2 feature selection algorithm is based on χ2 test which is applied to
test the independence of two events. Let t denote a term and c denote a class. The χ2
score of t with c is calculated as [18]:
χ2(t, c) =
∑
et∈{1,0}
∑
ec∈{1,0}
(Netec − Eetec)2
Eetec
, (2.2)
where et and ec have the same deﬁnition as in the Formula 2.1, and N and E are respec-
tively the observed frequency and the expected frequency in the training data.
2.1.4 Term Strength Feature Selection
Term Strength (TS) [20] estimates term importance based on how commonly a term is
likely to appear in a cluster of highly related documents [22]. In the TS feature selec-
tion process, the algorithm ﬁrst cluster documents in the training data according to their
similarity. The number of clusters that can be generated from training data depends on
the threshold on document similarity. Let documents xi and xj respectively represent any
two different documents from the same cluster of training data. Score of term strength of
2http://en.wikipedia.org/wiki/Mutual_information
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t is calculated based on the estimated conditional probability that t occur in the document
xi given that t also occur in the document xj , i.e.,:
s(t) = P (t ∈ xi|t ∈ xj). (2.3)
2.1.5 Information Gain Feature Selection
Information Gain (IG) is another frequently used measurement on feature selection in
the ﬁeld of machine learning. The IG utilizes entropy to calculate information change
given more conditions. In information theory, entropy is used to measure uncertainty of
a random variable. Let X denote a random variable with possible values {x1, x2, ..., xn}.
Then the entropy of X:
I(X) = −
n∑
i=1
P (xi)log2P (xi). (2.4)
The IG feature selection algorithm quantiﬁes the importance of a term t to a class c as
how much difference is between entropy of c and conditional entropy of c given t:
IG(t, c) = P (c|t)log2P (c|t)− P (c)log2P (c). (2.5)
2.2 Machine Learning Classiﬁers
Machine learning is a discipline within Artiﬁcial Intelligence (AI) that deals with algo-
rithms that enable computers to learn from empirical data and solves problems on new
observed data. In machine learning and statistics, classiﬁcation is a key problem that pre-
dicts which categories new observed data belong to. In this section, we review a list of
machine learning classiﬁers that are utilized in the research of this thesis.
2.2.1 Naive Bayes Classiﬁer
The technique of a Naive Bayes (NB) classiﬁer is based on the Bayesian theorem3 with
strong “naive" independence assumptions. The NB classiﬁer is a simple but popular ef-
fective probabilistic classiﬁer on solving classiﬁcation problems. It can often outperform
more sophisticated classiﬁcation methods. In a typical text categorization problem, let d
denote a document and let c denote a class. With the Bayes’ rule, the probability of the
document d being in the class c is calculated as:
P (c|d) = P (c)P (d|c)
P (d)
.
3http://en.wikipedia.org/wiki/Bayes’_theorem
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Since for each class c, the probability of a document d, i.e., P (d), can be treated equally,
with conditional independent assumption on words of the document d, the probability of
d being in c can be derived as:
P (c|d) ∝ P (c)
∏
∀w∈d
P (w|c),
where P (w|c) is the conditional probability of a word w occurring in a document that
belongs to class c.
2.2.2 Support Vector Machine
Support Vector Machine (SVM) is one of the best supervised machine learning tech-
niques. It was proposed by Cortes and Vapnik [23]. The SVM classiﬁer projects data to a
high dimension which is typically much higher than the original feature space. The non-
linear function, say ϕ(·), can be polynomials, Gaussians, or other basis functions [24]. In
a sufﬁciently high dimension transformed by ϕ(·), data from two categories can be sepa-
rated by a hyperplane which has the largest distance to the nearest training data point of
any class (see Fig. 2.1 [25]). The distance between the hyperplane and the nearest point
is called margin. The nearest point is called support vector.
Figure 2.1: An Example of Support Vector Machine Hyperplane
Let feature vector vi represent each data pattern in original space. Let xi denote the
vector that is transformed by an appropriate nonlinear function ϕ(·): xi = ϕ(vi). Then
the training data set in the transformed space is represented by {(xi, yi)}, where xi is a
vector in the transformed space and yi = ±1 according to whether the data instance i is
in or not in the category. Let w represent the gradient vector of the optimal hyperplane.
The hyperplane can be represented by wTx+ b. Thus the margin between the hyperplane
and xi is:
yi(w
Txi + b)
‖w‖ .
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Assuming there is a positive margin δ exists [23], that is
yi(w
Txi + b)
‖w‖ ≥ δ.
The goal of the SVM is to ﬁnd appropriate parameters, i.e., w and b, of the hyperplane that
maximize δ. To ensure a unique solution of w and b, we impose the constraint ‖w‖δ = 1
and the objective function can be represented as:
max
w,b
1
‖w‖
s.t. yi(w
Txi + b) ≥ 1.
Since maximizing 1‖w‖ is equal to minimizing
1
2
‖w‖2, the objective function can be pre-
sented as:
min
w,b
1
2
‖w‖2
s.t. yi(w
Txi + b) ≥ 1.
The above optimization problem is a typical quadratic programming problem and have
been studied in a number of alternative schemes [26, 23, 27].
2.2.3 K-Nearest Neighbor
K-Nearest Neighbor (KNN) classiﬁcation is one of the classic algorithm in machine learn-
ing. It is a supervised learning algorithm and has been used in many applications in the
ﬁeld of data mining, statistical pattern recognition, and text processing. KNN is instance-
based learning and assign objects to the class of its closest k neighbors, where k indicates
the number of closest neighbors that are considered in the training and classiﬁcation pro-
cess. Here is an example of KNN in Fig. 2.2, where k = 7. From the example, we can see
that within the seven closest neighbors around the object “X" there are ﬁve black circles
and two white circles. Therefore, the “X" object will be assigned to the class of black
circle.
The most popular metrics for calculating similarity between objects are Euclidean dis-
tance and Cosine similarity. Let n-dimensional vectors xi and xj respectively represent
two objects. The Euclidean distance4 is the ordinary distance between two points that one
would measure with a ruler and is calculated as:
distance(xi, xj) =
√√√√ n∑
t=1
(xi,t − xj,t)2.
4http://en.wikipedia.org/wiki/Euclidean_distance
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Figure 2.2: An Example of KNN Classiﬁer (k = 7)
The Cosine similarity5 is a measure of similarity between two vectors of an inner product
space that measures the cosine of the angle between them and is calculated as:
sim(xi, xj) =
xi · xj
‖xi‖‖xj‖ =
∑n
t=1 xi,t × xj,t√∑n
t=1(xi,t)
2
√∑n
t=1(xj,t)
2
.
2.2.4 Decision Tree Classiﬁcation
Figure 2.3: An Example of Decision Tree.
A decision tree6 is a decision support tool that uses a tree-like graph or model of decisions
and their possible consequences, including chance event outcomes, resource costs, and
utility. In machine learning and data mining, a decision tree classiﬁer is a predictive
model using decision tree to map objects to class labels which are represented as leaves in
the classiﬁcation tree structure. An example of a decision tree classiﬁcation is presented
in Fig. 2.3. In the example, we see that each interior node, e.g., age and credit rating,
represent a feature to be considered in the decision tree. Leaf nodes in Fig. 2.3 represent
two classes, i.e., yes or no, of decisions on whether issuing a credit card. A decision tree
5http://en.wikipedia.org/wiki/Cosine_similarity
6http://en.wikipedia.org/wiki/Decision_tree
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can be learned from training data. There are several decision tree learning algorithms
including Iterative Dichotomiser 3 (ID3) [28], C4.5 algorithm [29], and Classiﬁcation
And Regression Tree (CART) [30], etc.
2.2.5 Linear Fisher Classiﬁer
A linear Fisher classiﬁer also known as Fisher’s linear discriminant is a classiﬁcation
method that ﬁnds a linear combination of features and projects high-dimensional data onto
a line and performs classiﬁcation in this one-dimensional space. A linear Fisher classiﬁer
is developed by maximizing separation between classes while minimizing variance within
each class. Let x ∈ X (X = Rd) denote a vector representation for a text to be classiﬁed.
Let c and c¯ respectively denote the two classes: related to c and not related to c. The
function of a linear Fisher classiﬁer f(.) is to project the d-dimensional input vector x
down to one dimension y ∈ R by:
y = f(x) = wT · x,
wherew = (w1, w2, ..., wd)T is a unit weight vector that deﬁnes the linear Fisher classiﬁer.
Imagine that if the two classes c and c¯ are divisible in the d-dimensional space, after being
projected down to the one dimension R, we still want to keep their divisibility. That is to
say a projection needs to be selected so that the class separation can be maximized. Let
the mean vectors xc and xc¯ respectively represent the two classes of c and c¯, i.e.,:
xc =
1
Nc
∑
i∈c
xi, xc¯ =
1
Nc¯
∑
j∈c¯
xj.
We need to ﬁnd a weight vector w that can maximize the separation distance between xc
and xc¯ when projected by w. However, the projection discovered in this way still suffers
from a problem that the two classes that could be separated in the original space are still
overlapping in the one dimensional output space, because the covariances of the two class
distributions are non-diagonal. To alleviate this problem, Fisher [31] proposed a balanced
function that maximizes separation between classes while minimizing variance within
each class:
J(w) =
wTSBw
wTSIw
, (2.6)
where SB is the between-class covariance matrix given by:
SB = (xc¯ − xc)(xc¯ − xc)T , (2.7)
and SI is the inner-class covariance matrix given by:
SI =
∑
i∈c
(xi − xc)(xi − xc)T +
∑
j∈c¯
(xj − xc¯)(xj − xc¯)T . (2.8)
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The weight vector w that makes the optimized projection is the w that maximizes the
J(w) function in Formula 4.14, i.e.,:
w = argmax
w
J(w) = argmax
w
wTSBw
wTSIw
. (2.9)
To calculate the weight vector w and deal with the small sample size problem [32] in
the training data set, following the similar idea in [33], we perform the singular value
decomposition of SI and have:
SI = UΣV
T , (2.10)
where U and V are d-by-d orthogonal matrices and Σ is a d-by-d diagonal matrix. Let
V = [v1, ..., vr, vr+1, ..., vd], where r is the rank of SI . Since SI is a singular matrix, r is
smaller than the dimensionality of the original space, i.e., r < d. Therefore, there must
be a kernel K of SI , where K is the null space of SI and is a linear span of a set of vectors
{xk|SIxk = 0, 1 ≤ k ≤ (d − r)}. Let matrix Q be [vr+1, ..., vd]. Since the kernel K can
be spanned by vectors vr+1, ..., vd [34], the matrix QQT can be used when transforming
samples from the original space to kernel. Let S˜B denote the scatter matrix of SB and
deﬁne:
S˜B = QQ
TSB(QQ
T )T . (2.11)
The weight vector w can be calculated as the eigenvector corresponding to the largest
eigenvalues of scatter matrix of S˜B.
2.3 Association Rule Mining
Association Rule Mining is a fundamental data mining method on identifying co-occurrence
relationships, called associations, in large data sets. The problem of mining association
rules can be presented as follows [35]. Let’s take market basket analysis as an exam-
ple. In a supermarket, customers purchase items. Shopping details of each purchase are
recorded as transactions at cashiers. Let I = {i1, i2, ..., im} denote a set of items. Let
T = (t1, t2, ..., tn) be a set of transactions. An association rule is an implication of the
rule X → Y , where X ⊂ I, Y ⊂ I , and X ∩ Y = ∅.
Apriori [36] is one of classic algorithms for learning association rules. The Apriori al-
gorithm which relies on the downward closure [35] has two steps. First, it generate a
frequent item set that has frequency in transactions above minimum threshold, say θ.
Second, associate item associations are generated with co-occurrence frequency above
the threshold θ based on the frequent item set generated in the ﬁrst step. Details of the
Apriori algorithm are presented in Algorithm 1.
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Algorithm 1 Apriori Algorithm
1: F ← ∅;  initialized to be empty set
2: F1 ← {f |f = i ∈ Iandi.count  θ};  generate a frequent item set
3: for (k = 2; Fk−1 = ∅; k++) do
4: Fcand ← ∅;  initialized to be empty set
5: Fk ← ∅;  initialized to be empty set
6: for all f, f ′ ∈ Fk−1 do
7: with f = {i1, ..., ik−2, ik−1}
8: and f ′ = {i1, ..., ik−2, i′k−1}
9: fcand ← {i1, ..., ik−2, ik−1, i′k−1}
10: if fcand.count  θ then
11: Fk ← Fk ∪ {fcand};
12: end if
13: end for
14: end for
15: return F ← ∪kFk;  return the generated feature set F as a union of all the
generated Fk
2.4 Statistical Topic Models
A topic model is a type of statistical model for discovering the abstract "topics" that occur
in a collection of documents7. The idea of a probabilistic topic model is that documents
are mixtures of topics, where a topic is semantically coherent and is formally treated as a
probability distribution of words. In a probabilistic topic model, a document d is deemed
to be generated by a mixture of topics. To generate each word w in d, a latent topic z
is chosen with a probability and w is considered to be generated from a topic-speciﬁc
multinomial distribution θz over words.
Probabilistic Latent Semantic Analysis (PLSA) is one of well known topic model devel-
oped by Thomas Hofmann in 1999 [37]. In PLSA documents are considered being made
up of a mixture of latent topics from a topic set Z = {z1, z2, ..., zK} and model the whole
document collection D as:
P (D) =
∏
d∈D
p(d, w) =
∏
d∈D
∏
w∈d
P (d)P (w|d) =
∏
d∈D
∏
w∈d
P (d)
∑
z∈Z
P (w|z)P (z|d). (2.12)
Formula 2.12 models the process of generating each word w in D in a natural way. When
“authors" are writing each document d, they ﬁrst chose some speciﬁc topic with probabil-
ity P (z|d) and then choose a word from the topic z with probability P (w|z). The number
of parameters in the Formula 2.12 is K|D| + K|V |, where K is the number of latent
topics, and |D| is the number of documents in D, and |V | is the number of words in the
vocabulary set V . These parameters can be learned using the EM algorithm [37, 38].
7http://en.wikipedia.org/wiki/Topic_model
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Figure 2.4: Graphical Model Representation of LDA.
Latent Dirichlet Allocation (LDA) is a generative probabilistic topic model and is pro-
posed by Blei et al. in 2002 [39]. As described by Fig. 2.4 [39], the LDA is a three-level
hierarchical Bayesian model, in which each document is modeled as a ﬁnite mixture over
a set of latent topics. Each topic is modeled as inﬁnite mixture over an underlying set
of topic probabilities. The main contribution of LDA compared with the PLSA is that
the authors introduce the Dirichlet distribution Dir(α) to model the parameters of topic
distribution of documents. Different from the generation process of PLSA, the LDA as-
sumes the following generative process for each document w in D. First, the parameter
θ is chosen according to the Dirichlet distribution Dir(α). Then a topic z is chose from
a multinomial distribution parameterized by θ. Finally, within the topic z a word w is
chosen from a multinomial probability deﬁned by a Dirichlet distribution Dir(β). The
LDA model of the above generative process for describing a training document collection
D is presented as:
P (D|α, β) =
∏
d∈D
∫
P (θd|α)(
Nd∏
i=1
∑
zdi
P (zdi|θd)P (wdi|zdi, β))dθd, (2.13)
where α and β are super parameters. θd is the multinomial distribution that describes
topic distributions for the document d. Nd is the total number of words in a document
d. wdi represents the ith word of the document d. zdi represents the topic that generate
the word wdi. The LDA model is a complete Bayesian model since it introduces Dirichlet
distributions Dir(α) and Dir(β) to respectively model the parameters P (z|d) and P (w|z)
of PLSA as random variables. In this way, the number of parameters to be estimated for a
LDA model is K+K|V |. These parameters can be estimated by an efﬁcient approximate
inference technique based on variational methods and an EM algorithm [39].
Chapter 3
State of the Art
In this chapter, we give an overview of the state-of-the-art work that is related to research
of this thesis. The related work is categorized into two sections that are respectively
related to the two main problems studied in this thesis. Section 3.1 reviews the related
work to modeling impact of online news. Section 3.2 discusses previous work on opinion
mining and sentiment analysis.
3.1 Impact Modeling on News
With continuous growth of internet, huge amounts of news data becomes available on
online medias. Research on online news analysis has been widely studied in the research
communities of information retrieval and text mining. Unlike traditional search technolo-
gies that returns a ranked list of documents whose content is highly related to a set of
user-supplied keywords, recent research relies on Topic Detection and Tracking (TDT)
technologies to model and analyze news topic trend and impact [40].
3.1.1 News Impact Tracking and Modeling
Mori et al. [41] proposed a technique for topic-tracking from Web pages obtained by
search engines. The technique relies on a KeyGraph to form concepts and topics with a
collection of frequent words clustered together. Yang et al. [42] applied hierarchical and
non-hierarchical document clustering algorithms to a corpus of 15,836 stories, focusing
on the exploitation of both content and temporal information to automatically detect novel
events from a temporally-ordered stream of news stories. Kumaran and Allan [43] use
named entities as well as text classiﬁcation techniques to improve performance of the
new event detection task. Leskovec et al. [44] developed a framework for tracking short,
distinctive phrases that travel relatively intact through online text and presented scalable
algorithms for identifying and clustering textual variants of such phrases that scale to
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a collection of 90 million articles, which offers quantitative analysis of the global news
cycle and the dynamics of information propagation between mainstream and social media.
Wang et al. [45] proposed an automatic online news topic ranking algorithm based on
inconsistency analysis between media focus and user attention. Although existing work
investigated on the topic detection and tracking problem in various way, none of them
formulates a model that quantiﬁes the impact of topics of news articles.
The ﬁrst challenge in our research on news impact modeling is to develop a model that
quantiﬁes the impact of topics of news articles. Therefore different with existing TDT
works [41, 42, 43, 44, 45] which focus on detecting and tracking topics of news articles,
our work focus on the challenge of modeling impact of user-interested news topics and
enables users to navigate among selected news topics to analyze and reveal news impact
in an explorative manner.
3.1.2 News Relatedness Calculation
The second challenge in our research on news impact analysis is that in our proposed
topic driven model we need to develop an approach to calculate impact relation between
news articles based on proportion of one article’s contents occupying the other article.
A straightforward approach is to approximate the impact relation between news articles
using document similarity measurement. Document similarity measurements calculate
similarities between documents to indicate their relatedness and are usually employed in
text classiﬁcation [46] and text clustering [47] tasks. A simple but effective approach to
measuring similarity between documents uses the vector space model, e.g., Cosine Simi-
larity1. However, vector space model measures similarity between documents by treating
each whole document as a vector. Without focusing on any semantic aspect, documents
that are highly ranked as similar according to the vector space model might not necessar-
ily relate to each other on the required semantic topic. Wang and Taylor [48] proposed to
measure semantic similarities of documents based on concept forests that are generated
with the assistance of a natural language ontology. In that work, document similarities are
measured based on semantic concepts. However, the generation of concepts depends on
the availability of an external ontology, while the semi-supervised topic model proposed
in our work does not require knowledge from external resources. The proposed concept-
tree-distance based document similarity [49] is a semantic concept based measurement
without external knowledge. However, the approach proposed in [49] can neither be
guided to focus on semantic topics nor work for the documents that might relate to more
than one concerned topics.
1http://en.wikipedia.org/wiki/Cosine_similarity
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3.1.3 Model Parameter Estimation
The proposed semi-supervised topic model in the paper P1 is based on probabilistic topic
models, e.g., PLSA [37, 50], LDA [39], which have been proven effective for discovering
latent semantic topics through modeling large collections of texts and have already been
reported with promising performances on information retrieval [51], summarization [52,
15], clustering [53], classiﬁcation [54], as well as various web intelligence tasks [6, 55, 56,
57, 58]. In our research, we adopt a topic model to model the news impact. The Maximum
Likelihood (ML) estimator with the Expectation Maximization (EM) algorithm [59] is
usually used for estimation of this kind of topic models. However, since this parameter
estimation process is conducted in an unsupervised setting without any prior knowledge
on the trained topics, the generated topic models will probably not be well agreed with
required topics. Therefore, there is a challenge on how we can guide the news impact
model training process to enforce the generated topic models to seemly represent the
required topics.
3.2 Sentiment Analysis on Reviews
Sentiment analysis is a key problem studied under the research ﬁeld of opinion mining
which is at the crossroads of information retrieval and computational linguistics. There
have already been a lot of research works that are dedicated to solving this problem.
The task of sentiment analysis on reviews was originally performed to extract overall
sentiment from the target texts, i.e., document overall sentiment classiﬁcation. However,
in [2], as the difﬁculty shown in the experiments, the whole sentiment of a document is not
necessarily the sum of its parts. Then there came up with research works shifting focus
from overall document sentiment to sentiment analysis based on product attributes [4, 60,
61, 5], i.e., attributed-based sentiment analysis. In our research on sentiment analysis on
reviews, we investigate both on document overall sentiment classiﬁcation and attribute-
based sentiment analysis.
3.2.1 Document Overall Sentiment Analysis
Document overall sentiment analysis is to summarize the overall sentiment in the docu-
ment. There have already been a lot of research works that are dedicated to solving this
problem. With different grouping criterion existing research works can be grouped into
different categories.
According to different granularity levels on which sentiment classiﬁcation is to be ana-
lyzed, existing papers will mainly fall into two categories: word-level sentiment classiﬁ-
cation and phrase-level sentiment classiﬁcation. The word-level sentiment classiﬁcation
is to utilize the polarity annotation of words in each sentence and summarize the over-
all sentiment of each sentiment-bearing word to infer the overall sentiment within the
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text [1, 62, 3, 63, 64, 65, 8, 66]. The phrase-level sentiment classiﬁcation focuses sen-
timent annotation on phrases not words with concerning that atomic units of expression
is not individual words but rather appraisal groups [9]. In [67], the concepts of prior
polarity and contextual polarity were proposed. This paper presented a system that is
able to automatically identify the contextual polarity for a large subset of sentiment ex-
pressions. In [2], an unsupervised learning algorithm was proposed to classify reviews
as recommended or not recommended by averaging sentiment annotation of phrases in
reviews that contain adjectives or adverbs. However, the performances of these works
are not good enough for sentiment analysis on product reviews, where sentiment on each
attribute of a product could be so complicated that it is unable to be expressed by overall
document sentiment.
According to techniques that sentiment classiﬁcation mainly utilize, existing papers can
be roughly grouped into rule-based sentiment classiﬁcation and machine learning senti-
ment classiﬁcation. Rule-based methods for sentiment classiﬁcation is to develop a cer-
tain of rules based on which sentiment information can be extracted from texts. In [62],
a rule-based algorithm was presented for extracting sentiment-bearing adjectives from
WordNet2. In [61], the authors proposed to use some linguistic rules to deal with the sen-
timent classiﬁcation problem together with a new opinion aggregation function. Machine
learning sentiment classiﬁcation is to utilize traditional machine learning techniques to
classify texts by therein sentiment. In [10], it is found that the three employed machine
learning methods did not perform as well on sentiment classiﬁcation as on traditional
topic-based categorization. In [12], the relationship between opinion detection and senti-
ment classiﬁcation was examined. In that paper, text categorization technique was applied
to extract subjective portions of text from documents. In [9], Whitelaw et al. proposed a
Naive Bayes version of Turney’s model and provided a framework that enabled human-
provided information to be with unlabeled and labeled documents.
Early work, e.g., [64, 1], relies on adjectives to automatically decide sentiment orienta-
tion of documents. Pang et al. studied sentiment classiﬁcation using machine learning
techniques [10]. Although it has been claimed that standard machine learning techniques
outperform human-produced baselines, there is also evidence that machine learning tech-
niques do not perform as well on sentiment classiﬁcation as on traditional topic-based text
classiﬁcation [10].
There exist at least two challenges for document overall sentiment classiﬁcation using
machine learning techniques. First, sentiment orientation of words is rather dependent
on topics. Although there are some general applicable sentiment expression words, e.g.,
“good" and “bad", which always hold consistent sentiment orientation in different topics,
it is also not difﬁcult to ﬁnd words that might have different and even opposite opinions in
different contexts. Second, negation expression is another potential problem for machine
learning classiﬁers in sentiment classiﬁcation. Negation words including “not", “never",
“no", etc., are considered meaningless stop words and usually ﬁltered out from feature set
in traditional topic-based text classiﬁcation. However, these negation words are very im-
2http://wordnet.princeton.edu/
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portant signals in the sentiment classiﬁcation process since their existence might overturn
the classiﬁcation results. Therefore, our research on document overall sentiment analysis
in the thesis focus on solve the above two challenges.
3.2.2 Attributed-based Sentiment Analysis
Attributes-based sentiment analysis is to analyze sentiment based on each attribute of a
product. In [4], mining product features was proposed together with sentiment polarity
annotation for each opinion sentence. In that work, sentiment analysis was performed on
product attributes level. In [5], a system with framework for analyzing and comparing
consumer opinions of competing products was proposed. The system made users be able
to clearly see the strengths and weaknesses of each product in the minds of consumers
in terms of various product features. In [60], Popescu and Etzioni not only analyzed
polarity of opinions regarding product features but also ranked opinions based on their
strength. In [68], Liu et al. proposed Sentiment-PLSA that analyzed blog entries and
viewed them as a document generated by a number of hidden sentiment factors. These
sentiment factors may also be factors based on product attributes. In [6], Lu et al. pro-
posed a semi-supervised topic models to solve the problem of opinion integration based
on the topic of a product’s attributes. The work in [69] presented a multi-grain topic
model for extracting the ratable attributes from product reviews. In [15], the problem of
rated attributes summary was studied with a goal of generating ratings for major aspects
so that a user could gain different perspectives towards a target entity. A special case of
the attribute-based sentiment analysis is ontology-based sentiment analysis where ontol-
ogy structure serves as external knowledge to organize a product’s attributes [70, 71, 72].
The usage of ontology for opinion mining was ﬁrstly studied in [70]. It is reported in [70]
that ontology-supported opinion mining outperforms methods without ontology support.
Although the method proposed in [70] involved ontology to tackle the sentiment analysis
problem, it ignored dependencies among attributes within an ontology’s hierarchy.
Although all the above mentioned research work concentrated on attribute-based sen-
timent analysis, they did not sufﬁciently utilize the hierarchical relationships among a
product attributes. When we look into the details of each example of product reviews,
we ﬁnd that there are some challenges and properties there we need to address. First of
all, how can we utilize the domain-speciﬁc knowledge of product reviews. The product’s
attributes mentioned in reviews might have some relationships between each other. For
example, for a digital camera, comments on image quality are usually mentioned. How-
ever, a sentence like “40D handles noise very well up to ISO 800", also refers to image
quality of the camera 40D. Here we say “noise" is a sub-attribute factor of “image qual-
ity". Second, sentiments expressed in a review or even in a sentence might be opposite on
different attributes and not every attributes mentioned are with sentiments. How can we
deal with the complex sentiments expressed in one review? These challenges are focus of
our research on attributes-based sentiment analysis.
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3.3 Summary
In this section, we review the related work of our research and discuss some important is-
sues and challenges in news impact and sentiment analysis. Speciﬁcally, on news impact
analysis our research focus on the following issues: 1) developing a model that quanti-
ﬁes the impact of topics of news articles; 2) developing an approach to calculate topic
impact relation between news articles; 3) developing a mechanism to guide the news im-
pact model training process so that the generated topic models seemly represent required
topics. On sentiment analysis, our research lies in both document overall sentiment clas-
siﬁcation and attributed-based sentiment analysis. On the task of document overall senti-
ment classiﬁcation, there are following two challenges: 1) sentiment orientation of words
is rather dependent on topics; 2) negation words are very important and might overturn
the classiﬁcation results. On the task of attribute-based sentiment analysis, we address
the following questions: 1) how can we utilize the domain-speciﬁc knowledge of product
reviews; 2) how can we deal with the complex sentiments expressed in one review.
Chapter 4
Research Results and Evaluation
This chapter presents a summary of the research results of this thesis. Each research re-
sult is a contribution to each research questions discussed in Section 1.4. To claim each
research result, we ﬁrst revisit its correspondent research question and describe the details
and evaluation of the proposed approach. This chapter is structured in the order that cor-
responds to research contributions discussed in Section 1.6. Speciﬁcally, in Section 4.1
we present an overview of an explorative visual analysis system, called ImpactWheel, that
enables users to navigate and analyze large news corpora with rich topic contexts. Sec-
tion 4.2 summarizes an algorithm that generate complex features for sentiment classiﬁers.
In Section 4.3, an effective feature search framework is brieﬂy introduced that search
for effective features for sentiment classiﬁers. Section 4.4 brieﬂy presents a hierarchical
learning framework, called HL-SOT approach, that deals with sentiment analysis tasks
using knowledge from ontology structure. In Section 4.5, a localized feature selection
framework is brieﬂy discussed for performance enhancement of the HL-SOT approach.
Finally, Section 4.6 gives an overview of a hybrid hierarchical classiﬁcation process that
is a further development based on the HL-SOT approach.
4.1 An Explorative Visual Analysis System
The ﬁrst contribution of this thesis is:
C1: ImpactWheel, an explorative visual analysis system that can reveal the impact
of news articles.
In the paper P1, we propose ImpactWheel, a new visual analysis technique that enables
users to navigate and analyze large news corpora with rich topic contexts. This contribu-
tion is for the ﬁrst research question:
RQ1: How can we detect the impact of a company through mining news collections
and provide users an intuitive interaction to understand the affection of a spec-
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iﬁed event and its epidemic?
In the work of the paper P1, we take New York Times industry news as the example
corpus to illustrate the power of the ImpactWheel system. Fig. 4.1 shows an overview
of the ImpactWheel system. From the Fig. 4.1, we can see that the ImpactWheel as an
explorative visual analysis system contains two fundamental components:
Figure 4.1: System Overview of ImpactWheel
• Topic Driven Impact Analysis: Given a news topic of a speciﬁed company u,
ImpactWheel system provides a relation ranking mechanism that helps to ﬁnd a set
of companies that are deemed as most impacted by the topic of u’s news.
• Explorative Visualization: ImpactWheel provides a new visualization design that
helps to better portray the relation ranking results and facilitate data understanding.
Rich interactions are also provided that enables explorative analysis. It helps to
explore the analysis results in a dynamic and efﬁcient way and also helps to detect
data patterns from rich context.
Generally speaking, with a user-interested company and a set of interested news selected
by the user, we want to ﬁnd the company’s impact on other companies based on its various
news topics. To achieve this goal, the analysis in the ImpactWheel system contains three
major steps as illustrated in Figure 4.1. First, a user selects an interested company and a
set of interested news form the data corpus. After that, the topic driven impact analysis
component calculates and ranks out a set of key companies that are most impacted by
the user-interested company on all the topics of its news. Finally the analytic results are
transformed into the visual form and represented by a well designed rich context visual-
ization. Interactions are also provided to help users to explore the data on the visualization
display and detect impact relations topic by topic. We describe the details of the two key
components in the following sub sections.
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4.1.1 Topic Driven Impact Analysis
Topic driven impact analysis provides a ranking mechanism that ﬁnds a set of companies
that are deemed as most impacted by topics of news of a user-interested company. In this
section, we ﬁrst discuss topic driven news impact modeling that quantiﬁes the impact of
topic of a news article. Then we present how to estimate the parameters to calculate the
modeled impact with a semi-supervised probabilistic topic model.
Topic Driven News Impact Modeling
Suppose we have a set of news articles in Du = {du,1, du,2, ..., du,k} of a user-interested
company u. Let Dc = {dc,1, dc,2, ..., dc,n} denote a set of news articles of a company c.
The topic driven impact analysis is to calculate relations between the company c and the
company u according to how much c is impacted by u on each topic of u’s news. We
believe that if c is impacted by u on a topic there will exist some news of c mentioning
the topic. It is reasonable to assume that the more c is impacted by a topic, the more
proportion of the topic occupying the content of c’s news. Hence, we model the impact
of u’s news du,j (1 ≤ j ≤ k) on the company c as how much proportion the topic of du,j
is mentioned in c’s news:
Γdu,j(c) =
∑
d∈Dc
ρd(τ(du,j)), (4.1)
where Γdcu (c) denotes how much the news du,j impacts the company c, and τ(du,j) rep-
resents the topic of the news du,j , and ρd(τ(du,j)) represents the proportion of the topic
τ(du,j) occupying the content of d. In order to calculate the value of Γdcu (c), the news
topic τ(du,j) and the topic proportion ρd(τ(du,j)) modeled in the Formula 4.1 need to be
further deﬁned. In the following of this section, we will describe a generation process of
a probabilistic topic model in which τ(du,j) and ρd(τ(du,j)) can be naturally quantiﬁed.
The idea of a probabilistic topic model is that documents are mixtures of topics, where
a topic is semantically coherent and is formally treated as a probability distribution of
words. In a probabilistic topic model, each news topic τ(du,j) can be modeled as a se-
mantically coherent topic which is described by a multinomial distribution of words by a
topic model θj: {p(w|θj)}w∈V . For all the words w in vocabulary V , θj is subject to the
constraint:
∑
w∈V p(w|θj) = 1. Let ΘI = {θ1, θ2, ..., θk} respectively denote topics1 of k
news articles in Du. Each news d of a company c is deemed to be generated in a proba-
bilistic sampling process in which each word w of d can be deemed to be generated from
a mixture of topics in ΘI . Intuitively, there might exist such a situation that no topic in
ΘI is covered by a news article. In order to smooth this case, we further deﬁne a general
background model θB to model the common English words as well as contents that are not
related to any topics in ΘI . Let Θ denote the set of all the topics, i.e., Θ = ΘI
⋃{θB}. In
the probabilistic sampling process, when writing a word w of a news article d the “author"
might make the following two stochastic decisions:
1If speciﬁed otherwise in the following of this paper “topic" has the same meaning with “topic model".
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• the “author" might decide to use a word from a topic θj ∈ Θ with probability
p(θj|d);
• the “author" might choose a word w from the topic θj with probability p(w|θj).
Let C = {c1, c2, ..., cm} denote all the companies to be analyzed. Let D denote the set of
all the news articles of companies in C: D =
⋃
c∈C Dc. With the probabilistic generation
process described above, the log likelihood of documents in D can be formally given by:
log(p(D)) =
∑
Dc∈D
∑
d∈Dc
∑
w∈V
[f(w : d)
×log(
∑
θj∈Θ
p(θj|d)× p(w|θj))],
(4.2)
where f(w : d) is the frequency of word w appearing in the document d.
In the probabilistic topic model described in Formula 4.2, the news topic τ(du,j) is mod-
eled as θj and the topic proportion ρd(τ(du,j)) can be naturally quantiﬁed p(θj|d). In this
way, the modeled impact of the news du,j on the company c described in the Formula 4.1
can be calculated as:
Γdu,j(c) =
∑
d∈Dc
ρd(τ(du,j)) =
∑
d∈Dc
p(θj|d). (4.3)
In next subsection, we will present a semi-supervised model estimation process to esti-
mate the parameters p(w|θj) and p(θj|d) in the described probabilistic topic model.
Model Estimation in a Semi-supervised Setting
The parameters p(w|θj) (∀θj ∈ Θ) and p(θj|d) (∀d ∈ D) are estimated in the way that the
probabilistic topic model can best explain the text data in D. The Maximum Likelihood
(ML) estimator with the Expectation Maximization (EM) algorithm [59] is usually used
for estimation of this kind of topic models. However, since this parameter estimation pro-
cess is conducted in an unsupervised setting without any prior knowledge on the trained
topics, the generated topic models will probably not be well agreed with topics in ΘI . In
order to guide the parameter estimation process to enforce the generated topic models to
seemly represent topics in ΘI , prior knowledge on those topics should be obtained. Then
the prior knowledge can be incorporated with the ML estimator to make the estimation
process with the Maximum A Posterior (MAP) estimator.
Different from existing works [56, 6] where the prior knowledge is collected from external
resources, the prior knowledge on topics in ΘI can be acquired from the company u’s
news set Du. In Du, the content of each news article du,j tells us about what the topic θj
is like. Analogically, all the news in Du can also be deemed to be generated in a similar
probabilistic sampling process as described above. In the same way, we model the log
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likelihood of documents in Du as:
log(p(Du)) =
∑
du,i∈Dcu
∑
w∈V
[f(w : du,i)
×log(
∑
θj∈Θ
p(θj|du,i)× p(w|θj))].
(4.4)
We use the ML estimator with the EM algorithm [59] with imposing constraints:
p(θj|du,i) =
{
1, if j = i
0, otherwise
to estimate words distribution for each topic θj and denote each estimated distribution
by ΘˆI = {θˆ1, θˆ2, ..., θˆk}. In order to incorporate this prior knowledge, each θˆj ∈ ΘˆI is
deﬁned as a conjugate Dirichlet prior respectively for each topic model θj ∈ ΘI so that
the topic model θj is a multinomial distribution parameterized by Dir(1 + μjp(w|θˆj)),
where μj represents a conﬁdence parameter for the prior. Here μj can be deemed as
the “equivalent sample size" which means that the effect of adding the prior would be
equivalent to add μjp(w|θˆj) pseudo counts for word w for estimation of p(w|θj). Let Λ
denote all the parameters p(w|θj) (∀θj ∈ ΘI) to be estimated. In the estimation process
with the MAP estimator, the prior of Λ can be given by
p(Λ) ∝
k∏
j=1
∏
w∈V
p(w|θj)μjp(w|θˆj). (4.5)
With the prior described in the Formula 4.5, Λ can be estimated with the MAP estimator,
i.e., Λˆ = argmaxΛ p(D|Λ)p(Λ) by the EM algorithm. The updating formulas in EM
steps are:
p(w|θj, d) = p
(n)(θj|d)p(n)(w|θj)∑
θj′∈Θ p
(n)(θj′ |d)p(n)(w|θj′) ; (4.6)
p(n+1)(θj|d) =
∑
w∈V f(w : d)p(w|θj, d)∑
θ′j∈Θ
∑
w∈V f(w : d)p(w|θj′ , d)
; (4.7)
p(n+1)(w|θB) =
∑
Dc∈D
∑
d∈Dc f(w : d)∑
w′∈V
∑
Dc∈D
∑
d∈Dc f(w
′ : d)
; (4.8)
∀θj ∈ ΘI : p(n+1)(w|θj) =∑
Dc∈D
∑
d∈Dc f(w : d)p(w|θj, d) + μjp(w|θˆj)∑
w′∈V
∑
Dc∈D
∑
d∈Dc f(w : d)p(w
′|θj, d) + μj .
(4.9)
With the above updating formulas, all the parameters are able to be estimated so that the
estimated model can best ﬁt to the text data set D. Then the modeled impact of the news
du,j on the company c can be calculated by the Formula 4.3.
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4.1.2 Visual Analysis
In this subsection, we describe how to visualize the above analytic results to help users
understand the data and ﬁnd topic-based impact relation changes.
Figure 4.2: Interactive rich context visualization
Design Principles
Generally speaking, we represent the above analytic results using rich context visualiza-
tion as illustrated in Figure 4.2. A screen capture demo is also available online.2 More
speciﬁcally, the design of the visualization follows several key design principles.
Focus + Context In our design, companies are encoded by circular nodes and treated
as the information focus. The focused company is the user-interested company cu that
is laid out in the center surrounded by other related companies. Both lines and positions
are used to encode the relation rankings. Context information is also considered in the
design. A radial diagram in the background depicts the sector-industry hierarchy for each
company. It uses colorful wedges and pie slices to identify different sectors and industries
respectively. For example, in Figure 4.2, “Lehman Brothers" is the focused company
which is depicted at the center of the view. “Freddie Mac" has a higher relation ranking
to “Lehman Brothers" than any other companies. “Bank of American" and “Citigroup
Inc." belong to “Banks" industry under the “Financial" sector since they are shown in the
region of “Banks".
2http://www.youtube.com/watch?v=OQTEp5dUCr4
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Overview + Detail With each news of the focused company, we are able to rank the
relations between the companies based on news topics. Several star-like ranking graphs
are generated by connecting them with the focused company according to their relation
rankings. Thus, there are k ranking graphs if we have k news topics. These graphs reveal
the differences of the relations ranked by different topics. An overview graph is computed
by aggregating various relations together to provide an overview. All the relation details
and overviews are encoded in the visualization in a uniform way. Only one type of relation
is shown at a time. Users can switch between different topics to view different relations.
Rich Interaction To facilitate data exploration and visual analysis, ImpactWheel also
provides a set of interactions. Besides some intuitive interactions like highlight, there are
two important interactions: Topic Switch. By default, in the ImpactWheel visualization,
the overview graph is shown. Users are able to switch between different relations by se-
lecting the news topic listed at the bottom of the view. An animated transition is applied
to depict the data changes in a smooth way. This interaction helps users to navigate and
compare the relations of different topics.
Closeness Detection. Clicking on the focused company in the center will draw a circu-
lar radar line to show the rank. All the companies that are covered inside the line are
highlighted (see Figure 4.2). Keep on clicking, the radii of the circle continues to in-
crease and cover more nodes until it reaches the upper limitation. This interaction helps
to quantitatively detect the closeness to the focused company in an efﬁcient way.
Layout
The design outlined above introduces several constraints on the visualization layout. The
visualization contains two kinds of layout: 1) the context layout in the background shows
the industry hierarchies; 2) the focus layout in the foreground shows the relation ranking
of companies.
Context Layout The visualization of the ImpactWheel system encodes a hierarchical
context in the background. In general, this hierarchical information is laid out based on a
space ﬁlling radial layout which splits angles to assign space for each node in the hierar-
chy. More speciﬁcally, the root of the hierarchy takes the full angle range which is from
0 to 360 degree. This angle range is assigned to its children according to their weights.
The angle splitting process is recursively preformed until it reaches the leave nodes of
the hierarchy. The layout algorithm is widely used in many visualization designs such as
SunBurst [73]. It provides some obvious advantages on compactness and aesthetics.
Focus Layout The focused star-graph of companies is also carefully laid out within the
region of their related background context. To better organize the companies in view, we
ﬁrst order all the surrounding companies in a decreasing order by their ranking closeness
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to the focused company. We use the radial layout technique again to put the companies
into their related background region according to the above order. During the layout the
radii of each company is also adjusted by their ranking closeness to the center. We put
companies with higher rank close to the center, and the companies with a lower rank away
from the center. In this way a spiral-liked view is automatically generated.
4.1.3 Evaluation
In this section, we conduct experiments for the performance evaluation on the ImpactWheel
system on an example corpus collected from the original large data set of New York
Times news3. On the collected corpus, we manually judge each news document d ∈ Dc
as “impacted" or “not-impacted" by the news du. Since this manual labeling process is
time-consuming, we can not make this corpus too large. Using “Lehman Brothers" as a
user-interested company, which was ﬁled for Chapter 11 bankruptcy protection on Sep.
15, 20084, the collected corpus contains 76 pieces of news of 15 companies in the ﬁnan-
cial sector that occurred in the period from Sep. 11, 2008 to Sep. 18, 2008. Within the
76 news in the collected corpus, 14 news are manually judged as impacted by the topic
of a news of Lehman titled “Lehman ﬁles for bankruptcy protection". The evaluation
is divided on two parts. First, performance evaluation is conducted for topic driven im-
pact analysis model. In addition, we demonstrate the effectiveness of the visualization on
results with a case study.
(a) Interpolated Precision (b) Interpolated Fall-Out
Figure 4.3: Results of the Interpolated Precision and Interpolated Fall-out on Approaches
Performance Evaluation
The purpose of the proposed Semi-Supervised Topic Model (STM) approach is to cal-
culate impact relations between each interested news du and news of a company c based
3http://www.nytimes.com/
4http://en.wikipedia.org/wiki/Bankruptcy_of_Lehman_Brothers
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on the proportion of the topic of du occupying the content of news in Dc. Therefore
the performance of impact relation analysis is reﬂected in the accuracy of the proportion
value calculation, which can be approximated with a document similarity measurement.
To investigate whether our proposed STM approach provides more effective mechanisms
for calculating this proportion value, in the experiments we compare the proposed STM
approach with two implemented baseline approaches: term-frequency based vector space
model, called TFVM approach, and tﬁdf -based vector space model, called TFIDFVM
approach, that approach the proportion value calculation by cosine similarity between du
and news texts in Dc.
Evaluation Metrics Since it is not feasible to quantify the proportion value of each
topic news occupying contents of news articles in test set, we evaluate the accuracy of
proportion value calculations focusing on retrieval effectiveness. That is to say, more
accuracy of the proportion value calculation will result in more effective ranking list on
retrieving news documents that are labeled as “impacted". The retrieval effectiveness
is measured by “Interpolated Precision" and “Interpolated Fall-out", which respectively
record the precisions and fall-outs as the number of news labeled as “impacted" increases
in the retrieved news. The precision here is deﬁned as:
precision =
|{“impacted" news}⋂{top N ranked news}|
N
, (4.10)
which measures the fraction of news that are judged as “impacted" in the top N ranked
news. The fall-out here is deﬁned as:
fall-out =
|{“not-impacted" news}⋂{top N ranked news}|
|{all “not-impacted" news in corpus}| , (4.11)
which measures the proportion of “not-impacted" news out of all “not-impacted" news in
the corpus are ranked as top N retrieved news.
Experimental Results The experiments are conducted on performance comparison be-
tween the proposed STM approach with the TFVM approach and TFIDFVM approach.
In the experiments, each approach will generate an impact relation value between each
news in Dc and the news of bankruptcy of Lehmen. Ranked by impact relation values,
the generated list of news are checked against the human-judged news list to calculate
the precisions and fall-outs. The results of interpolated precision and interpolated fall-
out of the three approaches are summarized in Fig. 4.3. From Fig. 4.3, we can observe
that the proposed STM approach generally beats the TFVM approach and the TFIDFVM
approach respectively on the two metrics. Although the STM approach reaches worst,
when the number of recall is increased to 14, i.e. 100% recall, as shown in Fig. 4.3a
and Fig. 4.3b, it is not difﬁcult to observe that with incorporating prior knowledge on the
topics, the STM approach result in better performance than the baseline approaches since
more precision and less fall-out are obviously achieved as the number of recall increases.
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Figure 4.4: Case study on the bankruptcy of Lehmen Brothers.
On the contrary, without focusing on topic semantics the TFVM approach and TFIDFVM
approach blindly retrieve more and more trivial news as the number of recall increases
and therefore lose performances on the precision and the fall-out.
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Case Study
We selected a series of news that occurred in the period from Sep. 11th to Sep. 21st
2008 which focused on “Lehmen Brothers" bankruptcy. We aim to help users better to
understand the event’s impact on several major industries. An overview of the impact of
all these news is depicted in Figure 4.2. As a whole, the Financial and Technology sectors
are the two major sectors that are most affected by the bankruptcy of Lehmen. More
speciﬁcally, “Freddie Mac" which is the company in the “Consumer Financial Services"
industry is most affected by this bankruptcy event. When we explore the news topics one
by one as illustrated in Figure 4.4, we ﬁnd that the impact of the Lehmen bankruptcy is
distributed to various industries in several key steps.
The whole story began as the news “Shares continue to decline as Lehmen looks for
buyer" was published on Sep. 11th 2008. At this stage, as illustrated in Fig. 4.4(a), only
the companies under the “Consumer Financial Services", “Bank" and “Insurance" indus-
tries were affected by the news. Until this moment, this early hint of ﬁnancial disaster
had not affected other industries. Two days latter, another news “Lehmen shares slide on
paulson bailout reluctance" received more attention from ﬁnancial companies like “Bank
of American" and “Fannie Mae", as illustrated in Fig. 4.4(b). On Sep. 15th 2008, Lehmen
announced the bankruptcy protection. This news immediately made great impact on sev-
eral technique companies like “Apple" and “Yahoo". Some other retail companies such as
“Best Buy" and “Amazon" were also affected as illustrated in Fig. 4.4(c). As the impact
was distributed, until Sep. 21st, a piece of news with the title of “the end of wall street"
generated great impact on most ﬁnancial companies as illustrated in Figure 4.4(d).
From this study, using the ImpactWheel system, we easily detect the changes of the impact
of the Lehmen bankruptcy event.
4.1.4 Summary
In the paper P1, we introduce ImpactWheel, an explorative visual analysis system that
can detect the impact of the news articles. The system contains two major components,
a topic driven impact analysis model and an interactive rich context visualization design.
The experiments of performance evaluation on topic driven impact analysis show that
our approach produce more precision and less fall-out on capturing semantics and context
topics than other two baselines. A case study on the system demonstrates its powerfulness
and effectiveness of visual analysis design. The result of this paper answers questions of
RQ1 discussed in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P1 and did all model development,
programming and paper writing work on the topic driven impact analysis. Nan Cao
worked for the visual analysis part. Jon Atle Gulla and Huamin Qu gave feedback on
the writing and empirical analysis.
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4.2 AnAutomatic Complex Feature Generation Approach
The second contribution of this thesis is:
C2: An automatic approach to generate complex features for sentiment classiﬁers.
In the paper P2, an approach to generating complex features (called multi-unigram feature
in the paper P2) to enhance a negation-aware Naive Bayes classiﬁer for sentiment clas-
siﬁcation on sentences of product reviews. This contribution is for the second research
question:
RQ2: Can we capture high frequent co-occur terms as complex features to improve
the accuracy of sentiment classiﬁcation on product reviews?
In a unigram language model, each unigram presence is usually treated as a feature of a
sentiment classiﬁer. In our method, we coin the term “multi-unigram feature" to repre-
sent a new kind of features that are generated with capturing high-frequently co-appeared
unigrams in the training data. In this section, we will brieﬂy discuss the process of auto-
matically producing multi-unigram features.
4.2.1 Preprocessing for Unigram Feature Generation
For the purpose of generating a set of unigram feature candidates, we ﬁrst employ an
existing POS-tagger [74] to conduct a POS-tagging process on all the training data. Ac-
cording to the POS tags associated with each word, we select words only with interesting
POS tags, e.g. verbs, nouns, adjectives, etc. to be unigram feature candidates. Then we
perform a stop-word-removing process on the list of unigram feature candidates so that
meaningless words, e.g. this, that, will be removed. Furthermore, we transform each
word to its stem with the porter stemming algorithm [75] and get a set of stems. We use
the set of stems as initial unigram feature candidate set and denote it by F0.
4.2.2 Multi-Unigram Feature Generation Algorithm
Based on the initial unigram feature candidate set F0, we propose a Multi-Unigram Fea-
ture Generation algorithm to generate a set of multi-unigram features in Algorithm 2. Let
Dtraining denote the training data set. F represents the set of features generated by the
proposed algorithm. F is initialized to be an empty set. Fk (k  1) represents the set of
features generated in the kth round. It is worth noting that each feature fk ∈ Fk generated
in the kth round must contain k stems. When k is equal to 1, any unigram feature candi-
date f0 ∈ F0 is selected to be a member of F1, if f0.count , i.e., the number of times f0
occurring inDtraining is equal to or greater than the threshold θ1. In the kth (k  2) round,
if the generated feature set in the last round is not an empty set, i.e., Fk−1 = , the algo-
rithm will continue to generate Fk until the terminal condition is satisﬁed. In the module
of Fk’s generation (line 3 - 25 in the Algorithm 2), the candidate feature set Fcand and the
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Algorithm 2 Multi-Unigram Feature Generation Algorithm
1: F ← ∅;  initialized to be empty set
2: F1 ← {f0|f0 ∈ F0, f0.count  θ1};  select unigram features based on appearance
frequency
3: for (k = 2; Fk−1 = ∅; k++) do
4: Fcand ← ∅;  initialized to be empty set
5: Fk ← ∅;  initialized to be empty set
6: for all f0 ∈ F0 do  feature f0 contains one stem t0
7: for all fk−1 ∈ Fk−1 do  feature fk−1 contains k − 1 stems {t1, t2, ..., tk−1}
8: with f0 = {t0} and fk−1 = {t1, t2, ..., tk−1}
9: if t0 /∈ fk−1 then  if feature fk−1 does not contain stem t0
10: fcand ← {t0, t1, t2, ..., tk−1};  combine f0 and fk−1 to generate a candidate
11: Fcand ← Fcand ∪ {fcand};  put candidate fcand into set Fcand
12: end if
13: end for
14: end for
15: for all fcand ∈ Fcand do
16: for all sentences d ∈ Dtraining do
17: if fcand occurs in d then
18: fcand.count++;  record fcand occurs in d
19: end if
20: end for
21: if fcand.count  θ2 then  if the number of occurrence satisfy the threshold
22: Fk ← Fk ∪ {fcand};  fcand is promoted to be a feature in Fk
23: end if
24: end for
25: end for
26: return F ← ∪kFk;  return the generated feature set F as a union of all the generated Fk
generated feature set Fk is initialized to be an empty set. The algorithm ﬁrstly generates a
set of feature candidates in Fcand (line 6 - 14 in the Algorithm 2) and then ﬁlters out those
candidates that occurs in Dtraining less than a threshold of θ2 times to generate the feature
set Fk (line 15 - 24 in the Algorithm 2). In the module between line 6 and line 14 in the
Algorithm 2, each feature fk−1 generated in the previous round will be combined with
each unigram feature candidate f0. If the stem t0 of the unigram feature candidate f0 is
not in the stem set {t1, t2, ..., tk−1} of the feature fk−1, f0 and fk−1 can be combined into
be a new feature candidate and be put into Fcand. In the module between line 15 and line
24 in the Algorithm 2, the number of occurrence fcand.count of each candidate feature is
recorded. The feature candidate fcand in Fcand will become a member of Fk, if fcand.count
is equal to or greater than the threshold θ2. Finally, the returned feature set F is a union
of all the generated feature set Fk in each round.
44 CHAPTER 4. RESEARCH RESULTS AND EVALUATION
Table 4.1: Performance Comparison
Ap-
proaches
Features Negation-
Aware
Parameters Accuracies in
Percent
NB-U unigrams no θ1= 1 N/A 0.6630
NB-MU multi-
unigrams
no θ1= 1 θ2= 5 0.6850
NANB-U unigrams yes θ1= 1 N/A 0.7200
NANB-
MU
multi-
unigrams
yes θ1= 1 θ2= 5 0.7480
4.2.3 Evaluation
The proposed approach of our second contribution is evaluated both quantitatively and
qualitatively. The evaluation is conducted on a human-labeled data set that contains 700
sentences of customer reviews on digital cameras selected from a customer review web-
site5.
Quantitative Evaluation on Performance Comparison
In order to show the effectiveness of generated multi-unigram features and negation-aware
concept respectively, we implement baseline approaches of NB classiﬁer on Unigram
features (denoted by NB-U), NB classiﬁer on Multi-Unigram features (denoted by NB-
MU), and Negation-Aware NB classiﬁer on Unigram features (denoted by NANB-U). We
compare our proposed Negation-Aware NB classiﬁer on Multi-Unigram features (denoted
by NANB-MU) with the three implemented baseline methods. In the experiments, the
threshold θ1 is set to 1 for all the approaches, which means that all the unigram feature
candidates in the initial set F0 are selected as features and are utilized to generate new
multi-unigram features. The threshold θ2 is set to 5 for approaches NB-MU and NANB-
MU, which means that for a new generated multi-unigram feature candidate, it will be
selected as a feature only if it appears at least 5 times in the training data.
Qualitative Evaluation on Generated Features
Tab. 4.2 presents top ranked generated features according to their frequencies in the train-
ing data of “positive" and “negative" classes with our proposed NANB-MU approach in
one execution running. From Tab. 4.2, we can see that most top ranked features for re-
spectively “positive" and “negative" classes are reasonable and consistent with human
beings intuition. Especially, there are features containing multiple unigram stems, such
as <good qualiti build> for “positive" class and <heavi weight> for “negative" class,
5http://www.consumerreview.com/
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Table 4.2: Top Ranked Features according to Frequencies in Each Class
Class Top Frequency Features
Positive <good qualiti build>,<batteri long life>,<excel qualiti imag>, <great
len>,<great pictur>,<valu monei>,<good life>,<good grip>,<good
pictur>,<high qualiti>, <best camera>,<camera solid>,<feel
hold>,<big lcd>,<long life>,<imag fantast>,<imag sharp>, <batteri
long>,<great imag>,<built bodi>,<good camera>,<good
feel>,<good build>,<feel solid>, <low nois>,<qualiti
build>,<work>,<great>,<solid>,<good qualiti>,<good>,<great
camera>, <good imag>,<camera
like>,<excel>,<nice>,<ergonom>,<best>,<focu fast>
Negative <heavi weight>,<limit>,<poor>,<problem>,<wait>,<heavi>,
<disappoint>,<less>,<paid>,<problem camera>,<bit
heavi>,<small>,<disapoint>,<regret>,
<plastic>,<hate>,<unaccept>,<creep>,<gear>,
<weak>,<ﬂaw>,<shake>,<distort>,<clip>,
<late>,<stretch>,<dislik>,<slow
speed>,<cost>,<bad>,<dark>,<feel grip>,<nois iso>,<expens>
that won’t exist in unigram feature set. These multi-unigram features generated by our
proposed algorithm are believed to be pivotal features that beneﬁt the NB classiﬁer.
4.2.4 Summary
In the paper P2, we propose an approach to generating multi-unigram features to enhance
a negation-aware Naive Bayes classiﬁer. The term “multi-unigram feature" is coined to
represent the process that the generated features are produced by our generation algorithm
that takes an initial set of unigram feature candidates as input. We further make the Naive
Bayes classiﬁer aware of negation expressions in the training and classiﬁcation process
to eliminate the confusions of the classiﬁer that is caused by negation expressions within
sentences. Experiments not only qualitatively show the quality of the generated features
but also quantitatively demonstrate that our proposed approach beats other three baseline
methods. The result of this paper answers questions of RQ2 discussed in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P2 and did all the algorithm design,
programming and paper writing work. Jon Atle Gulla gave feedback on the writing and
empirical analysis. Zhang Fu was in the discussion rounds on algorithm design.
4.3 An Effective Feature Search Framework
The third contribution of this thesis is:
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C3: An Effective Feature Search (EFS) framework for enhancing performance of
sentiment classiﬁers.
In the paper P3, we propose an Effective Feature Search (EFS) framework that makes
a novel connection between feature candidate generation and a Stochastic Local Search
(SLS) process to enhance performance of machine learning classiﬁers for sentiment clas-
siﬁcation. This contribution is for the third research question:
RQ3: Can we remove the noise of the generated candidates while keep effective fea-
tures for sentiment classiﬁcation?
There are two important steps, i.e., feature generation step and feature pruning step,
in our proposed framework. In the feature generation step, we utilize ﬁlter-based meth-
ods [16] to select feature candidates not only considering unigram features but also taking
complex features into consideration. The feature pruning step is developed and devoted
to searching for an optimized feature subset out of the feature candidate set from the fea-
ture generation step. The ﬁrst feature generation step takes similar advantage of high fre-
quency Co-occurring Term (CoT) patterns to generate complex feature candidates. There-
fore, we do not discuss complex feature generation process based on the similar rationale
as in the Algorithm 2 again. Instead, we will focus on presenting the SLS process in the
feature pruning step.
Let F denote the generated feature candidate set from the generation step and F is a
union of the unigram feature candidate set Fu and the CoT feature candidate set Fcot, i.e.,
F = Fu ∪ Fcot. F might contain both effective and useless features. The purpose of the
feature pruning step is to select a subset of features from F which are considered as useful
for sentiment classiﬁers, while ignoring the rest. In the feature pruning step, we map the
feature subset optimization problem to a Stochastic Local Search (SLS) model as follows.
4.3.1 Stochastic Local Search Model
Let fi ∈ F (1 ≤ i ≤ n) respectively represent each feature candidate from Fu and
n = |Fu|. Let fj ∈ F (n+ 1 ≤ j ≤ n+m) respectively represent each feature candidate
from Fcot and m = |Fcot|. An Stochastic Local Search Model (SLSM) for feature subset
optimization is formulated as follows.
An SLSM is formally deﬁned as a 4-tuple M = (S,N ,G,O) where S is a set of state
vectors and forms the search space. Each state vector s (s ∈ S) represents a feature subset
of Fs6, where s is an (n+m)-dimensional binary vector (s1, s2, ..., sn, sn+1, ..., sn+m) and
each value sk (1 ≤ k ≤ n + m) encodes whether the feature fk (fk ∈ F ) is selected:
1 means being selected while 0 means the opposite. N is a neighborhood relation , i.e.,
N ⊆ S × S; G : S → R is an evaluation function that maps each state s(s ∈ S) to a real
number score g(g ∈ R); O deﬁnes optimal states O = {s∗|s∗ = argmax G(s)}.
6In this paper, when we say a feature subset s it means Fs.
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Algorithm 3 SLS Algorithm
Input: c: machine learning classiﬁer
F : feature candidate set
St ← ∅: initialize an empty tabu list
θu: unigram candidates initialization parameter
θcot: CoT candidates initialization paramete
λ: noise parameter
κ: greedy parameter
R: number of ﬂips per try
MAX-TRIES: number of tries
Output: s∗: optimized state of feature set
1: t ← 1;
2: g∗ ← 0;  performance score record
3: while t ≤ MAX-TRIES do
4: s ← INITIALIZE(θu, θcot);
5: g ← Gc(s);  calculate performance
6: if g ≥ g∗ then
7: g∗ ← g;  record performance
8: s∗ ← s;  record feature set
9: end if
10: St ← St ∪ {s};  add to taboo list
11: r ← 1;
12: while r ≤ R do
13: next←NEXTSTEP(λ);
14: if next is a noise step then
15: s ←NEIGHBOR(s, St);
16: g ← Gc(s);
17: St ← St ∪ {s};
18: if g ≥ g∗ then
19: g∗ ← g;
20: s∗ ← s;
21: end if
22: end if
23: if next is a greedy step then
24: j ← 1;
25: g∗j ← 0;
26: while j ≤ κ do  try κ neighbors
27: sj ←NEIGHBOR(s, St);
28: gj ← Gc(sj);
29: St ← St ∪ {sj};
30: if gj ≥ g∗j then
31: g∗j ← gj ;
32: s∗j ← sj ;
33: end if
34: j ← j + 1;
35: end while
36: s ← s∗j ;  choose best neighbor
37: if g∗j ≥ g∗ then
38: g∗j ← g∗;
39: s∗ ← s∗j ;
40: end if
41: end if
42: r ← r + 1;
43: end while
44: t ← t+ 1;
45: end while
46: return s∗;
In the above deﬁnition, the neighborhood relation N deﬁnes neighboring states of each
state s ∈ S. In an SLS algorithm, the search iteratively moves from one state to its neigh-
boring states and scores are calculated by the evaluation function G. Unlike in the feature
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generation step, where feature candidate selection is performed in a ﬁlter-based manner
which ranks each feature candidate separately, in this feature pruning step each feature
subset is evaluated as a whole by G. In order that the optimized feature subset is tailored
to a particular machine learning classiﬁer c, we adopt a wrapper-based approach and the
evaluation function Gc is a mapping function from a feature subset s to the classiﬁer c’s
empirical accuracy on s. In the rest of this section, we propose an SLS algorithm that
serves as a heuristic approach to feature subset optimization.
4.3.2 Stochastic Local Search Algorithm
Searching for an optimal feature subset is an NP-hard problem. The stochastic local
search (SLS) approach has proven to be highly competitive for solving a range of hard
computational problems including satisﬁability of propositional logic formulas [76] as
well as computing the most probable explanation [77] and the maximum a posteriori
hypothesis [78] in Bayesian networks.
Our proposed SLS algorithm is described in Algorithm 3, where c indicates an employed
machine learning classiﬁer. F denotes the feature candidate set. St serves as a tabu list
that records all the visited states so that the algorithm does not consider a state repeatedly.
The parameters θu and θcot are inputs to the function INITIALIZATION(θu, θcot) and re-
spectively control how many percentage of unigram candidates in Fu and CoT candidates
in Fcot that are included in an initial state by random selection. The parameter λ is input to
the function NEXTSTEP(λ), which decides the next step to be a noise step with probabil-
ity of λ or a greedy step with probability 1− λ. The NEIGHBOR(s, St) function returns a
random neighbor state of s that is not recorded in the tabu list St.7 The parameter κ limits
how many neighbor states are evaluated in a greedy step. The parameter R deﬁnes how
many steps are performed in each try, and MAX-TRIES deﬁnes the maximum number of
tries before termination performed by the algorithm.
Algorithm 3 works in the following way. In each try, an initial state is randomly created.
The search begins with this initial state. Then the algorithm goes through an iterative hill-
climbing process in R steps. Each step of the process is either a noise step or a greedy
step. If it is a noise step, the search moves to a neighbor state. If it is greedy step, the
search test κ neighbors of the current state and goes to a neighbor state with maximum
score. In each step, if the score p in that step is not worse than the recorded score p∗,
then p∗ is updated with p and the recorded state s∗ is updated with s. After algorithm
ﬁnishes with R steps in MAX-TRIES tries, the recorded state s∗ is returned. In this way,
the correspond feature subset Fs∗ is optimized for the classiﬁer c.
7A neighbor state of s is a state s′ so that hamming distance between s and s′ is 1.
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4.3.3 Evaluation
In this subsection, we present experiments to evaluate the performance of the proposed
EFS framework. In the evaluation we compare our proposed approach with existing meth-
ods on two standard datasets, i.e., the datasets DM1400 and DM2000, which are from the
movie review domain and were originally introduced by Pang et al. in 2002 [10] and
2004 [12] respectively.
Metrics
To evaluate the performance of sentiment classiﬁers, we adopt the evaluation metric ac-
curacy which is the percentage of correctly labeled reviews out of total reviews and is
generally used in most of the previous work:
accuracy =
#correctly labeled reviews
#total reviews
.
Performance Comparison
Table 4.3 chronologically summarizes results on the two standard datasets reported in
recent ten years. The column “Ex-Efforts" indicates whether the related work uses extra
human efforts as part of their proposed methods. Performance above 90% on each dataset
is bolded. Best performance on each dataset is underlined. From the Table 4.3, we can see
that our approach achieves the best performance (90.13% accuracy) on DM1400. Among
the six methods that achieve classiﬁcation performance above 90% on DM2000, most of
them require extra human efforts, e.g., manually built lexicons [9], predeﬁned extraction
patterns [80, 92], and preselected feature categories [84], as inputs to their methods. In
comparison, our proposed EFS framework is a fully automatic process. Although Bai’s
method [82] currently is best on DM2000, our approach shows comparably good (92.70%
v.s. 92.37%) on the same dataset. In addition, our approach beats Bai’s method [82] on
the DM1400 with more than 11% accuracy, which suggests our approach is more robust
than Bai’s approach [82]. Therefore, through performance comparison on two standard
datasets, we conclude that our proposed EFS framework is generally superior to existing
state-of-the-art approaches in that our approach is high accuracy, more robust, and needs
small human efforts.
4.3.4 Summary
The paper P3 is a further development on the contribution of the paper P2. In the paper P3,
we propose an Effective Feature Search (EFS) framework to enhance the performance of
sentiment classiﬁers. The proposed EFS framework takes advantages of CoT patterns and
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Table 4.3: Performance Comparison
Dataset Work Year Ex-Efforts Accuracy
DM1400 Pang et al. [10] 2002 No 82.90%
DM1400 Mullen&Collier [79] 2004 Yes 86.00%
DM1400 Riloff et al. [80] 2006 Yes 82.70%
DM1400 Zhai et al. [81] 2010 No 84.30%
DM1400 Bai [82] 2011 No 78.08%
DM1400 our EFS framework 2012 No 90.13%
DM2000 Pang&Lee [12] 2004 No 87.20%
DM2000 Whitelaw et al. [9] 2005 Yes 90.20%
DM2000 Kennedy&Inkpen [83] 2006 Yes 86.20%
DM2000 König&Brill [14] 2006 Yes 91.00%
DM2000 Zaidan et al. [13] 2007 Yes 92.20%
DM2000 Abbasi et al. [84] 2008 Yes 91.70%
DM2000 Martineau&Finin [85] 2009 No 88.10%
DM2000 O’Keefe&Koprinska [86] 2009 No 87.15%
DM2000 Taboada et al. [7] 2011 Yes 76.63%
DM2000 Pak&Paroubek [87] 2011 Yes 85.10%
DM2000 Saleh et al. [88] 2011 No 86.19%
DM2000 Heerschop et al. [89] 2011 Yes 81.00%
DM2000 Mejova et al. [90] 2011 Yes 87.50%
DM2000 Maas et al. [91] 2011 No 88.90%
DM2000 Abbasi et al. [92] 2011 Yes 89.65%
DM2000 Bai [82] 2011 No 92.70%
DM2000 our EFS framework 2012 No 92.37%
search for effective features in an SLS process. Performance comparison on two standard
datasets shows that our proposed EFS framework is comparatively superior to existing
state-of-the-art approaches in that our EFS framework is highly accurate, robust, and
needs small human efforts. The result of this paper answers questions of RQ3 discussed
in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P3 and did the implementation of the
work, analysis of the results, and writing the paper. Ole J. Mengshoel gave suggestions
and feedback on the development of the SLS model and the algorithm. Jon Atle Gulla on
result analysis and writing on improving the paper.
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4.4 AHierarchical Learning Approach on Sentiment On-
tology Tree
The forth contribution of this thesis is:
C4: A Hierarchical Learning via Sentiment Ontology Tree (HL-SOT) approach for
sentiment analysis.
In the paper P4, we study the problem of sentiment analysis on product reviews through
a novel method, called the HL-SOT approach, namely Hierarchical Learning (HL) with
Sentiment Ontology Tree (SOT). This contribution is for the forth research question:
RQ4: How can we design an ontology-supported framework so that knowledge of
the ontology of a product can naturally help sentiment analysis process?
By sentiment analysis on product reviews we aim to fulﬁll two tasks, i.e., labeling a target
text8 with: 1) the product’s attributes (attributes detection task), and 2) their correspond-
ing sentiments mentioned therein (sentiment orientation task). In this section, before we
formulate the overview of the HL-SOT approach, we ﬁrst present a formal deﬁnition on
what the SOT is.
Figure 4.5: An example of part of a SOT for digital camera
4.4.1 Sentiment Ontology Tree
As we discussed in Section 1.4, ontology is a knowledge structure that organizes the hi-
erarchical relationships among a product’s attributes. Our goal is to develop an ontology-
supported framework so that knowledge of the ontology of a product can naturally help
sentiment analysis process. In the paper P6, we propose to use a tree-like ontology struc-
ture SOT, i.e., Sentiment Ontology Tree, to formulate relationships among a product’s
attributes. Here,we give a formal deﬁnition on what a SOT is.
Deﬁnition 1 [SOT] SOT is an abbreviation for Sentiment Ontology Tree that is a tree-like
ontology structure T (v, v+, v−,T). v is the root node of T which represents an attribute
8Each product review to be analyzed is called target text in the following of this section.
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of a given product. v+ is a positive sentiment leaf node associated with the attribute v.
v− is a negative sentiment leaf node associated with the attribute v. T is a set of subtrees.
Each element of T is also a SOT T ′(v′, v′+, v′−,T′) which represents a sub-attribute of its
parent attribute node.
By the Deﬁnition 1, we deﬁne a root of a SOT to represent an attribute of a product. The
SOT’s two leaf child nodes are sentiment (positive/negative) nodes associated with the
root attribute. The SOT recursively contains a set of sub-SOTs where each root of a sub-
SOT is a non-leaf child node of the root of the SOT and represent a sub-attribute belonging
to its parent attribute. This deﬁnition successfully describes the hierarchical relationships
among all the attributes of a product. For example, in Fig. 4.5 the root node of the SOT
for a digital camera is its general overview attribute. Comments on a digital camera’s
general overview attribute appearing in a review might be like “this camera is great". The
“camera" SOT has two sentiment leaf child nodes as well as three non-leaf child nodes
which are respectively root nodes of sub-SOTs for sub-attributes “design and usability",
“image quality", and “lens". These sub-attributes SOTs recursively repeat until each node
in the SOT does not have any more non-leaf child node, which means the corresponding
attributes do not have any sub-attributes, e.g., the attribute node “button" in Fig. 4.5.
4.4.2 Sentiment Analysis with SOT
In this subsection, we present the HL-SOT approach. With the deﬁned SOT, the problem
of sentiment analysis is able to be formulated to be a hierarchical classiﬁcation problem.
Then a speciﬁc hierarchical learning algorithm is further proposed to solve the formulated
problem.
Problem Formulation
In the proposed HL-SOT approach, each target text is to be indexed by a unit-norm vector
x ∈ X ,X = Rd. Let Y = {1, ..., N} denote the ﬁnite set of nodes in SOT. Let y =
{y1, ..., yN} ∈ {0, 1}N be a label vector to a target text x, where ∀i ∈ Y :
yi =
{
1, if x is labeled by the classiﬁer of node i,
0, if x is not labeled by the classiﬁer of node i.
A label vector y ∈ {0, 1}N is said to respect SOT if and only if y satisﬁes ∀i ∈ Y , ∀j ∈
A(i) : if yi = 1 then yj = 1, where A(i) represents a set ancestor nodes of i, i.e.,A(i) =
{x|ancestor(i, x)}. Let Y denote a set of label vectors that respect SOT. Then the tasks
of sentiment analysis can be formulated to be the goal of a hierarchical classiﬁcation that
is to learn a function f : X → Y , that is able to label each target text x ∈ X with
classiﬁer of each node and generating with x a label vector y ∈ Y that respects SOT. The
requirement of a generated label vector y ∈ Y ensures that a target text is to be labeled
with a node only if its parent attribute node is labeled with the target text. For example, in
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Fig. 4.5 a review is to be labeled with “image quality +" requires that the review should
be successively labeled as related to “camera" and “image quality". This is reasonable
and consistent with intuition, because if a review cannot be identiﬁed to be related to a
camera, it is not safe to infer that the review is commenting a camera’s image quality with
positive sentiment.
HL-SOT Algorithm
The algorithm H-RLS studied in [93] solved a similar hierarchical classiﬁcation problem
as we formulated above. However, the H-RLS algorithm was designed as an online-
learning algorithm which is not suitable to be applied directly in our problem setting.
Moreover, the algorithm H-RLS deﬁned the same value as the threshold of each node
classiﬁer. We argue that if the threshold values could be learned separately for each
classiﬁers, the performance of classiﬁcation process would be improved. Therefore we
propose a speciﬁc hierarchical learning algorithm, named HL-SOT algorithm, that is able
to train each node classiﬁer in a batch-learning setting and allows separately learning for
the threshold of each node classiﬁer.
Deﬁning the f function Let w1, ..., wN be weight vectors that deﬁne linear-threshold
classiﬁers of each node in SOT. Let W = (w1, ..., wN) be an N ×d matrix called weight
matrix. Here we generalize the work in [93] and deﬁne the hierarchical classiﬁcation
function f as:
yˆ = f(x) = g(W · x),
where x ∈ X , yˆ ∈ Y . Let z = W · x. Then the function yˆ = g(z) on an N -dimensional
vector z deﬁnes:
∀i = 1, ..., N :
yˆi =
⎧⎪⎨
⎪⎩
B(zi ≥ θi), if i is a root node in SOT
or yj = 1 for j = P(i),
0, else
where P(i) is the parent node of i in SOT and B(S) is a boolean function which is 1
if and only if the statement S is true. Then the hierarchical classiﬁcation function f
is parameterized by the weight matrix W = (w1, ..., wN) and threshold vector θ =
(θ1, ..., θN)
. The hierarchical learning algorithm HL-SOT is proposed for learning the
parameters of W and θ.
Parameters Learning for f function LetD denote the training data set: D = {(r, l)|r ∈
X , l ∈ Y}. In the HL-SOT learning process, the weight matrix W is ﬁrstly initialized to
be a 0 matrix, where each row vector wi is a 0 vector. The threshold vector is initialized
to be a 0 vector. Each instance in the training set D goes into the training process. When
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a new instance rt is observed, each row vector wi,t of the weight matrix Wt is updated by
a regularized least squares estimator given by:
wi,t = (I + Si,Q(i,t−1)Si,Q(i,t−1) + rtr

t )
−1
×Si,Q(i,t−1)(li,i1 , li,i2 , ..., li,iQ(i,t−1))
(4.12)
where I is a d × d identity matrix, Q(i, t − 1) denotes the number of times the par-
ent of node i observes a positive label before observing the instance rt, Si,Q(i,t−1) =
[ri1 , ..., riQ(i,t−1) ] is a d×Q(i, t−1)matrix whose columns are the instances ri1 , ..., riQ(i,t−1) ,
and (li,i1 , li,i2 , ..., li,iQ(i,t−1))
 is a Q(i, t − 1)-dimensional vector of the corresponding la-
bels observed by node i. The Formula 4.12 restricts that the weight vector wi,t of the
classiﬁer i is only updated on the examples that are positive for its parent node. Then the
label vector yˆrt is computed for the instance rt, before the real label vector lrt is observed.
Then the current threshold vector θt is updated by:
θt+1 = θt + (yˆrt − lrt), (4.13)
where  is a small positive real number that denotes a corrective step for correcting the
current threshold vector θt. To illustrate the idea behind the Formula 4.13, let y′t = yˆrt−lrt .
Let y′i,t denote an element of the vector y
′
t. The Formula 4.13 correct the current threshold
θi,t for the classiﬁer i in the following way:
• If y′i,t = 0, it means the classiﬁer i made a proper classiﬁcation for the current
instance rt. Then the current threshold θi does not need to be adjusted.
• If y′i,t = 1, it means the classiﬁer i made an improper classiﬁcation by mistakenly
identifying the attribute i of the training instance rt that should have not been iden-
tiﬁed. This indicates the value of θi is not big enough to serve as a threshold so
that the attribute i in this case can be ﬁltered out by the classiﬁer i. Therefore, the
current threshold θi will be adjusted to be larger by .
• If y′i,t = −1, it means the classiﬁer i made an improper classiﬁcation by failing to
identify the attribute i of the training instance rt that should have been identiﬁed.
This indicates the value of θi is not small enough to serve as a threshold so that the
attribute i in this case can be recognized by the classiﬁer i. Therefore, the current
threshold θi will be adjusted to be smaller by .
The hierarchical learning algorithm HL-SOT is presented as in Algorithm 4. The HL-
SOT algorithm enables each classiﬁer to have its own speciﬁc threshold value and allows
this threshold value can be separately learned and corrected through the training process.
It is not only a batch-learning setting of the H-RLS algorithm but also a generalization to
the latter. If we set the algorithm HL-SOT’s parameter  to be 0, the HL-SOT becomes
the H-RLS algorithm in a batch-learning setting.
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Algorithm 4 Hierarchical Learning Algorithm HL-SOT
INITIALIZATION:
1: Each vector wi,1, i = 1, ..., N of weight matrix W1 is set to be 0 vector
2: Threshold vector θ1 is set to be 0 vector
BEGIN
3: for t = 1, ..., |D| do
4: Observe instance rt ∈ X
5: for i = 1, ...N do
6: Update each row wi,t of weight matrix Wt by Formula 4.12
7: end for
8: Compute yˆrt = f(rt) = g(Wt · rt)
9: Observe label vector lrt ∈ Y of the instance rt
10: Update threshold vector θt by Formula 4.13
11: end for
END
4.4.3 Evaluation
The evaluation on the HL-SOT approach is conducted on a human-labeled data set from
a customer review website9. Since the proposed HL-SOT approach is a hierarchical clas-
siﬁcation process, we use three classic loss functions for measuring classiﬁcation perfor-
mance.
Metrics
The three loss functions are respectively the One-error Loss (O-Loss) function, the Sym-
metric Loss (S-Loss) function, and the Hierarchical Loss (H-Loss) function:
• One-error loss (O-Loss) function is deﬁned as:
LO(yˆ, l) = B(∃i : yˆi = li),
where yˆ is the prediction label vector and l is the true label vector; B is the boolean
function as deﬁned in Section 4.4.2.
• Symmetric loss (S-Loss) function is deﬁned as:
LS(yˆ, l) =
N∑
i=1
B(yˆi = li),
• Hierarchical loss (H-Loss) function is deﬁned as:
LH(yˆ, l) =
N∑
i=1
B(yˆi = li ∧ ∀j ∈ A(i), yˆj = lj),
9http://www.consumerreview.com/
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Table 4.4: Performance Comparison (A Smaller Loss Value Means a Better Performance)
Metrics
Dimensionality=110 Dimensionality=220
H-RLS HL-ﬂat HL-SOT H-RLS HL-ﬂat HL-SOT
O-Loss 0.9812 0.8772 0.8443 0.9783 0.8591 0.8428
S-Loss 8.5516 2.8921 2.3190 7.8623 2.8449 2.2812
H-Loss 3.2479 1.1383 1.0366 3.1029 1.1298 1.0247
where A denotes a set of nodes that are ancestors of node i in SOT.
Unlike the O-Loss function and the S-Loss function, the H-Loss function captures the
intuition that loss should only be charged on a node whenever a classiﬁcation mistake
is made on a node of SOT but no more should be charged for any additional mistake
occurring in the subtree of that node. It measures the discrepancy between the prediction
labels and the true labels with consideration on the SOT structure deﬁned over the labels.
In our experiments, the recorded loss function values for each experiment running are
computed by averaging the loss function values of each testing snippets in the testing set.
Performance Comparison
In order to ﬁnd out whether utilizing the hierarchical relationships among labels and the
introduction of separately learning threshold for each classiﬁer help to improve the ac-
curacy of the classiﬁcation, we compare our HL-SOT approach with the following two
baseline approaches:
• HL-ﬂat: The HL-ﬂat approach involves an algorithm that is a “ﬂat" version of HL-
SOT algorithm by ignoring the hierarchical relationships among labels when each
classiﬁer is trained. In the training process of HL-ﬂat, the algorithm reﬂexes the
restriction in the HL-SOT algorithm that requires the weight vector wi,t of the clas-
siﬁer i is only updated on the examples that are positive for its parent node.
• H-RLS: The H-RLS approach is implemented by applying the H-RLS algorithm
studied in [93]. Unlike our proposed HL-SOT algorithm that enables the threshold
values to be learned separately for each classiﬁers in the training process, the H-
RLS algorithm only uses an identical threshold values for each classiﬁers in the
classiﬁcation process.
Experiments are conducted on the performance comparison between the proposed HL-
SOT approach with HL-ﬂat approach and the H-RLS approach. The dimensionality d of
the index term space is set to be 110 and 220. The corrective step  is set to be 0.005. The
experimental results are summarized in Table 4.5. From Table 4.5, we can observe that the
HL-SOT approach generally beats the H-RLS approach and HL-ﬂat approach on O-Loss,
S-Loss, and H-Loss respectively. The H-RLS performs worse than the HL-ﬂat and the
HL-SOT, which indicates that the introduction of separately learning threshold for each
classiﬁer did improve the accuracy of the classiﬁcation. The HL-SOT approach performs
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better than the HL-ﬂat, which demonstrates the effectiveness of utilizing the hierarchical
relationships among labels.
4.4.4 Summary
In the paper P4, we propose a novel and effective approach to sentiment analysis on prod-
uct reviews. In our proposed HL-SOT approach, we deﬁne SOT to formulate the knowl-
edge of hierarchical relationships among a product’s attributes and tackle the problem of
sentiment analysis in a hierarchical classiﬁcation process with the proposed algorithm.
The performance comparison shows that the proposed HL-SOT approach outperforms
two baselines: the HL-ﬂat and the H-RLS approach. This conﬁrms two intuitive motiva-
tions based on which our approach is proposed: 1) separately learning threshold values
for each classiﬁer improve the classiﬁcation accuracy; 2) knowledge of hierarchical rela-
tionships of labels improve the approach’s performance. The result of this paper answers
questions of RQ4 discussed in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P4 and was responsible for the design
and implementation of the work, analysis of the results, and writing the paper. Jon Atle
Gulla gave feedback and discussed on the implementation, the results, and the writing of
the paper.
4.5 A Localized Feature Selection Framework
The ﬁfth contribution of this thesis is:
C5: A Localized Feature Selection (LFS) framework tailored to the HL-SOT ap-
proach.
In the paper P6, we propose a Localized Feature Selection (LFS) framework tailored to
the HL-SOT approach discussed in Section 4.4. This contribution is for the ﬁfth research
question:
RQ5: If an ontology-supported sentiment analysis framework can be developed,
how can we enhance its performance from different angles?
In this section, we present the LFS framework to generate a locally customized index term
space for each node of SOT respectively. We ﬁrst discuss why localized feature selection
is needed for the HL-SOT approach. Then we deﬁne the concept of local hierarchy of
SOT to introduce the local feature selection scope of a node, followed by a presentation
on the local hierarchy based feature selection process.
58 CHAPTER 4. RESEARCH RESULTS AND EVALUATION
4.5.1 Why Localized Feature Selection for the HL-SOT
One deﬁciency of the HL-SOT approach is that it uses a globally uniﬁed index term
space to index target texts, which cannot efﬁciently encode feature information required
by each local individual node of SOT. When we look into the detailed classiﬁcation pro-
cess of each node of SOT, we observe the following two types of phenomena. Firstly,
SOT organizes domain knowledge in a tree like structure. Within a particular domain
knowledge represented by SOT, nodes that stay in different branches of SOT represent
independent different attributes in that domain. In this way, feature terms (e.g., the term
“ergonomics") that are relevant to a node (e.g., the node “design and usability") might
be irrelevant to other nodes (e.g., the node “image quality") that stay at another branches
of SOT; Secondly, the HL-SOT approach labels each target text in a hierarchical order
which ensures that each target text that comes to be handled by a node has already been
labeled as true by its parent node. Due to this characteristic, feature terms (e.g., the term
“noise") that are signiﬁcant to a node i (e.g., the node “noise") might become a trivial
term for i’s child nodes (e.g., the nodes “noise +" and “noise -"). Therefore, the purpose
of the localized feature selection is to ﬁlter out irrelevant terms that are insigniﬁcant to
each individual node and build a locally customized index term space for the node so that
the performance of the node can be improved.
4.5.2 Local Feature Selection Scope for a Node
In order to select locally customized feature terms for each individual node, we need to
deﬁne a suitable scope, called local feature selection scope10, within which the feature
selection process can be effectively conducted for the node. Since the HL-SOT approach
is a hierarchical classiﬁcation process, before we introduce the local scope for a node we
ﬁrst give a formal deﬁnition on local hierarchy of SOT.
Deﬁnition 2 [Local Hierarchy] A local hierarchy Δu of SOT is deﬁned to be formed by
all the child nodes of u in SOT, where the node u must be a non-leaf node of the SOT.
By the Deﬁnition 2, we say all the child nodes of u are on the same local hierarchy under
u which is denoted by Δu. For examples, in Fig. 4.6 nodes “camera +", “design and
usability", “image quality", “lens", “camera -" are deemed on the same local hierarchy
under the node “camera" and nodes “weight +", “weight -" are deemed on the same local
hierarchy under the node “weight", etc. In the hierarchical labeling process of the HL-
SOT approach, after a target text is labeled as true by a node i it will go further to the
local hierarchy under i and is to be labeled by all nodes on the local hierarchy Δi. For
a target text the labeling processes of nodes on Δi locally can be considered as a multi-
label classiﬁcation process where each node is a local label. Therefore, the measurement
for selecting terms as features should be calculated among nodes on the same hierarchy.
10In this paper, we also call it “local scope" for short.
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Figure 4.6: All local hierarchies of the example SOT: the grey nodes sharing the same
parent node in dashed line are called on the same local hierarchy under the parent node
Hence, the local scope for a node is deﬁned within the local hierarchy which the node is
on.
4.5.3 Local Hierarchy Based Feature Selection
In the proposed LFS framework, local feature selection for a node i of SOT is performed
within the local scope of the node i. Since nodes on the same local hierarchy share the
same local scope, local feature selection process for all nodes of SOT is achieved in local
hierarchy based manner. Speciﬁcally, for the feature selection process on a local hierarchy
Δ, let c1, c2, ..., cK denote the K nodes on Δ. Let D denote the training data set for the
HL-SOT approach. Let Dck denote the set of instances in D that contains the label of the
node ck(1  k  K). Let DΔ denote the training corpus for the local hierarchy Δ which
is the set of all instances in the training data set D that contain any label of nodes on the
local hierarchy Δ: DΔ =
⋃K
k=1Dck . Let Vck denote the set of all the vocabularies that
appears in Dck . Let sck(w) denote the term score that measures the suitability of w as a
feature for node ck. Let Fck denote the set of feature terms selected for ck. Let dck denote
the number of features to be selected in Fck . A local feature selection process for nodes
on the local hierarchy Δ is described in Algorithm 5.
In the data initialization phase of the Algorithm 5, the data instance setDck and vocabulary
set Vck for each node on the local hierarchy Δ as well as the training corpus DΔ are
established. In a local feature selection process, a term score sck(w) for each termw ∈ Vck
can be calculated by a speciﬁed feature selection algorithm, taking DΔ as the training
corpus and Dck as the data instance set in the class ck. The local feature selection process
can employ any speciﬁc feature selection algorithm to calculate the term scores. After all
terms in Vck are calculated, those terms with top dck scores are selected to establish the
feature space Fck for the node ck. Since the number of terms in Vck varies from node to
node, in order to produce a rational dimensionality dck for the established feature space
Fck , we introduce a feature selection rate, denoted by γ, to control dck for each node ck,
i.e., dck = |Vck | × γ.
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Algorithm 5 Localized Feature Selection Algorithm
DATA INITIALIZATION:
1: for each node ck on Δ do
2: Establish Dck containing instances being labeled true by ck;
3: Establish the vocabulary set Vck ;
4: Remove stop words from Vck ;
5: end for
6: Establish the training corpus: DΔ =
⋃K
k=1 Dck ;
BEGIN
7: for each node ck on Δ do
8: for each term w ∈ Vck do
with training corpus DΔ and data instance set Dck :
9: Calculate sck (w) with a speciﬁed feature selection algorithm;
10: end for
11: Establish feature space Fck with top dck terms from Vck ;
12: end for
END
After local feature selection processes for all the nods of SOT are accomplished, a locally
customized index term space Fck for each node ck is established. Each target text will be
respectively indexed by a customized vector xck ∈ Xck(Xck = Rdck ) when it goes through
the hierarchical classiﬁcation process of the HL-SOT approach.
4.5.4 Evaluation
In this section, we present the evaluation on the proposed LFS framework on a dataset
from a customer review website11. We use the same three loss functions, i.e., the One-
error Loss (O-Loss) function, the Symmetric Loss (S-Loss) function, and the Hierarchical
Loss (H-Loss) function, for measuring classiﬁcation performance as described in the Sec-
tion 4.4.3. We use the existing HL-SOT approach as a baseline. Since the HL-SOT ap-
proach used terms’ document frequencies (DF) [18] algorithm to select features to build
the globally uniﬁed index term space, employing the same DF feature selection algorithm
we apply the proposed LFS framework on the HL-SOT approach and call the implemented
method “DF-SOT". The only difference between HL-SOT and DF-SOT is the index term
space for each node of SOT, i.e., in the HL-SOT all the nodes using the globally uniﬁed
index term space while in the DF-SOT each node respectively using a locally customized
index term space. In this way, the performance difference between the two methods will
indicate the effect of the proposed LFS framework.
Comparison on Classiﬁcation Performance
We conduct experiments to investigate whether the classiﬁcation performance of the HL-
SOT can be improved when it is implemented with the LFS framework. Fig. 4.7 presents
the experimental results of classiﬁcation accuracies between HL-SOT and DF-SOT. In
the experiments, the dimensionality d of the globally uniﬁed index term space of the HL-
SOT approach is set to 270, which is large enough for the HL-SOT approach to reach
11http://www.consumerreview.com/
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(a) O-Loss (b) S-Loss (c) H-Loss
Figure 4.7: Classiﬁcation Performance (A Smaller Loss Value Means Better Classiﬁca-
tion Performance)
Figure 4.8: Time Consuming (ms)
its best performance level. The feature selection rate γ for the locally customized index
term space of the DF-SOT approach is set to 0.2 and 0.3, which brings respectively 80%
and 70% vocabulary reduction. The value of the corrective step  is set to varying from
0.005 to 0.05 with each step of 0.005 so that each running approach can achieve its best
performance with a certain value of . From Fig. 4.7, we can observe that when γ = 0.2
the DF-SOT approach reaches its best performance with 0.6953 ( = 0.02) on O-Loss,
1.5516 ( = 0.045) on S-Loss, and 1.0578 ( = 0.04) on H-Loss, and that when γ = 0.3
the DF-SOT approach reaches its best performance with 0.6953 ( = 0.015) on O-Loss,
1.5531 ( = 0.02) on S-Loss, and 1.0547 ( = 0.025) on H-Loss, which outperforms
the best performance of the HL-SOT approach on O-Loss 0.6984 ( = 0.025), on S-Loss
1.6188 ( = 0.025), and on H-Loss 1.0969 ( = 0.05). This indicates that with the
proposed LFS framework, compared with the HL-SOT approach, the DF-SOT approach
generally improves the classiﬁcation performance.
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Comparison on Computational Efﬁciency
We conduct further experiments to analyze computational efﬁciency gained through the
proposed LFS framework. All the experiments are conducted on a normal personal com-
puter containing an Intel Pentium D CPU (2.4 GHz, Dual Core) and 4G memory. Fig. 4.8
summarizes the computational time consumed by experiment runs respectively for HL-
SOT (d = 270) and DF-SOT (γ = 0.2 and γ = 0.3). From Fig. 4.8, we can observe that
the HL-SOT approach consumes 15917695 ms to ﬁnish an experimental run, although
the DF-SOT approach only takes respectively 2.29% (with γ = 0.2 ) and 4.91% (with
γ = 0.2 ) of computational time as the existing HL-SOT approach consumes and achieves
even better classiﬁcation performance than the HL-SOT approach (see Fig.4.7). This con-
ﬁrms that much computational efﬁciency can be gained for the HL-SOT approach to be
implemented in the LFS framework while better classiﬁcation performance is ensured.
Since the computational complexity of each node classiﬁer of DF-SOT is the same as
HL-SOT, the computational efﬁciency gained from the proposed LFS framework should
be attributed to the dimension reduction of the index term space.
4.5.5 Summary
In the paper P6, we propose a Localized Feature Selection (LFS) framework tailored to
the HL-SOT approach to sentiment analysis. Within the proposed LFS framework, each
node classiﬁer of the HL-SOT approach is able to perform classiﬁcation on target texts
in a locally customized index term space. Experiments against a human-labeled data set
demonstrates that with the proposed LFS framework the classiﬁcation performance of the
HL-SOT approach is enhanced with computational efﬁciency being greatly gained. The
result of this paper answers questions of RQ5 discussed in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P6 and was responsible for the design
and implementation of the work, analysis of the results, and writing the paper. Jon Atle
Gulla gave feedback and discussed on the implementation, the results, and the writing of
the paper.
4.6 A Hybrid Hierarchical Classiﬁcation Process
The sixth contribution of this thesis is:
C6: A Hybrid Hierarchical Classiﬁcation Process for Sentiment Analysis.
In the paper P7, we propose a novel hybrid approach to solve the Attribute Detection (AD)
task and Sentiment Orientation (SO) tasks in a Hybrid Hierarchical Classiﬁcation Process
(HHCP). This contribution is for the ﬁfth research question:
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RQ5: If an ontology-supported sentiment analysis framework can be developed,
how can we enhance its performance from different angles?
Speciﬁcally, compared with the HL-SOT approach, the HHCP approach makes the fol-
lowing improvements. First, the HL-SOT approach employs a linear classiﬁer that is
estimated by a Regularized Least Squares (RLS) estimator. As we know, the goal of a
linear RLS classiﬁer is to make the model prediction as close as possible to a set of target
values [94]. Thus, we have reasons to argue that the linear RLS classiﬁer is not compe-
tent enough to be employed by the HL-SOT approach, where each node demands a binary
classiﬁer that should have had the capability to ﬁnd maximum class separation in the out-
put space. Therefore, in the proposed HHCP approach, for the AD task, a linear Fisher
classiﬁer is employed for identifying each attribute, since Fisher classiﬁer is developed
by requiring maximum class separation in the output space. Second, in the HL-SOT ap-
proach the SO task is performed on every attribute identiﬁed in its AD task. However, we
found that with the knowledge of hierarchical relationships between labels not all the iden-
tiﬁed attributes need go through the SO process. Therefore, our proposed HHCP approach
only performs the SO task on the identiﬁed attributes that are leaf nodes of the hierarchical
structure. Third, like the HL-SOT approach, we could continue to apply the linear Fisher
classiﬁer on the SO task. However, when we looked into the failure cases made by the
HL-SOT approach, we found that there were frequent cases where product attributes were
successfully identiﬁed while polarity of sentiment information was misclassiﬁed, which
indicates that common classiﬁers that work well for semantic classiﬁcations in the AD
task might not be sensitive enough for classifying sentiment information in the SO task.
Since the statistical linear classiﬁers that are designed for semantic classiﬁcations are ev-
identally prone to errors when applied to classifying sentiment information, our proposed
HHCP approach turns to a rule-based heuristic solution for the SO task. In this section,
we formulate a Hybrid Hierarchical Classiﬁcation Process (HHCP) for both the attribute
detection task and the sentiment orientation task.
4.6.1 Attribute Detection Task
In the AD task, a review text is to be labeled with product attributes that are mentioned.
The AD task is the pivotal part of the whole sentiment analysis process, since it will
further affect the performance of the SO task. To utilize knowledge of hierarchical rela-
tionships between attributes, each review text is to be analyzed by attribute nodes of SOT
in a hierarchical manner: a text is to be classiﬁed with a node only if it is labeled as “true"
by the node’s parent node. In this sub-section, we ﬁrst introduce a linear Fisher classiﬁer
that is employed by each attribute node and then formulate the weight vector calculation
algorithm as well as the decision boundary optimization process.
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A linear Fisher classiﬁer
A linear Fisher classiﬁer serves as a binary classiﬁer and is utilized for each attribute of
a product. Let x ∈ X (X = Rd) denote an vector representation for a review text. Let c
and c¯ respectively denote the two classes: related to c and not related to c. The function
of a linear Fisher classiﬁer f(.) is to project the d-dimensional input vector x down to one
dimension y ∈ R by:
y = f(x) = wT · x,
wherew = (w1, w2, ..., wd)T is a unit weight vector that deﬁnes the linear Fisher classiﬁer.
Imagine that if the two classes c and c¯ are divisible in the d-dimensional space, after being
projected down to the one dimension R, we still want to keep their divisibility. That is to
say a projection needs to be selected so that the class separation can be maximized. Let
the mean vectors xc and xc¯ respectively represent the two classes of c and c¯, i.e.,:
xc =
1
Nc
∑
i∈c
xi, xc¯ =
1
Nc¯
∑
j∈c¯
xj.
We need to ﬁnd a weight vector w that can maximize the separation distance between
xc and xc¯ when projected by w. However, the projection discovered in this way still
suffers a problem that the two classes that could be separated in the original space are
still overlapping in the one dimensional output space, because the covariances of the two
class distributions are non-diagonal. To alleviate this problem, Fisher [31] proposed a
balanced function that maximizes separation between classes while minimizing variance
within each class:
J(w) =
wTSBw
wTSIw
, (4.14)
where SB is the between-class covariance matrix given by:
SB = (xc¯ − xc)(xc¯ − xc)T , (4.15)
and SI is the inner-class covariance matrix given by:
SI =
∑
i∈c
(xi − xc)(xi − xc)T +
∑
j∈c¯
(xj − xc¯)(xj − xc¯)T . (4.16)
The weight vector w that makes the optimized projection is the w that maximizes the
J(w) function in Formula 4.14, i.e.,:
w = argmax
w
J(w) = argmax
w
wTSBw
wTSIw
. (4.17)
Calculating the weight vector w
One solution [94] for calculating the weight vector w is to differentiate J(w) with respect
to w and maximize J(w) when:
(wTSBw)SIw = (w
TSIw)SBw. (4.18)
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Since only the direction not the magnitude of w is concerned in projection, the scalar
factors wTSBw and wTSIw can be ignored in the Equation 4.18. Considering that SBw
is in the same direction of xc¯ − xc, when it is multiplied by S−1I on both sides of the
Equation 4.18, we have:
w ∝ S−1I (xc¯ − xc). (4.19)
We could use the Formula 4.19 to calculate the weight vector w in the training process.
However, due to the small sample size problem [32] in the training data set, this method is
not guaranteed to always work since the SI matrix is not always invertible or nonsingular.
Therefore, we have to ﬁnd another way to calculate w when SI is a singular matrix.
Following the similar idea in [33], we perform the singular value decomposition of SI
and have:
SI = UΣV
T , (4.20)
where U and V are d-by-d orthogonal matrices and Σ is a d-by-d diagonal matrix. Let
V = [v1, ..., vr, vr+1, ..., vd], where r is the rank of SI . Since SI is a singular matrix, r is
smaller than the dimensionality of the original space, i.e., r < d. Therefore, there must
be a kernel K of SI , where K is the null space of SI and is a linear span of a set of vectors
{xk|SIxk = 0, 1 ≤ k ≤ (d − r)}. Let matrix Q be [vr+1, ..., vd]. Since the kernel K can
be spanned by vectors vr+1, ..., vd [34], the matrix QQT can be used when transforming
samples from the original space to kernel. Let S˜B denote the scatter matrix of SB and
deﬁne:
S˜B = QQ
TSB(QQ
T )T . (4.21)
The weight vector w can be calculated as the eigenvector corresponding to the largest
eigenvalues of scatter matrix of S˜B.
The calculation process for the weight vector w is summarized in Algorithm 6. In this
calculation algorithm, the matrices SB and SI are ﬁrst initialized. If the rank of SI is
equal to d, it means SI is invertible. Then the weight vector w is calculated using the
Formula 4.19. If the rank of SI is smaller than d, we cannot calculate the inverse matrix
of SI directly. Instead, we calculate the matrix S˜B using the Formula 4.21 and let w be
the eigenvector corresponding to S˜B’s the largest eigenvalue.
Optimization for the decision boundary
After the weight vector w is calculated, the function of the Fisher classiﬁer f(.) is decided
and each input vector x can be projected from the original d-dimensional space down to
the one-dimensional real number space R. In order to classify data that are projected onto
R, we need to ﬁnd a decision boundary that partitions R into two sets, one for each class.
Although classes are divisible in the original d-dimensional space, the decision boundary
inRmight not be always clear cut, since the projection from the d-dimensional space onto
the one dimensional space might lead to information loss. However, as we can imagine,
there always exists an optimized decision boundary that classiﬁes data with minimum
classiﬁcation error.
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Algorithm 6 Calculation algorithm for w
BEGIN
1: Initialize SB using the Formula 4.15
2: Initialize SI using the Formula 4.16
3: if r == d then  r is the rank of SI
4: Calculate w using the Formula 4.19
5: else
6: Calculate the SVD: SI = UΣV T
7: Let Q be [vr+1, ..., vd]
8: Calculate S˜B using the Formula 4.21
9: Get the largest eigenvalue e of S˜B
10: Let w be the eigenvector corresponding to e
11: end if
END
In order to discover the decision boundary with minimum classiﬁcation error, we deﬁne
an error recording function E(y) that records every error made by the classiﬁer on the
training data with the decision boundary y:
E(y) =
∑
x∈c
B(f(x)− y ≥ 0)⊕ B(y¯c − y ≥ 0)
+
∑
x∈c¯
B(f(x)− y ≥ 0)⊕ B(y¯c¯ − y ≥ 0),
(4.22)
where y¯c and y¯c¯ respectively denote mean values of projected values of samples from c
and c¯, i.e.,:
y¯c =
1
Nc
∑
x∈c
f(x), y¯c¯ =
1
Nc¯
∑
x∈c¯
f(x),
and B(.) is a boolean function which is 1 if the statement in B(.) is true otherwise 0, and
⊕ is the XOR logistical operation. Assuming that the optimized decision boundary yopt
lies at somewhere between y¯c and y¯c¯, to locate yopt, a traversal search method is employed
starting from y¯c to y¯c¯. The optimized decision boundary yopt is the y that achieve minimum
value of the error recording function, i.e.,:
yopt = argmin
y
E(y). (4.23)
4.6.2 Sentiment Orientation Task
The SO task is to ﬁnd out sentiment polarity based on attributes identiﬁed in the AD
task. In our proposed approach, not all the identiﬁed attributes need to go through the
SO process. The SO task is only performed on the identiﬁed attributes that are leaf nodes
of the hierarchical structure. We could continue to employ the linear Fisher classiﬁer to
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analyze sentiment of each attribute. However, when we looked into the failure cases, it is
found in many cases that results of the AD tasks are correct while results of the SO tasks
are wrong. Therefore, it is reasonable to doubt that the linear Fisher classiﬁer that works
well for semantic classiﬁcation (e.g., for the AD task) might not be effective on sentiment
classiﬁcation (e.g., for the SO task). Hence, in our proposed HHCP approach, the linear
Fisher classiﬁer is given up for the SO task. Instead, we turn to a heuristic classiﬁcation
method inspired by rules.
Sentiment indication terms
One important rule that motivates our approach is that in review texts vocabularies that
express sentiments tend to be highly overlapping for the same attribute of a product. For
example, when we search our brain to lookup a term to praise the “LCD screen" attribute
of a digital camera, terms such as “big", “clear", etc., usually jump out of our minds.
In our approach, we call the terms that are utilized to indicate sentiments as Sentiment
Indication Terms (SITs). Furthermore, SITs are usually dependent on attributes. For
example, the term “big" is positive for the “LCD screen" but is usually used by people
with small hands to complain about the size of a digital camera. Fortunately, when the
SO task is performed, it is assumed that it targets on each known attribute that has been
identiﬁed in the AD task. Therefore, it is suggested that we might utilize a set of SITs of
an attribute to judge the sentiment expressed on the attribute.
A set of SITs for an attribute, say α, can be obtained from the training texts that are labeled
with α in the set Dα . Let VDα denote a set of words that appear in Dα. Since each review
text analyzed in the SO task is already labeled with α, terms that describe the attribute α
are not useful for the current SO task. These attribute description words12 together with
stop words are all removed from VDα and the newly obtained word set Vα is treated as the
SIT set of α.
In order to estimate sentiment indication of each word v in Vα, based on the rule that SITs
of α are respectively used frequently for each sentiment expression of α, two heuristic
measurements for v are respectively deﬁned:
s+α (v) =
N+α (v)
Nα
, s−α (v) =
N−α (v)
Nα
, (4.24)
where s+α (v) and s
−
α (v) are respectively sentiment indication scores for α+ and α−13,
N+α (v) and N
−
α (v) are respectively numbers of texts containing v in Dα+ and Dα−, and
Nα is the total number of texts in Dα.
Due to the limited number of samples in the training data set, for an attribute α there
always are some SITs that are missed by Vα. Especially for some attributes that are
12In the experiments, we treat each term of an attribute label as description words of the label. For
example, description words of the attribute “image quality" is “image" and “quality".
13α+ and α− respectively represent positive opinions and negative opinions on α.
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Algorithm 7 SO algorithm for a review text t
BEGIN
1: Get attribute set At that need SO task
2: Initialize A∗t to be ∅ A∗t : the sentiment label set
3: for ∀α ∈ At do
4: Initialize s+α = 0
5: Initialize s−α = 0
6: Collect Dα from D
7: Establish Vα
8: for ∀v ∈ Vα do
9: Calculate s+α (v) and s−α (v) with the Formula 4.24
10: end for
11: for ∀v ∈ Vt do  Vt: the vocabulary set of t
12: if v ∈ Vα then
13: if Negation is caught within r step then
14: s−α += s+α (v)
15: s+α += s−α (v)
16: else
17: s+α += s+α (v)
18: s−α += s−α (v)
19: end if
20: else
21: if v ∈ U+ then
22: if Negation is caught within r step then
23: s−α += σ
24: else
25: s+α += σ
26: end if
27: end if
28: if v ∈ U− then
29: if Negation is caught within r step then
30: s+α += σ
31: else
32: s−α += σ
33: end if
34: end if
35: end if
36: end for
37: A∗t ← α∗ = argmax∗ s∗α
38: end for
39: return A∗t
END
rarely mentioned or some attributes for which training sample size is not big enough, even
common universally sentiment words, e.g., “great" for positive and “bad" for negative, are
absent from the SIT set. To alleviate this problem, we introduce two extended SIT sets
U+α and U
−
α respectively for positive and negative SITs of the attribute α. U
+
α and U
−
α are
reserved in case a universally positive/negative word is not collected in Vα.
Dealing with negation expressions
Until now, only SITs are concerned, although there is another pivotal factor that deter-
mines sentiment. That is the negation expression which is so important that it usually
converts the whole sentiment of an expression. Unfortunately, most statistical classiﬁers
treat negation words, e.g., “no", “not" and “never", as stop words and do not consider
them in the classiﬁcation processes. However, our proposed rule-based heuristic method
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can be enabled to be aware of negation. To achieve this function, a set of negation words
are collected in VN . For each SIT v, negation expression is checked for v in the range
r ∈ Z+14 around v, i.e., the r words before v and the r words after v in the review text
are checked to ﬁnd out whether they are negation words. If a negation is caught in the r
range around v, the sentiment contribution from v is counted contrarily.
Sentiment orientation algorithm
The process of performing the SO task on a review text t is summarized in Algorithm 7.
In the Algorithm 7, attributes that need to be analyzed in the SO task are ﬁrstly retrieved
in set At from the AD task. A∗t is initialized to be an empty set to store sentiment labels.
For each attribute α that needs go through the SO process, the algorithm ﬁrst establishes
Vα and then calculates sentiment indication scores s+α (v) and s
−
α (v) for each v ∈ Vα.
After that, each word v from the vocabulary set Vt of the testing text t is analyzed. In this
process, if v is a SIT of the attribute α, the positive and the negative sentiment indication
scores of v are respectively added to the total positive score s+α and the total negative
score s−α . If v is not a SIT of α, v is checked whether it is a universally positive/negative
word. If v is a universally positive/negative word, a deﬁned universal sentiment score,
say σ ∈ R+15, is added to the total positive/negative score. In the analytic process of v,
negation expression is always checked against words within r steps from v. If a negation
expression is caught, the contribution of the scores from v will be added to the total
positive and negative score oppositely. After ﬁnishing analyzing all the words in Vt, the
sentiment with maximum total sentiment score is assigned to α. When all the attribute in
At is processed, the algorithm outputs all the sentiment labels in A∗t for the text t.
4.6.3 Evaluation
In this section, we present the evaluation on the proposed HHCP approach on a dataset
from a customer review website16. We employ three similar loss functions as in the Sec-
tion 4.4.3 that are designed for evaluating hierarchical labeling process. They are respec-
tively one-error loss function, hierarchical loss function, and symmetric loss function.
Using the existing HL-SOT approach as one baseline method, we also set up another two
baselines, namely F-SOT method and HFCP method. The F-SOT method is developed
by replacing the linear RLS classiﬁers employed in the HL-SOT approach with linear
Fisher classiﬁers. The purpose of development of the F-SOT approach is to directly show
performance improvement from the linear Fisher classiﬁer. The HFCP approach is devel-
oped with applying the linear Fisher classiﬁer on both the AD task and the SO task. The
development of the HFCP approach aims at revealing beneﬁts of turning to a rule-based
heuristic classiﬁcation method employed in the proposed HHCP approach.
14Z+ denotes the positive integer set.
15R+ denotes the positive real number set.
16http://www.consumerreview.com/
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Performance Comparison
Experiments on performance comparison are conducted among the three baseline meth-
ods and the proposed HHCP approach. Performances are compared when the dimen-
sionality d of the input vector space is set to 150 and 300 respectively. The parameter 
which serves as the corrective step for training the HL-SOT approach is set to 0.01. The
universal sentiment score σ that is involved in the rule-based SO task is set to 1. The
experimental results are summarized in Table 4.5.
Table 4.5: Performance Comparison (A Smaller Loss Value Means a Better Performance)
Metrics
d=150 d=300
HL-SOT F-SOT HFCP HHCP HL-SOT F-SOT HFCP HHCP
O-Loss 0.6807 0.6500 0.6300 0.5473 0.6720 0.6347 0.6220 0.5493
H-Loss 1.1067 1.0060 0.9513 0.9471 1.0853 1.0146 0.9773 0.9630
S-Loss 1.4227 1.3073 1.2494 1.1907 1.3980 1.2780 1.2335 1.1704
From the Table 4.5, we can observe that our proposed HHCP approach generally out-
performs the other three baseline methods on the three evaluation metrics. The F-SOT
is generally better than the HL-SOT, which conﬁrms that compared with the linear RLS
classiﬁer the linear Fisher classiﬁer enhances the performances on achieving sentiment
analysis tasks. The HFCP is generally better than F-SOT, which indicates that the new
treatment on identiﬁed attributes in the SO task help improve performance. The proposed
HHCP is the best and speciﬁcally better than HFCP, which shows the success of the strat-
egy of turning to a rule-based heuristic classiﬁcation method in the SO task.
4.6.4 Summary
In the paper P7, we propose a novel approach to tackle two complementary sub-tasks of
sentiment analysis on review texts, i.e., the Attribute Detection (AD) task and the Sen-
timent Orientation (SO) task, in a Hybrid Hierarchical Classiﬁcation Process (HHCP).
Speciﬁcally, the HHCP approach employs a linear Fisher classiﬁer to achieve the AD task
in an ontology-based hierarchical classiﬁcation process. As evidences show that com-
mon statistical classiﬁers that have superior performances on semantic classiﬁcations do
not necessarily work well on classifying sentiment information, we did not continue to
use the linear Fisher classiﬁer in the SO task. Instead, we turn to a rule-based heuristic
classiﬁcation method on performing sentiment orientation for attributes identiﬁed from
the AD task. Experiments conducted for performance comparison not only show that our
proposed HHCP approach outperforms the HL-SOT approach and the other two baseline
methods. The HHCP approach is based on the HL-SOT approach and enhance its perfor-
mance. The result of this paper answers questions of RQ5 discussed in the Section 1.4.
My contribution: I was the ﬁrst author of the paper P7 and was responsible for the design
and implementation of the work, analysis of the results, and writing the paper. Jon Atle
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Gulla gave feedback and discussed on the implementation, the results, and the writing of
the paper.
4.7 Contributions in Relation to Related Work
This section summarizes the contributions of each research result presented in previous
sections in the light of related work with referring the reader to the research challenges
and requirements discussed in the Section 3.3.
4.7.1 News impact analysis
As discussed in the Section 3.1, the three requirements for news impact analysis with re-
spect to the related work are: 1) developing a model that quantiﬁes the impact of topics
of news articles; 2) developing an approach to calculate topic impact relation between
news articles; 3) developing a mechanism to guide the news impact model training pro-
cess so that the generated topic models seemly represent required topics. The work pre-
sented in the Section 4.1 focus on addressing the above three issues. Unlike the previous
work [41, 42, 43, 44, 45] which focus on detecting and tracking topics of news articles,
the proposed topic driven new impact model in our work is able to quantify the impact
of topic of a news articles. In our work, a topic model technique is utilized to the topic
impact relation between news articles, which analyze news article relations not only on
keywords aspect but on the topic level. In the model training process, our work incor-
porate prior knowledge on required topics and guide the parameter estimation process so
that the generated topic models seemly represent required topics.
4.7.2 Document overall sentiment classiﬁcation
As discussed in the Section 3.2.1, there are following two challenges in document overall
sentiment classiﬁcation: 1) sentiment orientation of words is rather dependent on topics;
2) negation words are very important and might overturn the classiﬁcation results. The
motivations of the work described in the Section 4.2 are based on the above two chal-
lenges. In the work, we proposed an approach to generating complex features taking the
advantage of high frequency of Co-occurring Term (CoT) patterns within customer review
data sets. Since words that are used to express opinions are topic dependent, we believe
that within a set of customer reviews on the same product the frequently co-occurring
terms form a good resource of complex features that are highly capable of deciding the
expressed sentiment orientation. For example, single terms like a˛rˇhigha˛s´ does not nec-
essarily means positive sentiment. However, in a corpus of customer reviews on digital
cameras terms a˛rˇhigha˛s´ and a˛rˇpricea˛s´ might co-occur together frequently and means def-
72 CHAPTER 4. RESEARCH RESULTS AND EVALUATION
initely negative. In addition, negation words like a˛rˇnota˛s´ cannot be treated as an obvious
feature for either positive class or negative class.
However, terms like a˛rˇnota˛s´ and a˛rˇgooda˛s´ together can be deemed as negative and usually
co-occur in many negative expressions. However, high using only frequency CoT pat-
terns not only produce effective complex features like but also bring useless candidates.
Therefore, our work presented in the Section 4.3 proposed an Effective Feature Search
framework which is the ﬁrst approach that takes advantage of CoT patterns and search
for effective features in an SLS process. Our EFS framework is a fully automatic process
in that unlike previous work it requires no extra resources [92], no human-developed lex-
icons [95], and no human efforts and interactions [14] in the training and classiﬁcation
process. Hence, our proposed EFS framework is quite general and can be applied on data
from different topic domains.
4.7.3 Attributed-based Sentiment Analysis
As discussed in the Section 3.2.2, we need to address the following two questions in
the task of attributed-based sentiment analysis: 1) how can we utilize the domain-speciﬁc
knowledge of product reviews; 2) how can we deal with the complex sentiments expressed
in one review. Our work presented in the Section 4.4 deals with the above two problems.
In that work, we proposed the concept of Sentiment Ontology Tree (SOT) that organizes a
product’s domain-speciﬁc knowledge such as relations between a product’s attributes and
the sentiment in a tree-like ontology structure. A speciﬁc hierarchical learning algorithm
was developed in the HL-SOT approach which allows multiple-path labeling (input target
text can be labeled with nodes belonging to more than one path in the SOT) and partial-
path labeling (the input target text can be labeled with nodes belonging to a path that does
not end on a leaf). This property makes the approach well suited for the situation where
complicated sentiments on different attributes are expressed in one target text. To the
best of our knowledge, the proposed HL-SOT approach is the ﬁrst work to formulate the
sentiment analysis task to be a hierarchical classiﬁcation problem. The proposed HL-SOT
approach can be generalized to make it possible to perform sentiment analysis on target
texts that are a mix of reviews of different products, whereas existing works mainly focus
on analyzing reviews of only one type of product.
The HL-SOT approach uses a globally uniﬁed index term space to encode target texts for
different nodes which is deemed to limit its performance. The work described in the Sec-
tion 4.5 aims at overcoming this weakness of the unique index term space and proposed
a Localized Feature Selection (LFS) framework tailored to the HL-SOT approach. The
proposed LFS framework enhances both the classiﬁcation performance and the compu-
tational efﬁciency of the HL-SOT approach. In addition, the linear classiﬁer utilized in
the HL-SOT approach was estimated by a RLS estimator which is not competent enough
to ﬁnd max class separation. The HHCP approach described in the Section 4.6 employs
a Fisher classiﬁer, which not only maximizes the class separation but also minimizes the
within-class variance, for the attribute detection task. Furthermore, our proposed HHCP
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approach turns to a rule-based solution for classifying sentiment information since the
statistical linear classiﬁer has been evidentally proven its fallibility, while the HL-SOT
approach uses the same linear RLS classiﬁer for the sentiment orientation task.
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Chapter 5
Conclusions
In this chapter, we present conclusions of the work in this thesis by summarizing the
results and suggesting directions of future work.
5.1 Summary of Contributions
The overall research goal of this thesis is “extracting implicit knowledge from mining
online text data". Therefore, the work in this thesis aims at discovering knowledge from
online text corpora that cannot be directly retrieved through traditional keyword-based
searching strategies. Two kinds of online information of WWW, i.e., objective online
news and subjective customer reviews, have been analyzed in this thesis. For online busi-
ness news, we intended to discover company’s impact through mining news collections
and understand the affection of a speciﬁed event of a company. For online customer re-
views, we aimed at extracting sentiments expressed in online review texts. To guide the
research process, we raise ﬁve research questions in the Section 1.4. Each of the research
question is studied in research publications. Approaches and solutions that are proposed
in the publications constitute the six contributions (see the Section 1.6) of this thesis.
The ﬁrst research question is how to detect the impact of companies through mining
news collections. For this problem, we propose a topic driven impact analysis model that
captures topic context in each news article through a semi-supervised topic model. The
proposed topic driven impact analysis model provides a ranking mechanism that quantify
the impact of the topic of each company’s news. For estimating parameters in the model,
we have developed a semi-supervised parameter estimation process with Maximum A
Posterior (MAP) estimator. The proposed topic driven impact analysis model is more
focused on focusing on topic semantics than traditional vector space model based on
cosine similarity.
The second research question is whether we can capture high frequent co-occur terms as
complex features to improve sentiment classiﬁers. This question is asked based on the
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observation that vocabularies used in product reviews tend to be highly overlapping. We
believe that within highly-repeated co-occur term pairs, there contains useful knowledge
that can beneﬁt sentiment classiﬁers in the training and classiﬁcation process. Therefore,
we propose an automatic complex feature generation algorithm that takes advantages of
high-frequently co-occur terms. Empirical analysis on the proposed algorithm not only
qualitatively demonstrate good quality of the generated complex features but also quanti-
tatively show the effectiveness on improving performance of sentiment classiﬁers.
The third research question is a further development on the approached proposed for
the second question. It asks how we can remove the noise of the generated candidates
while keep effective features for sentiment classiﬁcation. Accordingly, we propose a
fully-automatic Effective Feature Search (EFS) framework that makes a novel connection
between complex feature generation and a Stochastic Local Search (SLS) process. In the
SLS process, an optimized subset is searched for from the originally generated feature set.
Performance of the proposed EFS framework is compared with existing techniques on two
standard datasets, which indicate that our EFS framework is highly accurate, robust, and
needs small human efforts.
When we looked into a lot of cases of online customer reviews. We found out that there
exist relationships among attributes mentioned in reviews. We also notice that ontology
is a good representation that organize various attributes of an object. Therefore, we have
our the forth research question and state it as “how can we design an ontology-supported
framework so that knowledge of the ontology of a product can naturally help sentiment
analysis process" To answer this question, we deﬁne a concept of Sentiment Ontology
Tree (SOT). The SOT organize each attribute of a product with two opposite sentiments.
We further developed a hierarchical learning approach (HL-SOT) that naturally involves
the SOT in sentiment analysis process. Evaluation on the HL-SOT approach show that uti-
lizing the hierarchical relationships represented in the SOT help to improve the accuracy
of sentiment analysis.
The ﬁfth research question is raised after the HL-SOT approach was proposed. It aims
at enhancing performance of the HL-SOT approach. First, since we found out that the
HL-SOT approach uses a globally uniﬁed index term space, we believe that this cannot
efﬁciently encode feature information required by each local individual node of SOT.
Therefore, we proposed a Localized Feature Selection (LFS) framework to deal with this
problem, which is empirically proven to be effective on improving both accuracy and
efﬁciency of the HL-SOT approach. Second, we found out that the linear RLS classiﬁer
is not competent as needed to be employed in the HL-SOT approach, we propose to use a
linear Fisher classiﬁer instead in our proposed Hybrid Hierarchical Classiﬁcation Process
(HHCP) approach. Furthermore, since the statistical linear classiﬁers that are designed for
semantic classiﬁcation are evidentally prone to errors when being applied to classifying
sentiment information, in the HHCP approach, we turns to a rule-based heuristic solution
for sentiment orientation task. Experimental results on analyzing the proposed HHCP
approach show that the HHCP approach is superior to the HL-SOT approach and the
other two baseline methods.
CHAPTER 5. CONCLUSIONS 77
5.2 Future Work
We would like to make a few suggestions on the future work based on the research in this
thesis:
• Sentiment classiﬁcation is a very challenging task. Since natural language expres-
sion is complicated and varies from time to time, no method can deal with every
situation exhaustively. When we look at some cases where our proposed methods
fail, we can still ﬁnd some situations, e.g., negation expressions and ironic expres-
sions, that are not dealt with very well. Research on detecting negation expressions
and ironic expressions is worth of being investigated.
• In the proposed EFS framework, a hill-climbing SLS algorithm is developed to
solve the feature subset selection problem. There is a need to better appreciate how
the SLS algorithm should be designed with intelligent parameter techniques such
as tabu list update strategy, guided noise search, and clever initialization so that the
SLS algorithm can search for optimized solutions in a fast process.
• In the HL-SOT approach, the SOT is deﬁned to formulate this knowledge in the
proposed approach. However, what attributes to be included in a product’s SOT
and how to structure these attributes in the SOT is an effort of human beings. The
sizes and structures of SOTs constructed by different individuals may vary. How
the classiﬁcation performance will be affected by variances of the generated SOTs
is worthy of study. In addition, the SOT is constructed as a result of human ef-
forts. An automatic method to learn a product’s attributes and the structure of SOT
from existing product review texts will greatly beneﬁt the efﬁciency of the proposed
approach.
• Although the proposed LFS framework shows its effectiveness of improving on the
HL-SOT approach, its improvement on the classiﬁcation performance is not so ob-
vious compared with its much improvement on computational efﬁciency. Due to the
limited number of instances in the training data set, the classiﬁcation performance
still suffers from the problem that unobserved terms appear in testing cases. This
problem is inherently raised by the bag-of-word model. A concept-based indexing
scheme that can infer concepts of unobserved terms might alleviate the problem.
• The proposed SOT-based hierarchical learning framework such as the HL-SOT ap-
proach and the HHCP approach focus on sentiment analysis on reviews of one
product. We expect that this kind of analysis can be naturally generalized to ana-
lyzing a mix of reviews of more than one products. An interesting suggestion for
future work would be to study performance of the HL-SOT approach and the HHCP
approach on a set of customer reviews of a mix of different products.
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Abstract
In this paper, we propose a fully-automatic Effective Feature Search (EFS) frame-
work to enhance the performance of sentiment classiﬁers from the perspective of
feature selection. Taking advantage of high frequency Co-occurring-Term (CoT)
patterns, our EFS framework ﬁrst generates unigram feature candidates and com-
plex CoT feature candidates in the feature generation step. In the feature pruning
step, a Stochastic Local Search (SLS) process addresses the feature subset se-
lection problem. A hill-climbing SLS algorithm is developed to search for an
optimized feature subset in the SLS process. The proposed EFS framework is
empirically analyzed in extensive experiments. Performance comparison on two
standard datasets shows that our proposed EFS framework is comparatively su-
perior to existing state-of-the-art approaches in that our EFS framework is highly
accurate, robust, and needs small human efforts. Experiments using three unigram
generation algorithms, i.e., Term Frequency (TF), χ2 (CHI), and Information Gain
(IG), and four machine learning classiﬁers, i.e., Support Vector Machine (SVM),
Naive Bayes (NB), Decision Tree (DT), and k Nearest Neighbor (KNN), demon-
strate the general effectiveness of our EFS framework. Further impact analysis on
the parameters λ, κ, and R of the proposed hill-climbing SLS algorithm empiri-
cally studies the trade-offs for setting these parameters in the SLS process.
Keywords: Sentiment Analysis, Sentiment Classiﬁcation, Feature Selection,
Stochastic Local Search
Preprint submitted to Data & Knowledge Engineering March 9, 2013
1. Introduction
In this fast-paced information era, it becomes more and more easy for peo-
ple to access and share their opinions on the World Wide Web (WWW). People
generate a large amount of text on various Web sites such as TripAdvisor1 and
Twitter2,etc. The online user-generated reviews are usually rich in opinions and
can be very useful information for potential customers, online advertisers as well
as product manufacturers. However, as the amount of opinion information grows
rapidly, it becomes impossible for humans to manually collect and digest these
opinion-rich texts exhaustively. To alleviate this problem, research on sentiment
analysis has emerged as a popular topic at the crossroads of information retrieval
and computational linguistics.
One key problem of sentiment analysis is sentiment classiﬁcation, which aims
at classifying a review text as positive or negative. Early work, e.g., [1, 2], relies on
adjectives to automatically decide sentiment orientation of documents. Pang et al.
studied sentiment classiﬁcation using machine learning techniques [3]. Although
it has been claimed that standard machine learning techniques outperform human-
produced baselines, there is also evidence that machine learning techniques do
not perform as well on sentiment classiﬁcation as on traditional topic-based text
classiﬁcation [3].
There exist at least two challenges for sentiment classiﬁcation using machine
learning techniques. First, sentiment orientation of words is rather dependent on
topics. Although there are some general applicable sentiment expression words,
e.g., “good” and “bad”, which always hold consistent sentiment orientation in dif-
ferent topics, it is also not difﬁcult to ﬁnd words that might have different and
even opposite opinions in different contexts. For example, the term “high” is a
positive adjective to describe screen resolution of a camera while it becomes a
negative adjective when it is used with a camera’s price. In this way, when the
term “high” is used as a feature in a machine learning classiﬁer it might mislead
the classiﬁer in its learning process even if all the training data are collected from
the same domain, e.g., product reviews on cameras. Second, negation expression
is another potential problem for machine learning classiﬁers in sentiment clas-
siﬁcation. Negation words including “not”, “never”, “no”, etc., are considered
meaningless stop words and usually ﬁltered out from feature set in traditional
topic-based text classiﬁcation. However, these negation words are very important
1http://www.tripadvisor.com/
2http://twitter.com/
2
signals in the sentiment classiﬁcation process since their existence might overturn
the classiﬁcation results. Therefore, without elegantly dealing with signiﬁcant
negation words, machine learning classiﬁers are prone to err in sentiment classiﬁ-
cation.
In this paper, we propose an Effective Feature Search (EFS) framework that
makes a novel connection between feature candidate generation and a Stochastic
Local Search (SLS) process to enhance performance of machine learning classi-
ﬁers for sentiment classiﬁcation. The purpose of the proposed EFS framework is
to search for effective features that can alleviate challenges of sentiment classiﬁ-
cation by machine learning classiﬁers. There are two important steps, i.e., feature
generation step and feature pruning step, in our proposed framework.
First, in the feature generation step, we utilize ﬁlter-based methods [4] to select
feature candidates not only considering unigram features but also taking complex
features3 into consideration. Unlike previous work, where complex features are
only extracted from a manually built lexicons [5], human-deﬁned patterns [6, 7],
or preselected categories [8], our work takes advantage of high frequency Co-
occurring Term (CoT) patterns and calls the generated complex features CoT fea-
tures4. The rationale of making use of CoT patterns is based on an intrinsic prop-
erty of online opinion-rich review texts: vocabularies used in opinion expression
on the same topic are limited and tend to be highly repeated [10]. For example,
single terms like “high” does not necessarily means positive sentiment. However,
in a corpus of customer reviews on digital cameras terms “high” and “price” might
co-occur together frequently and means deﬁnitely negative. In addition, negation
words like “not” cannot be treated as an obvious feature for either positive class
or negative class. However, terms like “not” and “good” together can be deemed
as negative and usually co-occur in many negative expressions. Hence, we believe
that within frequently co-occurring terms there might exist effective complex fea-
tures that are highly capable of deciding the expressed sentiment orientation.
Second, high frequency CoT patterns not only produce effective complex fea-
tures like “staff nice” but also bring useless candidates like “staff service”. There-
fore, a feature pruning step is developed and devoted to searching for an opti-
mized feature subset out of the feature candidate set from the feature generation
3Compared with simple unigram features, a complex feature is a combination of more than one
terms.
4To avoid unnecessary confusion with n-gram which is a contiguous sequence of terms in a text
by deﬁnition [9], we coin the term “CoT” to capture the signiﬁcance of frequently co-occurring
term patterns.
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step. In the feature pruning step, we map the feature set optimization process to
a Stochastic Local Search (SLS) process. In the proposed SLS model, a wrapper-
based selection is adopted to score each selected feature subset with an objective
function tailored to the classiﬁer. A hill-climbing SLS algorithm is developed in
the model to ensure quickly ﬁnding a local optima.
Our proposed EFS framework is empirically analyzed in extensive experi-
ments. Performance comparison on two standard datasets shows that our pro-
posed EFS framework is comparatively superior to existing state-of-the-art ap-
proaches in that our EFS framework is highly accurate, robust, and needs small
human efforts. Experiments using three unigram generation algorithms, i.e., Term
Frequency (TF), χ2 (CHI), and Information Gain (IG), and four machine learn-
ing classiﬁers, i.e., Support Vector Machine (SVM), Naive Bayes (NB), Decision
Tree (DT), and k Nearest Neighbor (KNN), demonstrate the general effective-
ness of the proposed EFS framework. Further impact analysis on the parameters
λ, κ, and R of the proposed hill-climbing SLS algorithm empirically studies the
trade-offs for setting these parameters in the SLS process.
As far as we know, our proposed EFS framework is the ﬁrst approach that
takes advantage of CoT patterns and search for effective features in an SLS pro-
cess. The EFS framework is a fully automatic process in that unlike previous
work it requires no extra resources [11], no human-developed lexicons [12], and
no human efforts and interactions [13] in the training and classiﬁcation process.
Hence, our proposed EFS framework is quite general and can be applied on data
from different topic domains.
The remainder of the paper is organized as follows. In Section 2, we discuss
an overview of related work on sentiment analysis. In Section 3, we present our
proposed EFS feature selection framework. Empirical analysis on the proposed
framework is presented in Section 4. Finally, we conclude the paper and discuss
our future work in Section 5.
2. Related Work
Sentiment analysis is usually concerned with opinion detection5 and sentiment
classiﬁcation6. Opinion detection attempts to determine whether a text is objective
5“Opinion detection” is also called “subjectivity/objectivity identiﬁcation” in some literatures.
6“Sentiment classiﬁcation” is also called “sentiment orientation” or “polarity classiﬁcation”,
etc. in some literatures.
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or subjective (e.g., [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]). Senti-
ment classiﬁcation aims at classifying whether a subjective text contains positive
or negative sentiments. Sentiment classiﬁcation on subjective texts (e.g. online
reviews) can be conducted either on an overall document level (e.g., [3, 28, 5],
etc.) or on more ﬁne-grained aspect-based level (e.g. [29, 30, 31, 32, 33, 10, 34,
35, 36, 37, 38]). This work focuses on document overall sentiment classiﬁcation.
Document overall sentiment classiﬁcation is concerned with analyzing a docu-
ment’s overall sentiment, which can be solved by two main approaches. Lexicon-
based methods [39] conduct sentiment analysis by inferring a document’s overall
sentiment from sentiments of words [2, 40, 41, 42, 1, 43, 44, 25] or phrases [45,
46, 47]. Machine learning approaches build classiﬁers to classify a document’s
overall sentiment through a supervised [3] or unsupervised [48] learning process.
This work focuses on supervised sentiment classiﬁcation.
Since Pang et al. [3] studied sentiment classiﬁcation using machine learning
techniques, a lot of work has addressed the document overall sentiment classiﬁ-
cation problem in a supervised text classiﬁcation process. Within exiting publica-
tions there exist various techniques to improve performance of traditional topic-
based classiﬁers on sentiment classiﬁcations. These techniques include feature
selection approaches, identifying more important subjective portions of texts [28,
49], using POS [50] or syntax [51] information, learning from human-annotator
rationale [52] or human interaction [13]. This paper aims at improving perfor-
mance of sentiment classiﬁers from the perspective of feature selection.
There are various feature selection techniques for sentiment classiﬁcation.
Like feature selection for traditional topic-based text classiﬁcation, weighting
methods are usually used to score features, ranging from purely using TFIDF and
its variants [53, 54, 55] to involving extra lexicon [42] to assist feature scoring pro-
cess [56, 57]. Besides using knowledge from lexicons, feature selection schemes
for sentiment classiﬁcation also make use of Natural Language Processing (NLP)
techniques such as stemming and Part-Of-Speech (POS) tagging [58] as well as
syntax models [51]. Instead of using only unigram features, existing works also
try to capture dependencies among words [59] aiming at extracting complex fea-
tures, e.g., N-gram features. Whitelaw et al. present a method to extract appraisal
group features for sentiment classiﬁcation [5]. However, this work [5] has the lim-
itation of relying on a manually built lexicons, which generates effective features
limited by the involved lexicons. Riloff et al. [6] propose a feature subsumption
hierarchy to ﬁrst generate complex features and then reduce the unnecessary ones.
Ahmed et al. follow the similar generation and reducing framework in their later
works [7, 8]. However, these existing works requires either human-deﬁned ex-
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Figure 1: An Overview of EFS Framework
traction patterns [6, 7] or human-selected rules and feature categories [8] as input
to feature generation step. In addition to human efforts, this also limits the gener-
ated complex features to predeﬁned patterns and categories. In contrast, with less
human efforts our proposed EFS framework is a fully automatic process which
takes the advantage of the property of review texts and generate complex feature
candidates through mining of CoT patterns.
3. Effective Feature Search Framework
In this section, we present the proposed Effective Feature Search (EFS) frame-
work. An overview of the EFS framework is presented in Fig. 1. As depicted in
the Fig. 1, the proposed EFS framework consists of two steps: the feature gener-
ation step and the feature pruning step. The feature generation step produces an
initial set of feature candidates. The feature pruning step removes redundant, use-
less, or noisy feature candidates from the initial candidate set so that performance
of the employed sentiment classiﬁers will be maximized in an SLS process. We
now discuss these two steps in more detail.
3.1. Feature Generation Step
As discussed in Section 1, effective features for sentiment classiﬁers involve
both simple features and complex features. Frequent CoT patterns are believed
to contain effective complex features. In the feature generation step, unigram
feature candidates are ﬁrst generated. Based on these unigram feature candidates,
complex feature candidates are generated from frequent CoT patterns.
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3.1.1. Unigram feature candidate generation
Like feature selection for traditional topic-based text classiﬁcations, unigram
feature candidates can be generated using different feature selection algorithms7,
e.g., Term Frequency (TF) based algorithm [60], χ2-statistic algorithm [60], and
information gain based algorithm [61], etc. The generated unigram feature candi-
date set, denoted by Fu, in this step will not only be included in the initial feature
candidate set but also form the basis input to CoT feature candidate generation.
3.1.2. CoT feature candidate generation
Before we present the CoT feature candidate generation, we ﬁrst give a formal
deﬁnition on what CoT is.
Deﬁnition 1. (CoT): CoT is an abbreviation for Co-occurring Terms. Terms are
considered as CoT if they are presented together in one document and occur to-
gether in a sequence of text without being separated by any punctuation8.
By Deﬁnition 1 we know that two terms occurring in one document are not nec-
essarily CoT. For example, in a corpus of reviews on hotels it is very common to
ﬁnd a snippet like “friendly staff, good location”. Here, “friendly-staff” is con-
sidered as CoT though “staff-location” cannot be considered as CoT by the above
deﬁnition, since they are separated by a comma.
Algorithm 1 describes our CoT feature candidate generation process, where
Fu is a set of unigram feature candidates generated by a classic feature generation
algorithm. The parameter l limits the max number of terms being considered
as CoT. The parameter tcot serves as a threshold to ﬁlter out low-frequency CoT
patterns. The operation u  f means that the unigram term u is not equal to
any term of CoT f . The operation (u ⊕ f) means that a new CoT which is made
up of the unigram term u and all the terms of CoT f . After ﬁnishing the CoT
feature candidate generation process described by the Algorithm 1, all the CoT
with frequency above tcot and length within l will be selected to the set Fcot. The
generated candidates from CoT patterns are named CoT features candidates. We
believe the generated CoT candidate set Fcot might contain effective features of
signiﬁcant opinion information, since vocabularies used in opinion expression on
the same topic are limited and tend to be highly repeated [10]. For example, single
7In this work, “feature selection algorithms” and “unigram generation algorithms” are ex-
changeably used.
8A list of punctuation in our experiments include comma, periods, question marks, exclamation
marks, colons, and semicolons.
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Algorithm 1: CoT feature candidate generation
Input: D: a document set
Fu: unigram feature candidate set
Ft ← Fu: initialize temporary set
Fcot ← ∅: empty CoT feature candidate set
l(l ∈ Z+): max number of terms as CoT
tcot: CoT frequency threshold
Output: Fcot
r ← 2;1
while r ≤ l & Ft = ∅ do2
Fr ← ∅;3
forall u ∈ Fu do4
forall f ∈ Ft do5
if u  f & (u⊕ f) /∈ Fcot then6
t ← 0;7
forall d ∈ D do8
c ← count (u⊕ f ) in d;9
t ← t+ c10
end11
if t ≥ tcot then12
Fcot ← Fcot
⋃{(u⊕ f)};13
Fr ← Fr
⋃{(u⊕ f)};14
end15
end16
end17
Ft ← Fr;18
end19
r ← r + 1;20
end21
return Fcot;22
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terms like “high” does not necessarily means positive sentiment. However, in a
corpora of customer reviews on digital cameras terms “high” and “price” might
co-occur together frequently and means deﬁnitely negative. In next section, we
present our feature pruning step on selecting effective features from the generated
feature candidate sets.
3.2. Feature Pruning Step
The feature candidate set F to be pruned is a union of the unigram feature
candidate set Fu and the CoT feature candidate set Fcot, i.e., F = Fu ∪ Fcot.
F might contain both effective and useless features. The purpose of our feature
pruning step is to select a subset of features from F which are considered as useful
for sentiment classiﬁers, while ignoring the rest. In the feature pruning step, we
map the feature subset optimization problem to a Stochastic Local Search (SLS)
model as follows.
3.2.1. Stochastic Local Search Model
Let fi ∈ F (1 ≤ i ≤ n) respectively represent each feature candidate from
Fu and n = |Fu|. Let fj ∈ F (n + 1 ≤ j ≤ n +m) respectively represent each
feature candidate from Fcot and m = |Fcot|. An Stochastic Local Search Model
(SLSM) for feature subset optimization is formulated as follows.
An SLSM is formally deﬁned as a 4-tuple M = (S,N ,G,O) where S is
a set of state vectors and forms the search space. Each state vector s (s ∈ S)
represents a feature subset of Fs9, where s is an (n + m)-dimensional binary
vector (s1, s2, ..., sn, sn+1, ..., sn+m) and each value sk (1 ≤ k ≤ n+m) encodes
whether the feature fk (fk ∈ F ) is selected: 1 means being selected while 0 means
the opposite. N is a neighborhood relation , i.e., N ⊆ S × S; G : S → R is an
evaluation function that maps each state s(s ∈ S) to a real number score g(g ∈ R);
O deﬁnes optimal states O = {s∗|s∗ = argmax G(s)}.
In the above deﬁnition, the neighborhood relationN deﬁnes neighboring states
of each state s ∈ S. In an SLS algorithm, the search iteratively moves from one
state to its neighboring states and scores are calculated by the evaluation func-
tion G. Unlike in the feature generation step, where feature candidate selection is
performed in a ﬁlter-based manner which ranks each feature candidate separately,
in this feature pruning step each feature subset is evaluated as a whole by G. In
order that the optimized feature subset is tailored to a particular machine learning
9In this paper, when we say a feature subset s it means Fs.
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classiﬁer c, we adopt a wrapper-based approach and the evaluation function Gc is
a mapping function from a feature subset s to the classiﬁer c’s empirical accuracy
on s. In the rest of this section, we propose an SLS algorithm that serves as a
heuristic approach to feature subset optimization.
3.2.2. Stochastic Local Search Algorithm
To search for an optimal feature subset is an NP-hard problem. The stochas-
tic local search (SLS) approach has proven to be highly competitive for solving
a range of hard computational problems including satisﬁability of propositional
logic formulas [62, 63, 64, 65] as well as computing the most probable explana-
tion [66, 67, 68] and the maximum a posteriori hypothesis [69, 70] in Bayesian
networks.
Our proposed SLS algorithm is described in Algorithm 2, where c indicates
an employed machine learning classiﬁer. F denotes the feature candidate set. St
serves as a tabu list that records all the visited states so that the algorithm does not
consider a state repeatedly. The parameters θu and θcot are inputs to the function
INITIALIZATION(θu, θcot) and respectively control how many percentage of uni-
gram candidates in Fu and CoT candidates in Fcot that are included in an initial
state by random selection. The parameter λ is input to the function NEXTSTEP(λ),
which decides the next step to be a noise step with probability of λ or a greedy
step with probability 1 − λ. The NEIGHBOR(s, St) function returns a random
neighbor state of s that is not recorded in the tabu list St.10 The parameter κ lim-
its how many neighbor states are evaluated in a greedy step. The parameter R
deﬁnes how many steps are performed in each try, and MAX-TRIES deﬁnes the
maximum number of tries before termination performed by the algorithm.
Algorithm 2 works in the following way. In each try, an initial state is ran-
domly created. The search begins with this initial state. Then the algorithm goes
through an iterative hill-climbing process in R steps. Each step of the process is
either a noise step or a greedy step. If it is a noise step, the search moves to a
neighbor state. If it is greedy step, the search test κ neighbors of the current state
and goes to a neighbor state with maximum score. In each step, if the score p in
that step is not worse than the recorded score p∗, then p∗ is updated with p and
the recorded state s∗ is updated with s. After algorithm ﬁnishes with R steps in
MAX-TRIES tries, the recorded state s∗ is returned. In this way, the correspond
feature subset Fs∗ is optimized for the classiﬁer c.
10A neighbor state of s is a state s′ so that hamming distance between s and s′ is 1.
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Algorithm 2: SLS Algorithm
Input: c: machine learning classiﬁer F : feature candidate set
St ← ∅: initialize an empty tabu list θu: unigram candidates initialization parameter
θcot: CoT candidates initialization parameter λ: noise parameter
κ: greedy parameter R: number of ﬂips per try
MAX-TRIES: number of tries
Output: s∗: optimized state of feature set
t ← 1;1
g∗ ← 0 ; // performance score record2
while t ≤ MAX-TRIES do3
s ← INITIALIZE(θu, θcot);4
g ← Gc(s) ; // calculate performance5
if g ≥ g∗ then6
g∗ ← g ; // record performance7
s∗ ← s ; // record feature set8
end9
St ← St ∪ {s} ; // add to taboo list10
r ← 1;11
while r ≤ R do12
next←NEXTSTEP(λ);13
if next is a noise step then14
s ←NEIGHBOR(s, St);15
g ← Gc(s);16
St ← St ∪ {s};17
if g ≥ g∗ then18
g∗ ← g;19
s∗ ← s;20
end21
end22
if next is a greedy step then23
j ← 1;24
g∗j ← 0;25
while j ≤ κ do // try κ neighbors26
sj ←NEIGHBOR(s, St);27
gj ← Gc(sj);28
St ← St ∪ {sj};29
if gj ≥ g∗j then30
g∗j ← gj ;31
s∗j ← sj ;32
end33
j ← j + 1 ;34
end35
s ← s∗j ; // choose best neighbor36
if g∗j ≥ g∗ then37
g∗j ← g∗;38
s∗ ← s∗j ;39
end40
end41
r ← r + 1;42
end43
t ← t+ 1;44
end45
return s∗;46
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4. Experiments
In this section, we conduct extensive experiments to empirically analyze the
proposed EFS framework. Our experiments are intended to address the following
questions:
1. How does our proposed framework compare with published state-of-the-art
approaches?
2. How does our proposed EFS framework behave when different unigram
generation algorithms and different machine learning classiﬁers are em-
ployed in the framework.
3. How do the SLS algorithm’s parameters λ, κ, and R impact on the SLS
process?
4.1. Metrics
To evaluate performance of sentiment classiﬁers, we adopt evaluation metric
accuracy which is the percentage of correctly labeled reviews out of total reviews
and is generally used in most of the previous work:
accuracy =
#correctly labeled reviews
#total reviews
.
4.2. Datasets and Tools
Our proposed EFS framework is empirically analyzed using four datasets. Ta-
ble 1 summarizes statistics for the four datasets.11 The datasets DM1400 and
DM2000 are from the movie review domain. They were originally introduced by
Pang et al. in 2002 [3] and 2004 [28] respectively. Both the DM1400 and DM2000
have been extensively used in the past. In our experiments, we compare our pro-
posed EFS framework with recent published state-of-the-art methods on these two
standard datasets. The dataset DH5000 are collected from a hotel booking web-
site.12 On the hotel booking website, positive reviews and negative reviews are
separated presented. We crawled 1505605 positive reviews and 1015700 nega-
tive reviews and randomly selected 2500 reviews from both categories to form the
DH5000 dataset. Unlike reviews in DM1400 and DM2000, where each review
11Headers of the table means respectively names of dataset, domain of dataset, number of pos-
itive reviews, number of negative reviews, total number of words, total number of unique terms,
and average number of words per review in each dataset.
12http://www.booking.com/
12
Table 1: Dataset Statistics
Name Domain Pos Neg Words Unique Avg.
DM1400 Movie Review 700 700 909546 41389 649.68
DM2000 Movie Review 1000 1000 1289584 47986 644.79
DH5000 Hotel Review 2500 2500 98093 6556 19.62
DH1000 Hotel Review 500 500 19070 2669 19.07
is on average made up of around 650 words, each review in DH5000 is rather
shorter (19.62 words per review on average). Introduction of DH5000 serves as a
supplement to validate our approach on classifying short statements.13 The dataset
DH1000 is a small sample of DH5000. Since running for each parameter setting
of the SLS algorithm is a time consuming task, due to limitation of time and com-
putational devices, DH1000 is used to test the SLS algorithm’s parameters’ impact
on search process.
In our experiments, each dataset is preprocessed to remove stop words. Unlike
traditional list of stop words, negation words, e.g., “no,” “not,” “never,” etc. are
not treated as stop words in our preprocess. The Porter stemmer algorithm [71] is
used to stem all terms remaining in the dataset. The machine learning classiﬁers
employed in this work are implemented using an open source machine learning
software Weka14 [72]. To catch the statistical signiﬁcance, all results reported in
this work are based on 10-fold cross-validation.
4.3. Performance Comparison
In this section, we report on experiments that evaluate the performance of our
proposed EFS framework. We compare our approach with the state-of-the-art
methods on the two standard datasets DM1400 and DM2000. In the experiments,
Information Gain (IG) feature selection algorithm is employed in the proposed
EFS framework for unigram feature candidate generation. The parameter tcot for
CoT feature candidate generation is set to 10. The parameters of the SLS algo-
rithm are respectively set: θu = 1, θcot = 0.9, λ = 0.1, κ = 300, R = 500. The
SLS algorithm is run in 5 tries.
Table 2 chronologically summarizes results on the two standard datasets re-
ported in recent ten years. The column “Ex-Efforts” indicates whether the related
13As a contribution of this work, we make this dataset accessible at http://
anonymous-for-blind-review/hotelreivew.zip
14http://www.cs.waikato.ac.nz/ml/weka/
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Table 2: Performance Comparison
Dataset Work Year Ex-Efforts Accuracy
DM1400 Pang et al. [3] 2002 No 82.90%
DM1400 Mullen&Collier [56] 2004 Yes 86.00%
DM1400 Riloff et al. [6] 2006 Yes 82.70%
DM1400 Zhai et al. [73] 2010 No 84.30%
DM1400 Bai [59] 2011 No 78.08%
DM1400 our EFS framework 2012 No 90.13%
DM2000 Pang&Lee [28] 2004 No 87.20%
DM2000 Whitelaw et al. [5] 2005 Yes 90.20%
DM2000 Kennedy&Inkpen [74] 2006 Yes 86.20%
DM2000 Ko¨nig&Brill [13] 2006 Yes 91.00%
DM2000 Zaidan et al. [52] 2007 Yes 92.20%
DM2000 Abbasi et al. [8] 2008 Yes 91.70%
DM2000 Martineau&Finin [53] 2009 No 88.10%
DM2000 O’Keefe&Koprinska [57] 2009 No 87.15%
DM2000 Taboada et al. [39] 2011 Yes 76.63%
DM2000 Pak&Paroubek [75] 2011 Yes 85.10%
DM2000 Saleh et al. [54] 2011 No 86.19%
DM2000 Heerschop et al. [49] 2011 Yes 81.00%
DM2000 Mejova et al. [75] 2011 Yes 87.50%
DM2000 Duric&Song [51] 2011 No 87.50%
DM2000 Maas et al. [76] 2011 No 88.90%
DM2000 Abbasi et al. [7] 2011 Yes 89.65%
DM2000 Bai [59] 2011 No 92.70%
DM2000 our EFS framework 2012 No 92.37%
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work uses extra human efforts as part of their proposed methods. Performance
above 90% on each dataset is bolded. Best performance on each dataset is un-
derlined. From the Table 2, we can see that our approach achieves the best per-
formance (90.13% accuracy) on DM1400. Among the six methods that achieve
classiﬁcation performance above 90% on DM2000, most of them require extra hu-
man efforts, e.g., manually built lexicons [5], predeﬁned extraction patterns [6, 7],
and preselected feature categories [8], as inputs to their methods. In compari-
son, our proposed EFS framework is a fully automatic process. Although Bai’s
method [59] currently is best on DM2000, our approach shows comparably good
(92.70% v.s. 92.37%) on the same dataset. In addition, our approach beats Bai’s
method [59] on the DM1400 with more than 11% accuracy, which suggests our
approach is more robust than Bai’s approach [59]. Therefore, through perfor-
mance comparison on two standard datasets, we conclude that our proposed EFS
framework is generally superior to existing state-of-the-art approaches in that our
approach is high accuracy, more robust, and needs small human efforts.
4.4. Initialization Test and Performance Analysis
In this section, we conduct experiments to analyze general effectiveness of
the proposed EFS framework. We aim at discovering how is our framework af-
fected when different unigram generation algorithms and different machine learn-
ing classiﬁers are employed. To cover characteristics of long reviews and short re-
views in domains movie review and hotel review, the analysis is conducted against
two datasets, i.e., DM1400 and DM2000. Three different unigram generation
algorithms15, i.g., Term Frequency (TF) based algorithm [60], χ2-statistic algo-
rithm [60], and information gain based algorithm [61], and four machine learning
classiﬁers, i.e., Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree
(DT), and k Nearest Neighbor (KNN), are studied in the EFS framework.16
4.4.1. Initialization Test
In Algorithm 2, the parameters θu and θcot in the INITIALIZE(θu, θcot) function
control respectively initial percentage of unigram candidates and CoT candidates
15We does not report on Mutual Information (MI) based algorithm since we found out that
too few CoT candidates can be generated based on the unigram candidate set generated from MI
algorithm.
16In our experiment, we also tried to evaluate Logistic Regression in the proposed EFS frame-
work. Since the SLS process for LR consumes too much time, due to limitation of time and our
current computing devices, we do not report on LR in this submission.
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Figure 2: Experimental results on testing initialization parameter θcot (x-axis) of the Algo-
rithm 2, varying unigram generation algorithms (TF, CHI, IG) and machine learning classiﬁers
(SVM, NB, DT, KNN) on the datasets DM1400. Best values of the initialization parameter θcot
for each variants are presented in the ﬁgure.
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Figure 3: Experimental results on testing initialization parameter θcot (x-axis) of the Algo-
rithm 2, varying unigram generation algorithms (TF, CHI, IG) and machine learning classiﬁers
(SVM, NB, DT, KNN) on the datasets DH5000. Best values of the initialization parameter θcot
for each variants are presented in the ﬁgure.
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Table 3: Performance of EFS on DM1400
Experiments Unigram Generation CoT Generation Classiﬁcation Performance
on DM1400 FS Parameter # unigrams tcot # CoTs SVM NB DT KNN
Exp.1.1 TF tf=100 887 - - 73.70% 76.86% 60.14% 54.67%
Exp.1.2 TF tf=100 887 10 6814 79.54% 81.57% 66.49% 63.71%
Exp.1.3 CHI TopN=887 887 - - 84.83% 84.91% 67.03% 58.95%
Exp.1.4 CHI TopN=887 887 10 618 88.51% 86.72% 68.23% 74.91%
Exp.1.5 IG TopN=887 1009 - - 85.69% 84.95% 67.85% 69.19%
Exp.1.6 IG TopN=887 1009 10 414 90.09% 86.21% 68.91% 85.29%
Table 4: Performance of EFS on DH5000
Experiments Unigram Generation CoT Generation Classiﬁcation Performance
on DH5000 FS Parameter # unigrams tcot # CoTs SVM NB DT KNN
Exp.2.1 TF tf=10 743 - - 89.16% 88.55% 85.99% 86.20%
Exp.2.2 TF tf=10 743 5 2805 91.39% 90.49% 87.57% 92.69%
Exp.2.3 CHI TopN=743 845 - - 90.96% 88.83% 86.49% 77.23%
Exp.2.4 CHI TopN=743 845 5 1838 93.69% 90.98% 88.36% 82.68%
Exp.2.5 IG TopN=743 784 - - 91.15% 88.87% 87.13% 82.25%
Exp.2.6 IG TopN=743 784 5 1718 93.79% 90.97% 88.73% 87.42%
to be included in the SLS process. If these parameters are set too large, a lot of
noisy candidates might be included in the initial set. If they are set too small,
some useful candidates might be ﬁltered out of the initial set. Either way might
lower the probability of ﬁnding an optimal solution. In this subsection, we test
the initialization parameter θcot from 0.1 to 0.9 and set θu to 1 under assumption
that the generated unigram candidates created by traditional feature selection al-
gorithms are reasonable. For each value of θcot, we test 100 times initialization
performance of our proposed framework. Average performance and deviations as
well as best values of θcot for each combination of unigram generation algorithm
and machine learning classiﬁer on the two datasets are respectively presented in
Fig. 2 and Fig. 3.
4.4.2. Performance Analysis
We study performance of the proposed EFS framework on DM1400 and DH5000
using different unigram generation algorithms and machine learning classiﬁers.
In order to investigate direct effectiveness of our proposed EFS framework, in
Exp.1.x and 2.x (x = 1, 3, 5), we implement baseline methods as traditional text
classiﬁcation on selected unigram features: applying different machine learning
classiﬁers (i.e., SVM, NB, DT, KNN) on features generated by different unigram
generation algorithms (i.e., TF, CHI, IG) on both datasets DM1400 and DH5000.
In addition, for each unigram generation algorithm and machine learning classi-
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ﬁer combination used in baseline methods, we implement our approach in Exp.
1.z and 2.z (z = 2, 4, 6). To avoid producing bias by different number of gen-
erated features in our experiments, we use comparable parameter setting for the
three feature selection algorithms17 so that a similar number of unigram candi-
dates are generated. For the Algorithm 2, the initialization parameter θu is set to
1 and θcot is set to the value that produces the best performance recorded in the
Fig. 2 and Fig. 3. Other parameters are set as λ = 0.1, κ = 300, R = 200 and the
Algorithm 2 is run for just one try for each parameter setting.
The experimental results are summarized in Table 3 and Table 4. From both
the tables, it is observed that experiments that using our approach (i.e., Exp. 1.z
and 2.z) beat their corresponding baselines using only unigram features (i.e., Exp.
1.x and 2.x) on both datasets. This indicates that the our proposed EFS frame-
work is stably effective independent of unigram generation algorithms and ma-
chine learning classiﬁers. Especially, in many experiments, e.g., Exp.1.6 on SVM
and Exp. 2.2 on KNN, performance is observed with more than 4.5% boosts.
Although KNN generally performs the worst, it is also the classiﬁer that beneﬁts
from the EFS framework most. For example, in Exp.1.6 on KNN, a performance
boost (i.e., 16.10% improvement) is observed. In all the experiments on both
datasets DM1400 and DH5000, IG and SVM are conﬁrmed to be the best combi-
nation that are employed in our proposed EFS framework.
4.5. Study Impact of Parameters
In this section, we design experiments to study the SLS parameters λ, κ, and
R of the Algorithm 2 on a small sample dataset DH1000. In the experiments,
Information Gain (IG) algorithm is used for unigram candidate generation. A
Naive Bayes (NB) classiﬁer is employed in the SLS process. The initialization
parameters θu and θcot are respectively set to 1 and 0.9.
4.5.1. Impact of Parameter λ
The parameter λ controls the probability of taking a noise step. A low noise
value enables an SLS algorithm to greedily climb hills without taking unnecessary
downhill noise steps. A high noise value might provide the SLS algorithm with a
17For example on DH5000, we use tf = 10 as frequency threshold and get 743 unigram candi-
dates by TF. Then we use the score assigned by CHI and IG at the 743th position to select unigram
candidates. This usually results in more than 743 candidates being selected, e.g. 845 for CHI and
784 for IG.
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Figure 4: Impact Analysis on the Parameter λ
powerful mechanism to escape local (but non-global) optima. Therefore there is a
fundamental trade-off between using low and high levels of noise in SLS.
In our experiment, the parameter κ is set to 100; the parameter R is set to 200;
the parameter λ is varying from 0.1 to 0.9 with interval of 0.2 between steps. The
experimental results are shown in Fig. 4. From Fig. 4, it is observed that the SLS
algorithm reaches its best performance when the noise λ = 0.3. With a lower
noise, e.g., λ = 0.1, the search process tends to be stuck in local optima and is
not jumping out towards a better solution. With a higher noise, e.g., λ = 0.9, the
search process takes too many downhill noise steps making it hard to reach an
optimal solution.
4.5.2. Impact of Parameter κ
The parameter κ controls the number of neighbor states being tested in each
greedy step. If κ is set too small, it increases the risk of not ﬁnding a better state
in the step. If κ is set too large, it raises the probability of ﬁnding a better state
in each greedy step although it increases computational time being consumed in
search process. Hence, there is also a trade-off between testing a small number of
neighbors and testing a large number of neighbors.
In this subsection, we present an experiment that studies the impact of the
parameter κ on the Algorithm 2. In our experiment, the parameter λ is set to 0.1;
the parameter R is set to 200. Algorithm 2 runs for 200 steps for each value of
the parameter κ being set to 10, 20, 50, 100, 200. The experimental results are
20
0 50 100 150 200
0.9
0.905
0.91
0.915
0.92
0.925
0.93
Number of Steps
A
cc
ur
ac
y
κ=10
κ=20
κ=50
κ=100
κ=200
Figure 5: Impact Analysis on the Parameter κ
presented in Fig. 5. From Fig. 5, we see that a larger value of κ generally gives
a better solution in the SLS process. It is also observed that the SLS process
reaches comparable good results when κ = 100 and κ = 200. This indicate
that when κ is “large enough”, only increasing κ does not necessarily give much
performance increase, while losing much on computational efﬁciency since more
neighbor states need to be evaluated in each greedy step.
4.5.3. Impact of Parameter R
The parameter R indicates the number of iterative steps in a try of the SLS al-
gorithm. It controls when the SLS algorithm should restart through re-initialization.
If R is set too large, the SLS process lacks of more opportunity to search for other
local optima from restart. If R is set too small, the SLS process will restart fre-
quently so that local optima can hardly be reached in one try of the hill-climbing
process.
In this subsection, we study the impact of varying the parameter R on the
Algorithm 2. In our experiment, the parameter κ is set to 100; the parameter λ
is set to 0.1. Algorithm 2 runs for 200 steps respectively for each value of the
parameterR being set to 10, 20, 50, 100, 200. The experimental results are shown
in Fig. 6. Fig. 6 illustrates that the SLS process reaches its best performance when
R = 50. A larger value of R, e.g., R = 200, makes the SLS process trapped
into a poor area of search space. A smaller value of R, e.g., R = 10, make
search interrupted frequently by restart so that there is not enough time for the
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SLS process to reach the local optima.
5. Conclusion
In this paper, we propose an Effective Feature Search (EFS) framework to
enhance the performance of sentiment classiﬁers. The proposed EFS framework
takes advantages of CoT patterns and search for effective features in an SLS pro-
cess. The proposed EFS framework is a fully automatic approach with two steps.
In the feature generation step, our approach employs an existing feature selec-
tion algorithm and relies on high frequency CoT patterns to generate unigram and
complex (CoT) feature candidates. In the feature pruning step, we map the feature
subset optimization problem to a Stochastic Local Search (SLS) model. Our hill-
climbing SLS algorithm searches for an optimal feature subset using a wrapper
approach.
The proposed EFS framework is empirically analyzed in systematic experi-
ments. Performance comparison on two standard datasets shows that our proposed
EFS framework is comparatively superior to existing state-of-the-art approaches
in that our EFS framework is highly accurate, robust, and needs small human ef-
forts. The proposed EFS framework is evaluated for different combinations of
three unigram generation algorithms and four machine learning classiﬁers. The
experimental results suggest that the EFS framework using the IG feature selection
algorithm for unigram generation and employing the SVM classiﬁer can achieve
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the best performance for sentiment classiﬁcation task. Further empirical analy-
sis on the parameters λ, κ, and R of the Algorithm 2 studies the impact of these
parameters to the SLS process and suggest empirical trade-offs for setting these
parameters.
This work mainly focuses on elaborating a general overview of the proposed
framework that makes a novel connection between feature candidate generation
and an SLS process. A hill-climbing SLS algorithm is developed in this paper
to solve the feature subset selection problem in the SLS model. There is a need
to better appreciate how the SLS algorithm should be designed with intelligent
parameter techniques such as tabu list update strategy, guided noise search, and
clever initialization so that the SLS algorithm can search for optimized solutions
in a fast process. In the Algorithm 1, the parameter l controls the number of
terms that are considered as CoT candidates. Due to limitation of time and com-
putational devices, in all experiments reported the parameter l is set to 2. Fur-
ther experiments are demanded to test whether performance of our proposed EFS
framework grows as the parameter l increases. We plan to investigate on these
issues in our future work.
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Abstract
Existing works on sentiment analysis on
product reviews suffer from the following
limitations: (1) The knowledge of hierar-
chical relationships of products attributes
is not fully utilized. (2) Reviews or sen-
tences mentioning several attributes asso-
ciated with complicated sentiments are not
dealt with very well. In this paper, we pro-
pose a novel HL-SOT approach to label-
ing a product’s attributes and their asso-
ciated sentiments in product reviews by a
Hierarchical Learning (HL) process with a
deﬁned Sentiment Ontology Tree (SOT).
The empirical analysis against a human-
labeled data set demonstrates promising
and reasonable performance of the pro-
posed HL-SOT approach. While this pa-
per is mainly on sentiment analysis on re-
views of one product, our proposed HL-
SOT approach is easily generalized to la-
beling a mix of reviews of more than one
products.
1 Introduction
As the internet reaches almost every corner of this
world, more and more people write reviews and
share opinions on the World Wide Web. The user-
generated opinion-rich reviews will not only help
other users make better judgements but they are
also useful resources for manufacturers of prod-
ucts to keep track and manage customer opinions.
However, as the number of product reviews grows,
it becomes difﬁcult for a user to manually learn
the panorama of an interesting topic from existing
online information. Faced with this problem, re-
search works, e.g., (Hu and Liu, 2004; Liu et al.,
2005; Lu et al., 2009), of sentiment analysis on
product reviews were proposed and have become
a popular research topic at the crossroads of infor-
mation retrieval and computational linguistics.
Carrying out sentiment analysis on product re-
views is not a trivial task. Although there have al-
ready been a lot of publications investigating on
similar issues, among which the representatives
are (Turney, 2002; Dave et al., 2003; Hu and Liu,
2004; Liu et al., 2005; Popescu and Etzioni, 2005;
Zhuang et al., 2006; Lu and Zhai, 2008; Titov and
McDonald, 2008; Zhou and Chaovalit, 2008; Lu et
al., 2009), there is still room for improvement on
tackling this problem. When we look into the de-
tails of each example of product reviews, we ﬁnd
that there are some intrinsic properties that exist-
ing previous works have not addressed in much de-
tail.
First of all, product reviews constitute domain-
speciﬁc knowledge. The product’s attributes men-
tioned in reviews might have some relationships
between each other. For example, for a digital
camera, comments on image quality are usually
mentioned. However, a sentence like “40D han-
dles noise very well up to ISO 800”, also refers
to image quality of the camera 40D. Here we say
“noise” is a sub-attribute factor of “image quality”.
We argue that the hierarchical relationship be-
tween a product’s attributes can be useful knowl-
edge if it can be formulated and utilized in product
reviews analysis. Secondly, Vocabularies used in
product reviews tend to be highly overlapping. Es-
pecially, for same attribute, usually same words or
synonyms are involved to refer to them and to de-
scribe sentiment on them. We believe that labeling
existing product reviews with attributes and cor-
responding sentiment forms an effective training
resource to perform sentiment analysis. Thirdly,
sentiments expressed in a review or even in a
sentence might be opposite on different attributes
and not every attributes mentioned are with senti-
ments. For example, it is common to ﬁnd a frag-
ment of a review as follows:
Example 1: “...I am very impressed with this cam-
era except for its a bit heavy weight especially with
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camera +
camera
design and usability image quality lens camera -
design and usability + weight interface design and usability - image quality + noise resolution image quality - lens + lens -
weight + weight - interface + menu button interface -
menu + menu - button + button -
noise + noise - resolution + resolution -
Figure 1: an example of part of a SOT for digital camera
extra lenses attached. It has many buttons and two
main dials. The ﬁrst dial is thumb dial, located
near shutter button. The second one is the big
round dial located at the back of the camera...”
In this example, the ﬁrst sentence gives positive
comment on the camera as well as a complaint on
its heavy weight. Even if the words “lenses” ap-
pears in the review, it is not fair to say the cus-
tomer expresses any sentiment on lens. The sec-
ond sentence and the rest introduce the camera’s
buttons and dials. It’s also not feasible to try to
get any sentiment from these contents. We ar-
gue that when performing sentiment analysis on
reviews, such as in the Example 1, more attention
is needed to distinguish between attributes that are
mentioned with and without sentiment.
In this paper, we study the problem of senti-
ment analysis on product reviews through a novel
method, called the HL-SOT approach, namely Hi-
erarchical Learning (HL) with Sentiment Ontol-
ogy Tree (SOT). By sentiment analysis on prod-
uct reviews we aim to fulﬁll two tasks, i.e., label-
ing a target text1 with: 1) the product’s attributes
(attributes identiﬁcation task), and 2) their corre-
sponding sentiments mentioned therein (sentiment
annotation task). The result of this kind of label-
ing process is quite useful because it makes it pos-
sible for a user to search reviews on particular at-
tributes of a product. For example, when consider-
ing to buy a digital camera, a prospective user who
cares more about image quality probably wants to
ﬁnd comments on the camera’s image quality in
other users’ reviews. SOT is a tree-like ontology
structure that formulates the relationships between
a product’s attributes. For example, Fig. 1 is a SOT
for a digital camera2. The root node of the SOT is
1Each product review to be analyzed is called target text
in the following of this paper.
2Due to the space limitation, not all attributes of a digi-
tal camera are enumerated in this SOT; m+/m- means posi-
a camera itself. Each of the non-leaf nodes (white
nodes) of the SOT represents an attribute of a cam-
era3. All leaf nodes (gray nodes) of the SOT rep-
resent sentiment (positive/negative) nodes respec-
tively associated with their parent nodes. A for-
mal deﬁnition on SOT is presented in Section 3.1.
With the proposed concept of SOT, we manage to
formulate the two tasks of the sentiment analysis
to be a hierarchical classiﬁcation problem. We fur-
ther propose a speciﬁc hierarchical learning algo-
rithm, called HL-SOT algorithm, which is devel-
oped based on generalizing an online-learning al-
gorithm H-RLS (Cesa-Bianchi et al., 2006). The
HL-SOT algorithm has the same property as the
H-RLS algorithm that allows multiple-path label-
ing (input target text can be labeled with nodes be-
longing to more than one path in the SOT) and
partial-path labeling (the input target text can be
labeled with nodes belonging to a path that does
not end on a leaf). This property makes the ap-
proach well suited for the situation where com-
plicated sentiments on different attributes are ex-
pressed in one target text. Unlike the H-RLS algo-
rithm , the HL-SOT algorithm enables each clas-
siﬁer to separately learn its own speciﬁc thresh-
old. The proposed HL-SOT approach is empiri-
cally analyzed against a human-labeled data set.
The experimental results demonstrate promising
and reasonable performance of our approach.
This paper makes the following contributions:
• To the best of our knowledge, with the pro-
posed concept of SOT, the proposed HL-SOT
approach is the ﬁrst work to formulate the
tasks of sentiment analysis to be a hierarchi-
cal classiﬁcation problem.
• A speciﬁc hierarchical learning algorithm is
tive/negative sentiment associated with an attribute m.
3A product itself can be treated as an overall attribute of
the product.
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further proposed to achieve tasks of senti-
ment analysis in one hierarchical classiﬁca-
tion process.
• The proposed HL-SOT approach can be gen-
eralized to make it possible to perform senti-
ment analysis on target texts that are a mix of
reviews of different products, whereas exist-
ing works mainly focus on analyzing reviews
of only one type of product.
The remainder of the paper is organized as fol-
lows. In Section 2, we provide an overview of
related work on sentiment analysis. Section 3
presents our work on sentiment analysis with HL-
SOT approach. The empirical analysis and the re-
sults are presented in Section 4, followed by the
conclusions, discussions, and future work in Sec-
tion 5.
2 Related Work
The task of sentiment analysis on product reviews
was originally performed to extract overall senti-
ment from the target texts. However, in (Turney,
2002), as the difﬁculty shown in the experiments,
the whole sentiment of a document is not neces-
sarily the sum of its parts. Then there came up
with research works shifting focus from overall
document sentiment to sentiment analysis based
on product attributes (Hu and Liu, 2004; Popescu
and Etzioni, 2005; Ding and Liu, 2007; Liu et al.,
2005).
Document overall sentiment analysis is to sum-
marize the overall sentiment in the document. Re-
search works related to document overall senti-
ment analysis mainly rely on two ﬁner levels senti-
ment annotation: word-level sentiment annotation
and phrase-level sentiment annotation. The word-
level sentiment annotation is to utilize the polar-
ity annotation of words in each sentence and sum-
marize the overall sentiment of each sentiment-
bearing word to infer the overall sentiment within
the text (Hatzivassiloglou and Wiebe, 2000; An-
dreevskaia and Bergler, 2006; Esuli and Sebas-
tiani, 2005; Esuli and Sebastiani, 2006; Hatzi-
vassiloglou and McKeown, 1997; Kamps et al.,
2004; Devitt and Ahmad, 2007; Yu and Hatzivas-
siloglou, 2003). The phrase-level sentiment anno-
tation focuses sentiment annotation on phrases not
words with concerning that atomic units of expres-
sion is not individual words but rather appraisal
groups (Whitelaw et al., 2005). In (Wilson et al.,
2005), the concepts of prior polarity and contex-
tual polarity were proposed. This paper presented
a system that is able to automatically identify the
contextual polarity for a large subset of sentiment
expressions. In (Turney, 2002), an unsupervised
learning algorithm was proposed to classify re-
views as recommended or not recommended by
averaging sentiment annotation of phrases in re-
views that contain adjectives or adverbs. How-
ever, the performances of these works are not good
enough for sentiment analysis on product reviews,
where sentiment on each attribute of a product
could be so complicated that it is unable to be ex-
pressed by overall document sentiment.
Attributes-based sentiment analysis is to ana-
lyze sentiment based on each attribute of a prod-
uct. In (Hu and Liu, 2004), mining product fea-
tures was proposed together with sentiment polar-
ity annotation for each opinion sentence. In that
work, sentiment analysis was performed on prod-
uct attributes level. In (Liu et al., 2005), a system
with framework for analyzing and comparing con-
sumer opinions of competing products was pro-
posed. The system made users be able to clearly
see the strengths and weaknesses of each prod-
uct in the minds of consumers in terms of various
product features. In (Popescu and Etzioni, 2005),
Popescu and Etzioni not only analyzed polarity
of opinions regarding product features but also
ranked opinions based on their strength. In (Liu
et al., 2007), Liu et al. proposed Sentiment-PLSA
that analyzed blog entries and viewed them as a
document generated by a number of hidden sen-
timent factors. These sentiment factors may also
be factors based on product attributes. In (Lu and
Zhai, 2008), Lu et al. proposed a semi-supervised
topic models to solve the problem of opinion inte-
gration based on the topic of a product’s attributes.
The work in (Titov and McDonald, 2008) pre-
sented a multi-grain topic model for extracting the
ratable attributes from product reviews. In (Lu et
al., 2009), the problem of rated attributes summary
was studied with a goal of generating ratings for
major aspects so that a user could gain different
perspectives towards a target entity. All these re-
search works concentrated on attribute-based sen-
timent analysis. However, the main difference
with our work is that they did not sufﬁciently uti-
lize the hierarchical relationships among a prod-
uct attributes. Although a method of ontology-
supported polarity mining, which also involved
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ontology to tackle the sentiment analysis problem,
was proposed in (Zhou and Chaovalit, 2008), that
work studied polarity mining by machine learn-
ing techniques that still suffered from a problem
of ignoring dependencies among attributes within
an ontology’s hierarchy. In the contrast, our work
solves the sentiment analysis problem as a hierar-
chical classiﬁcation problem that fully utilizes the
hierarchy of the SOT during training and classiﬁ-
cation process.
3 The HL-SOT Approach
In this section, we ﬁrst propose a formal deﬁni-
tion on SOT. Then we formulate the HL-SOT ap-
proach. In this novel approach, tasks of sentiment
analysis are to be achieved in a hierarchical classi-
ﬁcation process.
3.1 Sentiment Ontology Tree
As we discussed in Section 1, the hierarchial rela-
tionships among a product’s attributes might help
improve the performance of attribute-based senti-
ment analysis. We propose to use a tree-like ontol-
ogy structure SOT, i.e., Sentiment Ontology Tree,
to formulate relationships among a product’s at-
tributes. Here,we give a formal deﬁnition on what
a SOT is.
Deﬁnition 1 [SOT] SOT is an abbreviation for
Sentiment Ontology Tree that is a tree-like ontol-
ogy structure T (v, v+, v−,T). v is the root node
of T which represents an attribute of a given prod-
uct. v+ is a positive sentiment leaf node associ-
ated with the attribute v. v− is a negative sen-
timent leaf node associated with the attribute v.
T is a set of subtrees. Each element of T is also
a SOT T ′(v′, v′+, v′−,T′) which represents a sub-
attribute of its parent attribute node.
By the Deﬁnition 1, we deﬁne a root of a SOT to
represent an attribute of a product. The SOT’s two
leaf child nodes are sentiment (positive/negative)
nodes associated with the root attribute. The SOT
recursively contains a set of sub-SOTs where each
root of a sub-SOT is a non-leaf child node of the
root of the SOT and represent a sub-attribute be-
longing to its parent attribute. This deﬁnition suc-
cessfully describes the hierarchical relationships
among all the attributes of a product. For example,
in Fig. 1 the root node of the SOT for a digital cam-
era is its general overview attribute. Comments on
a digital camera’s general overview attribute ap-
pearing in a review might be like “this camera is
great”. The “camera” SOT has two sentiment leaf
child nodes as well as three non-leaf child nodes
which are respectively root nodes of sub-SOTs for
sub-attributes “design and usability”, “image qual-
ity”, and “lens”. These sub-attributes SOTs re-
cursively repeat until each node in the SOT does
not have any more non-leaf child node, which
means the corresponding attributes do not have
any sub-attributes, e.g., the attribute node “button”
in Fig. 1.
3.2 Sentiment Analysis with SOT
In this subsection, we present the HL-SOT ap-
proach. With the deﬁned SOT, the problem of sen-
timent analysis is able to be formulated to be a hi-
erarchial classiﬁcation problem. Then a speciﬁc
hierarchical learning algorithm is further proposed
to solve the formulated problem.
3.2.1 Problem Formulation
In the proposed HL-SOT approach, each target
text is to be indexed by a unit-norm vector x ∈
X ,X = Rd. Let Y = {1, ..., N} denote the ﬁ-
nite set of nodes in SOT. Let y = {y1, ..., yN} ∈
{0, 1}N be a label vector to a target text x, where
∀i ∈ Y :
yi =
{
1, if x is labeled by the classiﬁer of node i,
0, if x is not labeled by the classiﬁer of node i.
A label vector y ∈ {0, 1}N is said to respect
SOT if and only if y satisﬁes ∀i ∈ Y , ∀j ∈
A(i) : if yi = 1 then yj = 1, where A(i)
represents a set ancestor nodes of i, i.e.,A(i) =
{x|ancestor(i, x)}. Let Y denote a set of label
vectors that respect SOT. Then the tasks of senti-
ment analysis can be formulated to be the goal of a
hierarchical classiﬁcation that is to learn a function
f : X → Y , that is able to label each target text
x ∈ X with classiﬁer of each node and generating
with x a label vector y ∈ Y that respects SOT. The
requirement of a generated label vector y ∈ Y en-
sures that a target text is to be labeled with a node
only if its parent attribute node is labeled with the
target text. For example, in Fig. 1 a review is to
be labeled with “image quality +” requires that the
review should be successively labeled as related to
“camera” and “image quality”. This is reasonable
and consistent with intuition, because if a review
cannot be identiﬁed to be related to a camera, it is
not safe to infer that the review is commenting a
camera’s image quality with positive sentiment.
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3.2.2 HL-SOT Algorithm
The algorithm H-RLS studied in (Cesa-Bianchi et
al., 2006) solved a similar hierarchical classiﬁca-
tion problem as we formulated above. However,
the H-RLS algorithm was designed as an online-
learning algorithm which is not suitable to be ap-
plied directly in our problem setting. Moreover,
the algorithm H-RLS deﬁned the same value as
the threshold of each node classiﬁer. We argue
that if the threshold values could be learned sepa-
rately for each classiﬁers, the performance of clas-
siﬁcation process would be improved. Therefore
we propose a speciﬁc hierarchical learning algo-
rithm, named HL-SOT algorithm, that is able to
train each node classiﬁer in a batch-learning set-
ting and allows separately learning for the thresh-
old of each node classiﬁer.
Deﬁning the f function Let w1, ..., wN be
weight vectors that deﬁne linear-threshold classi-
ﬁers of each node in SOT. Let W = (w1, ..., wN )
be an N ×d matrix called weight matrix. Here we
generalize the work in (Cesa-Bianchi et al., 2006)
and deﬁne the hierarchical classiﬁcation function
f as:
yˆ = f(x) = g(W · x),
where x ∈ X , yˆ ∈ Y . Let z = W · x. Then the
function yˆ = g(z) on an N -dimensional vector z
deﬁnes:
∀i = 1, ..., N :
yˆi =
⎧⎪⎨
⎪⎩
B(zi ≥ θi), if i is a root node in SOT
or yj = 1 for j = P(i),
0, else
where P(i) is the parent node of i in SOT and
B(S) is a boolean function which is 1 if and only
if the statement S is true. Then the hierarchical
classiﬁcation function f is parameterized by the
weight matrix W = (w1, ..., wN ) and threshold
vector θ = (θ1, ..., θN ). The hierarchical learn-
ing algorithm HL-SOT is proposed for learning
the parameters of W and θ.
Parameters Learning for f function Let D de-
note the training data set: D = {(r, l)|r ∈ X , l ∈
Y}. In the HL-SOT learning process, the weight
matrix W is ﬁrstly initialized to be a 0 matrix,
where each row vector wi is a 0 vector. The thresh-
old vector is initialized to be a 0 vector. Each in-
stance in the training set D goes into the training
process. When a new instance rt is observed, each
row vector wi,t of the weight matrix Wt is updated
by a regularized least squares estimator given by:
wi,t = (I + Si,Q(i,t−1)Si,Q(i,t−1) + rtr

t )
−1
×Si,Q(i,t−1)(li,i1 , li,i2 , ..., li,iQ(i,t−1))
(1)
where I is a d × d identity matrix, Q(i, t − 1)
denotes the number of times the parent of node i
observes a positive label before observing the in-
stance rt, Si,Q(i,t−1) = [ri1 , ..., riQ(i,t−1) ] is a d ×
Q(i, t−1) matrix whose columns are the instances
ri1 , ..., riQ(i,t−1) , and (li,i1 , li,i2 , ..., li,iQ(i,t−1))
 is
a Q(i, t−1)-dimensional vector of the correspond-
ing labels observed by node i. The Formula 1 re-
stricts that the weight vector wi,t of the classiﬁer i
is only updated on the examples that are positive
for its parent node. Then the label vector yˆrt is
computed for the instance rt, before the real label
vector lrt is observed. Then the current threshold
vector θt is updated by:
θt+1 = θt + (yˆrt − lrt), (2)
where  is a small positive real number that de-
notes a corrective step for correcting the current
threshold vector θt. To illustrate the idea behind
the Formula 2, let y′t = yˆrt − lrt . Let y′i,t denote
an element of the vector y′t. The Formula 2 correct
the current threshold θi,t for the classiﬁer i in the
following way:
• If y′i,t = 0, it means the classiﬁer i made a
proper classiﬁcation for the current instance
rt. Then the current threshold θi does not
need to be adjusted.
• If y′i,t = 1, it means the classiﬁer i made an
improper classiﬁcation by mistakenly identi-
fying the attribute i of the training instance
rt that should have not been identiﬁed. This
indicates the value of θi is not big enough to
serve as a threshold so that the attribute i in
this case can be ﬁltered out by the classiﬁer
i. Therefore, the current threshold θi will be
adjusted to be larger by .
• If y′i,t = −1, it means the classiﬁer i made an
improper classiﬁcation by failing to identify
the attribute i of the training instance rt that
should have been identiﬁed. This indicates
the value of θi is not small enough to serve as
a threshold so that the attribute i in this case
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Algorithm 1 Hierarchical Learning Algorithm HL-SOT
INITIALIZATION:
1: Each vector wi,1, i = 1, ..., N of weight ma-
trix W1 is set to be 0 vector
2: Threshold vector θ1 is set to be 0 vector
BEGIN
3: for t = 1, ..., |D| do
4: Observe instance rt ∈ X
5: for i = 1, ...N do
6: Update each row wi,t of weight matrix
Wt by Formula 1
7: end for
8: Compute yˆrt = f(rt) = g(Wt · rt)
9: Observe label vector lrt ∈ Y of the in-
stance rt
10: Update threshold vector θt by Formula 2
11: end for
END
can be recognized by the classiﬁer i. There-
fore, the current threshold θi will be adjusted
to be smaller by .
The hierarchial learning algorithm HL-SOT is
presented as in Algorithm 1. The HL-SOT al-
gorithm enables each classiﬁer to have its own
speciﬁc threshold value and allows this thresh-
old value can be separately learned and corrected
through the training process. It is not only a batch-
learning setting of the H-RLS algorithm but also
a generalization to the latter. If we set the algo-
rithm HL-SOT’s parameter  to be 0, the HL-SOT
becomes the H-RLS algorithm in a batch-learning
setting.
4 Empirical Analysis
In this section, we conduct systematic experiments
to perform empirical analysis on our proposed HL-
SOT approach against a human-labeled data set.
In order to encode each text in the data set by a
d-dimensional vector x ∈ Rd, we ﬁrst remove all
the stop words and then select the top d frequency
terms appearing in the data set to construct the in-
dex term space. Our experiments are intended to
address the following questions:(1) whether uti-
lizing the hierarchical relationships among labels
help to improve the accuracy of the classiﬁcation?
(2) whether the introduction of separately learn-
ing threshold for each classiﬁer help to improve
the accuracy of the classiﬁcation? (3) how does
the corrective step  impact the performance of the
proposed approach?(4)how does the dimensional-
ity d of index terms space impact the proposed ap-
proach’s computing efﬁciency and accuracy?
4.1 Data Set Preparation
The data set contains 1446 snippets of customer
reviews on digital cameras that are collected from
a customer review website4. We manually con-
struct a SOT for the product of digital cameras.
The constructed SOT (e.g., Fig. 1) contains 105
nodes that include 35 non-leaf nodes representing
attributes of the digital camera and 70 leaf nodes
representing associated sentiments with attribute
nodes. Then we label all the snippets with corre-
sponding labels of nodes in the constructed SOT
complying with the rule that a target text is to be
labeled with a node only if its parent attribute node
is labeled with the target text. We randomly divide
the labeled data set into ﬁve folds so that each fold
at least contains one example snippets labeled by
each node in the SOT. For each experiment set-
ting, we run 5 experiments to perform cross-fold
evaluation by randomly picking three folds as the
training set and the other two folds as the testing
set. All the testing results are averages over 5 run-
ning of experiments.
4.2 Evaluation Metrics
Since the proposed HL-SOT approach is a hier-
archical classiﬁcation process, we use three clas-
sic loss functions for measuring classiﬁcation per-
formance. They are the One-error Loss (O-Loss)
function, the Symmetric Loss (S-Loss) function,
and the Hierarchical Loss (H-Loss) function:
• One-error loss (O-Loss) function is deﬁned
as:
LO(yˆ, l) = B(∃i : yˆi = li),
where yˆ is the prediction label vector and l is
the true label vector; B is the boolean func-
tion as deﬁned in Section 3.2.2.
• Symmetric loss (S-Loss) function is deﬁned
as:
LS(yˆ, l) =
N∑
i=1
B(yˆi = li),
• Hierarchical loss (H-Loss) function is deﬁned
as:
LH(yˆ, l) =
N∑
i=1
B(yˆi = li ∧ ∀j ∈ A(i), yˆj = lj),
4http://www.consumerreview.com/
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Table 1: Performance Comparisons (A Smaller Loss Value Means a Better Performance)
Metrics Dimensinality=110 Dimensinality=220H-RLS HL-ﬂat HL-SOT H-RLS HL-ﬂat HL-SOT
O-Loss 0.9812 0.8772 0.8443 0.9783 0.8591 0.8428
S-Loss 8.5516 2.8921 2.3190 7.8623 2.8449 2.2812
H-Loss 3.2479 1.1383 1.0366 3.1029 1.1298 1.0247
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Figure 2: Impact of Corrective Step 
where A denotes a set of nodes that are an-
cestors of node i in SOT.
Unlike the O-Loss function and the S-Loss func-
tion, the H-Loss function captures the intuition
that loss should only be charged on a node when-
ever a classiﬁcation mistake is made on a node of
SOT but no more should be charged for any ad-
ditional mistake occurring in the subtree of that
node. It measures the discrepancy between the
prediction labels and the true labels with consider-
ation on the SOT structure deﬁned over the labels.
In our experiments, the recorded loss function val-
ues for each experiment running are computed by
averaging the loss function values of each testing
snippets in the testing set.
4.3 Performance Comparison
In order to answer the questions (1), (2) in the
beginning of this section, we compare our HL-
SOT approach with the following two baseline ap-
proaches:
• HL-ﬂat: The HL-ﬂat approach involves an al-
gorithm that is a “ﬂat” version of HL-SOT
algorithm by ignoring the hierarchical rela-
tionships among labels when each classiﬁer
is trained. In the training process of HL-ﬂat,
the algorithm reﬂexes the restriction in the
HL-SOT algorithm that requires the weight
vector wi,t of the classiﬁer i is only updated
on the examples that are positive for its parent
node.
• H-RLS: The H-RLS approach is imple-
mented by applying the H-RLS algorithm
studied in (Cesa-Bianchi et al., 2006). Un-
like our proposed HL-SOT algorithm that en-
ables the threshold values to be learned sepa-
rately for each classiﬁers in the training pro-
cess, the H-RLS algorithm only uses an iden-
tical threshold values for each classiﬁers in
the classiﬁcation process.
Experiments are conducted on the performance
comparison between the proposed HL-SOT ap-
proach with HL-ﬂat approach and the H-RLS ap-
proach. The dimensionality d of the index term
space is set to be 110 and 220. The corrective step
 is set to be 0.005. The experimental results are
summarized in Table 1. From Table 1, we can ob-
serve that the HL-SOT approach generally beats
the H-RLS approach and HL-ﬂat approach on O-
Loss, S-Loss, and H-Loss respectively. The H-
RLS performs worse than the HL-ﬂat and the HL-
SOT, which indicates that the introduction of sepa-
rately learning threshold for each classiﬁer did im-
prove the accuracy of the classiﬁcation. The HL-
SOT approach performs better than the HL-ﬂat,
which demonstrates the effectiveness of utilizing
the hierarchical relationships among labels.
4.4 Impact of Corrective Step 
The parameter  in the proposed HL-SOT ap-
proach controls the corrective step of the classi-
ﬁers’ thresholds when any mistake is observed in
the training process. If the corrective step  is set
too large, it might cause the algorithm to be too
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Figure 3: Impact of Dimensionality d of Index Term Space ( = 0.005)
sensitive to each observed mistake. On the con-
trary, if the corrective step is set too small, it might
cause the algorithm not sensitive enough to the ob-
served mistakes. Hence, the corrective step  is
a factor that might impact the performance of the
proposed approach. Fig. 2 demonstrates the im-
pact of  on O-Loss, S-Loss, and H-Loss. The
dimensionality of index term space d is set to be
110 and 220. The value of  is set to vary from
0.001 to 0.1 with each step of 0.001. Fig. 2 shows
that the parameter  impacts the classiﬁcation per-
formance signiﬁcantly. As the value of  increase,
the O-Loss, S-Loss, and H-Loss generally increase
(performance decrease). In Fig. 2c it is obviously
detected that the H-Loss decreases a little (perfor-
mance increase) at ﬁrst before it increases (perfor-
mance decrease) with further increase of the value
of . This indicates that a ﬁner-grained value of 
will not necessarily result in a better performance
on the H-loss. However, a ﬁne-grained corrective
step generally makes a better performance than a
coarse-grained corrective step.
4.5 Impact of Dimensionality d of Index
Term Space
In the proposed HL-SOT approach, the dimen-
sionality d of the index term space controls the
number of terms to be indexed. If d is set
too small, important useful terms will be missed
that will limit the performance of the approach.
However, if d is set too large, the computing ef-
ﬁciency will be decreased. Fig. 3 shows the im-
pacts of the parameter d respectively on O-Loss,
S-Loss, and H-Loss, where d varies from 50 to 300
with each step of 10 and the  is set to be 0.005.
From Fig. 3, we observe that as the d increases the
O-Loss, S-Loss, and H-Loss generally decrease
(performance increase). This means that when
more terms are indexed better performance can
be achieved by the HL-SOT approach. However,
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Figure 4: Time Consuming Impacted by d
considering the computing efﬁciency impacted by
d, Fig. 4 shows that the computational complex-
ity of our approach is non-linear increased with
d’s growing, which indicates that indexing more
terms will improve the accuracy of our proposed
approach although this is paid by decreasing the
computing efﬁciency.
5 Conclusions, Discussions and Future
Work
In this paper, we propose a novel and effec-
tive approach to sentiment analysis on product re-
views. In our proposed HL-SOT approach, we de-
ﬁne SOT to formulate the knowledge of hierarchi-
cal relationships among a product’s attributes and
tackle the problem of sentiment analysis in a hier-
archical classiﬁcation process with the proposed
algorithm. The empirical analysis on a human-
labeled data set demonstrates the promising re-
sults of our proposed approach. The performance
comparison shows that the proposed HL-SOT ap-
proach outperforms two baselines: the HL-ﬂat and
the H-RLS approach. This conﬁrms two intuitive
motivations based on which our approach is pro-
posed: 1) separately learning threshold values for
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each classiﬁer improve the classiﬁcation accuracy;
2) knowledge of hierarchical relationships of la-
bels improve the approach’s performance. The ex-
periments on analyzing the impact of parameter
 indicate that a ﬁne-grained corrective step gen-
erally makes a better performance than a coarse-
grained corrective step. The experiments on an-
alyzing the impact of the dimensionality d show
that indexing more terms will improve the accu-
racy of our proposed approach while the comput-
ing efﬁciency will be greatly decreased.
The focus of this paper is on analyzing review
texts of one product. However, the framework of
our proposed approach can be generalized to deal
with a mix of review texts of more than one prod-
ucts. In this generalization for sentiment analysis
on multiple products reviews, a “big” SOT is con-
structed and the SOT for each product reviews is
a sub-tree of the “big” SOT. The sentiment analy-
sis on multiple products reviews can be performed
the same way the HL-SOT approach is applied on
single product reviews and can be tackled in a hier-
archical classiﬁcation process with the “big” SOT.
This paper is motivated by the fact that the
relationships among a product’s attributes could
be a useful knowledge for mining product review
texts. The SOT is deﬁned to formulate this knowl-
edge in the proposed approach. However, what
attributes to be included in a product’s SOT and
how to structure these attributes in the SOT is an
effort of human beings. The sizes and structures
of SOTs constructed by different individuals may
vary. How the classiﬁcation performance will be
affected by variances of the generated SOTs is
worthy of study. In addition, an automatic method
to learn a product’s attributes and the structure
of SOT from existing product review texts will
greatly beneﬁt the efﬁciency of the proposed ap-
proach. We plan to investigate on these issues in
our future work.
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Abstract
In this paper, we propose a Localized Fea-
ture Selection (LFS) framework tailored to
the HL-SOT approach to sentiment analy-
sis. Within the proposed LFS framework,
each node classiﬁer of the HL-SOT ap-
proach is able to perform classiﬁcation on
target texts in a locally customized index
term space. Extensive empirical analysis
against a human-labeled data set demon-
strates that with the proposed LFS frame-
work the classiﬁcation performance of the
HL-SOT approach is enhanced with com-
putational efﬁciency being greatly gained.
To ﬁnd the best feature selection algorith-
m that caters to the proposed LFS frame-
work, ﬁve classic feature selection algo-
rithms are comparatively studied, which
indicates that the TS, DF, and MI al-
gorithms achieve generally better perfor-
mances than the CHI and IG algorithms.
Among the ﬁve studied algorithms, the T-
S algorithm is best to be employed by the
proposed LFS framework.
1 Introduction
With tens and thousands of review texts being gen-
erated online, it becomes increasingly challeng-
ing for an individual to exhaustively collect and
study the online reviews. Therefore, research on
automatic sentiment analysis on review texts has
emerged as a popular topic at the crossroads of in-
formation retrieval and computational linguistics.
Sentiment analysis on product reviews aims at
extracting sentiment information from texts. It in-
cludes two tasks, i.e., labeling a target text1 with
1Each product review to be analyzed is called target text
1) the product’s attributes it mentions (attributes
identiﬁcation task), and 2) the corresponding sen-
timents mentioned therein (sentiment annotation
task). Recently, Wei and Gulla proposed the HL-
SOT approach (Wei and Gulla, 2010), i.e., Hier-
archical Learning (HL) with Sentiment Ontology
Tree (SOT), that is able to achieve the two tasks
in one hierarchical classiﬁcation process. In the
HL-SOT approach, each target text is encoded by
a vector in a globally uniﬁed d-dimensional index
term space and is respectively labeled by different
nodes2 of SOT in a hierarchical manner. Although
the HL-SOT approach is reported with promising
classiﬁcation performance on tasks of sentimen-
t analysis, its computational efﬁciency, especially
as d increases, becomes very low. Furthermore,
as d increases it will have more chance to index
noisy term into the globally uniﬁed index term s-
pace so that the classiﬁcation performance of the
HL-SOT approach might be depressed. Hence,
we argue that if a locally customized index ter-
m space could be constructed for each node re-
spectively, both the computational efﬁciency and
the classiﬁcation performance of the HL-SOT ap-
proach would be improved.
In this paper, we propose a Localized Feature
Selection (LFS) framework tailored to the HL-
SOT approach. The rationale of the proposed LFS
framework draws on the following two observa-
tions. Firstly, a feature term that is relevant to a
node is usually irrelevant to nodes which stay at
another branch of SOT. For example, “ergonomic-
s” might be a feature term for the node “design
and usability” (see Fig. 1) but it is irrelevant to
the node “image quality”. Secondly, a feature ter-
in the following of this paper.
2If speciﬁed otherwise in the following of this paper the
term “node” refers to the classiﬁer of the node.
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camera +
camera
design and usability image quality lens camera -
design and usability + weight interface design and usability - image quality + noise resolution image quality - lens + lens -
weight + weight - interface + menu button interface -
menu + menu - button + button -
noise + noise - resolution + resolution -
Figure 1: an example of part of a SOT for digital camera
m might become insigniﬁcant for child nodes of
i even if the feature term is signiﬁcant to i. For
example, for a sentence commenting on a digital
camera like “40D handles noise very well”, terms
such as “noise” and “well” are signiﬁcant feature
terms for the node “noise”. However, the term
“noise” becomes insigniﬁcant for its child nodes
“noise +” and “noise -”, since the hierarchical clas-
siﬁcation characteristic of the HL-SOT approach
that a node only processes target texts which are
labeled as true by its parent node ensures that each
target text handled by the nodes “noise +” and
“noise -” is already classiﬁed as related to “noise”.
In the proposed LFS framework, the concep-
t of “local hierarchy” is deﬁned and introduced
as delimitation of local scope of nodes. The lo-
calized feature selection process is conducted for
each node within its local scope to generate the
customized index term space for the node. The
proposed LFS framework is empirically analyzed
on a human-labeled data set. The experimental
results show that with the proposed LFS frame-
work the classiﬁcation performance of the HL-
SOT approach is enhanced and the computation-
al efﬁciency is signiﬁcantly improved. To test
which is the best to be employed by the proposed
LFS framework, we further comparatively study
ﬁve classic feature selection algorithms respec-
tively based on document frequency (DF) (Man-
ning et al., 2008), mutual information (MI) (Man-
ning et al., 2008; Church and Hanks, 1990), χ2-
statistic (CHI) (Manning et al., 2008), information
gain (IG) (Mitchell, 1997), and term strength (T-
S) (Wilbur and Sirotkin, 1992). The comparative-
ly experimental results suggest that the TS, DF,
and MI algorithms achieve generally better perfor-
mance than the CHI and IG algorithms. Among
the ﬁve employed algorithms, the TS algorithm
is the best to be employed by the proposed LFS
framework. This paper makes the following con-
tributions:
• We propose a LFS framework to enhance the
classiﬁcation performance and improve the
computational efﬁciency of the HL-SOT ap-
proach;
• We conduct a comparative study on ﬁve fea-
ture selection algorithms that can be em-
ployed in the proposed LFS.
The remainder of the paper is organized as fol-
lows. In section 2, we discuss an overview of
related work on sentiment analysis. In section 3,
we review the HL-SOT approach proposed in (Wei
and Gulla, 2010). In section 4, we present the pro-
posed LFS framework. The empirical analysis and
the results are presented in section 5. Finally, we
conclude the paper and discuss the future work in
section 6.
2 Related Work
Research on sentiment analysis was originally per-
formed to extract overall sentiments from target
texts. However, as shown in the experiments
in (Turney, 2002), the whole sentiment of a docu-
ment is not necessarily the sum of its parts. Recent
work has shifted the focus from overall document
sentiment to sentiment analysis based on product
attributes (Hu and Liu, 2004; Popescu and Etzioni,
2005; Ding and Liu, 2007; Liu et al., 2005).
Document overall sentiment analysis is to sum-
marize the overall sentiment in the documen-
t, which relies on two ﬁner levels of sentiment
annotation: word-level sentiment annotation and
phrase-level sentiment annotation. The word-
level sentiment annotation is to utilize the polar-
ity annotation of words in each sentence and sum-
marize the overall sentiment of each sentiment-
bearing word to infer the overall sentiment within
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the text (Hatzivassiloglou and Wiebe, 2000; An-
dreevskaia and Bergler, 2006; Esuli and Sebas-
tiani, 2005; Esuli and Sebastiani, 2006; Hatzi-
vassiloglou and McKeown, 1997; Kamps et al.,
2004; Devitt and Ahmad, 2007; Yu and Hatzivas-
siloglou, 2003). The phrase-level sentiment anno-
tation focuses sentiment annotation on phrases not
words with concerning that atomic units of expres-
sion is not individual words but rather appraisal
groups (Whitelaw et al., 2005). In (Wilson et al.,
2005), the concepts of prior polarity and contex-
tual polarity were proposed. This paper present-
ed a system that is able to automatically identify
the contextual polarity for a large subset of senti-
ment expressions. In (Turney, 2002), an unsuper-
vised learning algorithm was proposed to classify
reviews as recommended or not recommended by
averaging sentiment annotation of phrases in re-
views that contain adjectives or adverbs. However,
the performances of these approaches are not satis-
factory for sentiment analysis on product reviews,
where sentiment on each attribute of a produc-
t could be so complicated that it is unable to be
expressed by overall document sentiment.
Attributes-based sentiment analysis is to ana-
lyze sentiment based on each attribute of a produc-
t. In (Hu and Liu, 2004), mining product features
was proposed together with sentiment polarity an-
notation for each opinion sentence. In that work,
sentiment analysis was performed at the produc-
t attributes level. In (Liu et al., 2005), a system
with framework for analyzing and comparing con-
sumer opinions of competing products was pro-
posed. The system made users be able to clearly
see the strengths and weaknesses of each produc-
t in the minds of consumers in terms of various
product features. In (Popescu and Etzioni, 2005),
Popescu and Etzioni not only analyzed polarity
of opinions regarding product features but also
ranked opinions based on their strength. In (Liu
et al., 2007), Liu et al. proposed Sentiment-PLSA
that analyzed blog entries and viewed them as a
document generated by a number of hidden sen-
timent factors. These sentiment factors may also
be factors based on product attributes. In (Lu and
Zhai, 2008), Lu et al. proposed a semi-supervised
topic models to solve the problem of opinion inte-
gration based on the topic of a product’s attributes.
The work in (Titov and McDonald, 2008) present-
ed a multi-grain topic model for extracting the rat-
able attributes from product reviews. In (Lu et al.,
2009), the problem of rated attributes summary
was studied with a goal of generating ratings for
major aspects so that a user could gain differen-
t perspectives towards a target entity. In a most
recent research work (Wei and Gulla, 2010), Wei
and Gulla proposed the HL-SOT approach that
sufﬁciently utilizes the hierarchical relationships
among a product attributes and solves the senti-
ment analysis problem in a hierarchical classiﬁ-
cation process. However, the HL-SOT approach
proposed in (Wei and Gulla, 2010) uses a global-
ly uniﬁed index term space to encode target texts
for different nodes which is deemed to limit the
performance of the HL-SOT approach. There-
fore, the LFS framework proposed in this paper
aims at overcoming the weakness of the HL-SOT
approach and consequently improving its perfor-
mance by generating a locally customized index
term space for each node.
3 The HL-SOT Approach Review
In the HL-SOT approach (Wei and Gulla, 2010),
each target text is indexed by a vector x ∈ X ,X =
Rd. Weight vectors wi(1 ≤ i ≤ N) deﬁne linear-
threshold classiﬁers of each node i in SOT so that
the target text x is labeled true by node i if x is
labeled true by i’s parent node andwi ·x ≥ θi. The
parameters wi and θi are learned from the training
data set: D = {(r, l)|r ∈ X , l ∈ Y}, where Y
denotes the set of label vectors. In the training
process, when a new instance rt is observed, each
row vector wi,t is updated by a regularized least
squares estimator given by:
wi,t = (I + Si,Q(i,t−1)S

i,Q(i,t−1) + rtr

t )
−1
Si,Q(i,t−1)(li,i1 , li,i2 , ..., li,iQ(i,t−1))
 (1)
where I is a d × d identity matrix, Q(i, t − 1)
denotes the number of times the parent of node i
observes a positive label before observing the in-
stance rt, Si,Q(i,t−1) = [ri1 , ..., riQ(i,t−1) ] is a d ×
Q(i, t−1)matrix whose columns are the instances
ri1 , ..., riQ(i,t−1) , and (li,i1 , li,i2 , ..., li,iQ(i,t−1))
 is
aQ(i, t−1)-dimensional vector of the correspond-
ing labels observed by node i. The Formula 1 re-
stricts that the weight vector wi,t of the classiﬁer i
is only updated on the examples that are positive
for its parent node. Then the label vector yˆrt is
computed for the instance rt, before the real label
vector lrt is observed. Then the current threshold
vector θt is updated by:
θt+1 = θt + (yˆrt − lrt), (2)
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where  is a small positive real number that de-
notes a corrective step for the current threshold
vector θt. After the training process for each node
of SOT, each target text is to be labeled by each
node i parameterized by the weight vector wi and
the threshold θi in the hierarchical classiﬁcation
process.
4 The Localized Feature Selection
In this section, we propose the LFS framework to
generate a locally customized index term space for
each node of SOT respectively. We ﬁrst discuss
why localized feature selection is needed for the
HL-SOT approach. Then we deﬁne the concept
of local hierarchy of SOT to introduce the local
feature selection scope of a node, followed by a
presentation on the local hierarchy based feature
selection process.
4.1 Why Localized Feature Selection for the
HL-SOT
One deﬁciency of the HL-SOT approach is that it
uses a globally uniﬁed index term space to index
target texts, which cannot efﬁciently encode fea-
ture information required by each local individual
node of SOT. When we look into the detailed clas-
siﬁcation process of each node of SOT, we observe
the following two types of phenomena. Firstly,
SOT organizes domain knowledge in a tree like
structure. Within a particular domain knowledge
represented by SOT, nodes that stay in differen-
t branches of SOT represent independent different
attributes in that domain. In this way, feature terms
(e.g., the term “ergonomics”) that are relevant to a
node (e.g., the node “design and usability”) might
be irrelevant to other nodes (e.g., the node “im-
age quality”) that stay at another branches of SOT;
Secondly, the HL-SOT approach labels each tar-
get text in a hierarchical order which ensures that
each target text that comes to be handled by a node
has already been labeled as true by its parent n-
ode. Due to this characteristic, feature terms (e.g.,
the term “noise”) that are signiﬁcant to a node i
(e.g., the node “noise”) might become a trivial ter-
m for i’s child nodes (e.g., the nodes “noise +” and
“noise -”). Therefore, the purpose of the localized
feature selection is to ﬁlter out irrelevant terms that
are insigniﬁcant to each individual node and build
a locally customized index term space for the n-
ode so that the performance of the node can be
improved.
4.2 Local Feature Selection Scope for a Node
In order to select locally customized feature terms
for each individual node, we need to deﬁne a suit-
able scope, called local feature selection scope3,
within which the feature selection process can be
effectively conducted for the node. Since the HL-
SOT approach is a hierarchical classiﬁcation pro-
cess, before we introduce the local scope for a n-
ode we ﬁrst give a formal deﬁnition on local hier-
archy of SOT.
Deﬁnition 1 [Local Hierarchy] A local hierarchy
Δu of SOT is deﬁned to be formed by all the child
nodes of u in SOT, where the node u must be a
non-leaf node of the SOT.
By the Deﬁnition 1, we say all the child nodes of
u are on the same local hierarchy under u which
is denoted by Δu. For examples, in Fig. 2 nodes
“camera +”, “design and usability”, “image quali-
ty”, “lens”, “camera -” are deemed on the same lo-
cal hierarchy under the node “camera” and nodes
“weight +”, “weight -” are deemed on the same
local hierarchy under the node “weight”, etc. In
the hierarchical labeling process of the HL-SOT
approach, after a target text is labeled as true by a
node i it will go further to the local hierarchy un-
der i and is to be labeled by all nodes on the local
hierarchy Δi. For a target text the labeling pro-
cesses of nodes on Δi locally can be considered
as a multi-label classiﬁcation process where each
node is a local label. Therefore, the measurement
for selecting terms as features should be calculat-
ed among nodes on the same hierarchy. Hence, the
local scope for a node is deﬁned within the local
hierarchy which the node is on.
4.3 Local Hierarchy Based Feature Selection
In the proposed LFS framework, local feature se-
lection for a node i of SOT is performed within the
local scope of the node i. Since nodes on the same
local hierarchy share the same local scope, local
feature selection process for all nodes of SOT is
achieved in local hierarchy based manner. Specif-
ically, for the feature selection process on a local
hierarchy Δ, let c1, c2, ..., cK denote the K nodes
on Δ. Let D denote the training data set for the
HL-SOT approach. Let Dck denote the set of in-
stances in D that contains the label of the node
ck(1  k  K). Let DΔ denote the training cor-
pus for the local hierarchy Δ which is the set of
3In this paper, we also call it “local scope” for short.
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Figure 2: All local hierarchies of the example SOT: the grey nodes sharing the same parent node in
dashed line are called on the same local hierarchy under the parent node
all instances in the training data set D that con-
tain any label of nodes on the local hierarchy Δ:
DΔ =
⋃K
k=1Dck . Let Vck denote the set of all
the vocabularies that appears in Dck . Let sck(w)
denote the term score that measures the suitability
of w as a feature for node ck. Let Fck denote the
set of feature terms selected for ck. Let dck denote
the number of features to be selected in Fck . A lo-
cal feature selection process for nodes on the local
hierarchy Δ is described in Algorithm 1.
Algorithm 1 Localized Feature Selection Algorithm
DATA INITIALIZATION:
1: for each node ck on Δ do
2: Establish Dck containing instances being labeled true by ck ;
3: Establish the vocabulary set Vck ;
4: Remove stop words from Vck ;
5: end for
6: Establish the training corpus: DΔ =
⋃K
k=1 Dck ;
BEGIN
7: for each node ck on Δ do
8: for each term w ∈ Vck do
with training corpus DΔ and data instance set Dck :
9: Calculate sck (w) with a speciﬁed feature selection algorithm;
10: end for
11: Establish feature space Fck with top dck terms from Vck ;
12: end for
END
In the data initialization phase of the Algorith-
m 1, the data instance set Dck and vocabulary set
Vck for each node on the local hierarchy Δ as well
as the training corpus DΔ are established. In a lo-
cal feature selection process, a term score sck(w)
for each termw ∈ Vck can be calculated by a spec-
iﬁed feature selection algorithm, taking DΔ as the
training corpus and Dck as the data instance set in
the class ck. The local feature selection process
can employ any speciﬁc feature selection algorith-
m to calculate the term scores. After all terms in
Vck are calculated, those terms with top dck scores
are selected to establish the feature space Fck for
the node ck. Since the number of terms in Vck
varies from node to node, in order to produce a ra-
tional dimensionality dck for the established fea-
ture space Fck , we introduce a feature selection
rate, denoted by γ, to control dck for each node ck,
i.e., dck = |Vck | × γ.
After local feature selection processes for all
the nods of SOT are accomplished, a locally cus-
tomized index term space Fck for each node ck is
established. Each target text will be respectively
indexed by a customized vector xck ∈ Xck(Xck =
Rdck ) when it goes through the hierarchical classi-
ﬁcation process of the HL-SOT approach. In next
section, we will present the empirical analysis on
evaluating the proposed LFS framework.
5 Empirical Analysis
In this section, we conduct extensive experiments
to empirically analyze the proposed LFS frame-
work. Our experiments are intended to address
the following questions: (1) can the classiﬁca-
tion performance of the HL-SOT approach be im-
proved with the LFS framework; (2) how much
computational efﬁciency can be gained for the HL-
SOT to be implemented in the LFS framework; (3)
how are the comparative performances produced
by different feature selection algorithms when em-
ployed in the proposed LFS framework.
5.1 Data Set Preparation
We construct our data set based on the digital
camera review data set used in the HL-SOT ap-
proach (Wei and Gulla, 2010). In total, the con-
structed data set contains 1500 snippets of cus-
tomer reviews on digital cameras, where 35 at-
tributes of a digital camera are mentioned in the
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review data. We build an ontology structure to or-
ganize the mentioned attributes and label each re-
view text with correspondent attributes as well as
sentiments, which complying the rule that if a re-
view text is assigned with a label of a node then
it is assigned with a label of the parent node. We
randomly divide the labeled data set into ﬁve fold-
s so that each fold at least contains one example
instance labeled by each attribute node. To catch
the statistical signiﬁcance of experimental results,
we perform 5 cross-fold evaluation by using four
folds as training data and the other one fold as test-
ing data. All the experimental results presented in
this section are averaged over 5 runs of each ex-
periment.
5.2 Evaluation Metrics
Since the existing HL-SOT approach is a hierar-
chical classiﬁcation process, we use the same three
classic loss functions (Wei and Gulla, 2010) for
measuring classiﬁcation performance. They are
respectively the One-error Loss (O-Loss) function,
the Symmetric Loss (S-Loss) function, and the Hi-
erarchical Loss (H-Loss) function4:
One-error loss (O-Loss) function is deﬁned as:
LO(yˆ, l) = B( i : yˆi = li), (3)
where yˆ is the prediction label vector and l is the true
label vector; B(S) is a boolean function which is 1 if
and only if the statement S is true, otherwise it is 0.
Symmetric loss (S-Loss) function is deﬁned as:
LS(yˆ, l) =
N∑
i=1
B(yˆi = li), (4)
Hierarchical loss (H-Loss) function is deﬁned as:
LH(yˆ, l) =
N∑
i=1
B(yˆi = li j (i), yˆj = lj),
(5)
where denotes a set of nodes that are ancestors of
node i in SOT.
5.3 Performance Comparison
In this section, we conduct experiments to show
performance improvement from the proposed LF-
S framework. The performance considered here
include both classiﬁcation performance and com-
putational efﬁciency. We use the existing HL-
SOT approach as a baseline. Since the HL-SOT
4Since the three loss functions are respectively well-
deﬁned by each formula and self-explained by their names,
due to the space limitation, we do not present more explana-
tion.
approach used terms’ document frequencies (D-
F) (Manning et al., 2008) algorithm to select fea-
tures to build the globally uniﬁed index term s-
pace, employing the same DF feature selection al-
gorithm we apply the proposed LFS framework on
the HL-SOT approach and call the implemented
method “DF-SOT”. The only difference between
HL-SOT and DF-SOT is the index term space for
each node of SOT, i.e., in the HL-SOT all the n-
odes using the globally uniﬁed index term space
while in the DF-SOT each node respectively us-
ing a locally customized index term space. In this
way, the performance difference between the two
methods will indicate the effect of the proposed
LFS framework.
5.3.1 Comparison on Classiﬁcation
Performance
We conduct experiments to investigate whether the
classiﬁcation performance of the HL-SOT can be
improved when it is implemented with the LFS
framework. Fig. 3 presents the experimental re-
sults of classiﬁcation accuracies between HL-SOT
and DF-SOT. In the experiments, the dimension-
ality d of the globally uniﬁed index term space of
the HL-SOT approach is set to 270, which is large
enough for the HL-SOT approach to reach its best
performance level. The feature selection rate γ for
the locally customized index term space of the DF-
SOT approach is set to 0.2 and 0.3, which brings
respectively 80% and 70% vocabulary reduction.
The value of the corrective step  is set to varying
from 0.005 to 0.05 with each step of 0.005 so that
each running approach can achieve its best perfor-
mance with a certain value of . From Fig. 3, we
can observe that when γ = 0.2 the DF-SOT ap-
proach reaches its best performance with 0.6953
( = 0.02) on O-Loss, 1.5516 ( = 0.045) on
S-Loss, and 1.0578 ( = 0.04) on H-Loss, and
that when γ = 0.3 the DF-SOT approach reach-
es its best performance with 0.6953 ( = 0.015)
on O-Loss, 1.5531 ( = 0.02) on S-Loss, and
1.0547 ( = 0.025) on H-Loss, which outperform-
s the best performance of the HL-SOT approach
on O-Loss 0.6984 ( = 0.025), on S-Loss 1.6188
( = 0.025), and on H-Loss 1.0969 ( = 0.05).
This indicates that with the proposed LFS frame-
work, compared with the HL-SOT approach, the
DF-SOT approach generally improves the classiﬁ-
cation performance.
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Figure 3: Classiﬁcation Performance (A Smaller Loss Value Means Better Classiﬁcation Performance)
5.3.2 Comparison on Computational
Efﬁciency
We conduct further experiments to analyze com-
putational efﬁciency gained through the proposed
LFS framework. All the experiments are conduct-
ed on a normal personal computer containing an
Intel Pentium D CPU (2.4 GHz, Dual Core) and
4G memory. Fig. 4 summarizes the computation-
al time consumed by experiment runs respectively
for HL-SOT (d = 270) and DF-SOT (γ = 0.2
and γ = 0.3). From Fig. 4, we can observe
that the HL-SOT approach consumes 15917695
ms to ﬁnish an experimental run, although the DF-
SOT approach only takes respectively 2.29% (with
γ = 0.2 ) and 4.91% (with γ = 0.2 ) of computa-
tional time as the existing HL-SOT approach con-
sumes and achieves even better classiﬁcation per-
formance than the HL-SOT approach (see Fig.3).
This conﬁrms that much computational efﬁcien-
cy can be gained for the HL-SOT approach to be
implemented in the LFS framework while better
classiﬁcation performance is ensured. Since the
computational complexity of each node classiﬁer
of DF-SOT is the same as HL-SOT, the compu-
tational efﬁciency gained from the proposed LFS
framework should be attributed to the dimension
reduction of the index term space.
5.4 Comparative Study on Feature Selection
Algorithms
The proposed LFS framework for the HL-SOT ap-
proach can employ various feature selection algo-
rithms to select local features for each individu-
al node. In this section, we conduct intensive ex-
periments to comparatively study ﬁve classic fea-
ture selection algorithms employed within the LFS
framework. The ﬁve employed feature selection
algorithms are respectively document frequency
Figure 4: Time Consuming (ms)
(DF) (Manning et al., 2008) based feature selec-
tion algorithm, mutual information (MI) (Manning
et al., 2008; Church and Hanks, 1990) based fea-
ture selection algorithm, χ2-statistic (CHI) (Man-
ning et al., 2008) based feature selection algorith-
m, information gain (IG) (Mitchell, 1997) based
feature selection algorithm as well as term strength
(TS) (Wilbur and Sirotkin, 1992) based feature s-
election algorithm5.
In the experiments, the feature selection rate γ
is set to 0.2 and 0.3 respectively. The value of
the corrective step  varies from 0.005 to 0.05
with each step of 0.005. The experimental re-
sults are summarized in Fig. 5. From Fig. 5 it
is observed that DF, MI, and TS feature selec-
tion algorithms achieve generally better perfor-
mances than CHI and IG feature selection algo-
rithms when they are employed in the proposed
LFS framework. Speciﬁcally, the TS algorithm is
generally the best among the ﬁve employed algo-
rithms while the DF algorithm can also achieve as
5Due to the space limitation, details of the studied feature
selection algorithms are not reviewed here. The mechanism
of each algorithm can be read in the related references.
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Figure 5: Comparative Performances on the Employed Feature Selection Algorithms
comparable good performance as the TS algorithm
does. This is due to that both the TS and the DF al-
gorithms favor high frequency terms and vocabu-
laries used in customer reviews on a speciﬁc prod-
uct are usually overlapping. When γ = 0.3, it can
be also observed that the MI algorithm achieves
as comparable good performance as the TS algo-
rithm does. This is because, in customer reviews,
although some vocabularies are rarely used they
always occur as signiﬁcant features in some spe-
ciﬁc categories. For example, “ergonomics” is a
rare term but almost always appears in the class of
“design and usability”. Therefore, the MI algorith-
m can also achieve relatively better performance
through favoring rare terms that always co-occur
with speciﬁc classes.
6 Conclusions and Future Work
In this paper, we propose a LFS framework tai-
lored to the HL-SOT approach to sentiment analy-
sis. In the proposed LFS framework, signiﬁcan-
t feature terms of each node can be selected to
construct the locally customized index term space
for the node so that the classiﬁcation performance
and computational efﬁciency of the existing HL-
SOT approach are improved. The effectiveness of
the proposed LFS is validated against a human-
labeled data set. Further comparative study on
ﬁve employed feature selection algorithms with-
in the proposed LFS framework indicates that the
TS, DF, and MI algorithms achieve generally bet-
ter performance than the CHI and IG algorithms.
Among the ﬁve employed algorithms, the TS algo-
rithm is the best to be employed by the proposed
LFS framework.
Although the proposed LFS framework shows
its effectiveness of improving on the HL-SOT ap-
proach, its improvement on the classiﬁcation per-
formance is not so obvious compared with its
much improvement on computational efﬁciency.
Due to the limited number of instances in the train-
ing data set, the classiﬁcation performance stil-
l suffers from the problem that unobserved terms
appear in testing cases. This problem is inherent-
ly raised by the bag-of-word model. A concept-
based indexing scheme that can infer concepts of
unobserved terms might alleviate the problem. We
plan to investigate on this issue in the future work.
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