ABSTRACT. We study the exterior depth of an E-module and its exterior generic annihilator numbers. For the exterior depth of a squarefree E-module we show how it relates to the symmetric depth of the corresponding S-module and classify those simplicial complexes having a particular exterior depth in terms of their exterior algebraic shifting. We define exterior annihilator numbers analogously to the annihilator numbers over the polynomial ring introduced by Trung and Conca, Herzog and Hibi. In addition to a combinatorial interpretation of the annihilator numbers we show how they are related to the symmetric Betti numbers and the Cartan-Betti numbers, respectively. We finally conclude with an example which shows that neither the symmetric nor the exterior generic annihilator numbers are minimal among the annihilator numbers with respect to a sequence.
INTRODUCTION
Let S = K[x 1 , . . ., x n ] be the symmetric algebra and E = K e 1 , . . ., e n denote the exterior algebra over an infinite field K. Let ∆ be a simplicial complex on the vertex set [n] = {1, . . ., n}. Instead of studying the properties of ∆ directly one often studies the Stanley-Reisner ring K[∆] = S/I ∆ , or the exterior face ring K{∆} = E/J ∆ of ∆. Several algebraic and homological invariants of K [∆] over S are analogous to invariants of K{∆} over E. In this paper we study relations between the corresponding symmetric and exterior invariants, also in the more general context of squarefree modules.
Yanagawa introduced squarefree modules over the polynomial ring as a generalization of squarefree monomial ideals in [Yan00, Definition 2.1]. Römer defined in [Röm01, Definition 1.4] the corresponding notion of a squarefree E-module and showed that there exists an equivalence of categories between the category of squarefree S-modules and the category of squarefree E-modules (see Section 2 for details). A typical example of a squarefree S-module is the Stanley-Reisner ring K [∆] , of a squarefree E-module the exterior face ring K{∆}. Under the equivalence of categories K[∆] corresponds to K{∆}.
Let M be the category of finitely generated graded left and right E-modules M satisfying am = (−1) deg a deg m ma for homogeneous elements a ∈ E, m ∈ M. For example, if J ⊆ E is a graded ideal, then E/J belongs to M .
Following [AAH00] we call a linear form v ∈ E 1 regular on M ∈ M if the annihilator of v is the smallest possible, i.e., if 0 : M v = v · M. A regular sequence on M is a sequence v 1 , . . ., v r in E 1 such that v i is regular on M/(v 1 , . . . , v i−1 )M for 1 ≤ i ≤ r and M/(v 1 , . . . , v r )M = 0. The exterior depth of M is also introduced in [AAH00] as the length of a maximal regular sequence and denoted by depth E M. In the second section of this paper we study the relation between the depth of a squarefree S-module and the exterior depth of the corresponding squarefree E-module.
Using some results of Aramova, Avramov and Herzog [AAH00] and Römer [Röm01] we are able to show in Theorem 2.4 that for a squarefree S-module N and its corresponding squarefree E-module N E it holds that (1) depth E (N E ) ≤ depth S (N).
As byproduct we additionally obtain the inequalities (2) cx E (N E ) ≥ proj dim S (N) and depth S (N) − depth E (N E ) ≤ reg S (N),
where cx E (N E ) is the complexity of N E (see Section 2 for a definition).
It is an interesting question to classify all modules for which equality holds in the second inequality of (2). We show in Lemma 2.5 that this is the case for K [∆] if ∆ is a CohenMacaulay simplicial complex or if its Stanley-Reisner ideal has a linear resolution. But one easily finds examples of non-Cohen-Macaulay complexes for which equality holds even though their Stanley-Reisner ideal has no linear resolution (cf. Example 2.6).
Starting with a simplicial complex ∆ one can construct its so-called exterior shifting ∆ e (see Section 2 for more details). This passage corresponds to the transition of an ideal in the exterior algebra to its generic initial ideal. It allows to compute some invariants defined in terms of an ideal and a generic basis by computing the correponding invariants for the generic initial ideal and the standard basis. This idea goes back a long way, see e.g., [AH00] , [AHH00] , [BK88] , [HT99] , [Kal01] .
The exterior depths of K{∆} and K{∆ e } coincide as was shown in [HT99, Proposition 2.3]. In Theorem 2.9 we describe the structure of the exterior shifted complex of ∆ in terms of the exterior depth of K{∆}, i.e., we show that depth E (K{∆}) = r if and only if ∆ e = 2 [r] * Γ. Here, Γ is a non-acyclic simplicial complex, 2 [r] denotes the (r − 1)-simplex.
Finally, we construct for every triple (s,t, r) of natural numbers with r ≥ s − t ≥ 0 a simplicial complex ∆ such that depth E (K{∆}) = s, depth S (K[∆]) = t and reg S (K[∆]) = r.
In the third section our discussion is concentrated on the exterior annihilator numbers α i, j (v 1 , . . . , v n ; M) of an E-module M with respect to a sequence v 1 , . . . , v n of linear forms. These numbers are the exterior analogue of the symmetric annihilator numbers, first defined by Trung in [Tru87] and subsequently studied by Conca, Herzog and Hibi in [CHH04] . The results in this section are very much in the spirit of their results. We show that there is a non-empty Zariski-open set on which the annihilator numbers are constant. This gives rise to the definition of the exterior generic annihilator numbers α i, j (E/J) for a graded ideal J in E. These numbers are a refinement of the exterior depth. For the exterior face ring of a simplicial complex they have a nice combinatorial interpretation, namely (see Corollary 3.10)
Using this combinatorial description we can express in Proposition 3.12 the symmetric Betti numbers of K[∆ e ] as a linear combination of certain exterior generic annihilator numbers, more precisely
Finally, we show in Theorem 3.15 that the so-called Cartan-Betti numbers (see [NRV08, Definition 2.2]) can be bounded from above by a positive linear combination of the exterior generic annihilator numbers. In particular, this gives rise to an upper bound for the exterior Betti numbers,
which has been also obtained in another way in [NRV08, Theorem 2.4(i)]. Furthermore, this bound is tight if and only if J is componentwise linear.
In the fourth section we discuss the issue if the generic annihilator numbers are the minimal ones among all annihilator numbers with respect to a sequence. By minimal we mean that for any basis {v 1 , . . . , v n } of E 1 , 1 ≤ i ≤ n and j ∈ Z it should hold that
We give an example, where this is not the case (see Example 4.2). After a slight modification the same example shows that also in the symmetric case this minimality is not given (see Example 4.5).
EXTERIOR DEPTH
Yanagawa introduced squarefree modules over the polynomial ring as a generalization of squarefree monomial ideals in [Yan00] . We fix some notations. For a = (a 1 , . . . , a n ) ∈ N n we say that a is squarefree if 0 ≤ a i ≤ 1 for i = 1, . . . , n. We set |a| = a 1 + . . . + a n and supp(a) = {i : a i = 0}.
A finitely generated N n -graded S-module N = ⊕ a∈N n N a is called squarefree if the multiplication map N a → N a+ε i , y → x i y is bijective for any a ∈ N n and for all i ∈ supp(a), where ε i ∈ N n is the vector with 1 at the i-th position and zero otherwise.
Römer defined in [Röm01, Definition 1.4] a finitely generated N n -graded E-module M = ⊕ a∈N n M a to be squarefree if it has only squarefree (non-zero) components.
Aramova, Avramov and Herzog and Römer construct in [AAH00] and [Röm01] a squarefree E-module N E and its minimal free resolution starting from a squarefree Smodule N and its minimal free resolution. For F = {i 1 , . . . , i r } ⊆ [n] we set x F = x i 1 · . . . · x i r and e F = e i 1 ∧ . . . ∧ e i r . We usually assume that 1 ≤ i 1 < . . . < i r ≤ n. The elements e F are called monomials in E.
Example 2.2. Let ∆ be a simplicial complex on the vertex set [n] . Recall that a simplicial complex ∆ on vertex set [n] is a collection of subsets of [n] such that whenever F ∈ ∆ and G ⊆ F it holds that G ∈ ∆. The elements of ∆ are called faces. Throughout this paper we always assume that i ∈ ∆ for all i ∈ [n].
Let K[∆] = S/I ∆ be the Stanley-Reisner ring of ∆, where I ∆ is the Stanley-Reisner ideal I ∆ = (x F : F ∈ ∆) of ∆, and let K{∆} = E/J ∆ be the exterior face ring, where J ∆ is the exterior face ideal J ∆ = (e F : F ∈ ∆) of ∆.
The Stanley-Reisner ring K[∆] is a typical example of a squarefree S-module (see [Yan00] ), the exterior face ring K{∆} of a squarefree E-module (see [Röm01] ).
These two correspond to each other under the equivalence of categories, i.e.
Our aim is to show that the symmetric depth of a squarefree S-module N is always greater or equal than the exterior depth of the corresponding squarefree E-module N E . Recall from the introduction that the depth of an E-module M ∈ M is the length of a maximal M-regular sequence. It is strongly related with the complexity cx E (M) of the module which is defined as
c−1 for some α ∈ R and for all i ≥ 1}.
In other words, the complexity measures the polynomial growth of the exterior Betti numbers of M and is therefore a measure for the size of a minimal free resolution of M by free E-modules. The proof is based on comparisons of several invariants of modules over S or E. We collect the formulas used for these comparisons in the next theorem. 
(ii) (e.g., [BH98, Theorem 1.3.3]) Let N be a finitely generated S-module. Then
We have now provided all notions and facts we need to prove the desired inequality.
Theorem 2.4. Let N be a finitely generated N n -graded squarefree S-module. Then
Proof. A comparison of Theorem 2.3 (ii) and (iii) shows that the differences between the depths and between the complexity and the projective dimension are equal. We show that the inequalities are satisfied by the latter difference. From Theorem 2.3(i) it follows that
Let m
From the above formula for the Betti numbers we conclude that
(here we can write max instead of sup because the modules in the minimal free E-resolution of a finitely generated module are finitely generated). This yields for the complexity
where the last equality holds because N has a finite S-resolution.
. This finally shows the claim.
An interesting question to ask is if there are classes of squarefree modules for which equality holds in the second inequality in Theorem 2.4. In the special case of StanleyReisner rings of simplicial complexes we can identify at least two such classes. The regularity over E is the same as the regularity over S (this follows from the relation between the Betti numbers, Theorem 2.3(i)), hence
As an alternative proof of this case it is possible to show that if ∆ is Cohen-Macaulay then K[∆] has only one extremal Betti number.
The following example shows that in general the converse of Lemma 2.5 is not true. Example 2.6. Let ∆ be the simplicial complex on the vertex set [4] consisting of two triangles -one of them filled, the other one missing -glued together along one edge. The face ideal is J ∆ = (e 3 e 4 , e 1 e 2 e 4 ). It is not generated in one degree and thus does not have a linear resolution. On the other hand ∆ is not pure so it cannot be Cohen-Macaulay. But I ∆ is squarefree stable whence we can compute the depths and the regularity from known formulas (A monomial ideal I in S is called squarefree stable, if for all squarefree monomials x A ∈ S and all i > min(A) with i ∈ A one has x i x A\min(A) ∈ I, see Example 2.11 for the formulas)). Then
In the remainder of the section we continue to discuss the case of simplicial complexes. Starting with a simplicial complex ∆ one can construct its so-called exterior shifting (see [Kal01] for more details). A simplicial complex ∆ on a ground set [n] is shifted if for every face F ∈ ∆, i ∈ F and j < i we have that (F \ {i}) ∪ { j} ∈ ∆. (Algebraists would probably prefer j > i here.) Let now ∆ be a simplicial complex on vertex set [n]. Let K ′ /K be a field extension containing the algebraically independent elements a i j , 1 ≤ i, j ≤ n over K, and let f 1 , . . . , f n with f i = ∑ n j=1 a i j e j for 1 ≤ i ≤ n be a generic basis of E ′ 1 where
we denote the image of f A in K ′ {∆}. Let further < lex denote the lexicographic order on subsets of N of the same size, i.e., A < lex B if and only if min((A \ B) ∪ (B \ A)) ∈ A. In order to define the exterior shifting of ∆ we define the shifting of a family of sets of equal cardinality. We set
Finally, the exterior shifting of ∆ is the following simplicial complex
Observe that ∆ e may depend on K, but not on K ′ . One can show that ∆ e is indeed a shifted simplicial complex having the same f -vector as ∆. Using the definition of the generic initial ideal of an ideal J ⊆ E one can easily show that J ∆ e = gin < rlex (J ∆ ). Here < rlex denotes the reverse lexicographic order with respect to e 1 < . . . < e n . We therefore can compute the exterior shifting of a simplicial complex by computing the generic initial ideal of the exterior face ideal J ∆ .
The following remark shows that the exterior depth is unchanged by exterior shifting.
Remark 2.7. [HT99, Proposition 2.3] Let J ⊆ E be a graded ideal. Then
where gin < rlex (J) denotes the generic inital ideal of J with respect to < rlex .
A monomial ideal J in E is called stable, if for all monomials e A ∈ J and all i > min(A) with i ∈ A one has e i e A\{min(A)} ∈ J. It is called strongly stable, if for all monomials e A ∈ J and all i > j with j ∈ A, i ∈ A one has e i e A\{ j} ∈ J. The face ideal of a simplicial complex is a strongly stable ideal if and only if the complex is shifted. Therefore the generic inital ideal is strongly stable (see also [AHH97, Proposition 1.7] for a direct proof). It is wellknown that for stable ideals an initial segment of e 1 , . . . , e n up to the depth is a regular sequence. However, for the convenience of the reader we include a proof of it.
Lemma 2.8. Let J ⊆ E be a stable ideal of depth t. Then e 1 , . . . , e t is a regular sequence on E/J.
Proof. If t = 0 there is nothing to prove, thus we assume t > 0. We show that e 1 is regular on gin < rlex (J) = J. Then the claim follows by induction on t (note that since J is stable also J + (e 1 )/(e 1 ) is stable in E/(e 1 ) ∼ = K e 2 , . . . , e n ).
Being a regular sequence is an open condition since it is equivalent to the vanishing of the first Cartan homology with respect to the sequence (see [AAH00, Remark 3.4] for the result and e.g., Section 3 for a definition of Cartan homology). Hence there exists an E/J-regular sequence v 1 , . . ., v t of linear forms such that there is a generic automorphism g mapping e i to v i and gin(J) = in(g(J)). Since the considered monomial order is the revlex order, we have in(g(J) + e 1 ) = in(g(J)) + (e 1 ) and in(g(J) : e 1 ) = in(g(J)) : e 1 by [AH00, Proposition 5.1] (using the reversed order on [n]). Then the Hilbert functions
Thus the Hilbert functions of gin(J) + (e 1 ) and gin(J) : e 1 coincide as well which already implies gin(J) + (e 1 ) = gin(J) : e 1 because gin(J) + (e 1 ) ⊆ gin(J) : e 1 is clear. This means that e 1 is E/ gin(J)-regular.
The next theorem characterizes simplicial complexes with a certain exterior depth in terms of the exterior shifting. For a linear form v ∈ E 1 and M ∈ M there is the complex Proof. We first assume that depth E (K{∆}) = r. In order to prove the statement we need to show that for F ∈ ∆ e it holds that F ∪ [t] is a face of ∆ e for any t ≤ r. Let F ∈ ∆ e . Without loss of generality we may assume that F ∩ [t] = / 0. We can take e 1 , . . ., e t as a regular sequence for the exterior face ring
By the definition of a regular sequence it follows that
Therefore, e t−1 ∧ . . . ∧ e 1 ∧ e F = 0 ∈ E/(gin < rlex (J ∆ ) + (e t )). Inductively, we get e F = 0 ∈ E/(gin < rlex (J ∆ ) +(e t , . . ., e 1 )). Since F ∩[t] = / 0 by assumption, we have e F ∈ gin < rlex (J ∆ ), i.e., F / ∈ ∆ e . This is a contradiction. This shows ∆ e = 2 [r] * Γ for some (dim ∆ − r)-dimensional simplicial complex Γ with J Γ = gin < rlex (J ∆ ) + (e 1 , . . ., e r ). By definition of the exterior depth and Lemma 2.8 it holds that depth E (K{Γ}) = depth E (K{∆ e }) − r = 0. We therefore conclude that H i (Γ; K) = 0 for some 0 ≤ i ≤ dim(Γ), i.e., Γ is non-acyclic. In order to prove the sufficiency part recall that Remark 2.7 implies that depth E (K{∆}) = depth E (K{∆ e }). Thus, we only need to show that depth E (K{∆ e }) = r. By assumption, we have that ∆ e = 2 [r] * Γ, where Γ is a non-acyclic simplicial complex. Then the sequence e 1 , . . . , e r is regular on K{∆ e } by Lemma 2.8. This implies depth E (K{∆ e }) ≥ r. It further holds that K{∆ e }/(e 1 , . . . , e r ) ∼ = K{Γ}. Since Γ is non-acyclic we know from the remarks preceding this theorem that depth E (K{Γ}) = 0, i.e., there does not exist any regular element on K{Γ}. Using that each regular sequence on K{∆ e } can be extended to a maximal one, we therefore deduce that e 1 , . . . , e r is already maximal and thus it follows that depth E (K{∆ e }) = r.
Remark 2.10. The above theorem can be used to deduce two of the previous results in the special case of simplicial complexes.
(i) Note that from the above proof the inequality
between the exterior and the symmetric depth can be deduced. (ii) Using the characterization of Theorem 2.9 we can give a second proof of Lemma 2.5. If ∆ is non-acyclic, i.e., H i (∆; K) = 0 for some 0 ≤ i ≤ dim ∆, we have depth E (K{∆}) = 0. Since ∆ is Cohen-Macaulay it follows from Reisner's criterion that
Combining these two facts and using that ∆ is Cohen-Macaulay, i.e., depth
Let us now assume that ∆ is an acyclic simplicial complex and let depth E (K{∆}) = r. We may assume that ∆ = ∆ e since ∆ and ∆ e have the same symmetric and exterior depth, respectively, and the same regularity (see [Röm01, Corollary 1.3]). From Theorem 2.9 we know that ∆ e = 2 [r] * Γ, where Γ is a non-acyclic simplicial complex. In particular, since ∆ e is Cohen-Macaulay, so is Γ. This implies
Using that depth E (K{Γ}) = 0 = depth E (K{∆}) − r we deduce
Since Γ is a non-acyclic simplicial complex we know from the first part of our considerations that depth A natural question to ask is which triples of numbers (t, s, r) with r ≥ s−t ≥ 0 can occur such that there exists a simplicial complex ∆ with the property that depth E (K{∆}) = t, depth S (K[∆]) = s and reg S (K[∆]) = r. We can answer this issue by showing that all triples of numbers are possible.
For a mononomial ideal I in the polynomial ring or in the exterior algebra we denote by G(I) the unique minimal monomial generating set of I. For a monomial u ∈ S let min(u) = min{i : x i divides u} and analogously min(u)
Example 2.11. Let s,t, r be natural numbers with r ≥ s −t ≥ 0. We construct a simplicial complex ∆ with the property that depth E (K{∆}) = t, depth S (K[∆]) = s and reg S (K[∆]) = r as follows (note that if r = 0 there must be i ∈ [n], {i} ∈ ∆, violating our assumption made on simplicial complexes in the rest of the paper).
Let n = t + r + 3 and ∆ be the simplicial complex on the ground set [n] with minimal non-faces
• {n, n − 1, . . ., n − (s − t) + 1, i} with i = n − (s − t), . . .,t + 1,
• {n − r − 1, n − r, . . ., n − 2, n − 1}, • {n − r − 1, n − r, . . .,ĵ, . . . , n − 1, n} with j = n − (s − t) + 1, . . ., n − 1, whereĵ means that j is omitted. By construction J ∆ is a stable and I ∆ a squarefree stable ideal. There are the following formulas to compute the depth and the regularity of such ideals (taking into account the reverse order on [n]).
. We compute these invariants:
EXTERIOR GENERIC ANNIHILATOR NUMBERS
In this section we introduce the so-called exterior generic annihilator numbers of an Emodule M which are the exterior analogue of the symmetric generic annihilator numbers of an S-module N introduced first by Trung in [Tru87] and studied later by Conca, Herzog and Hibi (see [CHH04] ). In what follows we derive some facts which relate those numbers to the symmetric Betti numbers of a module. In order to do so, we need to lay some background and introduce some notation. We first recall the construction of the Cartan complex from [AHH97
One easily sees that ∂ • ∂ = 0. So this is indeed a complex. Cartan homology can be computed inductively as there is a long exact sequence connecting the homologies of v 1 , . . . , v j and v 1 , . . . , v j , v j+1 for j = 1, . . . , m − 1.
To begin with there exists an exact sequence of complexes
where (−1) indicates a shift in the homological degree, ι is the natural inclusion map and τ is given by
This exact sequence induces a long exact sequence of homology modules. 
for all i ≥ 0.
Recall that H j (M, v) for j ∈ Z denotes the j-th homology of the complex
and that v is M-regular if and only if H j (M, v) = 0 for all j ∈ Z.
We have now laid the required background in order to give the definition of the exterior annihilator numbers with respect to a certain sequence. So far, we have defined exterior annihilator numbers for an E-module which do depend on the chosen sequence. The following theorem justifies the definition of the so-called exterior generic annihilator numbers which are independent of the sequence.
Theorem 3.5. Let J ⊆ E be a graded ideal. Then there exists a non-empty Zariski
for all γ = (γ i, j ) 1≤i, j≤n ∈ U , where γ(e 1 , . . . , e n ) = (γ 1,1 e 1 + . . . + γ n,1 e n , . . . , γ 1,n e 1 + . . . + γ n,n e n ) and < rlex denotes the reverse lexicographic order with respect to e 1 < . . . < e n .
Proof. Let U ′ = {ϕ ∈ GL n (K) : in < rlex (ϕ(J)) = gin < rlex (J)} be the non-empty Zariskiopen set of linear transformations that can be used to compute the generic initial ideal of J. Set U = {ϕ −1 : ϕ ∈ U ′ }. Let γ = ϕ −1 ∈ U and set v i = γ(e i ) for 1 ≤ i ≤ n, i.e., ϕ(v i ) = e i . As ϕ is an automorphism, E/ (J + (v 1 , . . . , v i )) and E/ (ϕ(J) + (e 1 , . . . , e i )) have the same Hilbert function. [AH00, Proposition 5.1] implies that in < rlex (ϕ(J) + (e 1 , . . . , e i )) = gin < rlex (J) + (e 1 , . . . , e i ) (observe that we use the reversed order on [n]). Therefore also E/ (J + (v 1 , . . . , v i )) and E/ gin < rlex (J) + (e 1 , . . . , e i ) have the same Hilbert function. The sequences 
. ., e n ; E/ gin < rlex (J)).
As mentioned beforehand, now the following definition makes sense.
Definition 3.6. Let J ⊆ E be a graded ideal. We set α i, j (E/J) = α i, j (e 1 , . . ., e n ; E/ gin < rlex (J))
for j ∈ Z and 1 ≤ i ≤ n and call these numbers the exterior generic annihilator numbers of E/J.
Remark 3.7. Let J ⊆ E be a graded ideal. By definition of the α i, j and the fact that gin < rlex (gin < rlex (J)) = gin < rlex (J), it holds that α i, j (E/J) = α i, j (E/ gin < rlex (J)).
Set α i (E/J) = ∑ j∈Z α i, j (E/J) and 1 ≤ r ≤ n. Then α i (E/J) = 0 for all i ≤ r if and only if r ≤ depth E (E/J). This is an easy consequence of the fact that e 1 , . . . , e i is a regular sequence on E/ gin < rlex (J) if and only if i ≤ depth E (E/ gin < rlex (J)) = depth E (E/J) (see Lemma 2.8).
It is well-known that being a regular sequence is a Zariski-open condition. One can prove it directly using that a sequence of linear forms is regular if and only if the first Cartan homology vanishes. But using the generic annihilator numbers provides a short proof.
Proposition 3.8. Let J ⊆ E be a graded ideal and depth E E/J = t. Then there exists a nonempty
Zariski-open set U ⊆ GL n (K) such that γ 1,1 e 1 + . . . + γ n,1 e n , . . ., γ 1,t e 1 + . . . + γ n,t e n is an E/J-regular sequence for all γ = (γ i, j ) 1≤i, j≤n ∈ U .
Proof. Let U be the non-empty Zariski-open set as in Proposition 3.5, i.e., such that the annihilator numbers with respect to sequences v 1 , . . . , v n induced by U equal the generic annihilator numbers. Following Lemma 2.8 e 1 , . . ., e t is a regular sequence on E/ gin < rlex (J) and therefore α i, j (v 1 , . . . , v n ; E/J) = α i, j (e 1 , . . ., e n ; E/ gin < rlex (J)) = 0
It is also well-known that the same statement is true over the polynomial ring. Nevertheless we were not able to give a reference for this fact. In [Swa06] Swartz gives a proof for the special case of Stanley-Reisner rings of simplicial complexes. Therefore we include a short proof following ideas from Herzog using almost regular sequences in Section 4 where these are defined.
We can describe the numbers α i, j as follows.
Theorem 3.9. Let J ⊆ E be a graded ideal. Then
Here e F denotes the projection of e F ∈ E on E/ gin < rlex (J).
Proof. Since α i, j (E/J) = α i, j (E/ gin < rlex (J)) we may assume that J = gin < rlex (J). Then α i, j (E/J) can be computed using the sequence e 1 , . . ., e n , i.e., Let e F ∈ (J + (e 1 , . . . , e i−1 )) : e i of degree j. Then e i e F ∈ J + (e 1 , . . . , e i−1 ). Since J is a monomial ideal, either e i e F ∈ (e 1 , . . . , e i−1 ) or e i e F ∈ J. In the first case it follows that e F ∈ (e 1 , . . ., e i−1 ) so that we do not need to count it. In the second case, e F ∈ J + (e 1 , . . . , e i ) is equivalent to e F ∈ J and e F ∈ (e 1 , . . . , e i ) or equivalently e F = 0 and min F ≥ i + 1.
In the special case of the exterior Stanley-Reisner ring of a simplicial complex ∆, Theorem 3.9 yields the following combinatorial description of the exterior generic annihilator numbers.
Corollary 3.10. Let ∆ be a simplicial complex and let ∆ e be its exterior shifting. Then
Using this description we are able to express the symmetric Betti numbers of the Stanley-Reisner ring of the exterior shifting of a simplicial complex as a linear combination of certain generic annihilator numbers. One of the key ingredients for the proof of the formula aforementioned is the well-known Eliahou-Kervaire formula for the symmetric Betti numbers, for squarefree stable ideals. We recall this formula together with some definitions before giving our result. For a mononomial ideal I in the polynomial ring or in the exterior algebra we denote by G(I) the unique minimal monomial generating set of I. Let further denote G(I) j the set of those monomials in G(I) which are of degree j for j ∈ Z. The Eliahou-Kervaire formula gives an explicit way of how one can compute the symmetric Betti numbers of a squarefree stable ideal. 
For a simplicial complex ∆, as ∆ e is shifted, the Stanley-Reisner ideal I ∆ e of the exterior shifting is a squarefree stable ideal. We need this property in the following.
Our result expresses the annihilator numbers in terms of the minimal generators of I ∆ e in the polynomial ring or of J ∆ e in the exterior algebra.
Proposition 3.12. Let ∆ be a simplicial complex and ∆ e be its exterior shifting. Then
In particular,
Proof. As shown in Corollary 3.10 the number α l, j (E/J ∆ ) counts the cardinality of the set
On the other hand the minimal generators of I ∆ e or J ∆ e are the monomials corresponding to minimal non-faces of ∆ e , i.e. the elements of {u ∈ G(I ∆ e ) j+1 : min(u) = l} are the monomials x B such that B lies in the set
where ∂ (B) = {F ⊂ B : F = B} denotes the boundary of B.
We show that there is a one-to-one correspondence between A and B. Let B ∈ B. Then l ∈ B and A = B\{l} is an element in A . Conversely if A ∈ A then B = A∪{l} ∈ B. The only non-trivial point here is to see that the boundary of B is contained in ∆ e . This holds since ∆ e is shifted and min(B) = l.
The statement about the Betti numbers then follows from the Eliahou-Kervaire formula for squarefree stable ideals (Proposition 3.11).
The exterior generic annihilator numbers can also be used to compute the Betti numbers over the exterior algebra. This is analogous to a result over the polynomial ring, see [CHH04, Corollary 1.2]. To this end we use the Cartan-Betti numbers introduced by Nagel, Römer and Vinai in [NRV08] . Definition 3.13. Let J ⊆ E be a graded ideal and let v 1 , . . ., v n be a basis of E 1 . We set
where H i (v 1 , . . . , v n ; E/J) denotes the i-th Cartan homology.
Nagel, Römer and Vinai remarked that there exists a non-empty Zariski-open set W such that the h i, j are constant on it. Therefore they define:
Definition 3.14. Let J ⊆ E be a graded ideal and let v 1 , . . ., v n be a basis of E 1 . We set
for (v 1 , . . ., v n ) ∈ W as above and call these numbers the Cartan-Betti numbers of E/J.
For r = n, we obtain from Proposition 3.3 that the Cartan-Betti numbers of E/J are the usual exterior graded Betti numbers of E/J, i.e., h i, j (n)(E/J) = β E i, j (E/J). We formulate and prove the following result using the generic annihilator numbers. Plugging in the description of the generic annihilator numbers in terms of the minimal generators of J ∆ e and taking into account that we use the reversed order on [n], our result is the same as [NRV08, Theorem 2.4(i)] which is a direct consequence of the construction of the Cartan homology for stable ideals in [AHH97, Proposition 3.1].
Theorem 3.15. Let J ⊆ E be a graded ideal. Then 
Then A i is a graded E-module and the K-vector space dimension of the j-th graded piece equals α i, j (E/J). The above map occurs in the long exact sequence of Cartan homologies (see Proposition 3.2) since the 0-th Cartan homology is
Thus for i = 1 and r = 1 we obtain from the long exact Cartan homology sequence the following exact sequence
Since H i (0) = 0 for i ≥ 1 this yields
For r ≥ 1 we have the exact sequence
From this sequence we conclude by induction hypothesis on r
Now let i > 1. For r = 1 there is the exact sequence
The outer spaces in the sequence are zero, hence
by induction hypothesis on i. Let now r ≥ 1. There is the exact sequence
We conclude by induction hypothesis on r and i
The inequalities in the proof are all equalities if and only if the long exact sequence is split exact. In this case the sequence v 1 , . . ., v n is called a proper sequence for E/J. In [NRV08, Theorem 2.10] it is shown that this is the case if and only if J is a componentwise linear ideal.
AN UNEXPECTED BEHAVIOR OF THE GENERIC ANNIHILATOR NUMBERS
A natural question to ask is whether the exterior generic annihilator numbers play a special role among the exterior annihilator numbers of E/J with respect to a certain sequence. Herzog posed the question if they are the minimal ones among all the annihilator numbers. In the attempt of proving this conjecture it turned out to be wrong. In order to clarify this unexpected result we do not only give a counterexample of the conjecture but we also give a sketch of the original idea of the proof and explain how we came up with the example. This also gives a hint at how to construct further counterexamples. After some slight changes our example also serves as a counterexample of the corresponding conjecture for the symmetric generic annihilator numbers. For the sake of completeness we first state the conjecture. Thus, our aim was to prove that the annihilator numbers are minimal on a non-empty Zariski-open set. For i = 1 this is known to be true. Just take the non-empty Zariski-open set such that the ranks of the matrices of the maps of the complex
are maximal (note that M j = 0 for almost all j). To prove this for longer sequences we tried to show that the sets
..,v n ;E/J)≤α i, j (w 1 ,...,w n ;E/J) for any basis (w 1 ,...,w n )⊆E 1 were non-empty Zariski-open sets for 1 ≤ i ≤ n, 0 ≤ j ≤ n. The intersection of those sets would have been a non-empty Zariski-open set having the required property (Note that only finitely many sets are intersected.). In order to compute a certain annihilator number α i, j (v 1 , . . ., v n ; E/J) we used the exact sequence
One can show that for a generic basis {v 1 , . . ., v n } ⊆ E 1 each of the vector space dimensions on the right-hand side of the above equality is minimized. However, being the left-hand side of the above equality an alternating sum of those three dimensions there is no reason to expect it to be minimized by a generic basis.
Example 4.2. Let 1 ≤ i, j ≤ n and let J = (e l 1 · . . . · e l j+1 : i ≤ l 1 < l 2 < . . . < l j+1 ≤ n) ⊆ E be a graded ideal. By construction, J is strongly stable and it therefore holds that gin < rlex (J) = J. Then α i, j (E/J) = α i, j (e 1 , . . . , e n ; E/ gin < rlex (J)) = α i, j (e 1 , . . . , e n ; E/J),
i.e., we can use the sequence e 1 , . . . , e n to compute the generic annihilator numbers of E/J. From the exact sequence 0 −→ H j (E/(J + (e 1 , . . . , e i−1 )), e i ) −→ (E/ (J + (e 1 , . . . , e i ))) j
In the following we consider the sequence e = e 1 , . . . , e i−2 , e i , e i−1 , e i+1 , . . ., e n and compute the exterior annihilator numbers of E/J with respect to this sequence. As before, we have the exact sequence 0 −→ H j (E/(J + (e 1 , . . . , e i−2 , e i )), e i−1 ) −→ (E/ (J + (e 1 , . . ., e i ))) j
Our aim is to show that α i, j (E/J) > α i, j (e; E/J). We therefore need to show that dim K (E/(J + (e 1 , . . ., e i−2 , e i ))) j+1 > dim K (E/(J + (e 1 , . . . , e i−2 , e i−1 ))) j+1 .
Let m = e l 1 · . . . · e l j+1 ∈ E j+1 with l 1 < . . . < l j+1 . If l 1 ≤ i − 1, it already holds that m ∈ (e 1 , . . ., e i−1 ) j+1 ⊆ (J + (e 1 , . . ., e i−1 )) j+1 . If l 1 ≥ i, we have i ≤ l 1 < . . . < l j+1 and therefore m ∈ J j+1 ⊆ (J + (e 1 , . . . , e i−1 )) j+1 . Thus, m ∈ (J + (e 1 , . . . , e i−1 )) j+1 in either case and therefore (J + (e 1 , . . . , e i−1 )) j+1 = E j+1 and so dim K (E/(J + (e 1 , . . . , e i−1 ))) j+1 = 0. Consider now m = e i−1 e i+1 · . . . · e i+ j ∈ E j+1 . By definition, it holds that m / ∈ J and m / ∈ (e 1 , . . ., e i−2 , e i ). Since J is a monomial ideal this implies m / ∈ (J + (e 1 , . . . , e i−2 , e i )) j+1 . We therefore get dim K (E/(J + (e 1 , . . . , e i−2 , e i ))) j+1 > 0. This finally shows α i, j (E/J) > α i, j (e; E/J).
We also compute the annihilator numbers one step before w.r.t. this two sequences, i.e., α i−1, j (E/J) and α i−1, j (e; E/J) to show that those numbers are related to each other the other way round, i.e., we have
This suggests that, to have a chance to become smaller than the generic numbers, the annihilator numbers with respect to e first have to become "worse", i.e., greater. Similar to the i-th annihilator numbers of E/J we can compute the (i − 1)-st annihilator numbers using the exact sequence. We therefore get
for the (i − 1)-st generic annihilator of E/J in degree j. In the same way, we obtain
for the (i − 1)-st exterior annihilator number of E/J in degree j with respect to the sequence e. Since J is generated by monomials of degree strictly larger than j it holds that dim K (E/(J + (e 1 , . . ., e i−1 ))) j = dim K (E/(e 1 , . . . , e i−1 )) j and dim K (E/(J + (e 1 , . . ., e i−2 , e i ))) j = dim K (E/(e 1 , . . . , e i−2 , e i )) j . Since dim K (E/(J + (e 1 , . . ., e i−1 ))) j = dim K (E/(J + (e 1 , . . . , e i−2 , e i ))) j , in order to show (4) we only need to prove that dim K (E/(J + (e 1 , . . . , e i−1 ))) j+1 < dim K (E/(J + (e 1 , . . . , e i−2 , e i ))) j+1 . After slight modifications to the above example (a kind of "de-polarization") we get a counterexample of the conjecture that the symmetric generic annihilator numbers are the minimal ones among all the annihilator numbers with respect to a sequence. Before treating this very example in more detail we recall the precise definition of the symmetric annihilator numbers. Let v 1 , . . ., v n be a K-basis of S 1 and let M be a finitely generated graded S-module. We set A i (v 1 , . . ., v n ; M) = 0 : M/(v 1 ,...,v i−1 )M v i and call the numbers As for the exterior annihilator numbers Herzog and Hibi show that the symmetric annihilator numbers with respect to a sequence coincide when chosing the sequence from a certain non-empty Zariski-open set. The proof is very similar to the proof of Theorem 3.5, the corresponding statement over the exterior algebra. This gives rise to the definition of the symmetric generic annihilator numbers. The numbers α i, j (S/I) = α i, j (x 1 , . . ., x n ; S/ gin < rlex (I))
are called the symmetric generic annihilator numbers of S/I. As in the case of the exterior generic annihilator numbers one can wonder if the symmetric generic annihilator numbers are the minimal ones among the symmetric annihilator numbers with respect to a sequence. As already mentioned, this is not the case. Since I is generated in degree j + 1 it holds that dim K (S/(I + (x 1 , . . ., x i−1 ))) j = dim K (S/(x 1 , . . . , x i−1 )) j = dim K (S/(x 1 , . . . , x i−2 , x i )) j = dim K (S/(I + (x 1 , . . . , x i−2 , x i ))) j .
One easily shows that (I + (x 1 , . . ., x i−2 , x i )) j+1 (I + (x 1 , . . . , x i−1 )) j+1 . This implies (6) dim K (S/(I + (x 1 , . . . , x i−1 ))) j+1 < dim K (S/(I + (x 1 , . . ., x i−2 , x i ))) j+1 .
As in the exterior case we thus obtain α i, j (S/I) > α i, j (x; S/I). Using Equation (6) we thus obtain α i−1, j (S/I) < α i−1, j (x; S/I).
Example 4.2 and 4.5 in particular show that changing the order of the elements of a sequence might change the annihilator numbers. However, when taking the sequence from a certain non-empty Zariski-open set the order of the elements does not matter.
