Abstract. We study the asymptotic probability that a random composition of an integer n is gap-free, that is, that the sizes of parts in the composition form an interval. We show that this problem is closely related to the study of the probability that a sample of independent, identically distributed random variables with a geometric distribution is likewise gap-free.
In both cases it is apparent that the n-th entry is quite close to the value 2 n−2 . Since, as is well known, there are 2 n−1 compositions of n, this leads to the conjecture that
The proportion of gap-free or of complete compositions of n tends to 1 2 as n → ∞.
This conjecture will be established below. In fact we establish a more quantitative version of this result. Namely we prove Theorem 1. The proportion of gap-free or of complete compositions of n is 1/2 + O(log 3/2 n/ √ n)
as n → ∞.
We remark that the analogous problem of enumerating gap-free partitions and gap-free set partitions has been studied in [7] and [6] , respectively.
The following elementary computation shows that it is sufficient to study the case of complete compositions. Proposition 1. Let g(n) be the number of gap-free but not complete compositions of n. Then g(n) = O(φ n ) as n → ∞, where φ ≈ 1.6180 denotes the golden ratio.
Proof. For n ≥ 1, g(n) ≤ h(n) where h(n) is the number of compositions of n with no ones. Now
F n−1 x n where F n denotes the n-th Fibonacci number. From Binet's formula for F n , F n = O(φ n ), as n → ∞.
It will be convenient to adopt a probabilistic viewpoint. That is, rather than think of proportion of complete compositions we will equip the set of all compositions of n with the uniform probability measure and will be interested in the probability that a randomly chosen composition of n is complete. In that setting, compositions of n are closely related to the special case p = 1/2 of geometric random variables as shown in [8, 9] and again in the next section. This led us to consider the same question for samples of geometric random variables. Specifically, let Γ 1 , Γ 2 , Γ 3 , . . . be independent identically distributed geometric random variables with parameter p, that is, P(Γ 1 = j) = pq j−1 , j = 1, 2, . . . , with p + q = 1. We will be interested in the probability that a random sample of n such variables is gap-free. Once again we can restrict our attention to the probability p n that a sample of length n is complete, since the probability that a geometric sample of length n has no ones is exponentially small.
In the case p = 1/2 this probability turns out to be exactly 1/2. The case of p = 1 2 is more interesting. In fact, in that case the sequence (p n ) does not have a limit, but exhibits small oscillations. An asymptotic expression for p n in the case of p = is derived in Section 3.
Some of the previous studies relating to combinatorics of geometric random variables are as follows. In [16] the number of left-to-right maxima was investigated in the model of words (strings) a 1 . . . a n , where the letters a i ∈ N are independently generated according to the geometric distribution. H.-K. Hwang and his collaborators obtained further results about this limiting behaviour in [3] . The two parameters 'value' and 'position' of the rth left-to-right maximum for geometric random variables were considered in a subsequent paper [13] . Other combinatorial questions have been considered by Prodinger in e.g. [17, 18] .
The combinatorics of geometric random variables has gained importance because of their applications in computer science. We mention just two areas: skiplists [4, 15, 19] and probabilistic counting [5, 12] .
The rest of this paper is organized as follows. In the forthcoming section we will show how to reduce the case of compositions to that of samples of geometric random variables. This is the main step in the proof of Theorem 1. In Section 3 we obtain a recurrence relation (3.1) for the probability that a sample of n geometric variables with parameter p is complete. Since for p = 1/2 this recurrence can be trivially solved, the proof of Theorem 1 is complete once this recurrence is derived. The rest of Section 3 is devoted to the analysis of the recurrence (3.1) for p = 1/2. We close with a short Section 4 containing a few remarks and comments.
Reduction to geometric samples
The starting point is the following representation of compositions of n (see e.g. [2] ). Consider sequences of n black and white dots subject to the following constraints (i) the last dot is always black (ii) each of the remaining n − 1 dots is black or white. Then there is a 1-1 correspondence between all such sequences and compositions of n. Namely, part sizes in a composition correspond to "waiting times" for occurrences of black dots. For example, the sequence
represents the composition of 12 into parts (1, 3, 2, 1, 1, 2, 2). As discussed e.g. in [8, 9] this leads to the following representation of random compositions. Let p = 1/2 and define
Then a randomly chosen composition κ of n has distribution given by
Furthermore, τ has known distribution, namely,
where Bin(m, p) denotes a binomial random variable with parameters m and p and d = stands for equality in distribution. Hence, τ is heavily concentrated around its mean. Specifically, since var(τ ) = var(Bin(n − 1, 1/2)) = (n − 1)/4, for every t > 0 we have (see
In particular, for t n ∼ √ cn ln n,
for any c > 0. Let P(κ ∈ C) be the probability that a random composition is complete. We proceed by series of refinements. First, we have
Indeed, the upper bound follows from
and since clearly P({κ ∈ C} ≥ P({κ ∈ C} ∩ {|τ − Eτ | < t n }), the lower bound holds, too. We now set m − n and m + n to be
We will argue that with overwhelming probability, κ is complete if and only if the first m − n of its parts are complete. Let A n = {|τ − Eτ | < t n } and for any m ≥ 1 letṼ m be a (random) set of values taken by the first m ofΓ's. That is
We will show that
This again follows by intersecting {κ ∈ C} ∩ A n with the set
and its complement and arguing that the latter intersection has negligible probability. To this end, note that
is the set of values taken by the first m geometric variables. Hence,
and it remains to estimate the probability of
We first show that with high probability the set V m − n −1 contains all the integers 1 through n . Indeed, if this is not the case then there exists a 1 ≤ j ≤ n such that for every 1 ≤ k < m − n , Γ k = j. The probability of this happening is
n −1 } with B n and its complement we once again see that
Substituting (2.6) into (2.5) and the result into (2.
This justifies our claim (2.2). Combining (2.2) with (2.1) yields
We now note that on the set
) is complete. This is because on that set τ > m − n so thatΓ j = Γ j for 1 ≤ j ≤ m − n and the remainingΓ k do not contribute new values. This means that
Finally, using again virtually the same argument as before we obtain that the latter probability is
thereby reducing the problem to samples of geometric random variables.
Geometric samples
Consider Γ = (Γ 1 , Γ 2 , . . . , Γ n ) a sample of n i.i.d. geometric random variables with parameter p. Let p n = P(Γ ∈ C) be the probability that (Γ 1 , . . . , Γ n ) is complete. To obtain a recurrence relation we condition on the number of Γ j 's that are equal to 1. Since being complete implies that there is at least one 1 among the values of Γ i 's, by the law of total probability we find that
We now observe that, given that j out of n Γ k 's are one, the sample is complete if and only if the remaining n − j variables take on all the values between 2 and their maximum. This is the same as to say that the sample (Γ k − 1) of length n − j is complete, given that all n − j of them are at least 2. But, by the memoryless property of geometric random variables, the conditional distribution of Γ k − 1 given that Γ k ≥ 2 is just that of Γ k . Since those of Γ k 's that are at least 2 remain independent, this just means that
substituting these two expressions and changing the order of summation by letting k = n − j, we obtain the following recurrence for p n 's:
Before continuing with the analysis of this recurrence, let us observe that the proof of Theorem 1 can be immediately completed by noticing that if p = 1/2 then the sequence p 0 = 1 and p k = 1/2 for k ≥ 1 is a solution of (3.1). Indeed, proceeding inductively we get
The case of p = 1/2 is more interesting. In fact, in that case the sequence (p n ) does not have a limit, but exhibits small oscillations. As illustrated in Figures 1,2,3 below, both the period and amplitude of the oscillations vary with the size of p. To treat this case we will follow an approach that became quite common in the analysis of certain algorithms (see e.g. numerous examples in [10, 20] ). In our presentation we follow [11] where functional equations similar to (3.2) below were studied. We Poissonize the problem by considering the Poisson transform of the sequence (p n ), analyse its asymptotics, and then we de-Poissonize to recover the asymptotics of (p n ). To carry out this program let P (z), for z complex, be the Poisson transform of (p n ). That is
Hence P (z) satisfies the following functional equation
where T (z) = e −z ∞ n=1 p n q n z n n!
, and since it is clear from (3.1) and the binomial formula that 0 ≤ p n ≤ 1, the series converges absolutely for every z. Moreover, for x ∈ R, T (x) = O(x) as x → 0 + and T (x) has exponential decay as x → ∞. Thus Mellin transform of T (x) exists in the strip −1, ∞ := {s ∈ C : −1 < (s) < ∞}. By direct iteration we obtain for every m ≥ 0
and by passing to a limit with m,
T (q j z) and taking Mellin transform we obtain
provided that series converges. Since this happens for (s) < 0, Q * (s) will exist in a strip −1, 0 . Inverting Mellin transform yields
for any −1 < c < 0. This integral can be evaluated with the aid of the residue theorem. Letting C M,R denote the rectangular contour with vertices c ± iM , and R ± iM , R > 0, M ∈ Z and accounting for the fact that the integral is taken clockwise we get
where the sum is taken over all residues enclosed by C M,R . Splitting the left hand side as c+iM c−iM
and noting that in view of the asymptotic formula
the second term becomes negligible as M → ∞, R > 0 is fixed, and x → ∞ (see e.g. [14, Section 5.2.2] for more details) we get
has simple poles whenever q −s = 1, i.e. at χ k = 2kπi/ ln(1/q), k = 0, ±1, ±2, . . . , with corresponding residues equal to
The main term comes from k = 0 and the remaining residues will contribute oscillatory terms of relatively small amplitude. In order to complete the proof we will need to de-Poissonize this result. Once this is done we will conclude that
The values T * (χ k ) are given by
Since the series converge geometrically fast, they can be evaluated numerically with the aid of (3.1). For example, setting k = 0 gives the main term
Its plot as a function of p is given in Figure 4 .
To de-Poissonize we use the fact that P (z) satisfies (3.2) which is a special case of [20, Theorem 10.5 ] (see also [10] ) with γ 1 (z) ≡ 0, γ 2 (z) ≡ 1, and t(z) = −T (z). Thus we need to verify conditions (10.28) -(10.32) of [20] . But this is straightforward: (10.28) holds for any β > 0, (10.29) holds as well, since
which is bounded by 1 provided (z)/|z| > q, which holds in a cone
(10.30) is trivial and (10.31) holds outside the cone since for z ∈ S θ , (z) < α|z| for some α < 1. Finally, (10.32) is true since
as long as q < α < 1 and |z| is large enough. Figure 4 . Plot of the non-oscillating limit term for p n for 0 ≤ p ≤ 1.
Further Remarks
(i) Since the number of compositions of n grows exponentially, a direct enumeration of the number of complete compositions for n > 20 is not practical. However by using the fact that a complete composition of n arises as a permutation of the parts in a complete partition of n, it is possible to extend the exact enumeration of complete compositions quite a bit further.
The following graph of the difference between the probability that a composition of n is complete and 1 2 for n = 21 . . . 70, shows what appears to be an interesting oscillating behaviour of the error that awaits further study. Moreover, the O(log 3/2 n/ √ n) error term we obtained cannot be significantly improved by our method. The picture suggests, however, that the error is of much smaller order. Figure 5 . Plot of the completeness probability minus 1/2 for 21 ≤ n ≤ 70.
(ii) As shown above the special case p = 1/2 does not have oscillations. This also follows from the asymptotic formula for p n in view of the fact that for p = 1/2 and χ k = 2kπi/ ln 2, 
(iii) It is interesting to investigate the amplitude of the oscillations on either side of the critical value p = 1/2. As shown in Figure 6 these become very small near to the critical value. For 0 ≤ p ≤ 1/2 the amplitude of the fluctuations increase steadily up until around p = 0.48 and then decrease rapidly to zero. For p ≥ 1/2 the amplitude of the fluctuations increase steadily and in general are orders of magnitude larger that for p < 1/2. 
