We consider a thin multidomain of R N , N ≥ 2, consisting of two vertical cylinders, one placed upon the other: the first one with given height and small cross section, the second one with small thickness and given cross section. In this multidomain we study the asymptotic behavior, when the volumes of the two cylinders vanish, of a Laplacian eigenvalue problem and of a L 2 -Hilbert orthonormal basis of eigenvectors. We derive the limit eigenvalue problem (which is well posed in the union of the limit domains, with respective dimension 1 and N − 1) and the limit basis. We discuss the limit models and we precise how these limits depend on the dimension N and on limit q of the ratio between the volumes of the two cylinders.
Introduction and main results
For every n ∈ N, let Ω n ⊂ R N , N ≥ 2, be a thin multidomain consisting of two vertical cylinders, one placed upon the other: the first one with constant height 1 and small cross section r n ω, the second one with small thickness h n and constant cross section ω, where ω is a bounded open connected set of R N −1 containing the origin 0 ′ of R N −1 and with smooth boundary, r n and h n are two small parameters converging to zero. Precisely, In Ω n consider the following eigenvalue problem:              −∆U n = λU n in Ω n , U n = 0 on Γ n = (r n ω × {1}) ∪ (∂ω×] − h n , 0[),
∂U n ∂ν = 0 on ∂Ω n \ Γ n , where ν denotes the exterior unit normal to Ω n . Remark that r n ω × {1} is the top of the upper cylinder, while ∂ω×] − h n , 0[ is the lateral surface of the second one.
It is well known (for instance, see Th. 6.2-1 in [15] ) that, for every n ∈ N, there exists an increasing diverging sequence of positive numbers {λ n,k } k∈N and a L 2 (Ω n )-Hilbert orthonormal basis {U n,k } k∈N , such that {λ n,k } k∈N forms the set of all the eigenvalues of Problem (1.1) and, for every k ∈ N, U n,k ∈ V n = {V ∈ H 1 (Ω n ) : V = 0 on Γ n } is an eigenvector of (1.1) with eigenvalue λ n,k . Moreover, λ n,k U n,k k∈N is a V n -Hilbert orthonormal basis, by equipping V n with the inner product: (U, V ) ∈ V n × V n → Ωn DUDV dx.
The aim of this paper is to study the asymptotic behavior of the sequences {(λ n,k , U n,k )} n∈N , for every k ∈ N, as n diverges.
We derive the limit eigenvalue problem (which is well posed in the union of the limit domains: ]0, 1[ and ω, with respective dimension: 1 and N − 1) and the limit basis, and we precise how these limits depend on the dimension N and on limit q = lim n h n r N −1 n of the ratio between the volumes of the two cylinders.
In the sequel, D stands for the gradient. Moreover, x = (x 1 , · · · , x N −1 , x N ) = (x ′ , x N ) denotes the generic point of R N , and D x ′ and D x N stand for the gradient with respect to the first N − 1 variables and for the derivative with respect to the last variable, respectively. Furthermore, if u depends only on one variable, u ′ and u ′′ stand for the first and second derivative, respectively.
If h n ≃ r N −1 n
, we obtain the following main result: 
with respect to the inner product:
If N ≥ 3, consider the following problems:
and
(1.8) , where N 0 = N ∪ {0}), and with {λ b k } k∈N the increasing sequence of all the eigenvalues of Problem (1.8), it is easily seen that:
As regards as the multiplicity, if λ is an eigenvalue only of Problem (1.7), then it is a simple eigenvalue of Problem (1.3) with eigenvector cos and Problem (1.7), then it is an eigenvalue of Problem (1.3) with multiplicity s + 1 and with linearly independent eigenvectors: (0, w
+ kπ x N , 0 , for some k ∈ N 0 . Roughly speaking, the eigenvalues of Problem (1.3) are obtained by gathering the eigenvalues of Problem (1.7) and the eigenvalues of Problem (1.8). Moreover, each eigenvalue preserves its multiplicity if it is eigenvalue only of Problem (1.7) or only of Problem (1.8); otherwise its multiplicity is obtained by adding the multiplicity as eigenvalue of Problem (1.7) and the multiplicity as eigenvalue of Problem (1.8).
The limit q of the ratio between the volumes of the two cylinders does not intervene in the limit eigenvalue Problem (1.3). It appears in the othonormal conditions: 10) where δ h,k is the Kronecker's delta. Moreover, it explicitly intervenes in the corrector result (1.6), and, by the previous othonormal conditions, also in the corrector result (1.5).
If N = 2, q appears also in the limit eigenvalue Problem (1.4). More precisely, if N = 2, the limit problem in ]0, 1[ is coupled with the limit problem in ω by the junction conditions:
An easy computation shows that the eigenvalues of Problem (1.4) are given by the positive solutions of the following equation: 
, we obtain the following result:
Then, there exists an increasing diverging sequence of positive numbers {λ k } k∈N satisfying (1.2) , and {λ k } k∈N is the set of all the eigenvalues of Problem (1.3) if N ≥ 3, of the following problem: 
satisfying (1.5) and (1.6) with q = 1, and
If N ≥ 3, one obtains the same result as in the previous case when q = 1 (see Theorem 1.1).
If N = 2, consider the following problems:
Then, with analogous considerations written when N ≥ 3 after Theorem 1.1, it results that the eigenvalues of Problem (1.11) are obtained by gathering the eigenvalues of these three problems, that is
and that the multiplicity of each eigenvalue is less or equal than 3. ≪ h n we obtain the following partial result (the result is complete for N = 2) :
Then, there exists an increasing diverging sequence of positive numbers {λ k } k∈N satisfying (1.2) , and {λ k } k∈N is the set of all the eigenvalues of Problem (1.3) if N ≥ 3, of the following problem:
There exists an increasing sequence of positive integer numbers {n i } i∈N and a sequence
, where
satisfying (1.5) and (1.6) with q = 1, and 
If N ≥ 3, assumption (1.12) and (1.13) reduce to
If N ≥ 3, one obtains the same result as in the previous cases when q = 1 or q = 0 (see Theorem 1.1 and Theorem 1.2).
If N = 2, by considering the following problems:
it is possible to repeat similarly the analysis written when N ≥ 3 after Theorem 1.1. Then, the eigenvalues of Problem (1.14) are obtained by gathering the eigenvalues of these two last problems, that is In summarizing:
• the limit eigenvalue problem reduces to a problem in ]0, 1[ and a problem in ω (recall that ω has dimension dimension N − 1).
• if N = 2, the limit eigenvalue problem depends on q and it is coupled if q ∈]0, +∞[, uncoupled if q = 0 or q = +∞. Also the limit eigenvector basis (and the orthonormal limit conditions) depends on q.
• If N ≥ 3 the limit eigenvalue problem is independent of q and it is uncoupled (at least in the considered cases, i.e. for h n ≪ −r 2 n log r n , if N = 3; for h n ≪ r 2 n , if N ≥ 4). The limit eigenvector basis (and the orthonormal limit conditions) depend on q. The orthonormal limit conditions coincide for q ∈ {0, 1, +∞}.
• If the limit eigenvalue problem is uncoupled (that is when N = 2 and q ∈ {0, +∞}, or when N ≥ 3), the limit eigenvalues are obtained by gathering the eigenvalues of a Laplace problem in ]0, 1[ and the eigenvalues of one or two Laplace problems in a domain of dimension N − 1 and by "adding the multiplicities".
Remark that, in all the previous theorems, by virtue of (1.2), the multiplicity of λ n,k , for n large enough, is less or equal than the multiplicity of λ k . Consequently, if λ k is simple, also λ n,k is simple, for n large enough. Then, by arguing as in [16] (see also [4] ), if λ k is simple, by fixing one of the two normalized eigenvectors u k of the limit problem with eigenvalue λ k , it is possible to choose, for n large enough, one of the two normalized eigenvectors U n,k ∈ V n of Problem (1.1) with eigenvalue λ n,k such that convergences (1.5) and (1.6) hold true for the whole sequence.
Point out that it is not necessary that the two cylinders are scaled to the same one or that the first cylinder has height 1. In fact, the results do not essentially change if one assumes
In Section 2, after having reformulated the problem on a fixed domain through appropriate rescalings of the kind proposed by P.G. Ciarlet and P. Destuynder in [3] , and having introduced suitable weighted inner products, by using the min-max Principle we obtain a priori estimates (with respect to n) for the sequences {λ n,k } k∈N (see Proposition 2.1). Then, by making use of the method of oscillating test functions, introduced by L. Tartar in [17] , by applying some results obtained by A. Gaudiello, B. Gustafsson, C. Lefter and J. Mossino in [6] and [7] and by adapting the techniques used by M. Vanninathan in [16] , we derive the limit eigenvalue problem and the limit of the rescaled basis, as n → +∞, in the case h n ≃ r For the study of thin multi-structures we refer to [2] , [3] , [4] , [11] , [12] , [13] , [14] and the references quoted therein. For a thin multi-structure as considered in this paper, we refer to [5] , [6] , [7] , [8] , [9] and [10] . For the study of the spectrum of the Laplace operator in a thin tube with a Dirichlet condition on its boundary we refer to [1] . For the study of the homogenization of the spectrum of the Laplace operator in a periodic perforated domain with different boundary conditions on the holes we refer to [16] . 
equipped with the inner product:
and let V n be the space:
The choice of H n and V n will be justified in the proof of Theorem 1.1, at the end of this section. Now, remark that the norm induced on V n by the inner product a n (·, ·) is equivalent to the
results that V n is dense in H n . Then, (for instance, see Th. 6.2-1 and Th. 6.2-2 in [15] ) for every n ∈ N, there exists an increasing diverging sequence of positive numbers {λ n,k } k∈N and a H n -Hilbert orthonormal basis {u n,k } k∈N , such that {λ n,k } k∈N forms the set of all the eigenvalues of the following problem: 5) and, for every k ∈ N, u n,k ∈ V n is an eigenvector of (2.5) with eigenvalue λ n,k . Moreover,
is a V n -Hilbert orthonormal basis. Furthermore, for every k ∈ N, λ n,k is characterized by the following min-max Principle:
where F k is the set of the subspaces E k of V n with dimension k. The min-max Principle provides the following a priori estimates for the eigenvalues of Problem (2.5):
Proposition 2.1. For every n, k ∈ N, let λ n,k be as above. Then, it results that
Proof. It is well known that {j 2 π 2 } j∈N is the sequence of the eigenvalues of the following problem:
subspace of V n of dimension k. Consequently, by applying the min-max Principle (2.6), it results that:
Remark 2.2. By examining the previous proof, it is evident that estimate (2.7) holds again true, if one replaces (·, ·) n and a n (·, ·) with c n (·, ·) n and c n a n (·, ·), respectively, where
By using a diagonal argument, the following result is an immediate consequence of Proposition 2.1. Corollary 2.3. For every n, k ∈ N, let λ n,k be as above. Then, there exists an increasing sequence of positive integer numbers {n i } i∈N and an increasing sequence of no negative numbers {λ k } k∈N , such that lim
Remark 2.4. In the sequel it will be shown that {λ k } k∈N is a sequence of positive numbers and the convergence holds true for the whole sequence {λ n,k } n∈N .
To characterize the sequence {λ k } k∈N , consider the following limit:
which exists always for a subsequence. If 10) in the space:
introduce the inner product: 12) and in the space:
introduce the inner product:
(2.14)
Remark that the norm induced on V by the inner product α q (·, ·) is equivalent to the (
Consequently, V is continuously and compactly embedded into H. Moreover, since
, it results that V is dense in H. Then, one can consider the following eigenvalue problem: 
16)
as n → +∞. Furthermore, {λ
The proof will be performed in three steps.
Step 1. This step is devoted to derive the limit eigenvalue problem.
It results that
By choosing v = u n,k in (2.19), and by taking into account (2.20) and Proposition 2.1, it follows that
Consequently, by virtue of definition (2.4) of a n and of assumptions (2.1), (2.9) and (2.10), by applying Proposition 2.1 in [6] (which permits to obtain the junction condition when N = 2) and by using a diagonal argument, it is easily seen that there exists an increasing sequence of positive integer numbers {n i } i∈N , an increasing sequence of no negative numbers {λ k } k∈N and a sequence {u k } k∈N ⊂ V (depending possibly on the selected subsequence {n i } i∈N ) such that lim
as i → +∞. By passing to the limit in (2.19) and (2.20), as n i → +∞, by making use of (2.9), (2.10), (2.22), (2.23), and by applying the Dirichlet version of Theorem 1.1 in [7] (see also Remark 1.4 in [7] ), with f = λ k u k , it turns out that (2.16)÷(2.18) hold true and
In particular, (2.24) and (2.25) provide that
Hence, {λ k } k∈N is a sequence of positive numbers. Moreover, remark that
In fact, or (2.26) holds true, or {λ k } k∈N is a finite set. In the second case, by virtue of (2.25), Problem (2.24) would admit an eigenvalue of infinite multiplicity. But this is not possible, due to the Fredholm's alternative Theorem.
Step 2. This step is devoted to prove that there not exist (u, λ) ∈ V × R satisfying the following problem:
(2.27)
To this aim, the proof of Theorem 9.2 in [16] (see also [4] ) will be adapted to our case. By arguing by contradiction, assume that there exists (u, λ) ∈ V × R satisfying Problem (2.27).
First, remark that (2.26) provides the existence of k ∈ N such that
For every n ∈ N, let ϕ n be the solution of the following problem:
Then, the Dirichlet version of Theorem 1.1 in [7] (see also Remark 1.4 in [7] ), with f = λu, entails the existence of ϕ ∈ V such that
as n → +∞, and
(2.31)
By comparing (2.27) with (2.31) and by virtue of the uniqueness of ϕ, it turns out that
Then, by virtue of (2.20), it results that
Consequently, by recalling that λ
is a V n -Hilbert orthonormal basis, that u n,k solves Problem (2.19), that {λ n,k } k∈N is an increasing sequence and that {u n,k } k∈N is a H nHilbert orthonormal basis, it follows that
In what concerns the first term in (2.33),
(ϕ n , u n,k ) n (ϕ n , u n,j ) n a n (u n,k , u n,j ), ∀n ∈ N.
from which, by virtue of (2.29), (2.19) and (2.20), it follows that
Consequently, by virtue of (2.9), (2.10), (2.30), (2.32), (2.16), (2.22) and (2.27), it results that
In what concerns the last term in (2.33), equalities (2.20) provide that
Consequently, by virtue of (2.9), (2.10), (2.30), (2.32), (2.16), (2.27), it results that k u k } k∈N is an orthonormal sequence in (V, α q ), and, for every k ∈ N, u k is an eigenvector for Problem (2.24), with eigenvalue λ k .
Indeed, the sequence {λ k } k∈N forms the whole set of the eigenvalues of Problem (2.24). In fact, if λ / ∈ {λ k } k∈N is another eigenvalue of Problem (2.24) and u ∈ V is a corresponding eigenvector (which can be assumed H-normalized), it results that
which is in contradiction with the statement of Step 2.
It remains to prove that the set of the finite combinations of elements of {λ (V, α q ) , which provides that the set of the finite combinations of elements of {u k } k∈N is dense in (H, [·, ·] q ), since V is continuously embedded into H, with dense inclusion.
It is well known that (V, α q ) has a Hilbert orthonormal basis of eigenvectors of Problem (2.15) (for instance, see Th. 6.2-1 in [15] ). Consequently, by denoting with {µ i } i∈N the sequence of all different eigenvalues of Problem (2.15) (i.e. µ i = µ j for i = j) and with {E i } i∈N the sequence of the spaces of the associated eigenvectors, it results that the vectorial space generated by {E i } i∈N is dense in (V, α q ). Recall that, for every i ∈ N, E i has finite dimension and E i is orthogonal to E j (with respect to α q ) if i = j. Then, to conclude it is enough to show that, for every i ∈ N, an orthonormal basis (with respect to α q ) of E i is included in {λ
This last property will be proved by arguing by contradiction. If it is not true, there exist i ∈ N and u ∈ E i such that α q (µ In conclusion, since the sequence {λ k } k∈N can be characterized by the min-max Principle (for instance, see Th. 6.2-2 in [15] ), for every k ∈ N, convergence (2.22) holds true for the whole sequence {λ n,k } n∈N .
Proof of Theorem 1.1. As it is usual (see [3] ), Problem (1.1) can be reformulated on a fixed domain through an appropriate rescaling which maps Ω n into Ω = ω×] − 1, 1[. Namely, by setting
it results that, for every n ∈ N, {λ n,k } k∈N forms the set of all the eigenvalues of Problem (2.5), u n,k = r N−1 2 n u n,k ∈ V n is an eigenvector of (2.5) with eigenvalue λ n,k , {u n,k } k∈N is a H n -Hilbert orthonormal basis and λ For every n, k ∈ N, let λ n,k be as in Section 2. The aim of this section is to investigate the limit behavior, as n → +∞, of {λ n,k } n∈N , under the assumption:
Let H 0 be the space H given in (2.11) equipped with the inner product [·, ·] 1 defined by (2.12) with q = 1. Moreover, let
equipped with the H 1 0 (ω)-norm, and V 0 be the space
equipped with the inner product α 1 defined by (2.14) with q = 1. Remark that V 0 is continuously and compactly embedded into H 0 , with dense inclusion. Let
then the following density result holds true:
Proof. We sketch the proof. The density result is obvious if N = 2. Assume N > 2 and let {ε n } n∈N ⊂ R, {η n } n∈N ⊂ R and {ϕ n } n∈N ⊂ C(R N −1 ) three sequences such that, for every n ∈ N, 0 < ε n < η n < dist(0 ′ , ∂ω), ϕ n = 1 in {x 
it follows that v n → v strongly in H 1 0 (ω). Consider the eigenvalue problem: 
is a Hilbert orthonormal basis for the space V n equipped with the inner product r N −1 n h n a n (·, ·) and, for every 
and {λ k } k∈N is the set of all the eigenvalues of Problem (3.2) , (3.3) , (3.5) . Moreover, there exists an increasing sequence of positive integer numbers {n i } i∈N and an H 0 -Hilbert orthonormal basis (3.3) , (3.5) , with eigenvalue λ k , and
We sketch the proof.
By multiplying (2.5) by r
Moreover, since {u n,k } k∈N is a Hilbert orthonormal basis for the space H n equipped with the inner product r
where δ h,k is defined in (2.21) By choosing v = u n,k in (3.8), and by taking into account (3.9), Proposition 2.1 and Remark 2.2, it follows that
Consequently, by virtue of definition (2.4) of a n and of assumption (2.1), and by using a diagonal argument, it is easily seen that there exists an increasing sequence of positive integer numbers {n i } i∈N , an increasing sequence of no negative numbers {λ k } k∈N , a sequence
as i → +∞. To obtain u k ∈ V 0 , for every k ∈ N, it remains to prove that
Indeed, statement (2.4) in [6] (which holds true also if q = 0!) gets
Then, by combining (3.14) with the first line in (3.11), and by taking into account that u a
e. in ω and (3.1), one obtains that
that is (3.13). Now, by passing to the limit, as
and by making use of (3.10) and of the second line of (3.11), it turns out that
and, consequently, by virtue of Proposition 3.1,
On the other hand, by passing to the limit, as n i → +∞, in
neighbourhood of 0 ′ , and by making use of (3.10) and of (3.11), it turns out that
By adding (3.15) to (3.16), one obtains that
Finally, by passing to the limit, as n i → +∞, in (3.9) , and by making use of (3.11) and (3.17), it turns out that . By choosing v = u n,k as test function in (3.8) , by replacing n with n i , by passing to the lim inf as i diverges, by taking into account of (3.10), (3.11), (3.12) and (3.18), and by using a l.s.c. argument it results that
which provides that ξ
The strong convergences in (3.6) and (3.7) follows from (3.11), (3.12), (3.19) and from the convergence of the energies:
As in Step 2 of the proof of Theorem 2.5, by arguing by contradiction, one can show that there not exist (u, λ) ∈ V 0 × R satisfying the following problem:
Precisely, assume that there exists (u, λ) ∈ V 0 × R satisfying (3.21). Let k ∈ N be such that
and, for every n ∈ N, let ϕ n be the solution of the following problem:
where u = (u a , u b ). Then, it is easy to prove that
as n → +∞. Moreover, for every n ∈ N, set
Then, by proceeding as in the proof of Step 2 of Theorem 2.5, but by taking care to replace (·, ·) n with r N −1 n h n (·, ·) n and a n (·, ·) with r N −1 n h n a n (·, ·), one reaches a contradiction.
To complete the proof, one can argue as Step 3 of the proof of Theorem 2.5. h n a n (·, ·),
and, for every k ∈ N, u n,k is an eigenvector of (2.5) with eigenvalue λ n,k . Then, by applying Theorem 3.2, it follows that
as n → +∞, where {λ k } k∈N and {(u 
= +∞
For every n, k ∈ N, let λ n,k be as in Section 2. The aim of this section is to investigate the asymptotic behavior, as n → +∞, of {λ n,k } n∈N , under the assumption:
Indeed, in this case, only a partial result is obtained. Precisely, for N = 2, the limit eigenvalue problem is completely derived; while, for N ≥ 3, it is obtained only under the additional assumption:
As in Section 3, let H 0 be the space H given in (2.11) equipped with the inner product [·, ·] 1 defined by (2.12) with q = 1. Moreover, let V ∞ be the space:
equipped with the inner product α 1 defined by (2.14) with q = 1. Remark that V ∞ is continuously and compactly embedded into H 0 , with dense inclusion. Consider the following eigenvalue problem: (4.4) , with eigenvalue λ k , and
as n → +∞. Furthermore, {λ 
Consequently, by virtue of definition (2.4) of a n and of assumption (2.1), and by using a diagonal argument, it is easily seen that there exists an increasing sequence of positive integer numbers {n i } i∈N , an increasing sequence of no negative numbers {λ k } k∈N , a sequence 
as i → +∞.
To obtain u k ∈ V ∞ , for every k ∈ N, it remains to prove that By taking into account that u b n,k → 0 strongly in H 1 (Ω b ) and that ∂u
Consequently, by passing to the limit as i → +∞, and by making use of (4.1) and (4.10)÷(4.11), one achieves if N = 2. Finally, by passing to the limit, as n i → +∞, in (4.8) , and by making use of (4.11) and (4.17), it turns out that Now, assume N ≥ 4. Let {ϕ n } n∈N ⊂ C(R N −1 ) be a sequence such that, for every n ∈ N, ϕ n = 1 in {x
r n ≤ |x ′ | ≤ 2r n }), 0 ≤ ϕ n ≤ 1, 
