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Abstract
Neural networks can efficiently encode the probability distribution of errors in an error correcting code.
Moreover, these distributions can be conditioned on the syndromes of the corresponding errors. This paves
a path forward for a decoder that employs a neural network to calculate the conditional distribution, then
sample from the distribution - the sample will be the predicted error for the given syndrome. We present
an implementation of such an algorithm that can be applied to any stabilizer code. Testing it on the
toric code, it has higher threshold than a number of known decoders thanks to naturally finding the most
probable error and accounting for correlations between errors.
Constructing a physical computing machine,
whether a classical or a quantum one, requires, in-
escapably, the implementation of an error correcting
mechanism that guards against the noise picked up
from the environment and the imperfections in the
operations being performed [1, 2, 3]. Early in the
development of both classical and quantum comput-
ers, “threshold” theorems were proven to show the
existence of encoding schemes which reliably store
and process information in a “logical” set of bits (or
qubits), by encoding it redundantly on top of a bigger
set of less reliable “physical” bits (or qubits), as long
as the error rate on the physical layer is smaller than a
fixed threshold [4, 5]. The vast majority of quantum
error correcting codes fall in the class of stabilizer
codes (a generalization of the classical linear codes)
[6]. They are characterized by the group of stabilizer
operators that preserve the logical states (similarly to
the list of constraints represented by the parity check
matrix H for classical linear codes). The list of non-
trivial stabilizer operator measurements (or violated
parity constraints for a classical code) is called the
syndrome of the error. While providing for efficient
encoding, linear and stabilizer codes do not neces-
sarily have known efficient decoding algorithms that
can deduce from a given syndrome what errors have
occurred.
In the general case decoding a stabilizer code is an
NP-hard problem. An active area of research is the
design of codes with some additional algebraic struc-
ture that permits efficient decoders, but still retains
high rates (ratio of logical to physical qubits) with
acceptable distances (maximal number of correctable
errors on the physical qubits). Schemes like the CSS
approach [7, 8, 9] permit the creation of quantum
codes from classical codes, but they do not guarantee
that the decoder that worked for the classical code
still works for the quantum one. A particularly in-
teresting example is the class of LDPC codes [10, 11]
which are high-performing classical codes with effi-
cient decoders, however those decoders do not work
for the quantum LDPC codes [12].
Here we present a decoding algorithm that can be
applied to any stabilizer code — the decoder employs
machine learning techniques to “learn” any structures
that would make the approximate decoding problem
easier than the general NP-hard decoding problem: it
“learns” the probability distributions of errors condi-
tioned on a given syndrome and efficiently uses sam-
ples from that distribution in order to predict prob-
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Figure 1: Quantum Error Correcting Codes. A very general class of QEC codes is the class stabilizer
codes, defined by the stabilizer subgroup of the physical qubits that leaves the state of the logical qubits
unperturbed. Our neural architecture can be readily applied to such codes, however many codes of practical
interest (like the one we are testing against) have additional structure that would be interesting to consider.
The example in (a) shows a small patch of a toric code, which is a CSS code (the stabilizer operators are
products of only Z or only X operators, permitting us to talk of Z and X syndromes separately). Moreover,
the toric code possesses a lattice structure that provides for a variety of decoders designed to exploit that
structure. Our decoder, depicted in (b), does not have built-in knowledge of that structure, rather it learns it
through training. Due to size constraints, the depictions present only a small subset of all qubit or syndrome
nodes.
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able errors. The conditional probability distribution
is encoded in a deep neural network. The “learning”
involves training the neural network on pairs of er-
rors and corresponding syndromes (generated from
an error model for the physical qubits and a parity
check matrix for the code in use). We test the algo-
rithm on the toric code (figure 1a) definied on a two-
dimensional lattice on a torus [13]. Since the toric
code has low-weight local stabilizers, it is also a quan-
tum LDPC code with structure that impedes typi-
cal belief propagation algorithms. Our decoder sig-
nificantly outperforms the standard “minimal-weight
perfect matching” (MWPM) decoder [14, 15]. More-
over, it has comparable threshold with the best renor-
malization group decoders [16]. For code-sizes up to
200 physical qubits the decoder is practical and we
discuss how to extend our neural network architec-
ture to negate the inefficiencies that kick in at that
stage.
Machine learning techniques, specifically neural
networks, have been gaining popularity over the last
year, in particular with the recent developments in
using restricted Boltzmann machines for describing
the ground state of many-body systems [17] or con-
volutional networks for identifying phases of matter
[18]. A preprint on the use of restricted Boltzmann
machines to decoding the toric code has been avail-
able for a few months as well [19], however that archi-
tecture does not yet outperform known decoders like
MWPM and has been tested only on the Z syndrome
on lattices no bigger than 5-by-5. At the time of sub-
mission of this manuscript two other related preprints
were made available: a fast neural network decoder
for small surface codes, that however also does not
significantly outperform MWPM [20], and a recur-
rent neural network decoder outperforming MWPM
as evaluated on a 17 qubit surface code [21]. It is
worth noting as well that over the last few months
work has started on deep learning methods for de-
coding classical algebraic codes [22].
Results
For testing purposes we trained our neural decoder
(depicted in figure 1b) on the toric code, which al-
Figure 2: Decoder performance for toric codes
of distances 5 and 7. The x axis is the depolariza-
tion rate of the physical qubits (the probability that
an X, Y, or Z error has occurred), while the y axis
is the fraction of properly decoded code iterations
(the conjugate of the logical error rate). The neural
network decoder (rectangular markers) significantly
outperforms the minimal weight perfect matching de-
coder (triangular markers), both in terms of thresh-
old and logical error rate. For the above plots, neural
networks with 18 hidden layers were used.
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ready has a number of known decoding algorithms
specifically tuned for its lattice structure. The evalu-
ation was done under the depolarization error model.
Our algorithm significantly outperforms the standard
MWPM decoder. The comparison of the two de-
coders in figure 2 shows a threshold single-qubit error
which is nearly 2 percentage points higher for the new
algorithm (around 16.4% for the depolarization error
model), and the fraction of correctly decoded errors is
consistently around 10 percentage points higher than
the fraction of errors corrected by MWPM. Further-
more, the neural decoder threshold compares favor-
ably to renormalization group decoders [16] (thresh-
old of 15.2%), and decoders explicitly tuned to cor-
relations between Z and X errors [23] (threshold of
13.3% for a triangular lattice, as it is tuned for asym-
metric codes). To our knowledge only a renormaliza-
tion group decoder [24] enhanced by a sparse code
decoder [12] reaches a similar threshold (16.4%). It
is worth noting that the sampling procedure in our
decoder makes it impractically slow for codes of more
than 200 physical qubits, while other decoders remain
practical. On the other hand, the neural architec-
ture is versatile enough to be applied to any stabi-
lizer code, unlike the other decoders discussed here,
which are limited to only topological codes. The best
of both worlds — record threshold and fast decoding
— should be achievable if we couple the renormaliza-
tion decoder of [24] with our neural decoder (instead
of the currently suggested sparse code decoder [12]),
however this will be applicable only to topological
codes. We discuss other ways to avoid the inefficien-
cies in our decoder without compromising its ability
to “learn” to decode any stabilizer code.
After being properly trained for a given error rate
of a particular error model, the neural network at
the heart of our decoder becomes a compact approx-
imate representation of the probability distribution
of errors that can occur. The decoding algorithm
consist of inputing the measured syndrome in the
neural network, interpreting the output as a prob-
ability distribution of the errors conditioned on the
given syndrome, and repeatedly sampling from that
distribution. The performance of the decoder scales
monotonically with the size of the network, up to a
point of diminishing returns where using more than
about 15 hidden layers (for a distance 5 code) stops
providing improvements.
The significant gain in the threshold value relative
to some known decoders can be traced to two char-
acteristics of the neural network (discussed in more
details in the Methods section). Firstly, the neural
network is trained on (stabilizer, error) pairs gener-
ated from the error model, therefore it is optimized
directly for producing “most probable error”, not for
finding an imperfect proxy like “error with lowest en-
ergy” as is the case for MWPM. Secondly (depicted
in figure 3), it learns the Z and X stabilizers together,
hence it can encode correlations between them in its
structure. Namely, in a typical depolarization error
models, one third of the errors are Y errors (equiva-
lent to both X and Z error happening), therefore the
knowledge of this correlation can be a useful resource
for decoding. Other decoders need significant modi-
fications to even partially employ those correlations
in decoding [23].
Methods
Neural networks are particularly efficient tools for
function approximation [25], where a function f :
x→ f(x) is to be learned from large amount of train-
ing data given in the form of pairs (x, f(x)). The in-
put x is set as the value of the input layer of neurons.
Each of those neurons is connected through axons
with each neuron of the next layer (the first “hidden”
layer). Multiple hidden layers of neurons can be con-
nected together in this fashion in order to construct a
deeper neural network. The last layer of the network
is the output layer - its value represents flearned(x).
The value of a neuron (i.e. its activation value) is
calculated as a weighted sum of the activation val-
ues of the neurons connected to it from the previous
layer. That sum is then passed through a non-linear
function (called the activation function). This acti-
vation value is then further passed on to the neurons
of the next layer, where the process is repeated until
it reaches the output layer. The weights in the sums
(i.e. the strength of connections between the neu-
rons) are parameters which are optimized through
stochastic gradient descent in order to minimize the
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Figure 3: Correlations learned by the neural
network. The neural network and MWPM decoder
performances for a distance 5 code from figure 2 are
repeated in this plot. To visualize the importance of
taking into account correlations between errors, we
also plot the square of the “corrected fraction” for a
neural and a MWPM decoder decoding only the Z
stabilizer (this neural decoder was trained only on
Z stabilizer data). The neural decoders outperforms
MWPM both when decoding only the Z stabilizer and
when decoding Z and X together. If there were no
correlations between errors then the squared value
for decoding Z would be the same as the value for
decoding both Z and X for each decoder. However,
the difference is much more substantial between the
two neural decoders, demonstrating the limitations
of MWPM and similar decoders that do not account
for correlations.
distance between flearned and f calculated on the
training data. The choice of activation function, the
size of the hidden layers, and the step size for gra-
dient descent (also called the hyperparameters) are
decided in advance, before training. Current best
practices include performing a random search to find
the best hyperparameters.
In the particular case of decoding a stabilizer quan-
tum error correcting code we want to map syndromes
to corresponding physical errors, hence, we take the
input layer to be the syndrome (obtained from mea-
suring the stabilizers). For instance, for a toric code
of lattice size 9-by-9 we have to measure 81 plaquette
operators and 81 star operators for a total of 162 in-
put neurons (having value 0 if the syndrome is trivial
and 1 if not). Similarly, we set the output layer to be
the prediction for what physical errors occurred (typ-
ically represented in the Heisenberg picture, thanks
to the Gottesman–Knill theorem). Using the same
example, we have 162 physical qubits and we need to
track their eigenvalues under both Z and X operators,
requiring a total of 324 output neurons (having value
0 if no error has occurred and value 1 otherwise).
To completely define the neural network architec-
ture we set the activation functions of the hidden
layers to tanh and the activation of the output layer
to the sigmoid function σ(x) = (1− e−x)−1 ∈ [0, 1].
The size of the hidden layer was set to four times the
size of the input layer. These decisions were reached
after an exhaustive search over possible hyperparam-
eters tested on toric codes of distance 3 to 6, and
proved to work well for bigger codes as well. The
number of hidden layers was varied - deeper networks
produce better approximations up to a point of di-
minishing returns around 15 layers. The step size
for the gradient descent (a.k.a. the learning rate)
was annealed - gradually lowered, in order to per-
mit rapidly reaching the minimum. The distance
measure between training and evaluation data that
is being minimized by the gradient descent is their
binary crossentropy (a measure of difference between
two probability distributions discussed below).
The training was done over one billion (syndrome,
error) pairs in batches of 512, taking about a day of
GPU wall time for a 5-by-5 toric code. The pairs
were generating on the fly, by first generating a sam-
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ple error from the given error model (this training set
can also be efficiently generated directly on the ex-
perimental hardware), and then obtaining the corre-
sponding syndrome by a dot product with the parity
check matrix. The error model used for each physi-
cal qubit was qubit depolarization, parametrized by
qubit fidelity p - the probability of no error happening
on a given qubit, or equivalently depolarization rate
1 − p. Under this model, Z, X, and Y (consecutive
Z and X) errors had equal probabilities of 1/3(1− p).
For each value of p we trained a new network, how-
ever the results showed some robustness to testing a
neural network at an error rate different from the one
at which it was trained.
The performance of the network was improved if we
normalize the input values to have an average of 0 and
a standard deviation of 1. For a depolarization error
rate 1−p, the rate at which a Z eigenvalue flips is Pe =
2/3(1−p) and independently the rate for X flips is the
same. In the example of the toric code the rate of
non-trivial stabilizer measurements will be the same
for Z and for X, namely Ps = 4q3(1− q) + 4q(1− q)3
and the variance will be Vs = Ps − P 2s .
At this point we have not discussed yet how to
use the fully trained neural network in decoding. A
trained network can efficiently evaluate the approx-
imation of the decoding function (from here on re-
ferred to as DECODE : syndrome → error), so all
Alice needs to do in order to perform error correction
on her quantum memory is to measure the syndrome
and run the neural network forward to evaluate
DECODE(syndrome). However, the neural network
is a continuous function and an imperfect approxi-
mation, therefore the values in DECODE(syndrome)
will not be discrete zeros and ones, rather they will
be real numbers between zero and one. A common
way to use and interpret those values is to view them
as a probability distribution over possible errors, i.e.
the i-th value in the array DECODE(syndrome) is a
real number between zero and one equal to the prob-
ability of the i-th qubit experiencing a flip (half of
the array corresponds to Z errors and half of the ar-
ray corresponds to X errors). This interpretation is
reinforced by our use of binary crossentropy as an op-
timization target during training. In order to deduce
what error has occurred we sample this probability
distribution. We verify the correctness of the sample
by computing the syndrome that the predicted error
would cause - if it differs from the given syndrome we
resample. This sampling procedure is present in [19]
as well, however we further employ a simple “hard
decision belief propagation / message passing” sam-
pling, which can speed up the sampling process by an
order of magnitude: we resample only the qubits tak-
ing part in the stabilizer measurement corresponding
to the incorrect elements of the syndrome (see fig-
ure 4).
Data Availability The code for building, training,
and evaluating the neural network decoder is pub-
licly available on the authors’ web page, and shell
scripts with the parameters for the presented figures
are available upon request. Pretrained neural net-
works can be provided as well.
Discussion
On first sight our decoder implementation can look
like a look-up table implementation, however we
would like to stress the immense compression of data
that the neural network achieves. Firstly, one can
consider the size of the neural network itself. For a
code on N physical qubits the number of parame-
ters needed to describe a neural decoder of L layers
will be O (N2L) or on the order of thousands for the
codes we tested. Moreover, the size of the training
dataset for the codes we tested did not exceed 10 bil-
lion, and it can be made orders of magnitude smaller
if we reuse samples in the stochastic gradient descent
(a common approach taken in training). On the other
hand, the size of a complete lookup table would be on
the order of O (4N). Even if we take only the most
probable errors (and discard the errors that have less
than 5% chance of occurring), at depolarization rate
of 0.1 we need a lookup table bigger than 1012 for
a distance 5 toric code (50 qubits), bigger than 1023
for distance 7 toric code (98 qubits), and bigger than
1037 for distance 9 toric code (162 qubits).
Thanks to this compression, to the direct optimiza-
tion for most probable error, and to the ease of in-
cluding knowledge of error correlations in the decod-
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Figure 4: Sampling the neural network. (Ar-
rays in the diagram are in bold font, H is the parity
check matrix of the code) After the neural network
is trained its output can efficiently be evaluated for
any given syndrome s. The output array E is in-
terpreted as a list of probabilities for each qubit for
an error to have happened. An array e (whether an
error occurred at each qubit) is sampled from E. In
the loop we check whether the guess e actually pro-
duces the same syndrome as the initially given one.
If not, we resample only the qubits taking part in
the stabilizer measurement corresponding to the in-
correct elements of the syndrome. If the loop runs
for more than a set number of iterations we declare
failure to decode (a detected, however not corrected,
error). As for any other decoding algorithm the final
result may be wrong if the total error that occurred
is of particularly low probability (i.e. of high weight).
In the case of a general stabilizer code H stands for
the list of stabilizer operators.
ing procedure, the algorithm presented here is one of
the best choices for decoding stabilizer codes of less
than 200 qubits. While we used the toric code for
our testing, there is nothing in our design that has
knowledge of the specific structure of that code - the
neural decoder can be applied to the decoding of any
stabilizer code.
Due to the probabilistic nature of the sampling, the
decoder becomes impractically inefficient for codes
bigger than roughly 200 qubits as one can see in fig-
ure 5. This can be attributed to two characteristics
of our algorithm: we use a simple hard-decision mes-
sage passing algorithm in our sampling instead of a
more advanced belief propagation algorithm seeded
by output of the neural network; additionally, our
neural network learns only the marginal probabili-
ties for errors on each qubit, without providing the
correlations between those errors. A more advanced
neural network could address this problem by provid-
ing correlation information in its output layer. Our
focus forward goes beyond that: we can consider re-
current generative networks [26] that have the belief
propagation as part of their recurrent structure.
While this decoder is general and it can be ap-
plied to any stabilizer code, one can also design neu-
ral network architectures that specifically exploit the
lattice structure and translational symmetry of the
toric code. For instance, convolutional neural net-
works are well adapted for processing 2D data. More-
over thanks to the translational symmetry one can
envision a decoder that is trained on a fixed patch
of the code and it can be used for toric codes of any
size. As already mentioned, our decoder can read-
ily replace the sparse code decoder [12] used as part
of the renormalization group decoder of [24], hence
providing great decoding speed and high threshold
values.
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Supplementary Materials
Performance of sampling through “hard-
decision message passing”
In the main text we mention that sampling from the
neural network can be done in two different manners:
either through naive resampling in which the entire
“candidate error vector” sample is scraped if it does
not reproduce the measured syndrome or through
a more advanced “hard-decision message passing”
which provides for a significant speedup. The mes-
sage passing works by checking which qubits belong
to the violated syndrome components (i.e. which
variable nodes are connected to the active check
nodes on the Tanner graph) - in the resampling step,
only those qubits are resampled, hence preserving the
already properly decoded components of the error
vector. The following figure, similar to the figures
in the main text, demonstrates the speedup for a re-
sampling performed on a deep network decoding the
5x5 code. In order to also compare the hard-decision
message sampling on its own, without the use of a
neural network (i.e. the way message passing is cur-
rently used in classical LDPC decoders), we also show
a curve where the message passing sampler is run
on an untrained network (as expected, it performs
poorly - it is known that message passing on its own
does not work well for quantum LDPC codes due to
the presence of 4-cycles in the Tanner graph).
Performance vs depth of the neural network
The following figure, similar in style to figures in the
main text, shows the growth in performance as we
increase the depth of the neural network (the exam-
ple is for a 5x5 toric code). As discussed, a point
of diminishing returns is reached, where the expense
of adding more layers outweighs the minor gains in
performance.
Software package
The software described in the main text is available
from the authors. It is based on the Keras and Ten-
sorflow NN libraries and can run on GPU accelera-
tors. The software provides independent command
line utilities that can be used to design and evalu-
ate deep neural network decoders with arbitrary hy-
perparameters. Upon request we would be happy to
provide pretrained networks for any reasonably sized
code of interest.
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