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Stephen Semmes
Rice University
Abstract
Here we look at (collections of) semimetrics and seminorms, including
their ultrametric versions. In particular, we are concerned with geometric
properties related to connectedness and topological dimension 0.
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Part I
Semimetrics and seminorms
1 Semimetrics
Let X be a set, and let d(x, y) be a nonnegative real-valued function defined for
x, y ∈ X . We say that d(x, y) is a semimetric on X if
d(x, x) = 0(1.1)
for every x ∈ X ,
d(x, y) = d(y, x)(1.2)
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for every x, y ∈ X , and
d(x, z) ≤ d(x, y) + d(y, z)(1.3)
for every x, y, z ∈ X . Of course, (1.3) is known as the triangle inequality. If we
also have that
d(x, y) > 0(1.4)
for every x, y ∈ X with x 6= y, then d(x, y) is said to be a metric on X .
Let d(·, ·) be a semimetric on X , let x be an element of X , and let r be a
positive real number. The open ball in X centered at x with radius r associated
to d(·, ·) is defined as usual by
B(x, r) = Bd(x, r) = {y ∈ X : d(x, y) < r}.(1.5)
If y ∈ B(x, r), then t = r − d(x, y) > 0, and it is easy to see that
B(y, t) ⊆ B(x, r),(1.6)
using the triangle inequality.
A set U ⊆ X is said to be an open set with respect to the semimetric d(·, ·)
if for each x ∈ U there is an r > 0 such that
B(x, r) ⊆ U.(1.7)
It is well known and easy to check that this defines a topology on X . Note that
open balls in X with respect to d(·, ·) are open sets, by (1.6). The collection of
open balls with respect to d(·, ·) centered at a point x ∈ X is a local base for the
topology of X determined by d(·, ·) at x, and the collection of all open balls in
X with respect to d(·, ·) is a base for the topology on X determined by d(·, ·). If
d(·, ·) is a metric on X , then X is Hausdorff with respect to the corresponding
topology.
Similarly, the closed ball in X centered at a point x ∈ X with radius r ≥ 0
with respect to a semimetric d(·, ·) is defined by
B(x, r) = Bd(x, r) = {y ∈ X : d(x, y) ≤ r}.(1.8)
Put
V (x, r) = X \B(x, r) = {y ∈ X : d(x, y) > r}.(1.9)
If y ∈ V (x, r), then t = d(x, y)− r > 0, and one can check that
B(y, t) ⊆ V (x, r),(1.10)
using the triangle inequality. This implies that V (x, r) is an open set with
respect to the topology determined by d(·, ·) for every x ∈ X and r ≥ 0, so that
B(x, r) is a closed set with respect to this topology.
Let X be an arbitrary topological space for the moment. Strictly speaking,
one often says that X is regular if for each x ∈ X and closed set E ⊆ X with
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x 6∈ E there are disjoint open sets U, V ⊆ X such that x ∈ U and E ⊆ V . This
is equivalent to asking that for each x ∈ X and open set W ⊆ X with x ∈ W
there is an open set U ⊆ X such that x ∈ U and the closure U of U in X is
contained in W . If the topology on X is determined by a semimetric, then it is
easy to see that X is regular in this sense, by standard arguments. In particular,
a regular topological space in this sense need not be Hausdorff.
If X satisfies the first separation condition, then subsets of X with exactly
one element are closed sets, and so regularity of X as in the preceding paragraph
implies that X is Hausdorff. If fact, it would be enough to ask that X satisfy
the 0th separation separation condition for this to work. Sometimes this may
be included in the definition of regularity, and otherwise one may say that a
topological space X satisfies the third separation condition when X satisfies the
first or 0th separation condition and X is regular.
A topological space X is normal in the strict sense if for every pair A, B
of disjoint closed subsets of X there are disjoint open sets U, V ⊆ X such that
A ⊆ U and B ⊆ V . If X satisfies the first separation condition and is normal in
this strict sense, then X is Hausdorff and regular. As before, the first separation
condition can also be included in the definition of normality, or one may say that
X satisfies the fourth separation condition when X satisfies the first separation
condition and X is normal. If the topology on X is determined by a semimetric,
then one can check that X is normal in the strict sense, in the same way as for
metric spaces.
If d(x, y) is a semimetric on X and Y ⊆ X , then the restriction of d(x, y) to
x, y ∈ Y is a semimetric on Y . Let Bd,Y (x, r) be the open ball in Y centered at
x ∈ Y with radius r > 0 with respect to the restriction of d(·, ·) to Y , so that
Bd,Y (x, r) = Bd,X(x, r) ∩ Y.(1.11)
Thus (1.11) is an open set in Y with respect to the topology induced on Y by
the topology on X determined by d(·, ·). Every open set in Y with respect to
the topology determined by the restriction of d(·, ·) to Y can be expressed as a
union of open balls in Y , and hence is an open set with respect to the topology
induced on Y by the topology on X determined by d(·, ·). Conversely, it is easy
to see that every open set in Y with respect to the topology induced on Y by the
topology on X determined by d(·, ·) is an open set with respect to the topology
on Y determined by the restriction of d(·, ·) to Y , directly from the definitions.
2 Collections of semimetrics
Let X be a set, and let l be a positive integer. If dj(x, y) is a semimetric on X
for j = 1, . . . , l, then it is easy to see that
d(x, y) = max
1≤j≤l
dj(x, y)(2.1)
5
is a semimetric on X as well. Observe that
Bd(x, r) =
l⋂
j=1
Bdj (x, r)(2.2)
for every x ∈ X and r > 0, where Bd(x, r) and Bdj (x, r) are as in (1.5).
Similarly,
d˜(x, y) =
l∑
j=1
dj(x, y)(2.3)
is a semimetric on X , and
d(x, y) ≤ d˜(x, y) ≤ l d(x, y)(2.4)
for every x, y ∈ X . This implies that d(x, y) and d˜(x, y) determine the same
topology on X .
Now let M be a nonempty collection of semimetrics on X . Let us say that
a set U ⊆ X is an open set with respect to M if for each x ∈ U there are
finitely many elements d1, . . . , dl of M and finitely many positive real numbers
r1, . . . , rl such that
l⋂
j=1
Bdj (x, rj) ⊆ U.(2.5)
It is easy to see that this defines a topology on X . If M = ∅, then we interpret
the corresponding topology on X as being the indiscrete topology. IfM consists
of a single semimetric on X , then this is the same as the topology determined
on X by that semimetric, as in the previous section. If M consists of finitely
many semimetrics on X , then the topology on X associated toM is the same as
the topology determined on X by the maximum or sum of the elements of M.
This follows from the remarks in the preceding paragraph, since one can take
the rj ’s in (2.5) to be equal to each other. If M is any collection of semimetrics
on X , then every open set in X with respect to the topology determined by any
d ∈ M is also an open set in X with respect to the topology associated to M.
In particular, open balls in X with respect to the elements of M are open sets
with respect to the topology associated to M.
Let M be a nonempty collection of semimetrics on X again, and let x ∈ X
be given, along with finitely many elements d1, . . . , dl of M and positive real
numbers r1, . . . , rl. Thus Bdj(x, rj) is an open set with respect to dj for j =
1, . . . , l, and hence with respect to the topology associated to M, as before.
This implies that
l⋂
j=1
Bdj (x, rj)(2.6)
is an open set in X with respect to the topology associated to M too. If x ∈ X
is fixed, then the collection of open sets of the form (2.6) is a local base for the
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topology on X associated to M at x. The collection of open sets of the form
(2.6) for any x ∈ X is a base for the topology on X associated to M.
Equivalently, the collection of open balls Bd(x, r) with d ∈ M and r > 0
is a local sub-base for the topology on X associated to M at x. Similarly, the
collection of open balls Bd(x, r) with x ∈ X , d ∈ M, and r > 0 is a sub-base
for the topology on X associated to M. This is the same as saying that the
collection of finite intersections of open balls in X corresponding to elements of
M is a base for the topology on X associated toM. This is slightly less precise
than using intersections of the form (2.6), where the balls are centered at the
same point in X .
Every closed set in X with respect to any d ∈ M is a closed set in X
with respect to the toplogy on X associated to M, because of the analogous
statement for open sets. This includes closed balls in X with respect to any
d ∈M, as in the previous section. It follows that the intersection of any family
of closed balls in X with respect to elements of M is a closed set in X with
respect to the topology associated toM as well. Using this, one can check that
X is regular in the strict sense discussed in the previous section, with respect
to the topology associated to M.
Let us say thatM is nondegenerate on X if for each pair of distinct elements
x, y of X there is a d ∈ M such that
d(x, y) > 0.(2.7)
This implies that X is Hausdorff with respect to the topology associated toM,
by essentially the same argument as for metric spaces. If M consists of finitely
many semimetrics on X , then M is nondegenerate exactly when the sum or
maximum of these semimetrics is a metric on X .
If M is any collection of semimetrics on X and Y ⊆ X , then let
MY(2.8)
be the collection of semimetrics on Y obtained by restricting the elements of
M to Y . One can check that the topology on Y associated to MY as before
is the same as the topology induced on Y by the topology on X associated to
M. Of course, this is trivial when M = ∅, and so we suppose that M 6= ∅.
The argument is analogous to the one for a single semimetric, as in the previous
section. More precisely, if E ⊆ Y is an open set with respect to the topology
induced on Y by the topology on X associated toM, then it is easy to see that
E is an open set with respect to the topology on Y associated to MY , directly
from the definitions. Conversely, if E ⊆ Y is an open set with respect to the
topology associated to MY , then one would like to verify that E is an open
set with respect to the topology induced on Y by the topology on X associated
to M. If E is an open ball in Y centered at a point in Y with respect to an
element of MY , then this follows from (1.11). Similarly, if E is the intersection
of finitely many open balls in Y with respect to elements of MY , then E can
be expressed as the intersection of Y with finitely many open balls in X with
respect to elements ofM, which implies that E is an open set in Y with respect
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to the topology induced on Y by the topology on X associated toM. As before,
the collection of finite intersection of open balls in Y with respect to elements of
MY is a base for the topology on Y associated to MY , so that every open set
E in Y with respect to the topology associated to MY can be expressed as a
union of finite intersections of open balls in Y with respect to elements of MY .
It follows that E is an open set with respect to the topology induced on Y by
the topology on X associated to M, as desired, because E can be expressed as
a union of open sets with respect to the induced topology.
3 Seminorms
Let V be a vector space over either the real numbers R or the complex numbers
C. A nonnegative real-valued function N on V is said to be a seminorm on V
if it satisfies the following two conditions. First,
N(t v) = |t|N(v)(3.1)
for every v ∈ V and real or complex number t, as appropriate, where |t| is the
usual absolute value of t. Second,
N(v + w) ≤ N(v) +N(w)(3.2)
for every v, w ∈ V , which is another version of the triangle inequality. Note that
(3.1) implies that N(0) = 0, by taking t = 0. If we also have that
N(v) > 0(3.3)
for every v ∈ V with v 6= 0, then N is said to be a norm on V . If N is a
seminorm on V , then it is easy to see that
d(v, w) = N(v − w)(3.4)
defines a semimetric on V . Similarly, if N is a norm on V , then (3.4) defines a
metric on V .
If N1, . . . , Nl are finitely many seminorms on V , then it is easy to see that
N(v) = max
1≤j≤n
Nj(v)(3.5)
and
N˜(v) =
l∑
j=1
Nj(v)(3.6)
are seminorms on V too. Let d(v, w) be the semimetric on V corresponding to
N as in (3.4), let
dj(v, w) = Nj(v − w)(3.7)
be the semimetric corresponding to Nj for each j = 1, . . . , l, and let
d˜(v, w) = N˜(v − w)(3.8)
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be the semimetric corresponding to N˜ . Thus d(v, w) and d˜(v, w) can be given
in terms of the dj(v, w)’s as in (2.1) and (2.3). As before, we also have that
N(v) ≤ N˜(v) ≤ l N(v)(3.9)
for every v ∈ V .
Now let N be a collection of seminorms on V , and letM be the correspond-
ing collection of semimetrics on V , as in (3.4). This leads to a topology on V ,
as in the previous section. If N consists of finitely many seminorms on V , then
one could get the same topology on V using a single seminorm, as in (3.5) or
(3.6). Let us say that N is nondegenerate on V if for each v ∈ V with v 6= 0
there is an N ∈ N such that (3.3) holds. This implies that M is nondegenerate
as a collection of semimetrics on V , as in the previous section, and hence that
the associated topology on V is Hausdorff.
IfW is a linear subspace of V and N is a seminorm on V , then the restriction
of N to W defines a seminorm on W too. Let N be a collection of seminorms
on V again, and let NW be the collection of seminorms on W obtained by
restricting the elements of N to W . Also letM be the collection of semimetrics
on V corresponding to N as before, and letMW be the collection of semimetrics
on W that correspond to elements of NW in the same way. Equivalently, MW
is the same as the collection of semimetrics on W obtained by restricting the
elements of M to W , as in the previous section. Thus the topology on W
associated to NW is the same as the topology induced on W by the topology
on V associated to N , as discussed in the previous section again.
4 Semi-ultrametrics
A semimetric d(x, y) on a set X is said to be a semi-ultrametric on X if
d(x, z) ≤ max(d(x, y), d(y, z))(4.1)
for every x, y, z ∈ X . Note that (4.1) implies the ordinary triangle inequality
(1.3). An ultrametric on X is a metric that satisfies (4.1). Remember that the
discrete metric is defined on X by putting d(x, y) equal to 1 when x 6= y, and
to 0 when x = y. It is easy to see that this defines an ultrametric on X , for
which the corresponding topology is the discrete topology. One can check that
the maximum of finitely many semi-ultrametrics on X is also a semi-ultrametric
on X , as in Section 2. However, the sum of finitely many semi-ultrametrics on
X is not necessarily a semi-ultrametric on X .
Let d(·, ·) be a semi-ultrametric on a set X , and let x ∈ X and r > 0 be
given. If y ∈ B(x, r), then it is easy to see that
B(y, r) ⊆ B(x, r),(4.2)
using the ultrametric version of the triangle inequality (4.1). More precisely, if
d(x, y) < r, then
B(x, r) = B(y, r),(4.3)
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since both (4.2) and the opposite inclusion hold, for the same reasons. Similarly,
if y ∈ B(x, r) for some r ≥ 0, then
B(y, r) ⊆ B(x, r),(4.4)
by the ultrametric version of the triangle inequality. As before, we get that
B(x, r) = B(y, r)(4.5)
when d(x, y) ≤ r for some r ≥ 0, since both (4.4) and the opposite inclusion
hold. Note that (4.4) implies that B(x, r) is an open set when r > 0, with
respect to the topology determined by d(·, ·). One can also check that B(x, r)
is a closed set in X for every x ∈ X and r > 0, and we shall return to this in a
moment.
If x, y, z ∈ X satisfy d(y, z) ≤ d(x, y), then (4.1) implies that
d(x, z) ≤ d(x, y).(4.6)
Of course, we also have that
d(x, y) ≤ max(d(x, z), d(z, y)),(4.7)
by interchanging the roles of y and z in (4.1). If
d(y, z) < d(x, y),(4.8)
then (4.7) implies that
d(x, y) ≤ d(x, z).(4.9)
Combining (4.6) and (4.9), we get that
d(x, y) = d(x, z)(4.10)
when x, y, z ∈ X satisfy (4.8).
Let x ∈ X and r ≥ 0 be given, and let V (x, r) be as in (1.9). If y ∈ V (x, r),
then (1.10) holds with t = d(x, y), by (4.10). Similarly, put
W (x, r) = X \B(x, r) = {y ∈ X : d(x, y) ≥ r}(4.11)
for each r > 0. If y ∈ W (x, r), then it is easy to see that
B(y, d(x, y)) ⊆W (x, r),(4.12)
using (4.10) again. This implies that W (x, r) is an open set in X with respect
to the topology determined by d(·, ·), so that B(x, r) is a closed set in X .
10
5 Absolute value functions
Let k be a field. A nonnegative real-valued function |x| defined on k is said to
be an absolute value function on k if
|x| = 0 if and only if x = 0,(5.1)
and
|x y| = |x| |y|,(5.2)
|x+ y| ≤ |x|+ |y|(5.3)
for every x, y ∈ k. It is well known that the standard absolute value functions
on the real and complex numbers satisfy these conditions. If k is any field, then
the trivial absolute value function is defined by putting |x| = 1 for every x ∈ k
with x 6= 0 and |0| = 0. It is easy to see that this satisfies the requirements of
an absolute value function just mentioned.
Let | · | be an absolute value function on a field k. We have already used 0
to refer to the additive identity elements in k or R in the preceding paragraph,
and we shall use 1 to refer to the multiplicative identity elements in k or R,
depending on the context. If 1 is the multiplicative identity element in k, then
1 6= 0 in k, by definition of a field, and hence |1| > 0. We also have that 12 = 1
in k, so that |1| = |12| = |1|2, which implies that
|1| = 1.(5.4)
Similarly, if x ∈ k satisfies xn = 1 for some positive integer n, then
|x|n = |xn| = |1| = 1,(5.5)
so that |x| = 1.
The additive inverse of x ∈ k is denoted −x, as usual, so that
(−1)x = −x(5.6)
for every x ∈ k. In particular, (−1)2 = 1, which implies that
| − 1| = 1,(5.7)
as in the previous paragraph. Combining this with (5.6), we get that
| − x| = |x|(5.8)
for every x ∈ k. It follows that
d(x, y) = |x− y|(5.9)
defines a metric on k, using (5.8) to get that (5.9) is symmetric in x and y.
If
|x+ y| ≤ max(|x|, |y|)(5.10)
11
for every x, y ∈ k, then we say that | · | defines an ultrametric absolute value
function on k. This condition implies the ordinary triangle inequality (5.3),
and that the associated metric (5.10) is an ultrametric on k. It is easy to see
that the trivial absolute value function on k is an ultrametric absolute value
function, which corresponds to the discrete metric on k. It is well known that
the p-adic absolute value function defines an ultrametric absolute value function
on the field Q of rational numbers for every prime number p, for which the
corresponding ultrametric is known as the p-adic metric. The field Qp of p-adic
numbers is obtained by completing Q with respect to the p-adic metric, and the
p-adic absolute value function can be extended to an ultrametric absolute value
function on Qp in a natural way.
Let | · | be an ultrametric absolute value function on a field k. If y, z ∈ k
satisfy
|y − z| < |y|,(5.11)
then
|y| = |z|.(5.12)
This follows from (4.10) in the previous section, with x = 0 and d(·, ·) as in
(5.9). Of course, one can also verify (5.12) more directly in this situation.
Let Z+ be the set of positive integers, and let n · x be the sum of n x’s
in a field k for each n ∈ Z+ and x ∈ k. An absolute value function | · | on
k is said to be archimedian if the set of nonnegative real numbers of the form
|n · 1| with n ∈ Z+ has a finite upper bound, and otherwise | · | is said to be
non-archimedian on k. If | · | is an ultrametric absolute value function on k,
then
|n · 1| ≤ 1(5.13)
for every n ∈ Z+, so that | · | is non-archimedian on k. One can check that every
non-archimedian absolute value function on k satisfies (5.13) for every n ∈ Z+,
using (5.2). Equivalently, if |n0 · 1| > 1 for some n0 ∈ Z+, then one can get
positive integers n such that |n · 1| is arbitrarily large, by taking powers of n0.
If an absolute value function | · | on k satisfies (5.13) for every n ∈ Z+, then | · |
is an ultrametric absolute value function on k, as in Lemma 1.5 on p16 of [1],
or Theorem 2.2.2 on p28 of [7]. Thus non-archimedian absolute value functions
are in fact ultrametric absolute value functions.
If k has positive characteristic, then there are only finitely many elements
of k of the form n · 1 for some n ∈ Z+. This implies that every absolute value
function on k is non-archimedian. If k has only finitely many elements, then
every x ∈ k with x 6= 0 satisfies xn = 1 for some n ∈ Z+. In this case, the only
absolute value function on k is the trivial absolute value function.
6 Seminorms, continued
Let k be a field with an absolute value function | · |, and let V be a vector space
over k. A nonnegative real-valued function N on V is said to be a seminorm
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on V with respect to | · | on k if
N(t v) = |t|N(v)(6.1)
for every v ∈ V and t ∈ k, and
N(v + w) ≤ N(v) +N(w)(6.2)
for every v, w ∈ V . Of course, this is the same as the definition in Section 3
when k = R or C, with the standard absolute value function. As before, (6.1)
implies that N(0) = 0, by taking t = 0, and
d(v, w) = N(v − w)(6.3)
defines a semimetric on V . If
N(v) > 0(6.4)
for every v ∈ V with v 6= 0, then N is said to be a norm on V , in which case
(6.3) defines a metric on V .
Suppose for the moment that | · | is an ultrametric absolute value function
on k. If N is a nonnegative real-valued function on V that satisfies (6.1) and
N(v + w) ≤ max(N(v), N(w))(6.5)
for every v, w ∈ V , then N is said to be a semi-ultranorm on V . Note that (6.5)
implies (6.2), so that a semi-ultranorm on V is a seminorm. If N is a semi-
ultranorm on V , then (6.3) is a semi-ultrametric on V . A semi-ultranorm N on
V that satisfies (6.4) is an ultranorm on V , which corresponds to an ultrametric
on V as in (6.3). If | · | is the trivial absolute value function on k, then the trivial
ultranorm is defined on V is defined on V by putting N(v) = 1 when v 6= 0
and N(0) = 0. It is easy to see that this is an ultranorm on V , for which the
corresponding ultrametric is the discrete metric.
If N1, . . . , Nl are finitely many seminorms on V with respect to | · | on k, then
their maximum and sum are seminorms on V too, as in Section 3. The maximum
of finitely many semi-ultranorms is a semi-ultranorm as well. A collection N of
seminorms on V leads to a collectionM of semimetrics on V as in (6.3), andM
determines a topology on V as in Section 2. Let us say that N is nondegenerate
on V if for each v ∈ V with v 6= 0 there is an N ∈ N such that (6.4) holds,
as in Section 3. As before, this implies that M is a nondegenerate collection
of semimetrics on V , so that the associated topology on V is Hausdorff. The
restriction of a seminorm N on V to a linear subspaceW of V is a seminorm on
W , which is a semi-ultranorm on W when N is a semi-ultranorm on V . Thus a
collection N of seminorms on V leads to a collection NW of seminorms on W
by restriction, for which the corresponding collectionMW of semimetrics on W
is the same as the collection of restrictions to W of the semimetrics on V in the
collectionM associated to N . As in Section 3, the topology onW associated to
NW is the same as the topology on W induced by the topology on V associated
to N as before.
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Suppose that N is a semi-ultranorm on V . If v, w ∈ V satisfy
N(v − w) < N(v),(6.6)
then
N(v) = N(w).(6.7)
This follows from (4.10), where d(·, ·) is as in (6.3), and with x = 0, y = v, and
z = w. This is also analogous to (5.12), and can be verified more directly in
this case, as before.
7 q-Semimetrics
Let X be a set, and let q be a positive real number. A nonnegative real-valued
function d(x, y) defined for x, y ∈ X is said to be a q-semimetric on X if d(x, y)q
is a semimetric on X . Equivalently, this means that d(x, y) satisfies (1.1), (1.2),
and
d(x, z)q ≤ d(x, y)q + d(y, z)q(7.1)
for every x, y, z ∈ X , instead of the usual triangle inequality (1.3). Similarly, if
d(x, y)q is a metric on X , then d(x, y) is said to be a q-metric on X . Note that
(7.1) is the same as saying that
d(x, z) ≤ (d(x, y)q + d(y, z)q)1/q(7.2)
for every x, y, z ∈ X .
One can define open and closed balls in X with respect to a q-semimetric
d(x, y) on X in exactly the same way as for an ordinary semimetric, as in (1.5)
and (1.8). Observe that
Bd(x, r) = Bdq (x, r
q)(7.3)
for every x ∈ X and r > 0, and that
Bd(x, r) = Bdq(x, r
q)(7.4)
for every x ∈ X and r ≥ 0. Using these open balls in X with respect to d(·, ·),
one can define a topology on X associated to d(·, ·) in the same way as for
ordinary semimetrics. The topology on X associated to d(·, ·) is the same as
the topology on X associated to d(·, ·)q , because of (7.3). This implies that the
topology associated to a q-semimetric has the same properties as the topology
associated to an ordinary semimetric. In particular, open balls with respect
to d(·, ·) are open sets with respect to the topology on X associated to d(·, ·),
because of (7.3) and the analogous statement for d(·, ·)q. Similarly, closed balls
with respect to d(·, ·) are closed sets with respect to the topology onX associated
to d(·, ·), because of (7.4) and the analogous statement for d(·, ·). If Y ⊆ X ,
then the restriction of d(x, y) to x, y ∈ Y defines a q-semimetric on Y , with the
same types of properties as in the case of ordinary semimetrics.
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LetM be a collection of q-semimetrics onX , and let M˜ be the corresponding
collection of ordinary semimetrics onX obtained by taking the qth powers of the
elements of M. More precisely, one can allow q > 0 to depend on the element
of M. One can define a topology on X associated to M in the same way as in
Section 2. This is the same as the topology on X associated to M˜ as before,
because of (7.3), and so the topology on X associated toM has the same types
of properties as before. One can also define nondegeneracy of M on X in the
same way as before, which is equivalent to nondegeneracy of M˜ on X .
Let a, b be nonnegative real numbers, and observe that
max(a, b) ≤ (aq + bq)1/q ≤ 21/q max(a, b).(7.5)
If 0 < q ≤ r <∞, then it follows that
ar + br ≤ max(a, b)r−q (aq + bq) ≤ (aq + bq)(r−q)/q+1 = (aq + bq)r/q,(7.6)
so that
(ar + br)1/r ≤ (aq + bq)1/q.(7.7)
This implies that every r-semimetric on X is also a q-semimetric on X when 0 <
q ≤ r <∞, using (7.2). Similarly, every semi-ultrametric on X is a q-semimetric
on X for each q > 0, by the first inequality in (7.5). Semi-ultrametrics on X
may be considered as q-semimetrics on X with q =∞, since
lim
q→∞
(aq + bq)1/q = max(a, b)(7.8)
for every a, b ≥ 0, by (7.5).
8 q-Absolute value functions
Let k be a field, and let q be a positive real number. A nonnegative real-valued
function |x| on k is said to be a q-absolute value function on k if it satisfies (5.1),
(5.2), and
|x+ y|q ≤ |x|q + |y|q(8.1)
for every x, y ∈ k, instead of (5.3). Equivalently, |x| is a q-absolute value
function on k if and only if |x|q is an ordinary absolute value function on k. In
particular, the previous notion of an absolute value function is the same as a
q-absolute value function with q = 1. If | · | is a q-absolute value function on k,
then
d(x, y) = |x− y|(8.2)
defines a q-metric on k.
As before, (8.1) is the same as saying that
|x+ y| ≤ (|x|q + |y|q)1/q(8.3)
for every x, y ∈ k. If 0 < q ≤ r <∞ and | · | is an r-absolute value function on k,
then it is easy to see that | · | is a q-absolute value function on k too, using (7.7)
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and the reformulation (8.3) of (8.1). Similarly, an ultrametric absolute value
function on k is a q-absolute value function on k for every q > 0, because of the
first inequality in (7.5). As in the previous section, ultrametric absolute value
functions may be considered as q-absolute value functions with q =∞, because
of (7.8).
Of course, the archimedian and non-archimedian properties can be defined
for q-absolute value functions in the same way as for ordinary absolute value
functions, as in Section 5. Equivalently, a q-absolute value function | · | on
k is archimedian or non-archimedian exactly when | · |q has the corresponding
property as an ordinary absolute value function on k. If | · | is a non-archimedian
q-absolute value function on k for some q > 0, so that | · |q is non-archimedian
as an ordinary absolute value function on k, then | · |q is an ultrametric absolute
value function on k, as mentioned in Section 5. This implies that | · | is an
ultrametric absolute value function on k as well.
Let q1, q2 be positive real numbers, and suppose that | · |1, | · |2 are q1,
q2-absolue value functions on k, respectively. Let us say that | · |1, | · |2 are
equivalent on k if there is a positive real number a such that
|x|2 = |x|
a
1(8.4)
for every x ∈ k. Of course, this implies that the corresponding q1, q2-metrics
on k as in (8.2) satisfy an analogous relation, and hence that they determine
the same topology on k. Conversely, if the corresponding q1, q2-metrics on k
determine the same topology on k, then | · |1, | · |2 are equivalent in this sense.
This follows from Lemma 3.2 on p20 of [1] or Lemma 3.1.2 on p42 of [7] when
q1 = q2 = 1, and otherwise one can reduce to this case by considering | · |
q1
1 , | · |
q2
2
instead of | · |1, | · |2.
A famous theorem of Ostrowski implies that every absolute value function on
Q is either trivial, equivalent to the standard Euclidean absolute value function
on Q, or equivalent to the p-adic absolute value function on Q for some prime
number p. See Theorem 2.1 on p16 of [1], or Theorem 3.1.3 on p44 of [7]. If | · |
is a q-absolute value function on Q for some positive real number q, then the
same conclusion holds, since Ostrowski’s theorem can be applied to | · |q as an
ordinary absolute value function on Q.
If k is a field of characteristic 0, then it is well known that there is a natural
embedding of Q into k. If | · | is a q-absolute value function on k for some
q > 0, then | · | induces a q-absolute value function on Q, using this embedding.
Note that | · | is archimedian or non-archimedian on k exactly when the induced
q-absolute value function on Q has the same property. In particular, if | · | is
archimedian on k, then the induced q-absolute value function is archimedian on
Q, and hence is equivalent to the standard Euclidean absolute value function
on Q, by Ostrowski’s theorem.
Let k be any field again, and let | · | be a nonnegative real-valued function
on k. If | · | satisfies (5.1) and (5.2), then | · |a has the same properties for every
a > 0. If | · | is a q-absolute value function on k for some q > 0, then | · |a is a
(q/a)-absolute value function on k. Similarly, if | · | is an ultrametric absolute
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value function on k, then | · |a is an ultrametric absolute value function on k
for every a > 0, which was implicitly mentioned earlier. If | · | is the standard
Euclidean absolute value function on Q, then | · |a is not an absolute value
function on Q for any a > 1, which is the same as saying that | · | is not a
q-absolute value function on Q for any q > 1.
9 q-Seminorms
Let k be a field, and let | · | be a q-absolute value function on k for some q > 0.
Also let V be a vector space over k, and let N be a nonnegative real-valued
function on V . Let us say that N is a q-seminorm on V with respect to | · | on
k if N satisfies the homogeneity condition (6.1), and if
N(v + w)q ≤ N(v)q +N(w)q(9.1)
for every v, w ∈ V . If q = 1, then | · | is an ordinary absolute value function on
k, and this is the same as saying that N is an ordinary seminorm on V with
respect to | · | on k, as in Section 6. If q is any positive real number, then | · | is
a q-absolute value function on k if and only if | · |q is an ordinary absolute value
function on k, in which case N is a q-seminorm on V with respect to | · | on k
if and only if N(v)q is an ordinary seminorm on V with respect to | · |q on k. If
N is a q-seminorm on V with respect to | · | on k for any q > 0, then
d(v, w) = N(v − w)(9.2)
defines a q-semimetric on V . If we also have that N(v) > 0 for every v ∈ V
with v 6= 0, then N is said to be a q-norm on V . In this case, (9.2) defines a
q-metric on V .
As usual, (9.1) is the same as saying that
N(v + w) ≤ (N(v)q +N(w)q)1/q(9.3)
for every v, w ∈ V . Suppose that | · | is an r-absolute value function on k for
some r > 0, and that N is an r-seminorm with respect to | · | on k. If 0 < q ≤ r,
then | · | is a q-absolute value function on k too, as in the previous section. It is
easy to see that N is a q-seminorm on V with respect to | · | on k under these
conditions, using (7.7), and the reformulation (9.3) of (9.1). Similarly, if | · |
is an ultrametric absolute value function on k, then | · | is a q-absolute value
function on k for every q > 0. If N is a semi-ultranorm on V with respect to | · |
on k, then it is easy to see that N is a q-seminorm on V with respect to | · | on
k for every q > 0, using the first inequality in (7.5). As before, semi-ultranorms
may be considered as q-seminorms with q =∞, because of (7.8).
Let | · | be a q-absolute value function on k for some q > 0 again, and hence
for some range of q’s, which may include q = ∞. Also let N be a collection of
q-seminorms on V with respect to | · | on k, where q is allowed to depend on the
element of N , as long as | · | is a q-absolute value function on k. This leads to a
collection M of semimetrics on V , associated to the elements of N as in (9.2),
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and where q is allowed to depend on the element of M. UsingM, we can get a
topology on V , as in Sections 2 and 7. As before, N is said to be nondegenerate
on V if for each v ∈ V with v 6= 0 there is an N ∈ N such that N(v) > 0, in
which case M is nondegenerate on V too.
Let | · | be a nonnegative real-valued function on k, let N be a nonnegative
real-valued function on V , and suppose that N(v) > 0 for some v ∈ V . If N
satisfies the homogeneity condition (6.1), then |·| has to satisfy the multiplicative
property (5.2). One can also use this to get that |x| > 0 for every x ∈ k with
x 6= 0. If N satisfies (9.1) for some q > 0 too, then the homogeneity condition
(6.1) implies that |·| satisfies (8.1) in the previous section. Similarly, ifN satisfies
the ultrametric version of the triangle inequality (6.5), then the homogeneity
condition (6.1) implies that | · | has the analogous property (5.10).
10 Balanced sets
Let k be a field with a q-absolute value function | · | for some q > 0, and let V
be a vector space over k. If E ⊆ V and t ∈ k, then put
t E = {t v : v ∈ E}(10.1)
and
−E = (−1)E = {−v : v ∈ E}.(10.2)
A set E ⊆ V is said to be balanced with respect to | · | on k if
t E ⊆ E(10.3)
for every t ∈ k with |t| ≤ 1. In particular, this implies that
t E = E(10.4)
for every t ∈ k with |t| = 1, since (10.3) holds with t replaced by 1/t when
|t| = 1. Sometimes balanced sets are said to be circled, although this could also
be used to refer to (10.4), especially when k = C with the standard absolute
value function. Similarly, E ⊆ V is said to be symmetric (about the origin) if
(10.3) holds with t = −1, which is the same as saying that (10.4) holds with
t = −1. Note that nonempty balanced sets automatically contain 0, by taking
t = 0 in (10.3). If | · | is the trivial absolute value function on k, then E ⊆ V
is balanced if and only if either E = ∅ or 0 ∈ E and E satisfies (10.4) for every
t ∈ k with t 6= 0. If | · | is any q-absolute value function on k, then the union
and intersection of any collection of balanced subsets of V are balanced in V
too. If E is any subset of V , then
⋃
{t E : t ∈ k, |t| ≤ 1}(10.5)
is a balanced subset of V that contains E. This is the smallest balanced subset
of V that contains E, which may be described as the balanced hull of E in V .
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Suppose for the moment that k = R or C, with the standard absolute value
function. A set E ⊆ V is said to be starlike about 0 if (10.3) holds for every
t ∈ R with 0 ≤ t ≤ 1. As before, this implies that 0 ∈ E when E 6= ∅, by taking
t = 0. If k = R, then E ⊆ V is balanced if and only if E is both symmetric and
starlike about 0. If k = C, then E is balanced if and only if E is starlike about
0 and E satisfies (10.4) for every t ∈ C with |t| = 1. In both cases, the union
and intersection of any collection of starlike subsets of V about 0 are starlike in
V about 0 as well. In particular, for any E ⊆ V ,
⋃
{t E : t ∈ R, 0 ≤ t ≤ 1}(10.6)
is starlike about 0 in V and contains E. As before, this is the smallest subset
of V that is starlike about 0 and contains E, and which may be described as
the starlike hull of E in V about 0. If k = R and E is symmetric about 0, then
the balanced hull of E in V is the same as the starlike hull of E in V about 0.
Similarly, if k = C and E satisfies (10.4) for every t ∈ C with |t| = 1, then the
balanced hull of E in V is the same as the starlike hull of E in V about 0.
Let | · | be a q-absolute value function on any field k again, and let N be
a nonnegative real-valued function on V that satisfies the usual homogeneity
condition (6.1) with respect to | · | on k. Observe that
BN (0, r) = {v ∈ V : N(v) < r}(10.7)
is a balanced subset of V for each r > 0, and that
BN (0, r) = {v ∈ V : N(v) ≤ r}(10.8)
is balanced for every r ≥ 0. More precisely,
t BN (0, r) = BN (0, |t| r)(10.9)
for every r > 0 and t ∈ k with t 6= 0, and
t BN (0, r) = BN (0, |t| r)(10.10)
for every r ≥ 0 and t ∈ k with t 6= 0. If t = 0, then (10.10) may not hold, since
there may be v ∈ V with v 6= 0 and N(v) = 0.
Let us return now to the case where k = R or C with the standard absolute
value function, and let N be a nonnegative real-valued function on V . Suppose
thatN is homogeneous of degree 1 with respect to multiplication by nonnegative
real numbers, which is to say that
N(t v) = tN(v)(10.11)
for every v ∈ V and t ≥ 0. As before, (10.7) is starlike about 0 in V for every
r > 0, and (10.8) is starlike about 0 in V for every r ≥ 0. Similarly, (10.9)
holds for every r, t > 0, and (10.10) holds for every r ≥ 0 and t > 0, where |t|
reduces to t on the right sides of these equations. If k = R, then N satisfies
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(6.1) exactly when N satisfies (10.11) and N is invariant under multiplication
by −1. If k = C, then N satisfies (6.1) exactly when N satisfies (10.11) and N
is invariant under multiplication by complex numbers with absolute value equal
to 1. In both cases, we are back to the situation discussed in the preceding
paragraph.
11 Absorbing sets
Let k be a field with a q-absolute value function | · | for some q > 0 again, and
let V be a vector space over k. A set A ⊆ V is said to be absorbing with respect
to | · | on k if for each v ∈ V there is a t0(v) ∈ k such that t0(v) 6= 0 and
t v ∈ A(11.1)
for every t ∈ k with |t| ≤ |t0(v)|. Equivalently, A ⊆ V is absorbing if for each
v ∈ V there is a t1(v) ∈ k such that
v ∈ t A(11.2)
for every t ∈ k with |t| ≥ |t1(v)|. More precisely, both versions of the absorbing
condition imply that 0 ∈ A. If A satisfies the first version of the absorbing
condition, then A satisfies the second version of the absorbing condition with
t1(v) = 1/t0(v). Conversely, if A satisfies the second version of the absorbing
condition, then A satisfies the first version of the absorbing condition with
t0(v) = 1/t1(v) when t1(v) 6= 0. This uses the fact that 0 ∈ A to get that (11.1)
holds when t = 0. If t1(v) = 0, then (11.2) holds for every t ∈ k, including
t = 0. This implies that v = 0, and that (11.1) holds for every t ∈ k, so that
one can take t0(v) to be any nonzero element of k, such as the multiplicative
identity element 1.
An absorbing set A ⊆ V is also said to be radial (at 0). This is especially
natural when k = R with the standard absolute value function. In this case, it
suffices to consider only nonnegative real numbers t in (11.1) and (11.2), since
analogous conditions for negative real numbers may be obtained by considering
−v instead of v. If k = C with the standard absolute value function, then
one might consider the absorbing or radial property of a subset A of V as a
real vector space, instead of the stronger condition for V as a complex vector
space. The two conditions are equivalent in some situations, such as when A is
invariant under multiplication by complex numbers with absolute value equal
to 1, and when A is convex.
As a weaker version of the absorbing property, one can ask that for each
v ∈ V there be a t ∈ k such that t 6= 0 and (11.1) holds. This is equivalent
to asking that 0 ∈ A and for each v ∈ V there be a t ∈ k that satisfies (11.2),
for the same types of reasons as before. If A is balanced with respect to | · | on
k, then this weaker condition implies that A is absorbing. If k = R, then one
might refine this weaker condition a bit by restricting one’s attention to t ≥ 0.
If A is starlike about 0 and satisfies this refined version of the weaker condition,
then A is absorbing with respect to the standard absolute value function on R.
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If | · | is the trivial absolute value function on k, then A ⊆ V is absorbing
if and only if A = V . Suppose now that | · | is a nontrivial q-absolute value
function on k. In this case, the first version of the absorbing property may be
reformulated as saying that for each v ∈ V there is a positive real number r0(v)
such that (11.1) holds for every t ∈ k with |t| ≤ r0(v). Similarly, the second
version of the absorbing condition can be reformulated as saying that for each
v ∈ V there is a nonnegative real number r1(v) such that (11.2) holds for every
t ∈ k with |t| ≥ r1(v). This uses the fact that |t| can take arbitrarily large
and small positive values with t ∈ k when | · | is nontrivial on k. If N is a
nonnegative real-valued function on N that satisfies the homogeneity condition
(6.1), then the open and closed balls (10.7) and (10.8) centered at 0 in V with
respect to N are absorbing in V for every r > 0. If k = R with the standard
absolute value function, and if N is a nonnegative real-valued function on V
that is homogeneous of degree 1 with respect to multiplication by nonnegative
real numbers, as in (10.11), then the corresponding open and closed balls (10.7)
and (10.8) are absorbing in V for every r > 0 too. If k = C with the standard
absolute value function, then one can apply the previous statement to V as a
vector space over R.
12 Discrete absolute value functions
Let k be a field, and let | · | be a q-absolute value function on k for some q > 0.
Let us say that | · | is discrete on k if there is a nonnegative real number ρ < 1
such that
|x| ≤ ρ(12.1)
for every x ∈ k with |x| < 1. Equivalently, if y, z ∈ k satisfy |y| < |z|, then
|y| ≤ ρ |z|,(12.2)
by applying (12.1) to x = y/z. In particular, if |z| > 1, then (12.2) implies that
|z| ≥ 1/ρ > 1,(12.3)
by taking y = 1. More precisely, if ρ = 0, then 1/ρ is interpreted as being +∞,
and | · | is the trivial absolute value function on k.
Observe that
{|x| : x ∈ k, x 6= 0}(12.4)
is a subgroup of the multiplicative group R+ of positive real numbers. If | · | is
discrete on k, then it is easy to see that (12.4) has no limit points in R+ with
respect to the standard Euclidean metric on R, because of (12.2). However, 0
is a limit point of (12.4) with respect to the standard Euclidean metric on R
when | · | is nontrivial on k. Conversely, if 1 is not a limit point of (12.4) with
respect to the standard Euclidean metric on R+, then | · | satisfies (12.1) for
some ρ < 1, and so | · | is discrete on k. If | · | is not discrete on k, then (12.4)
is dense in R+ with respect to the standard Euclidean metric.
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If | · | is archimedian on k, then k has characteristic 0, so that there is a
natural embedding of Q in k. The induced q-absolute value function on Q
is also archimedian under these conditions, which implies that the induced q-
absolute value function on Q is equivalent to the standard Euclidean absolute
value function on Q, by Ostrowski’s theorem. Of course, the set of positive
values of the standard Euclidean absolute value function on Q is the same as
the set Q+ of positive rational numbers, which is dense in R+ with respect to
the standard Euclidean metric. It follows that (12.4) is dense in R+ too, since
(12.4) includes the positive values of a q-absolute value function on Q that is
equivalent to the standard Euclidean absolute value function on Q. Thus a
discrete q-absolute value function on a field k has to be non-archimedian, and
hence an ultrametric absolute value function.
Let | · | be a nontrivial discrete q-absolute value function on a field k, and
put
ρ1 = sup{|x| : x ∈ k, |x| < 1},(12.5)
so that 0 < ρ1 < 1. It is easy to see that there is an x1 ∈ k such that
|x1| = ρ1,(12.6)
because ρ1 is an element of the closure of (12.4) in R+, and (12.4) has no limit
points in R+, by hypothesis. Of course,
|xj1| = |x1|
j = ρj1(12.7)
for each integer j, which means that (12.4) contains all integer powers of ρ1.
Note that (12.1) holds with ρ = ρ1, by construction, so that (12.2) holds with
ρ = ρ1 too. Using this, one can check that every element of (12.4) is an integer
power of ρ1 in this situation.
13 Balanced q-convexity
Let k be a field with a q-absolute value function | · | for some q > 0, and let V
be a vector space over k. Let us say that a balanced set E ⊆ V is q-convex with
respect to | · | on k if for every v1, v2 ∈ E and t1, t2 ∈ k with
|t1|
q + |t2|
q ≤ 1,(13.1)
we have that
t1 v1 + t2 v2 ∈ E.(13.2)
Suppose that N is a nonnegative real-valued function on V that satisfies the
homogeneity condition (6.1) with respect to | · | on k. If BN (0, r) and BN (0, r)
are as in (10.7) and (10.8), respectively, then BN (0, r) is balanced in V for every
r > 0, and BN (0, r) is balanced in V for every r ≥ 0, as before. If N is a q-
seminorm on V with respect to | · | on k, then it is easy to see that BN (0, r) is
q-convex for every r > 0, and BN (0, r) is q-convex for every r ≥ 0.
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Suppose for the moment that k = R or C with the standard absolute value
function, and that 0 < q ≤ 1. Let us say that a starlike set E ⊆ V about 0 is
real q-convex if for every v1, v2 ∈ E and nonnegative real numbers t1, t2 with
tq1 + t
q
2 ≤ 1,(13.3)
we have that (13.2) holds. If E ⊆ V is balanced, then E is starlike about 0 in
particular. In this case, real q-convexity is equivalent to q-convexity as defined
in the preceding paragraph. Remember that a set E ⊆ V is convex in the
ordinary sense if (13.2) holds for every v1, v2 ∈ E and nonnegative real numbers
t1, t2 such that
t1 + t2 = 1.(13.4)
If E ⊆ V is convex and 0 ∈ E, then E is starlike about 0, and real 1-convex. Of
course, real 1-convexity implies ordinary convexity.
Let N be a nonnegative real-valued function on V that is homogeneous
of degree 1 with respect to multiplication by nonnegative real numbers, as in
(10.11). Thus BN (0, r) and BN (0, r) can be defined as in (10.7) and (10.8),
respectively, BN (0, r) is starlike about 0 in V for every r > 0, and BN (0, r) is
starlike about 0 in V for every r ≥ 0. Let us say that N is q-subadditive on V if
N(v + w)q ≤ N(v)q +N(w)q(13.5)
for every v, w ∈ V . In this case, BN (0, r) is real q-convex in V for every r > 0,
and BN (0, r) is real q-convex for every r ≥ 0. Note that N is a q-seminorm
on V when N is also invariant under multiplication by −1 in the real case, and
when N is invariant under multiplication by complex numbers with absolute
value equal to 1 in the complex case.
Let | · | be a q-absolute value function on a field k for some q > 0 again, and
observe that (13.1) is equivalent to
(|t1|
q + |t2|
q)1/q ≤ 1.(13.6)
If 0 < q˜ ≤ q, then | · | is also a q˜-absolute value function on k, as in Section
8. Similarly, if E ⊆ V is balanced and q-convex with respect to | · | on k,
and if 0 < q˜ ≤ q, then E is q˜-convex. This uses the fact that the left side of
(13.6) is monotonically decreasing in q, as in Section 7. If k = R or C with the
standard absolute value function, E ⊆ V is starlike about 0 and real q-convex,
and 0 < q˜ ≤ q, then E is real q˜-convex too, for essentially the same reasons. As
usual, (13.5) can be reformulated as saying that
N(v + w) ≤ (N(v)q +N(w)q)1/q(13.7)
for every v, w ∈ V . If 0 < q˜ ≤ q, then q-subadditivity implies q˜-subadditivity,
just as for q-seminorms.
Suppose now that | · | is an ultrametric absolute value function on a field k,
and let E be a balanced subset of V . The analogue of q-convexity with q =∞
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with respect to | · | on k asks that (13.2) hold for every v1, v2 ∈ E and t1, t2 ∈ k
with
max(|t1|, |t2|) ≤ 1.(13.8)
This is the same as saying that
v1 + v2 ∈ E(13.9)
for every v1, v2 ∈ E, because E is balanced. If E 6= ∅, so that 0 ∈ E, then
this means that E is a subgroup of V with respect to addition, because E is
symmetric about the origin. Note that this property implies that E is q-convex
for every q > 0.
Let N be a nonnegative real-valued function on V that satisfies the homo-
geneity condition (6.1) with respect to | · | on k again. If N is a semi-ultranorm
on V , then BN (0, r) has the property described in the preceding paragraph for
every r > 0, and BN (0, r) has this property for every r ≥ 0. Conversely, if
BN (0, r) has this property for every r ≥ 0, then N satisfies the ultrametric ver-
sion of the triangle inequality, as in (6.5). Similarly, N satisfies the ultrametric
version of the triangle inequality when BN (0, r) has the property just mentioned
for every r > 0.
Suppose for the moment that | · | is trivial on k. If 0 < q < ∞, then (13.1)
holds if and only if at least one of t1 and t2 is equal to 0. This implies that every
balanced set E ⊆ V with respect to | · | on k is q-convex when 0 < q < ∞. In
this case, E ⊆ V is balanced with respect to | · | on k if and only if t E ⊆ E for
every t ∈ k. It follows that a balanced set E ⊆ V satisfies the q =∞ version of
q-convexity with respect to | · | on k if and only if E is either empty or a linear
subspace of V .
Let | · | be an arbitrary q-absolute value function on k again, for some q > 0.
Note that the properties of being balanced and q-convex with respect to | · | on
k are preserved by linear mappings, and by scalar multiplication in particular.
Remember that the union and intersection of any collection of balanced subsets
of V are also balanced in V , as in Section 10. The intersection of any collection
of balanced q-convex subsets of V is q-convex in V too. If a collection of balanced
q-convex subsets of V is linearly ordered by inclusion, then the union of these
sets is q-convex in V as well. If k = R or C with the standard absolute value
function and 0 < q ≤ 1, then there are analogous statements for starlike subsets
of V about 0 and starlike sets that are real q-convex. Of course, this is also
analogous to the situation for subsets of V that are convex in the ordinary
sense.
14 Minkowski functionals
Let k be a field with a q-absolute value function | · | for some q > 0 again, and
let V be a vector space over k. Also let A be a balanced absorbing subset of V ,
and put
NA(v) = inf{|t| : t ∈ k, v ∈ t A}(14.1)
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for each v ∈ V . If | · | is nontrivial on k, then NA(v) can be defined equivalently
by
NA(v) = inf{|t| : t ∈ k \ {0}, v ∈ t A}(14.2)
= inf{|t| : t ∈ k \ {0}, t−1 v ∈ A}
for every v ∈ V . Otherwise, (14.2) can only differ from (14.1) when v = 0,
which is the only case where t = 0 can be used in (14.1). If | · | is the trivial
absolute value function on k, then we have seen that V is the only absorbing
subset of itself. If | · | is the trivial absolute value function on k and A = V , then
(14.1) is the trivial ultranorm on V , while (14.2) is equal to 1 for every v ∈ V .
However, if | · | is nontrivial on k and A = V , then both (14.1) and (14.2) are
equal to 0 for every v ∈ V .
More precisely, in order to define NA(v) as in (14.1), it suffices to ask that
for each v ∈ V there be a t ∈ k such that v ∈ t A, so that the infimum in
(14.1) is taken over a nonempty set. Similarly, in order to define NA(v) as in
(14.2), it suffices to ask that for each v ∈ V there be a t ∈ k \ {0} such that
v ∈ t A. Of course, the second condition holds if and only if the first condition
holds and 0 ∈ A. If A has either of these properties, then the balanced hull of
A in V is both balanced and absorbing, as in Section 11. In both cases, one
can check that (14.1) and (14.2) are the same for A as for the balanced hull
of A in V . Thus we may as well ask that A be balanced and absorbing, as in
the preceding paragraph. Note that NA automatically satisfies the homogeneity
condition (6.1).
Suppose for the moment that k = R with the standard absolute value func-
tion. Instead of (14.1), it is customary to consider
N˜A(v) = inf{t ∈ R+ ∪ {0} : v ∈ t A}(14.3)
for each v ∈ V . As before, one should ask that for each v ∈ V there be a t ≥ 0
such that v ∈ t A, so that the infimum in (14.3) is taken over a nonempty set of
nonnegative real numbers. Similarly, the analogue of (14.2) in this case is
N˜A(v) = inf{t ∈ R+ : v ∈ t A} = inf{t ∈ R+ : t
−1 v ∈ A}(14.4)
for each v ∈ V . In this case, one should ask that for each v ∈ V there be a t ∈ R+
such that v ∈ t A, so that the infimum is taken over a nonempty set of positive
real numbers. As in the previous situation, this condition is equivalent to the
corresponding condition for (14.3) together with the additional requirement that
0 ∈ A. If this condition holds, then (14.3) is equal to (14.4) for every v ∈ V , for
essentially the same reasons as before.
If A is absorbing in V , then A satisfies the conditions needed to define (14.3)
and (14.4). In the other direction, if A satisfies the condition needed to define
(14.3) for every v ∈ V , and if A is starlike about 0, then A is absorbing in V .
More precisely, this uses the fact that one can define the absorbing property for
subsets of real vector spaces in terms of nonnegative real numbers, as in Section
11. If A satisfies either of the conditions needed to define (14.3) or (14.4), then
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the starlike hull of A in V about 0 is absorbing in V and starlike about 0. As in
the previous situation, (14.3) and (14.4) are the same for A as for the starlike
hull of A in V about 0, and so one may as well suppose that A is absorbing in
V and starlike about 0. It is easy to see that N˜A(v) is homogeneous of degree 1
with respect to multiplication by nonnegative real numbers on V , as in (10.11).
If A is symmetric about 0, then (14.1) is the same as (14.3), and (14.2) is the
same as (14.4). In particular, N˜A(v) is invariant under multiplication by −1 on
V in this case.
If k = C with the standard absolute value function, then one can also treat
V as a vector space over R, so that the previous remarks can be applied. In
this case, if A ⊆ V is invariant under multiplication by complex numbers with
absolute value equal to 1, then (14.1) is the same as (14.3), (14.2) is the same
as (14.4), and the conditions under which they are defined are equivalent. It
follows that N˜A(v) is invariant under multiplication by complex numbers with
absolute value equal to 1 too, which could also be verified directly from the
definitions. As in Section 11, A is absorbing in V as a complex vector space if
and only if A is absorbing in V as a real vector space under these conditions. We
also have that A is balanced in V as a complex vector space when A is starlike
about 0 in this situation, and that the balanced hull of A in V as a complex
vector space is the same as the starlike hull of A in V about 0.
Let | · | be a q-absolute value function on a field k again, and let A be a
balanced absorbing subset of V . It is easy to see that
BNA(0, 1) ⊆ A ⊆ BNA(0, 1),(14.5)
where BNA(0, 1) and BNA(0, 1) are as in (10.7) and (10.8). More precisely, the
second inclusion in (14.5) simply says that NA(v) ≤ 1 when v ∈ A, which holds
by the definition (14.1) of NA(v). To get the first inclusion in (14.5), observe
that if v ∈ V and NA(v) < 1, then there is a t ∈ k such that v ∈ t A and |t| < 1,
by the definition (14.1) of NA(v). If A is balanced, then this implies that v ∈ A,
as desired. Similarly, if k = R with the standard absolute value function, and
A ⊆ V is starlike about 0 and absorbing, then
B
N˜A
(0, 1) ⊆ A ⊆ B
N˜A
(0, 1).(14.6)
If k = C with the standard absolute value function, then one can also treat V
as a real vector space, and apply the previous statement.
Suppose now that | · | is a nontrivial discrete q-absolute value function on a
field k. This implies that
{|x| : x ∈ k}(14.7)
is a closed subset of the real line with respect to the standard topology, and that
0 is the only limit point of (14.7) in R. If A ⊆ V is balanced and absorbing, as
before, then it follows that NA(v) is an element of (14.7) for every v ∈ V . More
precisely, if NA(v) > 0, then the infimum in (14.1) is attained, and so there is a
t ∈ k such that v ∈ t A and NA(v) = |t|. In this case, we have that
A = BNA(0, 1),(14.8)
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instead of (14.5).
Let | · | be an ultrametric absolute value function on a field k, and suppose
that A ⊆ V is balanced, absorbing, and ∞-convex, as in the previous section.
We would like to check thatNA is a semi-ultranorm on V under these conditions.
We already know that NA satisfies the homogeneity condition (6.1), and so it
suffices to show that NA satisfies the ultrametric version (6.5) of the triangle
inequality. Let r > 0 be given, and suppose that v1, v2 ∈ V satisfy
NA(v1), NA(v2) < r.(14.9)
This implies that there are t1, t2 ∈ k such that |t1|, |t2| < r and
v1 ∈ t1A, v2 ∈ t2A,(14.10)
by the definition (14.1) of NA. Let t be t1 or t2, in such a way that
|t| = max(|t1|, |t2|).(14.11)
Using (14.10), we get that v1, v2 ∈ t A, since A is supposed to be balanced. It
follows that
v1 + v2 ∈ t A,(14.12)
because A is ∞-convex in V , by hypothesis. Thus
NA(v1 + v2) ≤ |t| = max(|t1|, |t2|) < r,(14.13)
which implies that NA satisfies the ultrametric version of the triangle inequality,
as desired.
15 Convexity and subadditivity
Let k be a field with a q-absolute value function | · | for some q > 0, and suppose
that | · | is not discrete on k. As in Section 12, this implies that the set (12.4)
of positive values of | · | on k is dense in R+ with respect to the standard
topology on R. Also let V be a vector space over k, and let N be a nonnegative
real-valued function on V that satisfies the homogeneity condition (6.1) with
respect to | · | on k. Remember that the corresponding open and closed balls
BN (0, r) and BN (0, r) centered at 0 in V are defined in (10.7) and (10.8), and
are balanced subsets of V with respect to | · | on k. If either BN(0, r) or BN (0, r)
is q-convex in V with respect to | · | on k for any r > 0, then one can check that
BN (0, r) and BN (0, r) are both q-convex for every r > 0. This uses (10.9) and
(10.10) to first go from a single positive radius to a dense set of positive radii in
this situation. One can then use the remarks about unions and intersections of
collections of q-convex sets at the end of Section 13 to get all positive radii, and
to switch between open and closed balls. If every positive real number occurs
as a value of | · | on k, then one can go directly from a single positive radius to
all positive radii in the first step.
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Suppose that for every v1, v2 ∈ V with
N(v1), N(v2) < 1(15.1)
and t1, t2 ∈ k with
|t1|
q + |t2|
q ≤ 1(15.2)
we have that
N(t1 v1 + t2 v2) ≤ 1.(15.3)
In particular, this condition holds when either BN (0, 1) or BN (0, 1) is q-convex
in V with respect to | · | on k. Let w1, w2 ∈ V be given, and let us check that
N(w1 + w2)
q ≤ N(w1)
q +N(w2)
q,(15.4)
so that N is a q-seminorm on V . If τ1, τ2 ∈ k satisfy
N(w1) < |τ1|, N(w2) < |τ2|,(15.5)
then
v1 = τ
−1
1 w1, v2 = τ
−1
2 w2(15.6)
satisfy (15.1). If τ3 ∈ k satisfies
|τ1|
q + |τ2|
q ≤ |τ3|
q,(15.7)
then
t1 = τ1/τ3, t2 = τ2/τ3(15.8)
satisfy (15.2). Thus (15.3) holds under these conditions, by hypothesis. We also
have that
t1 v1 + t2 v2 = τ
−1
3 (w1 + w2),(15.9)
by construction, and so (15.3) implies that
|τ3|
−1N(w1 + w2) = N(τ
−1
3 (w1 + w2)) ≤ 1.(15.10)
Equivalently,
N(w1 + w2)
q ≤ |τ3|
q.(15.11)
If the positive values of | · | on k are dense in R+, then we can choose τ1, τ2 ∈ k
so that |τ1| and |τ2| are as close as we want to N(w1), N(w2), respectively.
Similarly, we can choose τ3 ∈ k so that |τ3|q is as close as we want to |τ1|q+ |τ2|q,
which is as close as we want to N(w1)
q +N(w2)
q. Thus (15.11) implies (15.4)
in this situation, as desired.
Let A be a balanced absorbing subset of V with respect to | · | on k, and
let NA be the corresponding Minkowski functional on V , as in (14.1). Thus NA
satisfies the usual homogeneity condition (6.1), and the open and closed unit
balls in V with respect to NA are related to A as in (14.5). If A is also q-convex
in V with respect to | · | on k, then (14.5) implies that NA satisfies the condition
mentioned at the beginning of the preceding paragraph. More precisely, this
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means that (15.1) and (15.2) imply (15.3) when N = NA. It follows that NA is
a q-seminorm on V in this situation.
Suppose now that k = R or C with the standard absolute value function,
in which case the previous arguments are quite classical and can be simplified
a bit. As a variant of the earlier discussion, let N be a nonnegative real-valued
function on V which is homogeneous of degree 1 with respect to multiplication
by nonnegative real numbers, as in (10.11). As before, the open and closed balls
BN (0, r) and BN (0, r) centered at 0 in V associated to N can be defined as in
(10.7) and (10.8), and are starlike about 0 in V . If either BN (0, r) or BN (0, r)
is real q-convex for some q ∈ (0, 1] and r > 0, then one can check that BN (0, r)
and BN (0, r) are both real q-convex for every r > 0, for the essentially same
reasons as before.
Let 0 < q ≤ 1 be given, and suppose that (15.3) holds for every v1, v2 ∈ V
that satisfy (15.1) and nonnegative real numbers t1, t2 such that
tq1 + t
q
2 ≤ 1.(15.12)
Under these conditions, one can check that (15.4) holds for every w1, w2 ∈ V , so
that N is q-subadditive on V . The argument is essentially the same as before,
except that one can take τ1, τ2, and τ3 to be positive real numbers. One can
also choose τ3 so that equality holds in (15.7), which means that it suffices to
consider t1, t2 ≥ 0 such that
tq1 + t
q
2 = 1,(15.13)
instead of (15.12). Note that this condition on N holds when either BN (0, 1) or
BN (0, 1) is real q-convex in V , as before.
Let A ⊆ V be starlike about 0 and absorbing in V as a real vector space,
and let N˜A be the associated Minkowski functional on V , as in (14.3). Re-
member that N˜A is homogeneous of degree 1 with respect to multiplication by
nonnegative real numbers, and that the open and closed unit balls in V with
respect to N˜A are related to A as in (14.6). If A is also real q-convex for some
0 < q ≤ 1, then it is easy to see that N˜A satisfies the condition described at the
beginning of the previous paragraph, because of (14.6). This implies that N˜A
is q-subadditive on V .
Of course, statements like these are often formulated in terms of ordinary
convexity when q = 1. As in Section 13, convex subsets of V that contain 0
are starlike about 0, and real 1-convex. If A ⊆ V is convex and absorbing,
then 0 ∈ A, and N˜A is 1-subadditive on V , as in the preceding paragraph.
Similarly, if N is a nonnegative real-valued function on V which is homogeneous
of degree 1 with respect to multiplication by nonnegative real numbers, then
real 1-convexity of open or closed balls in V centered at 0 with respect to N is
equivalent to ordinary convexity.
16 Minkowski functionals, continued
Let k be a field with a q-absolute value function | · | for some q > 0, and V be
a vector space over k. Also let B, C be balanced absorbing subsets of V , and
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let NB, NC be the corresponding Minkowski functionals on V , respectively, as
in (14.1). If
B ⊆ C,(16.1)
then it is easy to see that
NC(v) ≤ NB(v)(16.2)
for every v ∈ V . Similarly, suppose that k = R or C with the standard absolute
value function, and that B,C ⊆ V are starlike about 0, absorbing in V as a real
vector space, and satisfy (16.1). If N˜B, N˜C are the corresponding Minkowski
functionals on V , as in (14.3), then
N˜C(v) ≤ N˜B(v)(16.3)
for every v ∈ V .
Let | · | be a nontrivial q-absolute value function on a field k, and let N be
a nonnegative real-valued function on V that satisfies the usual homogeneity
condition (6.1) with respect to | · | on k. The nontriviality of | · | on k implies
that the open and closed balls (10.7) and (10.8) in V centered at 0 with radius
r > 0 with respect to N are absorbing in V , and we have also seen that they
are balanced in V . Let us take
C = BN (0, 1)(16.4)
for the moment, and consider the corresponding Minkowski functional NC on
V , as in (14.1). Suppose that v ∈ V and t ∈ k satisfy v ∈ t C. If t = 0, then it
follows that v = 0. Otherwise, if t 6= 0, then
v ∈ t C = BN (0, |t|),(16.5)
using (10.10) in the second step. This implies that
N(v) ≤ |t|,(16.6)
which also works when t = 0. Taking the infimum over t, we get that
N(v) ≤ NC(v)(16.7)
for every v ∈ V under these conditions.
Suppose now that | · | is not discrete on k, so that the set (12.4) of positive
values of | · | on k is dense in R+ with respect to the standard topology on R,
as in Section 12. As before,
B = BN (0, 1)(16.8)
is balanced and absorbing in V , and we let NB be the corresponding Minkowski
functional on V . Let v ∈ V be given, and suppose that t ∈ k satisfies N(v) < |t|,
so that
v ∈ BN (0, |t|) = |t|B,(16.9)
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using (10.9) in the second step. This implies that
NB(v) ≤ |t|,(16.10)
and hence that
NB(v) ≤ N(v),(16.11)
by taking the infimum over t in (16.10). If C is as in (16.4), then (16.1) holds,
and we get that
N(v) = NB(v) = NC(v)(16.12)
for every v ∈ V , by combining (16.2), (16.7), and (16.11).
Similarly, let k = R or C with the standard absolute value function again,
and let N be a nonnegative real-valued function on V that is homogeneous
of degree 1 with respect to multiplication by nonnegative real numbers, as in
(10.11). Also let B, C be as in (16.4) and (16.8), so that B, C are starlike about
0, absorbing in V as a real vector space, and satisfy (16.1). If N˜B, N˜C are the
corresponding Minkowski functionals on V , then one can check that
N(v) = N˜B(v) = N˜C(v)(16.13)
for every v ∈ V , as in the previous two paragraphs. More precisely, in this
situation, one should restrict one’s attention to nonnegative real numbers t in
the earlier arguments.
17 Continuity of semimetrics
Let X be a set, and let d(x, y) be a q-semimetric on X for some q > 0. Thus
d(x, z)q − d(y, z)q ≤ d(x, y)q(17.1)
for every x, y, z ∈ X , by the q-semimetric version (7.1) of the triangle inequality.
Similarly,
d(y, z)q − d(x, z)q ≤ d(x, y)q(17.2)
for every x, y, z ∈ X , and hence
|d(x, z)q − d(y, z)q| ≤ d(x, y)q ,(17.3)
using the standard absolute value function on R on the left side of (17.3). This
implies that d(x, z) is continuous as a real-valued function of x ∈ X for each
z ∈ X , with respect to the topology determined on X by d(·, ·) as in Sections
1 and 7, and using the standard topology on R in the range of this function.
Of course, this was also implicit in some of the earlier discussions. Using the
analogous estimate in both variables, we get that
|d(x,w)q − d(y, z)q| ≤ |d(x,w)q − d(x, z)q|+ |d(x, z)q − d(y, z)q|(17.4)
≤ d(w, z)q + d(x, y)q
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for every w, x, y, z ∈ X . In particular, this implies that d(x,w) is continuous
on X × X , with respect to the product topology associated to the topology
determined on X by d(·, ·).
Let τ be a topology on X . Suppose that for each u ∈ X and ǫ > 0 there is
an open set U ⊆ X with respect to τ such that u ∈ U and
d(u, v) < ǫ(17.5)
for every v ∈ U . Equivalently, (17.5) says that
U ⊆ Bd(u, ǫ),(17.6)
where Bd(u, ǫ) is the open ball in X centered at u with radius ǫ with respect to
d(·, ·), as in (1.5). This is also the same as saying that u is an element of the
interior of Bd(u, ǫ) with respect to τ for every u ∈ X and ǫ > 0. This condition
implies that every open set in X with respect to the topology on X determined
by d(·, ·) is an open set with respect to τ as well. Conversely, suppose that every
open set in X with respect to the topology determined by d(·, ·) is an open set
in X with respect to τ too. Remember that open balls in X are open sets in
X with respect to the topology determined by d(·, ·), as in Sections 1 and 7. In
this case, open balls in X with respect to d(·, ·) are also open sets with respect
to τ , which obviously implies the previous condition.
The condition described at the beginning of the preceding paragraph is the
same as saying that for each u ∈ X , d(u, v) is continuous as a real-valued
function of v ∈ X with respect to τ at u. This implies that d(x, y) is continuous
as a real-valued function of x or y with respect to τ on X , and in fact that
d(x, y) is continuous with respect to the product topology on X ×X associated
to τ on each copy of X . This can be derived from (17.3) and (17.4) as before.
Alternatively, this can be obtained from the analogous continuity properties
with respect to the topology determined on X by d(·, ·), and the fact that every
open set in X with respect to the topology determined by d(·, ·) is also an open
set with respect to τ .
Now let k be a field with a q-absolute value function | · | for some q > 0, and
let V be a vector space over k. If N is a q-seminorm on V with respect to | · |
on k, then we have that
|N(v)q −N(w)q | ≤ N(v − w)q(17.7)
for every v, w ∈ V . This can be verified in the same way as for (17.3). This can
also be considered as a special case of (17.3), using the q-semimetric associated to
N on V , as in (9.2). As before, this implies in particular that N(v) is continuous
as a real-valued function on V , with respect to the topology determined on V
by the q-semimetric associated to N as in (9.2).
18 Commutative topological groups
Let A be a commutative group, with the group operations expressed additively.
Suppose that A is also equipped with a topology. We say that A is a topological
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group if the group operations on A are continuous. More precisely, this means
that addition on A should be continuous as a mapping from A×A into A, where
A× A is equipped with the product topology associated to the given topology
on A. Similarly,
x 7→ −x(18.1)
should be continuous as a mapping from A into itself, which implies that this
mapping is a homeomorphism, since it is its own inverse.
Continuity of addition on A implies that
x 7→ x+ a(18.2)
is a continuous mapping from A into itself for each a ∈ A. This corresponds to
continuity of addition on A in each variable separately, instead of joint continuity
of addition as a mapping from A × A into A. Of course, the inverse of the
translation mapping (18.2) is given by translation by −a, so that continuity of
translations implies that the translation mappings (18.2) are homeomorphisms
on A. If A is equipped with a topology for which the translation mappings (18.2)
are continuous, and if addition on A is continuous as a mapping from A×A into
A with respect to the product topology on A× A at the point (0, 0) in A× A,
then one can check that addition on A is continuous as a mapping from A×A
into A at every point in A × A. Similarly, if the translation mappings (18.2)
are continuous on A, and if (18.1) is continuous at 0, then (18.1) is continuous
everywhere on A.
Let us suppose for the rest of the section that A is a commutative topoloigcal
group. If a ∈ A and B ⊆ A, then put
a+B = B + a = {a+ b : b ∈ B},(18.3)
which is the same as the image of B under the translation mapping (18.2). If
B,C ⊆ A, then we put
B + C = {b+ c : b ∈ B, c ∈ C} =
⋃
b∈B
(b + C) =
⋃
c∈C
(B + c).(18.4)
In particular, if either B or C is an open set in A, then B +C is an open set in
A as well, because it is a union of open sets in A. Let us also put
−C = {−c : c ∈ C},(18.5)
b− C = b+ (−C),(18.6)
and
B − C = B + (−C)(18.7)
for every b ∈ A and B,C ⊆ A.
Let E be any subset of A, and let V ⊆ A be an open set that contains 0.
We would like to check that
E ⊆ E + V,(18.8)
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where E is the closure of E in V , as usual. If x ∈ E, then
(x− V ) ∩ E 6= ∅,(18.9)
because x − V is an open set in V that contains x. This is the same as saying
that x ∈ E+V , which implies (18.8). Similarly, if x ∈ E+V for every open set
V ⊆ A that contains 0, then x ∈ E, which implies that
E =
⋂
{E + V : V ⊆ A is an open set with 0 ∈ V }.(18.10)
Let W be an open subset of A that contains 0. Continuity of addition on A
as a mapping from A×A into A at (0, 0) says exactly that there are open sets
U, V ⊆ A that contain 0 and satisfy
U + V ⊆W.(18.11)
In particular, this implies that
U ⊆W,(18.12)
as in (18.8). If x is any element of A, then it follows that every open set in
A that contains x also contains the closure of another open subset of A that
contains x, by continuity of translations on A. This means that A is regular as a
topological space in the strict sense, without including the first or 0th separation
condition.
Sometimes the condition that {0} be a closed set in A is included in the
definition of a commutative topological group. This implies that every subset
of A with exactly one element is a closed set, by continuity of translations, so
that A satisfies the first separation condition. Combining this with the remarks
in the preceding paragraph, we get that A is regular in the stronger sense that
includes the first separation condition, which is sometimes referred to as the
third separation condition. In particular, this implies that A is Hausdorff as a
topological space.
Here is another way to look at the Hausdorff property of A when {0} is a
closed set in A. Let x, y ∈ A be given, with x 6= y, and put
W = A \ {x− y},(18.13)
so that 0 ∈ W . Note that W is an open set in A, since A satisfies the first
separation condition. Thus there are open sets U, V ⊆ A that contain 0 and
satisfy (18.11), which means that
x− y 6∈ U + V.(18.14)
Equivalently, this implies that
(x− U) ∩ (y + V ) = ∅,(18.15)
and hence that A is Hausdorff as a topological space, because x−U and y+ V
are disjoint open subsets of A that contain x and y, respectively.
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Similarly, let x ∈ A and E ⊆ A be given, with x 6∈ E, and put
W = A \ (x− E),(18.16)
so that 0 ∈ W . If E is a closed subset of A, then x − E is a closed set in A
too, and hence W is an open set in A. This implies that there are open sets
U, V ⊆ A that contain 0 and satisfy (18.11), as before. In this case, (18.11) says
that
(U + V ) ∩ (x− E) = ∅,(18.17)
which implies that
(x− U) ∩ (E + V ) = ∅.(18.18)
This is another way to look at the regularity of A as a topological space, since
x−U and E+V are disjoint open subsets of A that contain x and E, respectively.
19 Translation-invariant semimetrics
Let A be a commutative group, and let d(x, y) be a semimetric on A. If
d(x + a, y + a) = d(x, y)(19.1)
for every a, x, y ∈ A, then we say that d(·, ·) is invariant under translations on
A. In this case, the translation mappings (18.2) automaticvally define homeo-
morphisms on A with respect to the topology on A determined by d(·, ·). One
can also check that addition on A is continuous as a mapping from A×A into A
under these conditions, using the triangle inequality. Similarly, it is easy to see
that (18.1) is continuous on A, because d(x, y) is symmetric in x and y. This
means that A satisfies the requirements of a commutative topological group with
respect to the topology determined by d(·, ·). If d(·, ·) is a translation-invariant
metric on A, then A is also Hausdorff with respect to this topology. Of course,
invariance under translations can be defined for q-semimetrics on A in the same
way, for any q > 0. Equivalently, a q-semimetric d(x, y) on A is invariant under
translations if and only if d(x, y)q is invariant under translations as a semimet-
ric on A, in which case there are analogues of the previous statements for the
corresponding topology.
Let M be a collection of q-semimetrics on A, where q > 0 is allowed to
depend on the element of M. This leads to a topology on A, as in Sections 2
and 7. If the elements of M are invariant under translations on A, then the
group operations on A are continuous with respect to this topology, as in the
preceding paragraph, so that A becomes a commutative topological group. If
M is also nondegenerate on A, then we have seen that A is Hausdorff with
respect to this topology. If A is any commutative topological group, then it is
well known that the topology on A corresponds to a collection of translation-
invariant semimetrics on A in this way. Note that any commutative group is a
topological group with respect to the discrete topology. The discrete metric on
any group is invariant under translations, and determines the discrete topology
on the group.
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Let A be a commutative topological group, and let d(x, y) be a translation-
invariant q-semimetric on A for some q > 0. Suppose that d(0, v) is continuous
as a real-valued function of v ∈ A at 0, with respect to the standard topology
on R in the range of this function. This implies that for each u ∈ A, d(u, v)
is continuous as a real-valued function of v ∈ A at u, because of translation-
invariance of d(·, ·) and the topology on A. As in Section 17, it follows that
d(x, y) is continuous as a real-valued function of x or y on A, and in fact that
d(x, y) is continuous as a real-valued function on A × A with respect to the
corresponding product topology. This condition also implies that every open
set in A with respect to the topology determined by d(·, ·) is an open set in A
with respect to its given topology, as before.
If the topology on A is determined by a collectionM of translation-invariant
q-semimetrics on A, then each element ofM automatically has the property de-
scribed in the preceding paragraph. If d(x, y) is any other translation-invariant
q-semimetric on A with this property, then one can add d(x, y) to M, and get
the same topology on A. If A is any commutative topological group, then one
might like to find a collection M of translation-invariant q-semimetrics on A
that determines the same topology on A, as mentioned earlier. Each element
of M should be compatible with the given topology on A, as in the previous
paragraph. The point of the theorem mentioned earlier is that one can always
find enough translation-invariant semimetrics on A that are compatible with
the given topology on A to generate this topology on A.
20 Topological vector spaces
Let k be a field with a q-absolute value function | · | for some q > 0, and let V
be a vector space over k. Remember that |x− y| defines a q-metric on k, which
determines a topology on k in the usual way. We say that V is a topological
vector space with respect to | · | on k if V is equipped with a topology for which
the vector space operations are continuous. More precisely, the continuity of
addition on V means that addition defines a continuous mapping from V × V
into V , with respect to the product topology on V × V associated to the given
topology on V . Similarly, continuity of scalar multiplication on V means that
scalar multiplication defines a continuous mapping from k × V into V , where
k × V is equipped with the product topology associated to the topology on k
mentioned earlier and the given topology on V .
In particular, continuity of scalar multiplication implies that for each t ∈ k,
v 7→ t v(20.1)
is a continuous mapping on V . This includes the continuity of
v 7→ −v(20.2)
on V , by taking t = −1 in k in (20.1). Of course, vector spaces are commutative
groups with respect to addition, and this implies that topological vector spaces
36
are topological groups with respect to addition. If {0} is a closed set V , then
it follows that V is Hausdorff as a topological space, as in Section 18. This
additional condition is sometimes included in the definition of a topological
vector space, as before.
If k = R or C with the standard absolute value function, then this corre-
sponds to the usual notion of a real or complex topological vector space. If | · |
is a nontrivial absolute value function on any field k, then this definition corre-
sponds to the one in [21]. The restriction to q = 1 is not too serious, since |x|q
defines an absolute value function on k when |x| is a q-absolute value function
on k, and which leads to the same topology on k. If | · | is the trivial absolute
value function on k, then the corresponding topology on k is discrete, and the
continuity of scalar multiplication on V as a mapping from k × V into V with
respect to the product toplogy on k × V is the same as the continuity of (20.1)
on V for each t ∈ k. One may wish to exclude this case in some situations, as
in [21].
Let |·| be a q-absolute value function on a field k for some q > 0 again, and let
V be a topological vector space over k. Note that (20.1) is a homeomorphism on
V for each t ∈ k with t 6= 0, since the inverse mapping is given by multiplication
by 1/t. Let W be an open subset of V that contains 0. Continuity of scalar
multiplication at (0, 0) in k × V implies that there is an open set U ⊆ V with
0 ∈ U and a δ > 0 such that
t U ⊆W(20.3)
for every t ∈ k with |t| < δ, where t U is as in (10.1). This statement is vacuous
when | · | is the trivial absolute value function on k, and so let us suppose for
the moment that | · | is nontrivial on k. This implies that there are t ∈ k with
t 6= 0 and |t| < δ, and we put
U1 =
⋃
{t U : t ∈ k, 0 < |t| < δ},(20.4)
which contains 0 because 0 ∈ U . We also have that
U1 ⊆W,(20.5)
by (20.3), and that U1 is an open set in V , since it is a union of open sets. By
construction, U1 is a balanced subset of V too, as in Section 10.
Let us rephrase this a bit, as follows. If W is an open set in V that contains
0, and if | · | is nontrivial on k, then there is an open set U˜ ⊆ V such that 0 ∈ U˜
and
t U˜ ⊆W(20.6)
for every t ∈ k with |t| ≤ 1. More precisely, if U satisfies the conditions de-
scribed in the preceding paragraph, then one can take U˜ to be U1, as in (20.4).
Conversely, if U˜ satisfies these conditions, then one can simply take U to be U˜
in the previous paragraph. In this case,
U˜1 =
⋃
{t U˜ : t ∈ k, |t| ≤ 1}(20.7)
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is a nonempty balanced open subset of V that is contained in W , as before.
If | · | is the trivial absolute value function on k, then the existence of U˜ as in
(20.6) still makes sense, even if it is not necessarily included in the definition of
a topological vector space. It would also be stronger than before, in the sense
that it applies to every t ∈ k, and similarly balanced subsets of V would be
invariant under multiplication by any t ∈ k with t 6= 0, as in Section 10. If | · |
is any q-absolute value function on k and V is a topological vector space with
respect to | · | on k, then V is also a topological vector space with respect to the
trivial absolute value function on k, because (20.1) is still continuous on V for
every t ∈ k. In this case, (20.6) would not normally work with respect to the
trivial absolute value function on k. In particular, one can take V = k with the
topology associated to a nontrivial absolute value function on k.
Let |·| be any q-absolute value function on a field k again. If V is a topological
vector space over k, then continuity of scalar multiplication implies that
t 7→ t v(20.8)
is a continuous mapping from k into V for every v ∈ V . Let W be an open
subset of V that contains 0, and let v ∈ V be given. The continuity of (20.8) at
0 implies that there is a δ(v) > 0 such that
t v ∈W(20.9)
for every t ∈ k with |t| < δ(v). This is the same as saying that W is absorbing
in V when | · | is nontrivial on k, as in Section 11. If | · | is the trivial absolute
value function on k, then this condition onW is vacuous, and we have seen that
V is the only absorbing subset of itself in this case.
21 Compatible seminorms
Let k be a field equipped with a q-absolute value function |·| for some q > 0, and
let V be a vector space over k. Also let N be a collection of q-seminorms on V
with respect to | · | on k. More precisely, one can let q > 0 depend on the element
of N , as long as | · | is a q-absolute value function on k for each such q. Every
element of N determines a q-semimetric on V in the usual way, as in (9.2). Note
that these q-semimetrics are automatically invariant under translations on V .
Consider the topology on V determined by the collection M of q-semimetrics
associated to the elements of N . One can check that scalar multiplication on V
defines a continuous mapping from k × V into V with respect to this topology
on V , using the product topology on k × V corresponding to this topology on
V and the topology on k determined by the q-metric associated to | · |. This
implies that V is a topological vector space with respect to | · | on k under these
conditions. If N is nondegenerate on V , then V is Hausdorff with respect to
this topology, as before. If | · | is the trivial absolute value function on k, then
this topology on V also satisfies the condition (20.6) discussed in the previous
section, because of the corresponding homogeneity property of q-seminorms on
V .
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Suppose now that V is equipped with a topology that makes it a topological
vector space with respect to | · | on k, and let N be a q-seminorm with respect
to | · | on k. Suppose that N is continuous at 0 as a real-valued function on V ,
where R is equipped with the standard topology in the range of this function.
It is easy to see that this implies that N is continuous on all of V , using (17.7).
In particular, it follows that open balls in V with respect to N are open sets in
V with respect to the given topology on V . One can look at this in the context
of Section 19 as well, since V is a commutative topological group with respect
to addition. Let d(v, w) be the q-semimetric on V associated to N as in (9.2),
which is automatically invariant under translations on V , as mentioned earlier.
The hypothesis that N be continuous at 0 is the same as saying that d(0, w) is
continuous as a real-valued function of w ∈ V at 0. As in Section 19, this implies
that d(v, w) is continuous in v and w, which corresponds to the continuity of
N on V . This also implies that open subsets of V with respect to the topology
determined by d(·, ·) are open sets with respect to the given topology on V , as
before.
As in Section 17, the condition that N be continuous at 0 is the same as
saying that for each ǫ > 0, 0 is an element of the interior of BN (0, ǫ) in V , where
BN (0, ǫ) is as in (10.7). This implies that N is continuous on all of V , as in
the preceding paragraph, and hence that BN (0, r) is an open set in V for every
r > 0. Remember that
t BN (0, ǫ) = BN (0, |t| ǫ),(21.1)
for every ǫ > 0 and t ∈ k with t 6= 0, as in (10.9). If 0 is an element of the
interior of BN (0, ǫ) in V for some ǫ > 0, then it follows that 0 is also an element
of the interior of (21.1) for every t ∈ k with t 6= 0. This implies that N is
continuous at 0 when | · | is not the trivial absolute value function on k.
Let A be a balanced absorbing subset of V , and let NA be the corresponding
Minkowski functional, as in (14.1). Thus
NA(v) ≤ |t|(21.2)
for every t ∈ k and v ∈ t A, by definition of NA(v). If | · | is nontrivial on k,
and if 0 is an element of the interior of A in V , then it follows from (21.2) that
NA is continuous at 0 as a real-valued function on V . Of course, if | · | is trivial
on k, then V is the only absorbing subset of itself, and NV is equal to 0 on all
of V , as in Section 14. Conversely, if NA is continuous at 0 on V , then 0 is
an element of the interior of BNA(0, 1) in V , where BNA(0, 1) is defined as in
(10.7). We have also seen that BNA(0, 1) is contained in A when A is balanced,
as in (14.5). This implies that 0 is an element of the interior of A in V when
NA is continuous at 0 on V .
22 Subadditive functions
Let us take k = R with the standard absolute value function in this section,
and let V be a vector space over R. Also let N be a nonnegative real-valued
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function on V which is homogeneous of degree 1 with respect to multiplication
by nonnegative real numbers, as in (10.11). Suppose that N is q-subadditive on
V for some q > 0, as in (13.5). More precisely, we may as well take 0 < q ≤ 1
here, so that the standard absolute value function on R is a q-absolute value
function, as in Section 8. Observe that N(−v) satisfies these same properties on
V , which is to say thatN(−v) is also homogeneous with respect to multiplication
by nonnegative real numbers and q-subadditive. This implies that
Nsym(v) = max(N(v), N(−v))(22.1)
has the same properties too, because the maximum of two q-suabdditive func-
tions is q-subadditive. By construction,
Nsym(−v) = Nsym(v)(22.2)
for every v ∈ V , so that N˜ is a q-seminorm on V . As in Section 17, we have
that
N(v)q −N(w)q ≤ N(v − w)q(22.3)
and
N(w)q −N(v)q ≤ N(w − v)q(22.4)
for every v, w ∈ V , by q-subadditivity. It follows that
|N(v)q −N(w)q | ≤ Nsym(v − w)q(22.5)
for every v, w ∈ V , so that N is continuous as a real-valued function on V
with respect to the topology determined on V by the q-semimetric associated
to Nsym.
Suppose now that V is equipped with a topology which makes it into a
topological vector space over R. If N(v) is continuous at 0 as a real-valued
function on V with respect to this topology, then N(−v) is also continuous at
0, and hence Nsym(v) is continuous at 0. This implies that N is continuous on
all of V , by (22.5). In particular, this means that open balls in V with respect
to N are open sets in V . The continuity of Nsym at 0 on V also implies that
Nsym is continuous on all of V , as in the previous section.
Let A be a subset of V that is starlike about 0 and absorbing, and let N˜A be
the corresponding Minkowski functional, as in (14.3). It is easy to see that −A
is starlike about 0 and absorbing in V too, and we let N˜−A be the Minkowski
functional associated to −A on V as in (14.3). Similarly,
Asym = A ∩ (−A)(22.6)
is starlike about 0 and absorbing in V , and in fact Asym is balanced in V , since
it is automatically symmetric about 0. Thus the Minkowski functional NAsym
associated to Asym as in (14.1) is the same as its analogue N˜Asym as in (14.3).
One can check that
N˜A(−v) = N˜−A(v)(22.7)
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and
NAsym(v) = max(N˜A(v), N˜A(−v))(22.8)
for every v ∈ V .
As in the previous section,
N˜A(v) ≤ t(22.9)
for every v ∈ t A when t ≥ 0, by the definition of N˜A(v). If 0 is an element of
the interior of A in V , then it follows that N˜A(v) is continuous at 0 on V , as
before. Conversely, if N˜A(v) is continuous at 0 on V , then 0 is an element of the
interior of B
N˜A
(0, 1) in V , where B
N˜A
(0, 1) is as defined in (10.7). This implies
that 0 is an element of the interior of A in V , because B
N˜A
(0, 1) is contained in
A when A is starlike about 0, as in (14.6). Of course, if 0 is an element of the
interior of A in V , then 0 is also an element of the interior of −A, which implies
that 0 is an element of the interior of Asym as well.
23 Cartesian products
Let I be a nonempty set, let Xj be a set for each j ∈ I, and let
X =
∏
j∈I
Xj(23.1)
be the Cartesian product of the Xj ’s. If x ∈ X and j ∈ I, then it will be
convenient to let xj be the jth coordinate of x in Xj . Let Mj be a collection
of q-semimetrics on Xj for each j ∈ I, where q > 0 is allowed to depend on the
element of Mj, as before. If dj(·, ·) is an element of Mj for some j ∈ I, then it
is easy to see that
d̂j(x, y) = dj(xj , yj)(23.2)
defines a q-semimetric on X , with the same q as for dj(·, ·). Put
M̂j = {d̂j(·, ·) : dj(·, ·) ∈Mj}(23.3)
for each j ∈ I, and
M =
⋃
j∈I
M̂j .(23.4)
Let Xj be equipped with the topology associated toMj as in Sections 2 and 7,
for each j ∈ I. One can check that the topology on X associated to M in this
way is the same as the corresponding product topology on X . Note that M is
nondegenerate on X when Mj is nondegenerate on Xj for every j ∈ I.
Now let Aj be a commutative group for each j ∈ I, and let
A =
∏
j∈I
Aj(23.5)
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be the Cartesian product of the Aj ’s. This is also a commutative group, where
the group operations are defined coordinatewise. This group is known as the
direct product of the Aj ’s. If Aj is a commutative topological group for each
j ∈ I, then A is a commutative topological group too, with respect to the
corresponding product topology. LetMj be a collection of translation-invariant
q-semimetrics on A, and let M̂j be the corresponding collection of q-semimetrics
on A for each j ∈ I, as in (23.3). Note that the elements of M̂j are invariant
under translations on A for each j, so that the union M of the M̂j ’s consists
of translation-invariant q-semimetrics on A as well. If Aj is equipped with the
topology determined by Mj for each j ∈ I, then the topology on A associated
to M is the same as the corresponding product topology, as in the previous
paragraph.
Let k be a field, and let Vj be a vector space over k for each j ∈ I. The
Cartesian product
V =
∏
j∈I
Vj(23.6)
is a vector space over k too, with respect to coordinatewise addition and scalar
multiplication. This vector space is known as the direct product of the Vj ’s. Let
| · | be a q-absolute value function on k for some q > 0, and suppose that Vj is
a topological vector space with respect to | · | on k for each j ∈ I. Under these
conditions, one can check that V is a topological vector space too, with respect
to the corresponding product topology.
Let Nj be a collection of q-seminorms on Vj for each j ∈ I, where q > 0
is allowed to depend on the element of Nj , as long as | · | is a q-absolute value
function on k. If Nj is an element of Nj for some j ∈ I, then
N̂j(v) = Nj(vj)(23.7)
defines a q-seminorm on V with the same q as for Nj, where vj ∈ Vj is the jth
coordinate of v ∈ V , as before. In analogy with (23.3) and (23.4), put
N̂j = {N̂j : Nj ∈ Nj}(23.8)
for each j ∈ I, and
N =
⋃
j∈I
N̂j .(23.9)
LetMj be the collection of q-semimetrics on Vj corresponding to elements of Nj
as in (9.2) for each j ∈ I. If M̂j is associated toMj as in (23.3) for each j ∈ I,
then M̂j is the same as the collection of q-semimetrics on V that correspond to
elements of N̂j as in (9.2) for each j ∈ I. Similarly, ifM is as in (23.4), thenM
is the same as the collection of q-semimetrics on V that correspond to elements
of N as in (9.2) for each j ∈ I. If Vj is equipped with the topology determined
by Nj for each j ∈ I, then it follows that the topology on V associated to N is
the same as the corresponding product topology.
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24 Bounded semimetrics
Let X be a set, and let d(x, y) be a q-semimetric on X for some q > 0. If r0 is
any positive real number, then it is easy to see that
d′(x, y) = min(d(x, y), r0)(24.1)
is also a q-semimetric on X . We also have that
Bd′(x, r) = Bd(x, r)(24.2)
for every x ∈ X and 0 < r ≤ r0, and that
Bd′(x, r) = X(24.3)
for every x ∈ X when r > r0, where the open balls are defined as in (1.5). This
implies that d(x, y) and d′(x, y) determine the same topologies on X , since only
balls of small radius are important for the topology. Similarly, if X is already
equipped with a topology τ , then continuity properties of d(x, y) with respect
to τ as in Section 17 are equivalent to the analogous continuity properties of
(24.1) with respect to τ .
Let A be a commutative group, and suppose that d(x, y) is a q-semimetric
on A for some q > 0 that is invariant under translations on A. In this case,
(24.1) is also invariant under translations on A for every r0 > 0. If A is a
commutative topological group, then continuity properties of d(x, y) on A as in
Section 17 can be reformulated as continuity conditions at 0, as in Section 19.
These continuity conditions are equivalent to their analogues for (24.1), as in
the preceding paragraph. Note that
d(x, y) = d(x− (x + y), y − (x+ y)) = d(−y,−x) = d(−x,−y)(24.4)
for every x, y ∈ A, using invariance under translations in the first step.
Let k be a field with a q-absolute value function | · | for some q > 0, and let
V be a vector space over k. Also let N be a q-seminorm on V , and let d(v, w)
be the associated q-semimetric, as in (9.2). Thus
d(t v, t w) = N(t v − t w) = |t|N(v − w) = |t| d(v, w)(24.5)
for every v, w ∈ V and t ∈ k, using the homogeneity of N in the second step.
In particular, this implies that
d(t v, t w) ≤ d(v, w)(24.6)
for every v, w ∈ V when |t| ≤ 1, with equality when |t| = 1. If d′(v, w) is defined
as in (24.1) for some r0 > 0, then it follows that
d′(t v, t w) ≤ d′(v, w)(24.7)
for every v, w ∈ V when t ∈ k satisfies |t| ≤ 1, with equality when |t| = 1.
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Now let d(v, w) be any q-semimetric on V that is invariant under translations.
Observe that d(v, w) satisfies (24.6) when |t| ≤ 1 exactly when open and closed
balls in V with respect to d centered at 0 are balanced subsets of V . If d(v, w)
does not already have this property, then one may wish to replace d(v, w) with
d˜(v, w) = sup{d(t v, t w) : t ∈ k, |t| ≤ 1},(24.8)
at least when the supremum is finite. In this case, it is easy to see that (24.8) is
also a q-semimetric on V that is invariant under translations. By construction,
d˜(a v, aw) ≤ d˜(v, w)(24.9)
for every v, w ∈ V and a ∈ k with |a| ≤ 1, and
d(v, w) ≤ d˜(v, w)(24.10)
for every v, w ∈ V . Of course, if d(v, w) is bounded on V , then the supremum in
(24.8) is finite, with the same upper bounds as for d(v, w). Otherwise, one can
first replace d(v, w) with (24.1) for some r0 > 0, to ensure that it is bounded.
Suppose that V is a topological vector space with respect to | · | on k, and
that d(v, w) is compatible with the topology on V , in the sense that d(0, w) is
continuous as a real-valued function of w ∈ V at 0. Equivalently, this means
that for each ǫ > 0, 0 is an element of the interior of Bd(0, ǫ) in V , where
Bd(0, ǫ) is the open ball in V centered at 0 with radius ǫ with respect to d(v, w),
as in (1.5). This is the same as saying that for each ǫ > 0 there is an open set
W (ǫ) ⊆ V such that 0 ∈W (ǫ) and
W (ǫ) ⊆ Bd(0, ǫ).(24.11)
If | · | is nontrivial on k, then for each ǫ > 0 there is an open set U(ǫ) ⊆ V such
that 0 ∈ U(ǫ) and
t U(ǫ) ⊆W (ǫ)(24.12)
for every t ∈ k with |t| ≤ 1, as in (20.6). It follows that
d(0, t u) < ǫ(24.13)
for every ǫ > 0, u ∈ U(ǫ), and t ∈ k with |t| ≤ 1, by combining (24.11) and
(24.12).
Let d˜(v, w) be as in (24.8), and suppose that the supremum is finite for
every v, w ∈ V . As before, this can always be arranged by replacing d(v, w)
with (24.1) for some r0 > 0, which would not affect the continuity properties of
d(v, w). Using (24.13), we get that
d˜(0, u) ≤ ǫ(24.14)
for every ǫ > 0 and u ∈ U(ǫ). This shows that d˜(0, u) is continuous as a
real-valued function of u ∈ V at 0 under these conditions. Remember that this
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implies additional continuity properties of d˜(v, w) on V , as in Sections 17 and 19.
If | · | is the trivial absolute value function on k, then (20.6) may be considered as
an additional hypothesis on the topology of V . With this additional hypothesis,
the rest of the previous argument goes through as before.
As mentioned in Section 19, there are well known methods for constructing
translation-invariant semimetrics on a commutative topological group that are
compatible with the given topology. In particular, if V is a topological vector
space with respect to | · | on k, as before, then this can be applied to V as a
commutative topological group with respect to addition. Under suitable condi-
tions, the arguments in the preceding paragraphs can be used to get semimetrics
on V that also satisfy (24.9). However, translation-invariant semimetrics on V
with this property are typically obtained directly from the original construction
under the same conditions. The main point is to use balanced neighborhoods
of 0 in V in the construction of the semimetrics, when | · | is nontrivial on k, or
when | · | is trivial on k and the topology on V satisfies (20.6).
25 Metrization
Let M be a nonempty collection of q-seminorms on a set X for some q > 0.
Although we have often allowed q to depend on the element of M, it is better
to ask that each element of M correspond to the same q here. As in Section
7, this can always be arranged by taking suitable powers anyway. If there is a
positive lower bound q0 for the q’s associated to elements of M, then we can
simply treat each element of M as q0-semimetric on X . This uses the fact that
a q-semimetric on X is also a q0-semimetric when 0 < q0 ≤ q, as in Section 7.
If there are only finitely many elements of M, then their maximum is a
q-semimetric on X that determines the same topology on X , as in Section 2. If
M is also nondegenerate on X , then the maximum of the elements of M is a
q-metric on X .
Suppose now that M is countably infinite, and let dj(x, y) with j ∈ Z+ be
an enumeration of the elements of M. Put
d′j(x, y) = min(dj(x, y), 1/j)(25.1)
for every x, y ∈ X and j ∈ Z+, and
d(x, y) = max
j≥1
d′j(x, y)(25.2)
for every x, y ∈ X . More precisely, d(x, y) = 0 when d′j(x, y) = 0 for every j.
Otherwise, the maximum in (25.2) can be reduced to the maximum of finitely
many positive real numbers, because d′j(x, y) ≤ 1/j for every x, y ∈ X and j ≥ 1,
by construction. As in the previous section, d′j(x, y) is a q-semimetric on X that
determines the same topology on X as dj(x, y) for each j ∈ Z+. Similarly, one
can check that d(x, y) is a q-semimetric on X under these conditions, which is
a q-metric on X when M is nondegenerate on X . We would like to show that
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the topology determined on X by d(x, y) is the same as the topology associated
to M.
Observe that
Bd(x, r) =
∞⋂
j=1
Bd′
j
(x, r)(25.3)
for every x ∈ X and r > 0, by the definition (25.2) of d(x, y). As usual, the
open balls are defined as in (1.5). We also have that
Bd′
j
(x, r) = Bdj (x, r)(25.4)
when r ≤ 1/j, as in (24.2), and that
Bd′
j
(x, r) = X(25.5)
when r > 1/j, as in (24.3). If r > 1, then it follows that (25.3) is equal to X
too. Otherwise, if r ≤ 1, then let l(r) be the largest positive integer such that
r ≤ 1/l(r).(25.6)
Thus (25.3) reduces to
Bd(x, r) =
l(r)⋂
j=1
Bdj(x, r),(25.7)
by (25.4) and (25.5). Using this, one can verify that the topology determined
on X by d(x, y) is the same as the one associated to M, as desired.
If A is a commutative group, then one can apply the previous remarks
to translation-invariant q-semimetrics on A, and get translation-invariant q-
semimetrics on A as a result. In particular, if A is a commutative topological
group with a local base for the topology at 0 with only finitely or countably
many elements, then it is well known that there is a translation-invariant semi-
metric on A that determines the same topology on A. More precisely, if A is any
commutative topological group, then there is a collection of translation-invariant
semimetrics on A that determines the same topology on A, as mentioned in Sec-
tion 19. If there is a local base for the topology of A at 0 with only finitely or
countably many elements, then only finitely or countably many such semimetrics
are needed, which can be reduced to a single semimetric as before. However, a
single semimetric is often constructed directly in this case, using the same types
of arguments. If {0} is a closed set in A, then this semimetric on A is a metric.
Of course, if the topology on any set X is determined by a semimetric, then
there is a local base for the topology on X at any point x ∈ X with only finitely
or countably many elements, consisting of open balls centered at x with radius
1/j for j ∈ Z+, for instance.
Let k be a field with a q-absolute value function | · | for some q > 0, and let
V be a topological vector space over k with respect to | · |. In particular, V is a
commutative topological group with respect to addition, and so if there is a local
base for the topology of V at 0 with only finitely or countably many elements,
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then there is a translation-invariant semimetric d(v, w) on V that determines
the same topology on V , as in the preceding paragraph. If | · | is nontrivial on
k, or if | · | is trivial on V and the topology on V satisfies (20.6), then one can
also choose d(v, w) on V so that
d(t v, t w) ≤ d(v, w)(25.8)
for every v, w ∈ V and t ∈ k with |t| ≤ 1. This is typically obtained from
the construction of the semimetric, following the analogous construction for
commutative topological groups, and using the fact that one can choose a local
base for the topology of V at 0 consisting of balanced open sets under these
conditions, as in Section 20. One can also get (25.8) as in the previous section.
If the topology on V is determined by a single q-seminorm N , then one can
simply use the semimetric associated to N as in (9.2). If the topology on V
is determined by finitely many q-seminorms, then one can reduce to the case
of a single q-seminorm by taking their maximum. Suppose now that for each
j ∈ Z+, Nj is a qj-seminorm on V for some qj > 0, and that the topology on V
is determined by the Nj ’s. Thus
Nj(v − w)(25.9)
is a qj-semimetric on V for each j ∈ Z+, as in (9.2). If there is a q0 > 0 such
that qj ≥ q0 for each j ≥ 1, then (25.9) may be considered as a q0-semimetric
on V for each j ≥ 1. Otherwise, one can replace (25.9) with
Nj(v − w)
qj(25.10)
for each j, to get a sequence of semimetrics on V that determines the same
topology on V . In both cases, one can get a translation-invariant q0-semimetric
d(v, w) on V for some q0 > 0 that determines the same topology on V , as in
(25.2). More precisely, one would first apply (25.1) to (25.9) or (25.10) for each
j, as appropriate, and then define d(v, w) as in (25.2). By construction, d(v, w)
also satisfies (25.8), because (25.9) and (25.10) automatically have this property
for each j, as in the previous section.
26 Totally bounded sets
Let X be a nonempty set, and let d(x, y) be a q-semimetric on X for some q > 0.
A set E ⊆ X is said to be bounded with respect to d if there is an x ∈ X and
r > 0 such that
E ⊆ Bd(x, r),(26.1)
where Bd(x, r) is as in (1.5). This implies that for each x ∈ X there is an
r > 0 such that (26.1) holds, as one can check using the q-semimetric version of
the triangle inequality. It follows from this that if E1, . . . , En are finitely many
subsets of X that are bounded with respect to d, then their union
⋃n
j=1 Ej is
bounded with respect to E as well. If E ⊆ X is compact with respect to the
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topology determined on X by d, then it is easy to see that E is bounded with
respect to d, by covering E by balls of the form Bd(x, r) for a fixed x ∈ X and
with arbitrarily large r.
A set E ⊆ X is said to be totally bounded with respect to d if for every r > 0
there are finitely many elements x1, . . . , xn of X such that
E ⊆
n⋃
j=1
Bd(xj , r).(26.2)
If this condition holds for any r > 0, then E has to be bounded in X with
respect to d, because the union of finitely many bounded sets is still bounded,
as in the preceding paragraph. Similarly, the union of finitely many subsets of
X that are totally bounded with respect to d is totally bounded with respect to
d too. If E ⊆ X is compact with respect to the topology determined by d, then
E is totally bounded with respect to d, as one can verify by covering E balls
of radius r for any r > 0. If E ⊆ X is totally bounded with respect to d, then
the closure of E with respect to the topology determined on X by d is totally
bounded with respect to d as well. If d′ is the q-semimetric obtained from d as
in (24.1) for some r0 > 0, then d
′ is automatically bounded on X , so that every
subset of X is bounded with respect to d′. However, one can check that E ⊆ X
is totally bounded with respect to d′ if and only if E is totally bounded with
respect to d.
If E ⊆ X is nonempty and bounded with respect to d, then the diameter of
E with respect to d is defined by
diamE = diamdE = sup{d(x, y) : x, y ∈ E}.(26.3)
It is sometimes convenient to take this to be +∞ when E is not bounded with
respect to d, and to be 0 when E = ∅. One can check that E ⊆ X is totally
bounded with respect to d if and only if for every t > 0, E is contained in the
union of finitely many subsets of X with d-diameter less than or equal to t.
More precisely, the “if” part of this statement uses the fact that if A ⊆ X has
d-diameter less than t, then
A ⊆ Bd(x, t)(26.4)
for every x ∈ A. The converse uses the fact that any ball in X of radius r with
respect to d has d-diameter less than or equal to 21/q r, by the q-semimetric
version of the triangle inequality.
Let q, . . . , qn be finitely many positive real numbers, and let dj be a qj-
semimetric on X for each j = 1, . . . , n. Suppose that E ⊆ X is totally bounded
with respect to dj for each j = 1, . . . , n, and let t1, . . . , tn be positive real
numbers. Thus for each j = 1, . . . , n, E can be covered by finitely many subsets
of X , each of which has dj-diameter less than or equal to tj . Using a common
refinement of these coverings, one can cover E by finitely many subsets of X ,
each of which has dj-diameter less than or equal to tj for each j = 1, . . . , n
simultaneously.
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27 Totally bounded sets, continued
Let A be a commutative topological group. A set E ⊆ A is said to be totally
bounded in A if for each open set U ⊆ A with 0 ∈ U there are finitely many
elements x1, . . . , xn of A such that
E ⊆
n⋃
j=1
(xj + U).(27.1)
As before, it is easy to see that the union of finitely many totally bounded
subsets of A is also totally bounded, and that compact subsets of A are totally
bounded. If E ⊆ A is totally bounded, then every translate of E in A is totally
bounded too, as is −E. If B0 is a local base for the topology of A at 0, then it
suffices to show that E ⊆ A can be covered by finitely many translates of each
U ∈ B0, in order to verify that E is totally bounded.
Let W be an open subset of A that contains 0, and let us say that a set
C ⊆ A is W -small if
C − C ⊆W.(27.2)
Equivalently, this means that x− y ∈ W for every x, y ∈ C, which is the same
as saying that
C ⊆ y +W(27.3)
for every y ∈ C. Of course, if C is W -small, then every subset of C is W -small
as well. Put
W˜ = W −W,(27.4)
which is also an open subset of A that contains 0. If (27.3) holds for any y ∈ A,
then
C − C ⊆W −W = W˜ ,(27.5)
so that C is W˜ -small in A.
Let U ⊆ A be an open set that contains 0 and satisfies
U − U ⊆W,(27.6)
which exists by the continuity of the group operations on A at 0. If E ⊆ A
is totally bounded, then E can be covered by finitely many translates of U in
A, as in (27.1). Each translate of U in A is W -small in A, so that E can be
covered by finitely many sets which are W -small in A. Conversely, if E can be
covered by finitely many subsets of A that are W -small, then E can be covered
by finitely many translates of W . Thus E is totally bounded in A if and only if
for every open set W ⊆ A that contains 0, E can be covered by finitely many
subsets of A that are W -small.
Let B be a subgroup of A, which is also a commutative topological group
with respect to the topology induced by the one on A. If W ⊆ A is an open set
that contains 0, then
WB = B ∩W(27.7)
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is a relatively open set in B that contains 0. It is easy to see that C ⊆ B is W -
small in A if and only if C is WB-small in B. If C ⊆ A is W -small, then B ∩C
is W -small in A too, which implies that B ∩ C is WB-small in B. This implies
that E ⊆ B can be covered by finitely many subsets of B that are WB-small if
and only if E can be covered by finitely many subsets of A that areW -small. It
follows that E ⊆ B is totally bounded in B if and only if E is totally bounded in
A. This also uses the fact that every relatively open subset of B that contains
0 is of the form WB for some open set W ⊆ A that contains 0.
Let W1, . . . ,Wn be finitely many open subsets of A that contain 0, so that
W =
n⋂
j=1
Wj(27.8)
is an open set that contains 0 too. Let E ⊆ A be given, and suppose that for
each j = 1, . . . , n, E can be covered by finitely many Wj -small subsets of A.
Using a common refinement of these coverings, one can cover E by finitely many
W -small sbsets of A. Let B0 be a local sub-base for the topology of A at 0, so
that every open set in A that contains 0 also contains the intersection of finitely
many elements of B0. If for each U ∈ B0, E can be covered by finitely many
U -small subsets of A, then it follows that E is totally bounded in A.
Suppose for the moment that the topology on A is determined by a collection
M of translation-invariant q-semimetrics on A, where q > 0 is allowed to depend
on the element of M. If E ⊆ A is totally bounded as a subset of A as a
commutative topological group, then it is easy to see that E is totally bounded
with respect to every element of M. This uses the fact that open balls in A
with respect to elements of M are open sets in A, and that
Bd(x, r) = x+Bd(0, r)(27.9)
for every x ∈ A, r > 0, and d ∈ M, because d is supposed to be invariant
under translations on A. Conversely, if E ⊆ A is totally bounded with respect
to every element of M, then one can check that E is totally bounded in A as a
commutative topological group. More precisely, let d1, . . . , dn be finitely many
elements of M, and let r1, . . . , rn be finitely many positive real numbers. Thus
U =
n⋂
j=1
Bdj (0, rj)(27.10)
is an open set in A that contains 0, and subsets of A of this form determine
a local base for the topology of A at 0, as in Section 2. If E ⊆ A is totally
bounded with respect to dj for each j = 1, . . . , n, then E can be covered by
finitely many subsets of X , each of which has dj -diameter less than rj for every
j = 1, . . . , n, as in the preceding section. This implies that E can be covered
by finitely many translates of (27.10) in A, as desired. Alternatively, this can
be derived from the remarks in paragraph, since the collection of open balls in
A centered at 0 with respect to elements of M form a local sub-base for the
topology of A at 0.
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Suppose that E ⊆ A is totally bounded in A as a commutative topological
group, and let W ⊆ A be an open set that contains 0. Thus there are open sets
U1, U2 ⊆ A that contain 0 and satisfy
U1 + U2 ⊆W,(27.11)
by continuity of addition on A at 0. Because E is totally bounded in A, there
are finitely many elements x1, . . . , xn of A such that
E ⊆
n⋃
j=1
(xj + U1).(27.12)
This implies that
E ⊆ E + U2 ⊆
n⋃
j=1
(xj + U1 + U2) ⊆
n⋃
j=1
(xj +W ),(27.13)
where E is the closure of E in A, and using (18.8) in the first step. It follows
that E is totally bounded in A too. Alternatively, let U ⊆ A be an open set
that contains 0 and satisfies
U ⊆W,(27.14)
as in Section 18. If E is totally bounded, then E can be covered by finitely
many translates of U , which implies that E can be covered by finitely many
translates of U , and hence by finitely many translates of W .
Suppose that E1, E2 ⊆ A are totally bounded, and let W ⊆ A be an open
set that contains 0 again. Thus there are open sets U1, U2 ⊆ A that contain 0
and satisfy (27.11), as before. Because E1 and E2 are totally bounded, there
are finitely many elements x1, . . . , xm and y1, . . . , yn of A such that
E1 ⊆
m⋃
j=1
(xj + U1) and E2 ⊆
n⋃
l=1
(yl + U2).(27.15)
This implies that
E1 + E2 ⊆
m⋃
j=1
n⋃
l=1
(xj + yl + U1 + U2) ⊆
m⋃
j=1
n⋃
l=1
(xj + yl +W ),(27.16)
using (27.11) in the second step. It follows that E1 + E2 is totally bounded in
A as well.
Let I be a nonempty set, and suppose that Aj is a commutative topological
group for each j ∈ I. As in Section 23,
A =
∏
j∈I
Aj(27.17)
is also a commutative topological group, where the group operations are defined
coordinatewise, and using the product topology on A associated to the given
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topology on Aj for each j ∈ I. If Ej ⊆ Aj is totally bounded for each j ∈ I,
then one can check that
E =
∏
j∈I
Ej(27.18)
is totally bounded in A, with respect to the product topology on A. More
precisely, if Uj ⊆ Aj is an open set that contains 0 for each j ∈ I, and if
Uj = Aj for all but finitely many j ∈ I, then
U =
∏
j∈I
Uj(27.19)
is an open set in A with respect to the product topology that contains 0. In
addition, the collection of subsets of A of this form is a local base for the product
topology on A at 0. In order to show that E ⊆ A is totally bounded, it suffices
to verify that E can be covered by finitely many translates of U in A, for each
U ⊆ A of this form. If Ej ⊆ Aj is totally bounded, then Ej can be covered by
finitely many translates of Uj in Aj . If E is as in (27.18), then one can cover E
by finitely many translates of U in A, using the coverings of Ej by finitely many
translates of Uj in Aj for each of the finitely many j ∈ I such that Uj 6= Aj .
28 Bounded sets
Let k be a field, and let | · | be a nontrivial q-absolute value function on k for
some q > 0. Also let V be a topological vector space over k, with respect to
| · | on k. A set E ⊆ V is said to be bounded if for each open set U ⊆ V that
contains 0 there is a t0 ∈ k such that
E ⊆ t0 U.(28.1)
If U is balanced in V , then it follows that
E ⊆ t U(28.2)
for every t ∈ k with |t| ≥ |t0|. If U is any open set in V that contains 0, then
there is a balanced open set U1 ⊆ A such that 0 ∈ U1 and U1 ⊆ U , as in Section
20. If E ⊆ V is a bounded set, then there is a t1 ∈ k such that
E ⊆ t1 U1,(28.3)
as in (28.1). This implies that
E ⊆ t U1(28.4)
for every t ∈ k with |t| ≥ |t1|, as in (28.2), because U1 is balanced in V . It
follows that (28.2) holds for every t ∈ k with |t| ≥ |t1|, because U1 ⊆ U .
Let B0 be a local base for the topology of V at 0. If E ⊆ V has the property
that for each U ∈ B0 there is a t0 ∈ k that satisfies (28.1), then it is easy to
see that E is bounded in V . In particular, one can take B0 to be the collection
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of all balanced open sets in V , which basically corresponds to the discussion in
the previous paragraph.
Remember that open subsets of V that contain 0 are absorbing, as in Section
20. This implies that subsets of V with only one element are bounded, and in
fact that finite subsets of V are bounded. Similarly, one can check that the union
of finitely many bounded subsets of V is bounded, using the characterization of
boundedness in terms of (28.2) holding when |t| is sufficiently large.
Let U ⊆ V be an open set that contains 0. If {tj}∞j=1 is a sequence of
elements of k such that |tj | → ∞ as j →∞, then
∞⋃
j=1
tj U = V,(28.5)
because U is absorbing in V . If U is balanced in V , and if |tj | ≤ |tj+1| for every
j, then we get that
tj U ⊆ tj+1 U(28.6)
for each j. Let us also ask that tj 6= 0 for each j, so that tj U is an open set
in V for every j. In particular, if t ∈ k and |t| > 1, then these conditions hold
with tj = t
j . If E ⊆ V is compact, then (28.5) and (28.6) imply that
E ⊆ tj U(28.7)
for some j. This implies that E is bounded in V , since we can restrict our
attention to balanced open subsets U of V in the definition of boundedness.
Suppose now that E ⊆ V is totally bounded, as a subset of V as a commu-
tative topological group with respect to addition. Also let W ⊆ V be an open
set that contains 0, and let U1, U2 ⊆ V be open sets that contain 0 and satisfy
U1 + U2 ⊆W,(28.8)
as in (18.11). We may as well ask that U1, U2 be balanced in V too, since
otherwise they can be replaced by balanced open subsets, as in Section 20.
Because E is totally bounded in V , there are finitely many elements v1, . . . , vn
of V such that
E ⊆
n⋃
j=1
(vj + U2),(28.9)
as in (27.1). This implies that
E ⊆ t U1 + U2(28.10)
for every t ∈ k such that |t| is sufficiently large, because U1 is absorbing in V .
Note that U2 ⊆ t U2 when |t| ≥ 1, since U2 is balanced in V . It follows that
E ⊆ t U1 + t U2 ⊆ tW(28.11)
when |t| is sufficiently large, using (28.8) in the second step. This shows that
totally bounded subsets of V are bounded in V .
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Let E ⊆ V be a bounded set, let W ⊆ V be an open set that contains 0,
and let U1, U2 ⊆ V be open sets that contain 0 and satisfy (28.8). Thus
E ⊆ t U1(28.12)
for every t ∈ k such that |t| is sufficiently large, because E is bounded in V . We
also have that
E ⊆ E + t U2(28.13)
for every t ∈ k with t 6= 0, where E is the closure of E in V . This follows from
(18.8) and the fact that t U2 is an open set in V when t 6= 0. Combining (28.12)
and (28.13), we get that
E ⊆ t U1 + t U2 = tW(28.14)
for every t ∈ k such that |t| is sufficiently large, which implies that E is bounded
in V too.
Let E1, E2 ⊆ V be bounded sets, and let us check that E1 + E2 is also a
bounded subset of V . To do this, let W ⊆ V be an open set that contains 0,
and let U1, U2 ⊆ V be open sets that contain 0 and satisfy (28.8). Thus
E1 ⊆ t U1 and E2 ⊆ t U2(28.15)
when t ∈ k and |t| is sufficiently large, which implies that
E1 + E2 ⊆ t U1 + t U2 = tW(28.16)
when |t| is suffiently large, as desired.
Let I be a nonempty set, and let Vj be a topological vector space over k for
each j ∈ I. Remember that
V =
∏
j∈I
Vj(28.17)
is a topological vector space over k as well, as in Section 23, where the vector
space operations are defined coordinatewise, and using the product topology on
V associated to the given topology on Vj for each j ∈ I. Suppose that Ej ⊆ Vj
is a bounded set for each j ∈ I, and let us check that
E =
∏
j∈I
Ej(28.18)
is bounded in V . To do this, let Uj ⊆ Vj be an open set that contains 0 for each
j ∈ I, and suppose that Uj = Vj for all but finitely many j ∈ I. Thus
U =
∏
j∈I
Uj(28.19)
is an open set in V with respect to the product topology that contains 0, and
the collection of subsets of V of this form is a local base for the topology of V
at 0. In order to show that E is bounded in V , it suffices to verify that
E ⊆ t U(28.20)
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for every t ∈ k such that |t| is sufficiently large. Of course, for each j ∈ I, we
know that
Ej ⊆ t Uj(28.21)
for every t ∈ k such that |t| is sufficiently large, because Ej is bounded in Vj .
By hypothesis, Uj = Vj for all but finitely many j ∈ I, in which case (28.21)
holds for every t ∈ k with t 6= 0. If |t| is sufficiently large, then it follows that
(28.21) holds for all j ∈ I simultaneously, which implies that (28.20) holds, as
desired.
Let V be any topological vector space over k again, and let N be a nonneg-
ative real-valued function on V that satisfies the usual homogeneity condition
(6.1). If N is continuous at 0, then there is an open set U ⊆ V that contains 0
and satisfies
U ⊆ BN (0, 1),(28.22)
where BN (0, r) is as in (10.7). Conversely, this condition implies that N is
continuous at 0, because of (10.9), and our standing hypothesis in this section
that | · | be nontrivial on k. If E ⊆ V is bounded, then it follows that N is
bounded on E in this situation. If N is a q-seminorm on V for some q > 0, then
continuity of N at 0 on V implies that N is continuous on V , as in Section 21.
In particular, this implies that open balls in V with respect to N are open sets
in V , as before. In this case, the boundedness of N on E is the same as the
boundedness of E with respect to the corresponding q-semimetric (9.2), as in
the previous section.
Now let V be a vector space over k, and let N be a collection of q-seminorms
on V . As usual, we can let q depend on the element of N , as long as | · | is a
q-absolute value function on k. As in Section 21, V is a topological vector space
with respect to the topology associated to N . If E ⊆ V is bounded with respect
to the topology associated to N , then each element of N is bounded on E. This
follows from the remarks in the preceding paragraph, since every element of
N is continuous with respect to the corresponding topology on V . Conversely,
suppose that E ⊆ V has the property that every element of N is bounded on E.
Let U ⊆ V be an open set with respect to the topology associated to M that
contains 0. By construction, this means that there are finitely many elements
N1, . . . , Nl of N and finitely many positive real numbers r1, . . . , rl such that
l⋂
j=1
BNj (0, rj) ⊆ U.(28.23)
Using this, it is easy to see that E ⊆ t U for every t ∈ k such that |t| is sufficiently
large, because Nj is bounded on E for each j = 1, . . . , l. This implies that E is
bounded with respect to the topology on V associated to N .
Let V be any topological vector space over k, and suppose that E ⊆ V is
bounded. If {vj}∞j=1 is a sequence of elements of E, and if {tj}
∞
j=1 is a sequence
of elements of k that converges to 0 with respect to | · |, then it is easy to see
that {tj vj}
∞
j=1 converges to 0 in V . Conversely, suppose that E is not bounded
in V , so that there is an open set U ⊆ V such that 0 ∈ U and E 6⊆ t U for every
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t ∈ k. Let t0 be an element of k such that |t0| > 1, which exists because | · |
is nontrivial on k. Thus E 6⊆ tj0 U for every positive integer j, and so we can
choose vj ∈ E \ (t
j
0 U) for each j. This implies that t
−j
0 vj 6∈ U for each j, so
that {t−j0 vj}
∞
j=1 does not converge to 0 in V . Of course, {t
−j
0 }
∞
j=1 does converge
to 0 in k, since |t0| > 1.
29 Continuous functions
If X and Y are topological spaces, then we let C(X,Y ) be the space of continu-
ous mappings from X into Y . Let X be a nonempty topological space, and let
k be a field with a q-absolute value function | · | for some q > 0. This leads to a
topology on k in the usual way, corresponding to the q-metric (8.2) associated
to | · | on k. Note that C(X, k) is a vector space over k with respect to pointwise
addition and scalar multiplication. More precisely, C(X, k) is a commutative
algebra over k with respect to pointwise multiplication of functions.
Let E be a nonempty compact subset of X , and let f be a continuous k-
valued function on X . Thus f(E) is a nonempty compact subset of k, which is
bounded with respect to | · | in particular. This permits us to put
‖f‖E = sup
x∈E
|f(x)|,(29.1)
since the right side of (29.1) is the supremum of a nonempty set of nonnegative
real numbers. Remember that | · | is continuous as a real-valued function on k
with respect to the topology determined on k by the corresponding q-metric, as
in Section 17. This implies that |f(x)| is continuous as a real-valued function
on X , so that the supremum in the right side of (29.1) is attained.
It is easy to see that (29.1) defines a q-seminorm on C(X, k) for every
nonempty compact set E ⊆ X . This is the supremum q-seminorm associated to
E. If X is compact, then we can take E = X in (29.1), which defines a q-norm
on C(X, k). We also have that
‖f g‖E ≤ ‖f‖E ‖g‖E(29.2)
for every f, g ∈ C(X, k) and nonempty compact set E ⊆ X , because of the
multiplicative property of absolute value functions.
Let N be the collection of supremum q-seminorms on C(X, k) that are asso-
ciated to nonempty compact subsets E ofX as in (29.1). This is a nondegenerate
collection of q-seminorms on C(X, k), because finite subsets of X are compact.
As in Section 21, C(X, k) is a Hausdorff topological vector space over k with
respect to the topology determined by N . Similarly, one can check that multi-
plication of functions defines a continuous mapping from C(X, k)×C(X, k) into
C(X, k), where C(X, k)×C(X, k) is equipped with the product topology associ-
ated to the topology just defined on C(X, k), using (29.2). If X is compact, then
the same topology on C(X, k) is determined by the supremum q-norm ‖f‖X .
Observe that C(X, k \ {0}) is a commutative group with respect to multipli-
cation. In fact, C(X, k \ {0}) is a commutative topological group, with respect
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to the topology induced by the one on C(X, k) described in the preceding para-
graph. Continuity of multiplication on C(X, k \ {0}) follows from the analogous
statement for C(X, k) just mentioned. The remaining point is that f 7→ 1/f
defines a continuous mapping on C(X, k \ {0}) with respect to the induced
topology, which can be verified using standard arguments. In particular, if f
is a continuous function on X with values in k \ {0}, then 1/f is bounded on
compact subsets of X , since it is continuous on X too.
Put
Tk = {x ∈ k : |x| = 1},(29.3)
which is a subgroup of k \ {0} with respect to multiplication. Thus C(X,Tk)
is a subgroup of C(X, k \ {0}) with respect to multiplication of functions. It
follows that C(X,Tk) is also a commutative topological group with respect to
the topology induced by the one on C(X, k) mentioned earlier. Note that Tk
is a closed set in k with respect to the topology determined by the q-metric
associated to | · |. Using this, one can check that C(X,Tk) is a closed set in
C(X, k), with respect to the usual topology.
Let E be a nonempty compact subset of X , and observe that
‖a f‖E = ‖f‖E(29.4)
for every a ∈ C(X,Tk) and f ∈ C(X, k). If
dE(f, g) = ‖f − g‖E(29.5)
is the q-semimetric associated to ‖ · ‖E, then we get that
dE(a f, a g) = dE(f, g)(29.6)
for every a ∈ C(X,Tk) and f, g ∈ C(X, k). The restriction of (29.5) to f , g
in C(X,Tk) defines a q-semimetric on C(X,Tk), and (29.6) implies that this
semimetric is invariant under translations on C(X,Tk), as a group with respect
to multiplication. By construction, the usual topology on C(X, k) is the one
determined by the collection of q-semimetrics (29.5) associated to nonempty
compact sets E ⊆ X . The induced topology on C(X,Tk) is the same as the one
determined by the collection of restrictions of these q-semimetrics to C(X,Tk),
as in Section 2.
Suppose for the moment that X is any nonempty set equipped with the
discrete topology. This implies that every function on X is continuous, and that
every compact subset ofX has only finitely many elements. In this case, C(X, k)
can be identified with the Cartesian product of a family of copies of k indexed
by X , as in Section 23. The topology on C(X, k) described earlier corresponds
exactly to the product topology in this situation, using the topology on each
factor of k determined by the q-metric associated to | · |. Similarly, C(X, k\{0})
and C(X,Tk) can be identified with Cartesian products of copies of k \ {0} and
Tk indexed by X , with their appropriate product topologies.
Suppose now that X is a nonempty topological space which is locally com-
pact, in the sense that every point in X is contained in an open subset of X that
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is contained in a compact subset of X . This implies that every compact subset
of X is contained in an open subset of X that is contained in a compact subset
of X , by standard arguments. Suppose also that X is σ-compact, which means
that there is a sequence E1, E2, E3, . . . of compact subsets of X such that
∞⋃
j=1
Ej = X.(29.7)
We may as well suppose that Ej ⊆ Ej+1 for each j, since otherwise we can
replace Ej with
⋃j
l=1El for each j. Using local compactness, we can refine this
a bit, to get that for each j ≥ 1 there is an open set Uj ⊆ X such that
Ej ⊆ Uj ⊆ Ej+1.(29.8)
More precisely, if Ej has already been chosen for some j, then we take Uj to be
an open set in X that contains Ej and is contained in a compact subset of X .
In the next step, we expand Ej+1 so that it contains Uj , and continue as before.
It follows that Uj ⊆ Uj+1 for each j, and that
∞⋃
j=1
Uj = X.(29.9)
If E is any compact subset of X , then E is contained in the union of finitely
many Uj’s, and hence in a single Uj . This implies that
E ⊆ Ej(29.10)
for some j. We may as well choose E1 to be nonempty, so that Ej 6= ∅ for
every j, which means that the supremum q-seminorm associated to Ej may be
defined on C(X, k) for each j as before. Under these conditions, the sequence of
supremum q-seminorms associated to the Ej ’s are sufficient to define the usual
topology on C(X, k).
30 Continuous linear mappings
Let X1 and X2 be topological spaces, and let φ be a mapping from X1 into X2.
As usual, φ is said to be sequentially continuous at a point x ∈ X1 if for each
sequence {xj}∞j=1 of elements of X1 that converges to x, {φ(xj)}
∞
j=1 converges to
φ(x) in X2. Of course, if φ is continuous at x, then φ is sequentially continuous
at x. If there is a local base for the topology of X1 at x with only finitely or
countably many elements, and if φ is sequentially continuous at x, then it is
well known that φ is continuous at x. To see this, suppose for the sake of a
contradiction that there is an open set W ⊆ X2 such that φ(x) ∈ W , but
φ(U) 6⊆W(30.1)
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for every open set U ⊆ X1 that contains x. The hypothesis that there be a local
base for the topology of X1 at x with only finitely or countably many elements
means that there is a sequence U1(x), U2(x), U3(x), . . . of open subsets of X1
that contain x such that if U is any other open subset of X1 that contains x,
then Ul(x) ⊆ U for some l ≥ 1. We may as well ask also that
Ul+1(x) ⊆ Ul(x)(30.2)
for every l, since otherwise we can replace Ul(x) with
⋂l
j=1 Uj(x) for each l. Our
hypothesis (30.1) implies that for each positive integer l there is an xl ∈ Ul(x)
such that
φ(xl) 6∈ W.(30.3)
Under these conditions, {xl}
∞
l=1 converges to x in X1, but {φ(xl)}
∞
l=1 does not
converge to φ(x) in X2, as desired.
Now let A1, A2 be commutative topological groups, and let φ be a group
homomorphism from A1 into A2. If φ is continuous at 0, then for each open set
W ⊆ A2 that contains 0 there is an open set U ⊆ A1 that contains 0 such that
φ(U) ⊆W.(30.4)
This implies that
φ(x+ U) ⊆ φ(x) +W(30.5)
for every x ∈ A1, and hence that φ is continuous at every point in A1. More
precisely, this implies that φ is uniformly continuous as a mapping from A1 into
A2 in a suitable sense. In particular, if E ⊆ A1 is totally bounded, then one
can use this to check that φ(E) is totally bounded in A2. If φ is sequentially
continuous at 0, then it is easy to see that φ is sequentially continuous at every
point in A1. If there is also a local base for the topology of A1 at 0 with
only finitely or countably many elements, then φ is continuous at 0, as in the
preceding paragraph.
Let k be a field, and let |·| be a q-absolute value function on k for some q > 0.
Remember that topological vector spaces over k are commutative topological
groups with respect to addition, and that linear mappings between vector space
over k are group homomorphisms with respect to addition. Thus the remarks in
the previous paragraph can be applied to linear mappings between topological
vector spaces over k. Note that k may be considered as a one-dimensional
topological vector space over itself, using the topology determined on k by the
q-metric associated to | · |.
Let V be a topological vector space over k, and let v ∈ V be given. Put
φv(t) = t v(30.6)
for each t ∈ k, which defines a continuous linear mapping from k into V , because
of continuity of scalar multiplication on V , as in Section 20. Suppose that v 6= 0,
and put
Lv = φv(k) = {t v : t ∈ k},(30.7)
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which is the one-dimensional linear subspace of V spanned by v. Let us ask also
that {0} be a closed set in V , so that {v} is a closed set in V too, by continuity
of translations. Thus V \ {v} is an open set in V that contains 0.
If | · | is nontrivial on k, then there is a balanced open set U ⊆ V contained
in V \ {v}, as in Section 20. Because U is balanced, we have that
t v 6∈ U(30.8)
for every t ∈ k with |t| ≥ 1. If a ∈ k and a 6= 0, then aU is also a balanced
open set in V that contains 0, and
t v 6∈ aU(30.9)
for every t ∈ k with |t| ≥ |a|, by (30.8). Using this, one can check that φv is
a homeomorphism from k onto Lv under these conditions, with respect to the
topology induced on Lv by the one on V . More precisely, (30.9) implies that
the inverse of φv is continuous at 0 as a mapping from Lv into k.
Let us ask that | · | be nontrivial on k for the rest of the section, and let V1
and V2 be topological vector spaces over k. A linear mapping φ from V1 into
V2 is said to be bounded if for each bounded set E ⊆ V1, we have that φ(E) is
a bounded subset of V2, where boundedness is defined as in Section 28. If φ is
continuous, then it is easy to see that φ is bounded, directly from the definitions.
Suppose for the moment that U is an open subset of V1 that contains 0.
If φ(U) is a bounded subset of V2, then one can check that φ is continuous.
In particular, this holds when U is also bounded in V1, and φ is a bounded
linear mapping. If there is a bounded open set W ⊆ V2 that contains 0, and
if φ is continuous, then there is an open set U ⊆ V1 that contains 0 such that
φ(U) ⊆ W , which implies that φ(U) is bounded in V2. If the topology on a
vector space V over k is determined by a single q-seminorm N , then open balls
with respect to N are both bounded and open in V .
Suppose now that there is a local base for the topology of V1 at 0 with only
finitely or countably many elements. Thus there is a sequence U1, U2, U3, . . . of
open subsets of V1 that contain 0 such that any other open subset of V1 that
contains 0 also contains Ul for some l. We may as well take Ul to be balanced
in V1 for each l, because | · | is nontrivial on k, as in Section 20. We may also
ask that
Ul+1 ⊆ Ul(30.10)
for each l, since otherwise we can replace Ul with
⋂l
j=1 Uj for each l, as before.
Note that Ul is absorbing in V1 for each l, as in Section 20, and using the
nontriviality of | · | on V again. This permits us to define
Nl(v) = NUl(v)(30.11)
for each v ∈ V1 and l ≥ 1 as in (14.1). Using (30.10), we get that
Nl(v) ≤ Nl+1(v)(30.12)
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for every v ∈ V1 and l ≥ 1, as in (16.2).
Let {vj}∞j=1 be a sequence of elements of V1. If {vj}
∞
j=1 converges to 0 in V1,
then
lim
j→∞
Nl(vj) = 0(30.13)
for every l ≥ 1, because t Ul is an open set in V that contains 0 for each l ≥ 1
and t ∈ k with t 6= 0. Conversely, if (30.13) holds for every l, then {vj}
∞
j=1
converges to 0 in V1, because the Ul’s determine a local base for the topology of
V1 at 0. In fact, it suffices that the Ul’s and their dilates by nonzero elements
of k determine a local base for the topology of V1 at 0 for this to work.
If {lj}∞j=1 is a sequence of positive integers such that
lj →∞ as j →∞(30.14)
and
lim
j→∞
Nlj (vj) = 0,(30.15)
then (30.13) holds for each l, because of (30.12). This implies that {vj}∞j=1
converges to 0 in V1, as before. Conversely, if {vj}∞j=1 converges to 0 in V1, then
there is a sequence {lj}∞j=1 of positive integers that satisfies (30.14) and (30.15).
Of course, this uses the fact that (30.13) holds for each l.
If {vj}
∞
j=1 converges to 0 in V1, then there is a sequence {tj}
∞
j=1 of nonzero
elements of k that converges to 0 in k and has the property that
lim
j→∞
t−1j vj = 0(30.16)
in V1. More precisely, if {lj}
∞
j=1 is a sequence of positive integers that satisfies
(30.14) and (30.15), then it suffices to show that there is a sequence {tj}∞j=1 of
nonzero elements of k that converges to 0 and satisfies
Nlj (t
−1
j vj) = |tj |
−1Nlj (vj)→ 0 as j →∞.(30.17)
In order to get such a sequence {tj}
∞
j=1, one can use the nontriviality of | · | on k,
which implies that there are elements of k whose absolute value is comparable
to any given positive real number.
Suppose that φ is a bounded linear mapping from V1 into V2, and let {vj}∞j=1
be a sequence of elements of V1 that converges to 0. As in the preceding para-
graph, there is a sequence {tj}∞j=1 of nonzero elements of k that converges to 0
and satisfies (30.16). This implies that
E = {t−1j vj : j ∈ Z+} ∪ {0}(30.18)
is a compact subset of V1, by standard arguments, and hence that E is bounded
in V1, as in Section 28. It follows that φ(E) is a bounded set in V2, by hypothesis,
so that
φ(vj) = tj φ(t
−1
j vj)→ 0 as j →∞(30.19)
in V2, because {tj}
∞
j=1 converges to 0 in k. This criterion for convergence of
sequences using bounded sets was mentioned in Section 28. This shows that
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φ is sequentially continuous at 0 under these conditions. Thus φ is continuous
on V1, since V1 is supposed to have a local base for its topology at 0 with only
finitely or countably many elements.
31 The strong product topology
Let I be a nonempty set, and let Xj be a topological space for each j ∈ I. As
in Section 23, we let
X =
∏
j∈I
Xj(31.1)
be the Cartesian product of the Xj ’s, and we let xj ∈ Xj be the jth coordinate
of x ∈ X for each j ∈ I. A set W ⊆ X is said to be an open set with respect
to the strong product topology if for each x ∈ W and j ∈ I there is an open set
Uj ⊆ Xj such that xj ∈ Uj and
U =
∏
j∈I
Uj(31.2)
is contained in W . It is well known and not difficult to check that this defines
a topology on X , which is the same as the product topology on X when I has
only finitely many elements. If I is any nonempty set, then every open set in
X with respect to the product topology is also an open set with respect to the
strong product topology. Equivalently, if Uj ⊆ Xj is an open set for each j ∈ I,
then (31.2) is an open set in X with respect to the strong product topology, and
the collection of these open sets forms a base for the strong product topology
on X . If Xj is equipped with the discrete topology for each j ∈ I, then the
strong product topology on X is the same as the discrete topology on X .
Now let Aj be a commutative topological group for each j ∈ I, and let
A =
∏
j∈I
Aj(31.3)
be their Cartesian product. As in Section 23, A is also a commutative group
with respect to coordinatewise addition. One can check that A is a topological
group with respect to the strong product topology as well.
Let k be a field with a q-absolute value function | · | for some q > 0, and let
Vj be a topological vector space over k for each j ∈ I. As in Section 23, the
Cartesian product
V =
∏
j∈I
Vj(31.4)
is a vector space over k too, where the vector space operations are defined co-
ordinatewise. In particular, Vj is a commutative topological group with respect
to addition for each j, so that V is also a commutative topological group with
respect to addition, as in the preceding paragraph. It is easy to see that for each
t ∈ k, multiplication by t is continuous on V with respect to the strong product
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topology, because of the analogous property of Vj for each j ∈ I. However, if
I has infinitely many elements, then V is not necessarily a topological vector
space over k with respect to the strong product topology. More precisely, if
v ∈ V has infinitely many nonzero coordinates, then t 7→ t v is not necessarily
continuous as a mapping from k into V , with respect to the strong product
topology on V . Of course, this is not a problem when | · | is the trivial absolute
value function on k.
If | · | is nontrivial on k, then for each j ∈ I, there is a local base for the
topology of Vj at 0 consisting of balanced open sets in Vj , as in Section 20. This
leads to a local base for the strong product topology on V at 0 consisting of
balanced open sets in V , by taking Cartesian products of balanced open subsets
of the Vj ’s. Similarly, if | · | is the trivial absolute value function on k, and if
there a local base for the topology of Vj at 0 consisting of balanced open sets
for each j ∈ I, then there is a local base for the strong product topology on V
at 0 consisting of balanced open sets, for the same reasons as before.
32 Direct sums
Let I be a nonempty set again, and let Aj be a commutative group for each
j ∈ I. As in Section 23, the Cartesian product∏
j∈I
Aj(32.1)
is a commutative group with respect to coordinatewise addition, and is known
as the direct product of the Aj ’s. The corresponding direct sum is denoted∑
j∈I
Aj ,(32.2)
and is the subgroup of the direct product consisting of elements a of (32.1)
whose jth coordinate aj is equal to 0 for all but finitely many j ∈ I. Of course,
the direct sum of the Aj ’s is the same as the direct product when I has only
finitely many elements.
Suppose now that Aj is a commutative topological group for each j ∈ I.
Note that (32.2) is dense in (32.1) with respect to the product topology on
(32.1) associated to the given topology on Aj for each j. However, if {0} is
a closed set in Aj for each j ∈ I, then (32.2) is a closed subset of (32.1) with
respect to the strong product topology. To see this, let a be an element of (32.1)
which is not an element of (32.2), so that aj 6= 0 for infinitely many j ∈ I. Put
Uj = Aj \ {0}(32.3)
for every j ∈ I such that aj 6= 0, and Uj = Aj for every j ∈ I such that aj = 0.
Because {0} is a closed set in Aj for each j ∈ I, by hypothesis, Aj \ {0} is an
open set in Aj for every j ∈ I. This implies that
U =
∏
j∈I
Uj(32.4)
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is an open set in (32.1) with respect to the strong product topology. By con-
struction, a ∈ U , and every element of U is not in the direct sum (32.2). It
follows that the complement of (32.2) in (32.1) is an open set with respect to
the strong product topology, so that (32.2) is a closed set with respect to the
strong product topology.
As in the previous section, the direct product (32.1) is a commutative topo-
logical group with respect to the strong product topology, which implies that
the direct sum (32.2) is a commutative topological group with respect to the
induced topology. Let us continue to ask that {0} be a closed set in Aj for each
j ∈ I, and suppose that E is a totally bounded subset of (32.2) with respect to
the topology induced on (32.2) by the strong product topology on (32.1), as in
Section 27. Put
I(E) = {j ∈ I : there is an a ∈ E such that aj 6= 0},(32.5)
and let us show that I(E) has only finitely many elements under these condi-
tions. Suppose for the sake of a contradiction that I(E) has infinitely many
elements, and for each j ∈ I(E), let a(j) be an element of E such that
aj(j) 6= 0.(32.6)
If we put
Uj = Aj \ {aj(j)}(32.7)
for each j ∈ I(E), and Uj = Aj when j ∈ I \ I(E), then
U =
(∑
j∈I
Aj
)
∩
(∏
j∈I
Uj
)
(32.8)
is an open subset of the direct sum (32.2) with respect to the topology induced
by the strong product topology on the direct product (32.1). This uses the
hypothesis that {0} be a closed set in Aj for each j ∈ I to get that (32.7) is
an open set in Aj for every j ∈ I(E). By construction, 0 ∈ Uj for every j ∈ I,
which implies that 0 ∈ U .
If E is totally bounded as a subset of the direct sum (32.2) with respect
to the topology induced by the strong product topology on the direct product
(32.1), then there are finitely many elements b(1), . . . , b(n) of (32.2) such that
E ⊆
n⋃
l=1
(b(l) + U).(32.9)
Of course, for each l = 1, . . . , n, we have that bj(l) = 0 for all but finitely many
j ∈ I, because b(l) is an element of (32.2). If I(E) has infinitely many elements,
then there is a j0 ∈ I(E) such that
bj0(l) = 0(32.10)
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for each l = 1, . . . , n. Let a(j0) ∈ E be as in the previous paragraph, so that
aj0(j0) 6∈ Uj0 by the definition (32.7) of Uj0 . This implies that
aj0(j0) 6∈ bj0(l) + Uj0(32.11)
for each l = 1, . . . , n, because of (32.10). It follows that
a(j0) 6∈ b(l) + U(32.12)
for each l = 1, . . . , n, by the definition (32.8) of U . This contradicts (32.9),
since a(j0) ∈ E. Thus I(E) has only finitely many elements in this situation,
as desired.
33 Direct sums, continued
Let k be a field, let I be a nonempty set, and let Vj be a vector space over k for
each j ∈ I. As in Section 23, the Cartesian product
∏
j∈I
Vj(33.1)
is a vector space over k with respect to coordinatewise addition and scalar
multiplication, and is known as the direct product of the Vj ’s. The direct sum
∑
j∈I
Vj(33.2)
of the Vj ’s is the linear subspace of the direct product (33.1) consistinng of the
vectors v in (33.1) whose jth coordinate vj is equal to 0 for all but finitely many
j ∈ I. Of course, a vector space over k is a commutative group with respect to
addition in particular, and the commutative groups corresponding to the direct
sum or product of the Vj ’s as vector spaces over k are the same as the direct
sum or product of the Vj ’s as commutative groups, respectively. As before, the
direct sum of the Vj ’s is the same as the direct product when I has only finitely
many elements.
Suppose from now on in this section that | · | is a q-absolute value function
on k for some q > 0, and that Vj is a topological vector space with respect
to | · | on k for each j ∈ I. Under these conditions, one can check that the
direct sum (33.2) is a topological vector space with respect to | · | on k as well,
using the topology induced on the direct sum by the strong product topology
on the direct product (33.1). The main point is that if v is an element of (33.2),
then t 7→ t v defines a continuous mapping from k into (33.2), with respect to
the topology induced on (33.2) by the strong product topology on (33.1). As
in Section 31, the analogous statement for v in the direct product (33.1) does
not necessarily hold when I has infinitely any elements. However, some other
properties of the direct sum can be derived from analogous statements for the
direct product, as in Section 31.
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Suppose now in addition that | · | is not the trivial absolute value function
on k, and that {0} is a closed set in Vj for each j ∈ I. Let E be a bounded
subset of the direct sum (33.2), with respect to the topology on (33.2) induced
by the strong product topology on the direct product (33.1), as in Section 28.
As in the previous section, we put
I(E) = {j ∈ I : there is a v ∈ E such that vj 6= 0},(33.3)
and we would like to show that I(E) has only finitely many elements under these
conditions. Suppose for the sake of a contradiction that I(E) has infinitely many
elements, and let {jl}∞l=1 be an infinite sequence of distinct elements of I(E).
Thus for each l ∈ Z+ there is a vector v(jl) ∈ E such that vjl(jl) 6= 0. Let t0
be an element of k such that |t0| > 1, which exists because | · | is nontrivial on
k. Observe that
Vjl \ {t
−l
0 vjl(jl)}(33.4)
is an open set in Vjl that contains 0 for each l ∈ Z+, because {0} is a closed
set in Vj for each j ∈ I. It follows that there is a nonempty balanced open
set Ujl ⊆ Vjl contained in (33.4) for each l ∈ Z+, as in Section 20, using the
nontriviality of | · | on k again. Put Uj = Vj for every j ∈ I such that j 6= jl for
each l ∈ Z+, so that Uj is an open subset of Vj that contains 0 for every j ∈ I.
This implies that
U =
(∑
j∈I
Vj
)
∩
(∏
j∈I
Uj
)
(33.5)
is an open subset of the direct sum (33.2) with respect to the topology induced
by the strong product topology on the direct product (33.1), and that 0 ∈ U .
If E is a bounded subset of the direct sum (33.2) with respect to this topol-
ogy, then it follows that E ⊆ t U for every t ∈ k such that |t| is sufficiently large.
In particular, if |t| is sufficiently large, then
vjl ∈ t U(33.6)
for every l ∈ Z+, because v(jl) ∈ E. Using the definition (33.5) of U , we get
that if |t| is sufficiently large, then
vjl(jl) ∈ t Ujl(33.7)
for every l ∈ Z+. However, we also have that
vjl(jl) 6∈ t
l
0 Ujl(33.8)
for every l ∈ Z+, because Ujl is contained in (33.4) for every l, by construction.
This implies that
vjl(jl) 6∈ t Ujl(33.9)
when |t| ≤ |t0|l, because Ujl is supposed to be balanced in Vjl for every l. If t ∈ k
is given, then |t| ≤ |t0|l for all but finitely many l ∈ Z+, because |t0| > 1, as
in the preceding paragraph. This leads to a contradiction, so that I(E) should
have only finitely many elements, as desired.
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34 Combining semimetrics
Let X be a set, let q be a positive real number, and let d1, . . . , dl be finitely
many q-semimetrics on X . If q ≤ r <∞, then
( l∑
j=1
dj(x, y)
r
)1/r
(34.1)
is a q-semimetric on X as well. To see this, the main point is to verify that
(34.1) satisfies the q-semimetric version of the triangle inequality. This is easy
to do when r = q, and otherwise one can use Minkowski’s inequality, which is
the triangle inequality for the ℓr/q norm when r/q ≥ 1. There is an analogous
statement for infinite families of q-semimetrics on X , as long as the infinite sum
corresponding to the finite sum in (34.1) is finite for every x, y ∈ X .
The analogue of (34.1) for r =∞ is
max
1≤j≤l
dj(x, y).(34.2)
It is easy to check directly that (34.2) satisfies the q-semimetric version of the
triangle inequality, and hence defines a q-semimetric on X . This also works
when q =∞, which is to say that if d1, . . . , dl are semi-ultrametrics on X , then
(34.2) is a semi-ultrametric on X too. Similarly, the supremum of an infinite
family of q-semimetrics on X is a q-semimetric on X , as long as the supremum
is finite for every x, y ∈ X . As before, this works when q = ∞, so that the
supremum of an infinite family of semi-ultrametrics on X is a semi-ultrametric
on X , as long as the supremum is finite for every x, y ∈ X .
Now let I be a nonempty set, and let Xj be a set for each j ∈ I. Also let q be
a positive real number, and let Mj be a nonempty collection of q-semimetrics
on Xj for each j ∈ I. As in the previous paragraphs, we ask here that these
q-semimetrics use the same q, which can always be arranged as in Section 7. Let
us also ask that for each j ∈ I, the collection of open balls in Xj associated to
elements ofMj form a base for the topology on Xj determined byMj , and not
just a sub-base, as in Section 2. In particular, this holds when the maximum of
any finite number of elements of Mj is an element of Mj , which can easily be
arranged by adding these maxima to Mj, if necessary.
Let dj be an element of Mj for some j ∈ I, and let aj be a positive real
number, so that aj dj(·, ·) is a q-semimetric on Xj too. Note that
Baj dj (xj , r) = Bdj (xj , r/aj)(34.3)
for every xj ∈ Xj and r > 0, where these open balls in Xj centered at xj
associated to dj and aj dj are defined as in (1.5), as usual. Put
d′j(xj , yj) = min(aj dj(xj , yj), 1)(34.4)
for every xj , yj ∈ Xj , which defines a q-semimetric on Xj as well, as in Section
24. If 0 < r ≤ 1, then
Bd′
j
(xj , r) = Baj dj(xj , r) = Bdj(xj , r/aj)(34.5)
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for every xj ∈ Xj , where Bd′
j
(xj , r) is the open ball in Xj centered at xj with
radius r associated to d′j . The first equality in (34.5) corresponds to (24.2), and
we have that
Bd′
j
(xj , r) = Xj(34.6)
for every xj ∈ Xj when r > 1, as in (24.3).
As in Section 23, let
X =
∏
j∈I
Xj(34.7)
be the Cartesian product of the Xj ’s, and let xj ∈ Xj be the jth component of
x ∈ X for each j ∈ I. Also let X be equipped with the strong product topology
corresponding to the topology on Xj determined byMj for each j ∈ I. Suppose
that dj ∈Mj and aj > 0 are given as in the preceding paragraph for each j ∈ I,
and put
d(x, y) = sup
j∈I
d′j(xj , yj)(34.8)
for every x, y ∈ X , where d′j is associated to dj and aj as in (34.4). Of course,
d(x, y) ≤ 1(34.9)
for every x, y ∈ X , because d′j(xj , yj) ≤ 1 for each j ∈ I, by construction. Thus
(34.8) is finite, and hence defines a q-semimetric on X under these conditions,
as mentioned earlier.
Observe that
Bd(x, r) ⊆
∏
j∈I
Bd′
j
(xj , r)(34.10)
for every x ∈ X and r > 0, where Bd(x, r) is the open ball in X centered at x
with radius r associated to d as in (1.5), and Bd′
j
(xj , r) is the open ball in Xj
centered at xj with radius r associated to d
′
j for each j ∈ I, as before. More
precisely, one can check that
Bd(x, r) =
⋃
0<r˜<r
∏
j∈I
Bd′
j
(xj , r˜)(34.11)
for every x ∈ X and r > 0. This implies that Bd(x, r) is an open set in X with
respect to the strong product topology for every x ∈ X and r > 0. This uses
the fact that Bd′
j
(xj , r˜) is an open set in Xj for each j ∈ I, by (34.5) and (34.6),
so that ∏
j∈I
Bd′
j
(xj , r˜)(34.12)
is an open set in X with respect to the strong product topology. One can also
verify that the topology on X determined by the collection of q-semimetrics on
X of the form (34.8) with dj ∈ Mj and aj > 0 is the same as the strong product
topology, using (34.10). It suffices for this to use any collection of positive real
numbers aj that can be arbitrarily large, instead of all aj > 0. It is here that
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we use the hypothesis that the open balls in Xj associated to elements of Mj
form a base for the topology of Xj for each j ∈ I.
Suppose that Xj is a commutative group for each j ∈ I, so that X is
also a commutative group with respect to coordinatewise addition. If dj is a
translation-invariant q-semimetric on Xj for some j ∈ I, then (34.4) is invariant
under translations on Xj for every aj > 0. If dj is a translation-invariant q-
semimetric on Xj and aj > 0 for each j ∈ I, then it follows that (34.8) is
invariant under translations on X . If every element of Mj is invariant under
translations on Xj for each j ∈ I, then we get a collection of translation-
invariant q-semimetrics on X for which the corresponding topology is the same
as the strong product topology, as in the previous paragraph.
35 Combining seminorms
Let k be a field with a q-absolute value function | · | for some q > 0, and let
V be a vector space over k. If N1, . . . , Nl are finitely many q-seminorms on V ,
and q ≤ r <∞, then ( l∑
j=1
Nj(v)
r
)1/r
(35.1)
is a q-seminorm on V too. As in the previous section, the main point is to check
that (35.1) satisfies the q-seminorm version of the triangle inequality, which
is essentially the same as for the corresponding q-semimetrics. As before, the
analogue of (35.1) for r =∞ is
max
1≤j≤l
Nj(v).(35.2)
Similarly, if the Nj ’s are semi-ultranorms on V , then (35.2) is a semi-ultranorm
on V as well.
As in the previous section again, there are analogous statements for infinite
families of q-seminorms, as long as the relevant quantities are finite. In partic-
ular, this can be applied to direct sums of vector spaces. Let I be a nonempty
set, let Vj be a vector space over k for each j ∈ I, and let
V =
∑
j∈I
Vj(35.3)
be the corresponding direct sum, as in Section 33. If Nj is a q-seminorm on Vj
for each j ∈ I, and if q ≤ r <∞, then
(∑
j∈I
Nj(vj)
r
)1/r
(35.4)
defines a q-seminorm on V . Here vj ∈ Vj is the jth component of v ∈ V for
each j ∈ I, as usual, which is equal to 0 for all but finitely many j ∈ I, by the
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definition of the direct sum. This implies that Nj(vj) = 0 for all but finitely
many j ∈ I, so that the sum in (35.4) is finite. Similarly, the maximum
max
j∈I
Nj(vj)(35.5)
is attained for every v ∈ V , and defines a q-seminorm on V too. If Nj is a
semi-ultranorm on Vj for each j ∈ I, then (35.5) defines a semi-ultranorm on
V .
Suppose now that Nj is a nonempty collection of q-seminorms on Vj for
each j ∈ I, where more precisely the same q should be used for every element
of Nj for each j ∈ I. Let Vj be equipped with the topology determined by
the collection of q-semimetrics associated to the elements of Nj for each j ∈ I,
and let V be equipped with the topology induced by the corresponding strong
product topology on the Cartesian product of the Vj ’s. As in the preceding
section, we ask that the open balls in Vj centered at 0 associated to elements of
Nj form a local base for the topology of Vj at 0 for each j ∈ I, and not just a
sub-base. As before, this holds automatically when the maximum of any finite
number of elements of Nj is an element of Nj for each j ∈ I, which can always
be arranged by adding these maxima to Nj .
Let Nj be an element of Nj for each j ∈ I, and let aj be a positive real
number for each j ∈ I. Thus aj Nj is a q-seminorm on Vj for each j ∈ I, so that
N(v) = max
j∈I
(aj Nj(vj))(35.6)
defines a q-seminorm on V , as in (35.5). As in (34.3),
Baj Nj (0, r) = BNj (0, r/aj)(35.7)
for every j ∈ I and r > 0, where these open balls in Vj associated to Nj and
aj Nj are defined as in (10.7). It is easy to see that
BN(0, r) = V ∩
(∏
j∈I
Baj Nj (0, r)
)
(35.8)
for every r > 0, where the left side of (35.8) is the open ball in V associated to
N as in (10.7). Remember that the direct sum V is contained in the Cartesian
product of the Vj ’s, which also contains the product of open balls in the Vj ’s
on the right side of (35.8). This step is a bit simpler than its analogue in the
previous section, because N is defined in (35.6) as a maximum, instead of a
supremum. It follows from (35.7) and (35.8) that
BN(0, r) = V ∩
(∏
j∈I
BNj (0, r/aj)
)
(35.9)
for every r > 0. Of course, ∏
j∈I
BNj(0, r/aj)(35.10)
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is an open set in the Cartesian product of the Vj ’s with respect to the strong
product topology for every r > 0, since open balls in Vj with respect to Nj are
open subsets of Vj for each j ∈ I by construction. This implies that (35.9) is
an open set in V with respect to the topology induced by the strong product
topology on the Cartesian product of the Vj ’s. Using (35.9), one can also check
that the topology induced on V by the strong product topology on the Cartesian
product of the Vj ’s is the same as the topology determined by the collection of
q-seminorms of the form (35.6), where Nj ∈ Nj and aj > 0 for each j ∈ I. As
in the previous section, it suffices to use any collection of positive real numbers
aj that can be arbitrarily large here, instead of all aj > 0. It is also here that
we use the hypothesis that open balls in Vj centered at 0 associated to elements
of Nj form a local base for the topology of Vj at 0 for each j ∈ I, as before.
36 Continuous linear mappings, continued
Let k be a field with a q-absolute value function | · | for some q > 0, and let
V , W be vector spaces over k. Also let NV , NW be nonempty collections of
q-seminorms on V , W , respectively. As before, one can let q > 0 depend on the
elements of NV and NW , as long as | · | is a q-absolute value function on k for
that choice of q. Note that for any finite collection of elements of NV or NW ,
there is a q > 0 that works for each element of the finite collection, by taking
the minimum of the corresponding finitely many q’s. Let V , W be equipped
with the topologies determined by NV , NW , respectively, so that V and W are
topological vector spaces.
Let φ be a linear mapping from V into W . It is easy to see that φ is
continuous at 0 if and only if for every NW ∈ NW and r > 0 there are finitely
many elements NV,1, . . . , NV,l of NV and finitely many positive real numbers
r1, . . . , rl such that
φ
( l⋂
j=1
BNV,j (0, rj)
)
⊆ BNW (0, r).(36.1)
Here BNW (0, r) is the open ball in W associated to NW and r as in (10.7),
and similarly BNV,j (0, rj) is the open ball in V associated to NV,j and rj for
j = 1, . . . , l. In this case, we get that
φ
( l⋂
j=1
BNV,j (0, |t| rj)
)
⊆ BNW (0, |t| r)(36.2)
for every t ∈ k with t 6= 0, using (10.9). If | · | is nontrivial on k, then it follows
that a condition like (36.1) for a single r > 0 implies an analogous condition for
every r > 0.
Suppose that there is a positive real number C such that
NW (φ(v)) ≤ C max
1≤j≤l
NV,j(v)(36.3)
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for every v ∈ V . This implies that for each r > 0, (36.1) holds with rj = r/C
for j = 1, . . . , l. As a partial converse, if (36.1) holds for some positive real
numbers r, r1, . . . , rl, and if | · | is not trivial on k, then one can check that there
is a C > 0 such that (36.3) holds for every v ∈ V . This is a bit simpler when | · |
is not discrete on k, so that (12.4) is dense in R+ with respect to the standard
Euclidean topology on R. Otherwise, if | · | is nontrivial and discrete on k, then
the constant C just mentioned also depends on the quantity (12.5) associated
to | · | on k.
Suppose now that | · | is the trivial absolute value function on k, and that NV
consists of only the trivial ultranorm on V . This implies that the topology on
V determined by NV is the same as the discrete topology, so that any mapping
from V into any topological space is continuous. In this situation, (36.3) would
say that
NW (φ(v)) ≤ C(36.4)
for every v ∈ V with v 6= 0. If V is finite-dimensional over k, then there is
always a C > 0 so that this holds. Otherwise, if V is infinite-dimensional over
k, then one can give examples where this does not work, with W = V and φ
equal to the identity mapping.
37 Direct sums, revisited
Let I be a nonempty set, let Aj be a commutative group for each j ∈ I, and let
A =
∑
j∈I
Aj(37.1)
be the corresponding direct sum, as in Section 32. Note that for each l ∈ I,
there is a natural embedding of Al into A, which sends each element of Al to
the element of A whose lth coordinate is that element of Al, and whose jth
coordinate is equal to 0 for every j ∈ I with j 6= l. If φ is a homomorphism
from A into another commutative group B, then one gets a homomorphism φl
from Al into B for each l ∈ I, by composing the natural embedding of Al into
A with φ. In the other direction, if φj is a homomorphism from Aj into B for
each j ∈ I, then
φ(a) =
∑
j∈I
φj(aj)(37.2)
defines a homomorphism from A into B. Remember that for each a ∈ A, aj = 0
for all but finitely j ∈ I, which implies that φj(aj) = 0 for all but finitely many
j ∈ I, so that the sum in (37.2) is makes sense. If the Aj ’s are vector spaces
over a field k, then A is also a vector space over k, and the natural embedding
of Al into A is linear for each l ∈ I. If B is another vector space over k, then
linear mappings from A into B correspond to families of linear mappings from
the Aj ’s into B as before.
Suppose now that Aj is a commutative topological group for each j ∈ I,
and let A be equipped with the topology induced by the corresponding strong
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product topology on the Cartesian product of the Aj ’s, as in Section 32. It
is easy to see that for each l ∈ I, the natural embedding from Al into A is a
homeomorphism onto its image with respect to the induced topology. Let B be
another commutative topological group, and suppose that φ is a continuous ho-
momorphism from A into B. If φj is the corresponding homomorphism from Aj
into B for each j ∈ I, as in the preceding paragraph, then φj is also continuous
for each j, since it is the composition of two continuous mappings.
Now let φj be a continuous homomorphism from Aj into B for each j ∈ I,
and let φ be the corresponding homomorphism from A into B, as in (37.2). If I
has only finitely many elements, then one can check that φ is also continuous.
More precisely, put
φ˜j(a) = φj(aj)(37.3)
for every a ∈ A and j ∈ I, which is the same as the composition of φj with
the natural coordinate projection from A on Aj . Thus φ˜j is continuous as a
mapping from A into B for each j ∈ I, because it is the composition of two
continuous mappings. If I has only finitely many elements, then it follows that
φ is continuous as a mapping from A into B as well, since it is the sum of finitely
many continuous mappings from A into B.
In order to prove an analogous statement when I is countably infinite, let
us begin with some consequences of continuity of addition on B. Let W be an
open subset of B that contains 0, and let W1 ⊆ B be an open set such that
0 ∈ W1 and
W1 +W1 ⊆W.(37.4)
Continuing in this way, we get for each integer n ≥ 2 an open set Wn ⊆ B such
that 0 ∈ Wn and
Wn +Wn ⊆Wn−1.(37.5)
This implies that
W1 +W2 + · · ·+Wn−1 +Wn +Wn ⊆W1 +W2 + · · ·+Wn−1 +Wn−1(37.6)
when n ≥ 2, and hence that
W1 + · · ·+Wn +Wn ⊆W(37.7)
for every n ≥ 1. In particular,
W1 + · · ·+Wn ⊆W(37.8)
for each n, since 0 ∈ Wn.
To deal with the case where I is countably infinite, we may as well suppose
that I = Z+. Let W be given as in the previous paragraph, and let Wn be
chosen for n ∈ Z+ as before. Suppose that φj is a continuous homomorphism
from Aj into B for each j ∈ I = Z+, and let Uj be an open subset of Aj such
that 0 ∈ Uj and
φj(Uj) ⊆Wj(37.9)
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for each j. Put
U = A ∩
( ∞∏
j=1
Uj
)
,(37.10)
which is an open subset of A with respect to the topology induced by the strong
product topology on
∏∞
j=1 Aj . Note that 0 ∈ U , since 0 ∈ Uj for each j. One
can also check that
φ(U) ⊆W,(37.11)
where φ is as in (37.3), using (37.8) and (37.9). This implies that φ is continuous
at 0 with respect to the topology on A induced by the strong product topology
on
∏∞
j=1 Aj , and hence that φ is continuous everywhere on A with respect to
this topology, because φ is a homomorphism.
Here is another version of this type of argument. Suppose that dB(·, ·) is
a q-semimetric on B for some q > 0 that is invariant under translations, and
compatible with the given topology on B. Let ǫ > 0 be given. If I has only
finitely or countably many elements, then one can choose ǫj > 0 for every j ∈ I
so that ∑
j∈I
ǫqj ≤ ǫ
q,(37.12)
which is the same as saying that the sum of ǫqj over any finite subset of I is less
than or equal to ǫq. Suppose that φj is a continuous homomorphism from Aj
into B for each j ∈ I, so that φj is continuous at 0 with respect to dB(·, ·) on
B in particular. This implies that for each j ∈ I, there is an open set Uj ⊆ Aj
such that 0 ∈ Aj and
φj(Uj) ⊆ BdB (0, ǫj),(37.13)
where the right side of (37.13) is the open ball in B with respect to dB(·, ·)
centered at 0 with radius ǫj , as in (1.5). As before,
U = A ∩
(∏
j∈I
Uj
)
(37.14)
is an open subset of A with respect to the topology induced by the strong
product topology on
∏
j∈I Aj , and 0 ∈ U . Using (37.12), (37.13), and the
q-semimetric version of the triangle inequality, one can verify that
φ(U) ⊆ BdB (0, ǫ),(37.15)
where the right side of (37.15) is the open ball in B with respect to dB(·, ·)
centered at 0 with radius ǫ. This means that φ is continuous at 0 with respect
to dB(·, ·) on B and the topology on A induced by the strong product topology
on
∏
j∈I Aj .
Suppose now that dB(·, ·) is a semi-ultrametric on B that is invariant under
translations and compatible with the given topology on B, which corresponds
to q = ∞ in the preceding paragraph. In this case, the analogous argument
works for any nonempty set I, with ǫj = ǫ for every j ∈ I.
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38 Combining seminorms, continued
Let k be a field with a q-absolute value function | · | for some q > 0, and let I
be a nonempty set. Also let Vj be a vector space over k for each j ∈ I, and let
V =
∑
j∈I
Vj(38.1)
be the corresponding direct sum, as in Section 33. If Nj is a q-seminorm on Vj
for each j ∈ I, then (∑
j∈I
Nj(vj)
r
)1/r
(38.2)
defines a q-seminorm on V when q ≤ r <∞, as in Section 35. Similarly,
max
j∈I
Nj(vj)(38.3)
defines a q-seminorm on V too, as before. If I has only finitely many elements,
then (38.2) is bounded by (38.3) times the rth root of the number of elements
of I.
Suppose now that I is countably infinite, and let aj be a positive real number
for each j ∈ I such that ∑
j∈I
a−rj <∞,(38.4)
where the sum is defined as the supremum of the corresponding finite subsums.
Observe that(∑
j∈I
Nj(vj)
r
)1/r
=
(∑
j∈I
a−rj (aj Nj(vj))
r
)1/r
(38.5)
≤
(∑
j∈I
a−rj
)1/r
max
j∈I
(aj Nj(vj))
for every v ∈ V . Of course,
max
j∈I
(aj Nj(vj))(38.6)
also defines a q-seminorm on V , as in (38.3).
Let I be any nonempty set again, and for each l ∈ I, let ηl be the obvious
inclusion mapping from Vl into V . Thus for each l ∈ I and vl ∈ Vl, ηl(vl) is the
element of V whose lth coordinate is equal to vl, and whose jth coordinate is
equal to 0 for every j ∈ I with j 6= l. Let N be a q-seminorm on V , and suppose
that for each l ∈ I there is a nonnegative real number Cl such that
N(ηl(vl)) ≤ ClNl(vl)(38.7)
for every vl ∈ Vl. Using the q-semimetric version of the triangle inequality, we
get that
N(v) ≤
(∑
j∈I
Cql Nl(vl)
q
)1/q
(38.8)
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for every v ∈ V . Note that the right side of (38.8) is a q-semimetric on V , as in
(38.2).
In the analogous situation for q = ∞, we ask that Nl be a semi-ultranorm
on Vl for each l ∈ I, and that N be a semi-ultranorm on V . In this case, (38.7)
implies that
N(v) ≤ max
j∈I
(ClNl(vl))(38.9)
for every v ∈ V . As before, the right side of (38.9) is a semi-ultranorm on V
too.
39 Completeness
Let X be a set, and let d(x, y) be a q-semimetric on X for some q > 0. As
usual, a sequence {xj}∞j=1 of elements of X is said to be a Cauchy sequence
with respect to d(·, ·) if
lim
j,l→∞
d(xj , xl) = 0.(39.1)
Of course, this happens if and only if
lim
j,l→∞
d(xj , xl)
q = 0,(39.2)
so that {xj}
∞
j=1 is a Cauchy sequence with respect to d(·, ·)
q as an ordinary
semimetric on X . If {xj}∞j=1 converges to an element of X with respect to the
topology determined by d(·, ·), then it is easy to see that {xj}∞j=1 is a Cauchy
sequence with respect to d(·, ·), using the q-semimetric version of the triangle
inequality. Conversely, if every Cauchy sequence of elements of X with respect
to d(·, ·) converges to an element of X with respect to the topology determined
by d(·, ·), then X is said to be complete with respect to d(·, ·).
Now let A be a commutative topological group. A sequence {xj}∞j=1 of
elements of A is said to be a Cauchy sequence in A if
lim
j,l→∞
(xj − xl) = 0.(39.3)
Equivalently, this means that for each open set U ⊆ A that contains 0, there is
a positive integer L such that
xj − xl ∈ U(39.4)
for every j, l ≥ 1. As before, one can check that if {xj}∞j=1 converges to an
element of A, then {xj}∞j=1 is a Cauchy sequence in A. This uses the continuity
of addition on A at 0.
Let d(x, y) be a translation-invariant q-semimetric on A for some q > 0.
Suppose that d(x, y) is compatible with the given topology on A, in the sense
that d(x, 0) is continuous as a real-valued function on A at x = 0 with respect to
the standard topology on R, as in Sections 17 and 19. If {xj}
∞
j=1 is a Cauchy se-
quence in A as a commutative topological group, as in the preceding paragraph,
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then {xj}∞j=1 is also a Cauchy sequence with respect to d(·, ·). Suppose for the
moment that the topology on A is determined by a nonempty collection M of
translation-invariant q-semimetrics on A, where q > 0 is allowed to depend on
the element ofM. In this case, a sequence {xj}∞j=1 of elements of A is a Cauchy
sequence in A as a commutative topological group if and only if {xj}
∞
j=1 is a
Cauchy sequence with respect to each element of M.
If every Cauchy sequence of elements of A as a commutative topological
group converges to an element of A, then A is said to be sequentially complete.
If the topology on A is determined by a single translation-invariant q-semimetric
d(x, y) for some q > 0, then A is sequentially complete as a commutative topo-
logical group if and only if A is complete with respect to d(x, y). Remember that
if there is a local base for the topology of A at 0 with only finitely or countably
many elements, then there is a translation-invariant semimetric on A that de-
termines the same topology on A, as in Section 25. In this case, it is reasonable
to simply say that A is complete as a commutative topological group when A
is sequentially complete. Otherwise, one would normally define completeness of
A in terms of convergence of Cauchy nets in A, or Cauchy filters on A.
40 Equicontinuity
Let A1, A2 be commutative topological groups, and let L be a collection of
group homomorphisms from A1 into A2. We say that L is equicontinuous at 0
if for each open set U2 ⊆ A2 that contains 0 there is an open set U1 ⊆ A1 such
that 0 ∈ U1 and
φ(U1) ⊆ U2(40.1)
for every φ ∈ L. Of course, this implies that each element of L is continuous at
0. If L has only finitely many elements, and each element of L is continuous at 0,
then L is equicontinuous at 0. If A1 is equipped with the discrete topology, then
the collection of all group homomorphisms from A1 into A2 is equicontinuous
at 0.
Now let k be a field with a q-absolute value function | · | for some q > 0, and
let V be a topological vector space over k. Put
δa(v) = a v(40.2)
for each a ∈ k and v ∈ V , so that δa is a linear mapping from V into itself for
each a ∈ k. If | · | is not the trivial absolute value function on k, then
{δa : a ∈ k, |a| ≤ 1}(40.3)
is equicontinuous at 0 on V . This uses the fact that balanced nonempty open
subsets of V form a local base for the topology of V at 0 when | · | is nontrivial
on k, as in Section 20. Under these conditions, it follows that
{δa : a ∈ k, |a| ≤ |b|}(40.4)
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is equicontinuous at 0 for each b ∈ k. This is the same as saying that
{δa : a ∈ k, |a| ≤ r}(40.5)
is equicontinuous at 0 on V for every positive real number r. More precisely, if
| · | is nontrivial on k, then there is a b0 ∈ k such that |b0| > 1. Thus for each
r > 0 there is an n ∈ Z+ such that
r ≤ |b0|
n = |bn0 |,(40.6)
so that (40.5) is contained in (40.4) with b = bn0 .
If | · | is the trivial absolute value function on k, then the equicontinuity of
{δa : a ∈ k}(40.7)
at 0 corresponds to (20.6). As in Section 20, this is equivalent to the condition
that nonempty balanced open subsets of V form a local base for the topology
of V at 0, which is not automatic in this case.
Suppose again that | · | is nontrivial on k, and let V1, V2 be topological vector
spaces over k. Thus the notion of bounded subsets of V1, V2 can be defined as
in Section 28. Let L be a collection of linear mappings from V1 into V2. If L
is equicontinuous at 0, and if E1 is a bounded subset of V1, then one can check
that ⋃
φ∈L
φ(E1)(40.8)
is a bounded subset of V2. If E1 is an open subset of V1 that contains 0, and if
(40.8) is a bounded subset of V2, then it is easy to see that L is equicontinuous
at 0.
Part II
Topological dimension 0
41 Separated sets
As usual, a pair A, B of subsets of a topological space X are said to be separated
in X if
A ∩B = A ∩B = ∅,(41.1)
where A, B are the closures of A, B in X , respectively. In particular, disjoint
closed subsets of X are separated, and it is easy to see that disjoint open sets in
X are separated too. If A,B ⊆ X are separated and A ∪ B = X , then both A
and B are both open and closed in X . If Y ⊆ X , then Y may also be considered
as a topological space, with respect to the topology induced by the one on X .
It is well known and easy to check that A,B ⊆ Y are separated with respect to
the induced topology on Y if and only if A, B are separated as subsets of X . A
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set E ⊆ X is said to be connected if it cannot be expressed as the union of two
nonempty separated sets. Thus X is connected if it cannot be expressed as the
union of two nonempty disjoint closed sets, or equivalently as the union of two
nonempty disjoint open sets. If E ⊆ Y ⊆ X , then E is connected with respect
to the induced topology on Y if and only if E is connected as a subset of X .
One can check that the closure of a connected subset of X is also connected in
X . A subset of X is said to be totally disconnected if it does not contain any
connected set with at least two elements.
Now let A be a commutative topological group, and let U ⊆ A be an open
set that contains 0. It will be convenient to ask that U also be symmetric about
0 in A, in the sense that
−U = U,(41.2)
which can always be arranged by replacing U with U ∩ (−U). Let us say that
B,C ⊆ A are U -separated in A if
(B + U) ∩ C = ∅,(41.3)
which is equivalent to asking that
B ∩ (C + U) = ∅,(41.4)
because of (41.2). Using the continuity of the group operations on A at 0, it
is easy to see that there is an open set U1 ⊆ A that contains 0, is symmetric
about 0, and satisfies
U1 + U1 ⊆ U,(41.5)
as in (18.11). Combining this with (41.3) or (41.4), one can check that
(B + U1) ∩ (C + U1) = ∅.(41.6)
Remember that the closures of B, C in A are contained in B + U1, C + U1,
respectively, as in (18.8). Thus (41.6) implies in particular that the closures of
B and C in A are disjoint.
Suppose that C ⊆ A is compact, W ⊆ A is an open set, and that C ⊆ W .
If x ∈ C, then there is an open set U(x) ⊆ A that contains 0 and satisfies
x+ U(x) + U(x) ⊆W,(41.7)
by continuity of addition on A. The collection of open sets x+U(x) with x ∈ C
covers C, and so there are finitely many elements x1, . . . , xn of C such that
C ⊆
n⋃
j=1
(xj + U(xj)),(41.8)
by compactness. Put
U =
n⋂
j=1
(U(xj) ∩ (−U(xj))),(41.9)
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which is an open subset of A that contains 0 and is symmetric about 0. Using
(41.7) and (41.8), we get that
C + U ⊆
n⋃
j=1
(xj + U(xj) + U) ⊆
n⋃
j=1
(xj + U(xj) + U(xj)) ⊆W.(41.10)
If E ⊆ A is a closed set that is disjoint from C, then we can apply the previous
argument to W = A \ E. In this case, (41.10) is equivalent to saying that
(C + U) ∩ E = ∅,(41.11)
so that C and E are U -separated in A.
Let X be a topological space that is regular in the strict sense, without
including the first or 0th separation condition. If K ⊆ X is compact, W ⊆ X is
an open set, and K ⊆W , then there is an open set U ⊆ X such that K ⊆ U and
U ⊆W . More precisely, for each x ∈ K, there is an open set U(x) ⊆ X such that
x ∈ U(x) and U(x) ⊆ W , because X is regular. Because K is compact, K can
be covered by finitely many U(x)’s, whose union U has the desired properties.
In particular, if K ⊆ X is compact and open, then one can apply the previous
argument with K = W , to conclude that K is a closed set in X . Of course,
if X is Hausdorff, then every compact subset of X is closed. However, if X is
regular in the strict sense, then X need not be Hausdorff, and arbitrary compact
subsets of X need not be closed. If X is any set equipped with the indiscrete
topology, for instance, then X is regular in the strict sense, and every subset of
X is compact.
42 Open subgroups
Let A be a commutative topological group again, and let B be a subgroup of A
which is also an open set in A. It is well known that the complement of B in A
can be expressed as a union of cosets of B in A, which are translates of B in A.
Each translate of B is also an open set in A, and hence any union of translates
of B in A is an open set in A too. This implies that the complement of B in A is
an open set in A, which means that B is a closed set in A as well. In particular,
if A is connected as a topological space, then A has no proper open subgroups.
If B is any subgroup of A, then
0 ∈ B,(42.1)
−B = B,(42.2)
and
B +B = B.(42.3)
Conversely, if B is any subset of A that satisfies (42.1), (42.2), and (42.3), then
B is a subgroup of A. If B is an open subgroup of A, then (42.3) implies that B
is B-separated from its complement in A, as discussed in the previous section.
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Suppose that U ⊆ A contains 0 and is symmetric about 0. Put U1 = U , and
define Uj recursively for j ∈ Z+ by putting
Uj+1 = Uj + U(42.4)
for each j ≥ 1. Equivalently, Uj is the subset of A consisting of sums of exactly
j elements of U for each j. Note that 0 ∈ Uj , Uj is symmetric about 0, and
Uj ⊆ Uj+1 for each j, and that
Uj+l = Uj + Ul(42.5)
for each j, l ≥ 1. If we put
B =
∞⋃
j=1
Uj,(42.6)
then B satisfies (42.1), (42.2), and (42.3). Thus B is a subgroup of A. If U is
an open set in A, then Uj is an open set in A for each j, and hence B is an open
set in A too.
Let U ⊆ A be an open set that contains 0 and is symmetric about 0, and sup-
pose that E is a nonempty subset of A that is U -separated from its complement
in A. This means that
(E + U) ∩ (A \ E) = ∅,(42.7)
as in the previous section, which is the same as saying that
E + U ⊆ E.(42.8)
If Uj is defined as in the preceding paragraph for each j ∈ Z+, then it follows
that
E + Uj ⊆ E(42.9)
for each j ≥ 1. This implies that
E +B ⊆ E,(42.10)
where B is as in (42.6), by taking the union over j ∈ Z+ in (42.9). Of course,
we actually have equality in (42.8), (42.9), and (42.10), because 0 is an element
of U , and hence of Uj for each j, as well as B.
43 Semimetrics and partitions
Let X be a set, and let P be a partition of X . Thus P is a collection of
pairwise-disjoint nonempty subsets of X whose union is equal to X . Define
dP(x, y)(43.1)
for x, y ∈ X by putting (43.1) equal to 0 when x and y are contained in the
same element of P , and equal to 1 otherwise. It is easy to see that this defines
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a semi-ultrametric on X , which one might describe as the discrete semimetric
associated to P . If P is the partition of X consisting of all subsets of X with
exactly one element, then (43.1) is the same as the discrete metric on X . If P
consists of only X itself, then let us call P the trivial partition of X . In this
case, (43.1) is equal to 0 for every x, y ∈ X .
Let Z be another set, and let φ be a mapping from X into Z. If dZ(·, ·) is a
q-semimetric on Z for some q > 0, then
dZ(φ(x), φ(y))(43.2)
defines a q-semimetric on X . Note that
{φ−1(z) : z ∈ φ(X)}(43.3)
is a partition of X under these conditions. If dZ(·, ·) is the discrete metric on
Z, then (43.2) is the same as the discrete semimetric associated to the partition
(43.3), as in the preceding paragraph. Of course, if P is any partition of X ,
then P is of the form (43.3), where Z = P and φ is the mapping that sends
x ∈ X to the element of P that contains x.
If d(x, y) is a q-semimetric on X for any q > 0, then
d(x, y) = 0(43.4)
defines an equivalence relation on X , whose equivalence classes determine a
partition of X . These equivaence classes are the same as the closed balls in X
of radius 0 with respect to d(·, ·). Similarly, if d(x, y) is a semi-ultrametric on
X , then for each r > 0, X is partitioned by the open balls in X with respect
to d(·, ·) of radius r, and by the closed balls in X of radius r. In the case of
(43.1), the elements of P are the same as the open balls of radius 0 < r ≤ 1,
and the closed balls of radius 0 ≤ r < 1. If d(x, y) is a q-semimetric on X
for some q > 0 that takes values in the set {0, 1}, then d(x, y) is the same as
the discrete semimetric associated to the partition of X consisting of the closed
balls of radius 0.
Let X be a topological space, and let P be a partition of X . If every element
of P is an open subset of X , then every element of P is a closed set in X too,
because the complement of every element of P in X is equal to the union of
the other elements of P , and hence is an open subset of X . In particular, if X
is connected, then P is the trivial partition of X under these conditions. Note
that every element of P is an open subset of X exactly when the corresponding
discrete semimetric (43.1) is compatible with the topology on X , in the sense
that open subsets of X with respect to (43.1) are also open with respect to the
given topology on X . If Z is any set equipped with the discrete topology, then
a mapping φ from X into Z is continuous if and only if (43.3) is an open set in
X for every z ∈ Z.
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44 Dimension 0
A topological space X is said to have topological dimension 0 at a point x ∈ X
if for each open set W ⊆ X that contains x there is an open set W1 ⊆ X such
that x ∈ W1, W1 ⊆ W , and W1 is also a closed set in X . Equivalently, this
means that there is a local base for the topology of X at x consisting of subsets
of X that are both open and closed. If X has topological dimension 0 at every
point x ∈ X , then X is said to have topological dimension 0 as a topological
space. As before, this is the same as saying that there is a base for the topology
of X consisting of subsets of X that are both open and closed. Sometimes X
would also be required to be nonempty to have topological dimension 0, and
the empty set is defined to have topological dimension −1, in order to define
topological dimension inductively when it is positive.
Let X be a topological space with topological dimension 0. Observe that
every subset Y of X has topological dimension 0 with respect to the induced
topology. Clearly X is regular as a topological space in the strict sense, without
including the first or 0th separation condition. One may wish to include the first
or 0th separation condition as part of the definition of topological dimension 0,
in which case the space is Hausdorff as well. If X has at least two elements, and
if X satisfies the first or 0th separation condition, then it is easy to see that X is
not connected. It follows that X is totally disconnected when X has topological
dimension 0 and X satisfies the first or 0th separation condition, since every
subset of X has the same properties with respect to the induced topology. Oth-
erwise, any set equipped with the indiscrete topology has topological dimension
0 in the strict sense, without including the first or 0th separation condition.
Suppose that d(x, y) is a semi-ultrametric on a set X . As in Section 4, both
open and closed balls in X with respect to d of positive radius are both open
and closed as subsets of X , with respect to the topology on X determined by
d. This implies that X has topological dimension 0 in the strict sense, without
including the first or 0th separation condition, with respect to the topology
determined by d. Similarly, if M is a nonempty collection of semi-ultrametrics
on X , then X has topological dimension 0 in the strict sense with respect to
the topology determined by M. Of course, if M is nondegenerate on X , then
X is Hausdorff with respect to the topology determined by M.
Let E be a subset of a set X , and put
dE(x, y) = 0(44.1)
when x, y ∈ E and when x, y ∈ X \ E, and put
dE(x, y) = 1(44.2)
when x ∈ E and y ∈ X \ E, and when x ∈ X \ E and y ∈ E. It is easy to see
that this defines a semi-ultrametric on X . More precisely, if E is a nonempty
proper subset of X , then
{E,X \ E}(44.3)
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is a partition ofX , and dE(x, y) is the same as the discrete semimetric associated
to this partition, as in the preceding section. Otherwise, if E = ∅ or E = X ,
then (44.1) holds for every x, y ∈ X , and dE(x, y) is the same as the discrete
semimetric associated to the trivial partition of X . Suppose now that X is a
topological space. If E ⊆ X is both open and closed, then dE is compatible
with the topology on X , in the sense that every open set in X with respect to
dE is also an open set with respect to the given topology on X . If
M0 = {dE : E ⊆ X is both open and closed},(44.4)
is the collection of all such semi-ultrametrics on X , then it follows that every
open set in X with respect to the topology determined by M0 is an open set
with respect to the given topology on X too. If X has topological dimension 0
in the strict sense, then one can check that the topology on X determined by
M0 is the same as the given topology on X . If X also satisfies the first or 0th
separation condition, then M0 is nondegenerate on X .
45 Totally separated topological spaces
A topological space X is said to be totally separated if for every pair of points
x, y ∈ X with x 6= y there is an open set U ⊆ X such that x ∈ U , y ∈ X \U , and
U is also closed in X . Note that this is symmetric in x and y, since X \U is both
open and closed in X too. Suppose that X is totally separated, which implies
that X is Hausdorff. It is easy to see that every subset of X is totally separated
with respect to the induced topology. If X has at least two elements, then X is
not connected. This implies that X is totally disconnected, because subspaces
of X are totally separated. If τ˜ is another topology on X which contains the
given topology on X , then X is totally separated with respect to τ˜ too.
Let (X, τ) be a topological space, and let τ0 be the collection of subsets W
of X with the property that for each x ∈ W there is an open set U ⊆ X with
respect to τ such that x ∈ U , U ⊆ W , and U is closed in X with respect to
τ . Equivalently, this means that W can be expressed as the union of a family
of subsets of X that are both open and closed with respect to τ . In particular,
this implies that W is open with respect to τ , so that
τ0 ⊆ τ.(45.1)
It is easy to see that τ0 is a topology on X , which is the same as the topology
determined by the collection (44.4) of semi-ultrametrics on X associated to τ .
By construction, if U ⊆ X is both open and closed with respect to τ , then U
is an open set with respect to τ0. In this case, X \ U is both open and closed
with respect to τ too, so that X \ U is an open set with respect to τ0, which
means that U is a closed set with respect to τ0. Conversely, if U ⊆ X is both
open and closed with respect to τ0, then U is both open and closed with respect
to τ , because of (45.1). The collection of these sets forms a base for τ0, by
definition of τ0. This implies that X automatically has topological dimension 0
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with respect to τ0, which also follows from the characterization of τ0 in terms
of (44.4). One can check that X is totally separated with respect to τ if and
only if X is Hausdorff with respect to τ0.
Let X be a totally separated topological space. Also let H be a compact
subset of X , and let y ∈ X \H be given. If x ∈ H , then x 6= y, and so there is
an open set U(x) ⊆ X such that x ∈ U(x), y ∈ X \ U(x), and U(x) is a closed
set in X . Because H is compact, there are finitely many elements x1, . . . , xn of
H such that
H ⊆
n⋃
j=1
U(xj).(45.2)
The right side of (45.2) is both open and closed in X , and does not contain y.
Similarly, if H and K are disjoint compact subsets of X , then there is an open
set U ⊆ X such that H ⊆ U , K ⊆ X \ U , and U is a closed set in X . If X is a
topological space with topological dimension 0, K ⊆ X is compact, W ⊆ X is
open, and K ⊆ W , then an analogous argument implies that there is an open
set U ⊆ X such that K ⊆ U ⊆W and U is a closed set in X .
Let X be a totally separated topological space again, and suppose that X
is locally compact. We would like to check that X has topological dimension
0 under these conditions. To do this, let x ∈ X and an open set W ⊆ X that
contains x be given. Because X is locally compact, there is an open set in X
that contains x and is contained in a compact subset of X . We may as well
suppose that W is contained in a compact subset of X , since otherwise we can
replaceW with its intersection with an open set that contains x and is contained
in a compact set. Note that compact subsets of X are closed sets, because X
is Hausdorff, since it is totally separated. It follows that the closure W of W in
X is contained in a compact set, and hence that W is compact in X , because
closed subsets of compact sets are compact. Similarly,
∂W =W \W(45.3)
is compact, and x 6∈ ∂W , since x ∈W . As in the previous paragraph, it follows
that there is an open set U1 ⊆ X such that ∂W ⊆ U1, x ∈ X \ U1, and U1 is a
closed set in X , because X is totally separated. Put
U2 = U1 ∪ (X \W ) = U1 ∪ (X \W ),(45.4)
where the second step uses the fact that ∂W ⊆ U1. It is easy to see that U2 is
both open and closed in X , because of the analogous property of U1, and the
two expressions for U2 in (45.4). Thus X \ U2 is both open and closed in X ,
and X \U2 ⊆W , since X \W ⊆ U2, by the definition of U2. We also have that
x ∈ X \U2, because x ∈ X \U1, by the way that U1 was chosed, and x ∈ W , by
hypothesis. This shows that X has topological dimension 0 at x, and hence that
X has topological dimension 0, since x ∈ X is arbitrary. It is well known that
any locally compact Hausdorff topological space that is totally disconnected has
topological dimension 0.
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46 Dimension 0, continued
Let A be a commutative topological group. If A has topogical dimension 0 at
any of its elements, then A has topological dimension 0 at each point, because of
continuity of translations. Suppose for the moment that the collection of open
subgroups of A is a local base for the topology of A at 0. Equivalently, this
means that for open set W ⊆ A that contains 0, there is an open subgroup B
of A such that
B ⊆W.(46.1)
This implies that A has topological dimension 0 at 0, and hence at every point
in A, because open subgroups of A are closed sets, as in Section 42. Note that
the intersection of finitely many open subgroups of A is an open subgroup of A
too. If there is a local sub-base of A at 0 consisting of open subgroups of A,
then it follows that the open subgroups of A form a local base for the topology
of A at 0. If the open subgroups of A form a local base for the topology of A at
0, then every subgroup of A has the same property with respect to the induced
topology.
Suppose now that for each open setW ⊆ A that contains 0 there are subsets
E, U of A containing 0 such that E ⊆W , U is an open set in A, U is symmetric
about 0, and E is U -separated from A \E, as in Section 41. In particular, this
implies that E and A \ E are separated in A, as before. It follows that E is
both open and closed in A, so that this condition implies that A has topological
dimension 0 at 0. Let W , E, and U be given as in this condition, and let B be
obtained from U as in (42.6). Thus B is an open subgroup of A, as in Section
42. Because E is U -separated from A \E, we also have that E+B is contained
in E, as in (42.10). This implies that
B ⊆ E,(46.2)
since 0 ∈ E, and hence that (46.1) holds, because E ⊆ W by hypothesis. This
shows that the condition mentioned at the beginning of the paragraph implies
that the collection of open subgroups of A is a local base for the topology of A
at 0. Of course, if B is any open subgroup of A, then B is B-separated from
A \ B, because B + B is contained in B. If the collection of open subgroups
of A is a local base for the topology of A at 0, then it follows that A has the
property mentioned at the beginning of the paragraph.
Suppose that A is locally compact at 0, which is to say that there is an open
set W0 ⊆ A that contains 0 and is contained in a compact set K ⊆ A. Suppose
also that A has topological dimension 0 at 0, and let W ⊆ A be any open set
that contains 0. Thus W ∩W0 is an open subset of A that contains 0, and so
there is an open set E ⊆ A such that 0 ∈ E,
E ⊆W ∩W0,(46.3)
and E is a closed set in A. In particular,
E ⊆W0 ⊆ K,(46.4)
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which implies that E is compact in A, because E is a closed set and K is
compact. Remember that E is an open set in A too, so that A \ E is a closed
set. Using an argument from Section 41, we get that there is an open set U ⊆ A
such that 0 ∈ U , U is symmetric about 0, and E is U -separated from A\E. This
shows that A satisfies the condition mentioned at the beginning of the previous
paragraph under these conditions, so that the collection of open subgroups of
A is a local base for the topology of A at 0.
If A is any commutative group equipped with the discrete topology, then {0}
is an open subgroup of A, which defines a local base for the discrete topology
on A. Consider now the set Q of rational numbers as a commutative topolog-
ical group with respect to addition and the topology induced by the standard
topology on the real line. It is easy to see that Q has topological dimension 0
as a topological space. However, one can also check that Q is the only open
subgroup of itself.
47 Translation-invariant semi-ultrametrics
Let A be a commutative group, and let B be a subgroup of A. The collection
of cosets of B in A defines a partition PB(A) of A. Let
dPB(A)(x, y)(47.1)
be the discrete semi-ultrametric on A corresponding to PB(A) as in Section 43.
In this case, (47.1) is equal to 0 when
x− y ∈ B,(47.2)
and otherwise (47.1) is equal to 1. In particular, (47.1) is invariant under trans-
lations on A. Note that PB(A) corresponds to the standard quotient mapping
from A onto the quotient group A/B as in (43.3). Thus (47.1) corresponds to
the discrete metric on A/B and the standard quotient mapping from A onto
A/B as in (43.2).
If d(x, y) is a q-semimetric on A for some q > 0, then we have seen that (43.4)
defines an equivalence relation on A, for which the corresponding equivalence
classes are the same as the closed balls in A of radius 0. If d(x, y) is invariant
under translations on A, then one can check that the equivalence class containing
0 is a subgroup of A, and the other equivalence classes are cosets of this subgroup
in A. Similarly, if d(x, y) is a semi-ultrametric on A and r > 0, then A is
partitioned by the open balls of radius r with respect to d(x, y), and by the
closed balls of radius r. If d(x, y) is invariant under translations, then one can
verify that the open and closed balls in A with respect to d(x, y) centered at
0 with radius r are subgroups of A for every r > 0. Of course, the open and
closed balls in A with respect to d(x, y) centered at other points are cosets of
the corresponding balls centered at 0.
Let M be a nonempty collection of translation-invariant semi-ultrametrics
on A, and remember that A is a commutative topological group with respect to
87
the topology determined byM, as in Section 19. As in the preceding paragraph,
the open and closed balls in A centered at 0 with respect to elements of M are
subgroups of A. Of course, open balls in A with respect to elements of M are
open sets with respect to the corresponding topology. In this situation, closed
balls in A of positive radius with respect to elements of M are open sets too,
because the elements of M are semi-ultrametrics, as in Section 4. Remember
that open balls in A centered at 0 with respect to M form a local sub-base for
the topology on A determined by M, as in Section 2. This is a local sub-base
for the topology of A at 0 consisting of open subgroups of A, since open balls
in A centered at 0 with respect to elements ofM are subgroups of A, as before.
It follows that the open subgroups of A form a local base for the topology of A
at 0 under these conditions, as in the previous section.
Let B be a nonempty collection of subgroups of A, and let
M(B) = {dPB(A) : B ∈ B}(47.3)
be the collection of discrete semi-ultrametrics on A corresponding to the parti-
tions PB(A) of A associated to elements B of B as in (47.1). Remember that
these semi-ultrametrics are invariant under translations on A. This implies that
A is a commutative topological group with respect to the topology determined
by M(B), and the open subgroups of A form a local base for the topology of A
at 0, as in the preceding paragraph. More precisely, each B ∈ B is the same as
the open ball in A centered at 0 with radius 1 with respect to the corresponding
discrete semi-ultrametric dPB(A), by construction. Using this, it is easy to see
that B is a local sub-base for the topology of A at 0 with respect to the topology
determined by M(B).
Let A be a commutative topological group, and put
B(A) = {B ⊆ A : B is an open subgroup of A}.(47.4)
Note that A is automatically an element of B(A), so that B(A) 6= ∅. Also
let M(B(A)) be the collection of discrete semi-metrics corresponding to the
partitions PB(A) associated to B ∈ B(A), as in (47.3). If B ∈ B(A), then the
corresponding discrete semi-metric dPB(A) is compatible with the given topology
on A, in the sense that every open set in A with respect to dPB(A) is also an
open set with respect to the given topology on A. This implies that every open
set in A with respect to the topology determined by M(B(A)) is an open set
with respect to the given topology on A. Of course, every element of B(A) is an
open set in A with respect to the topology determined by M(B(A)). If B(A) is
a local base for the given topology on A at 0, then the topology on A determined
by M(B(A)) is the same as the given topology on A.
Suppose that for each y ∈ A with y 6= 0 there is an open set U ⊆ A such
that 0 ∈ U , y ∈ A \ U , and U is a closed set in A too. This is the same as the
totally separated property described in Section 45 with x = 0. In this situation,
this property implies that A is totally separated as a topological space, because
of continuity of translations.
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Suppose now that for each y ∈ A with y 6= 0 there is an open subgroup B
of A such that y 6∈ B. This implies the condition mentioned in the previous
paragraph, because open subgroups of A are closed sets in A, as in Section 42.
Equivalently, this new condition is the same as saying that the intersection of all
of the open subgroups of A is equal to {0}. This is also equivalent to asking that
M(B(A)) be nondegenerate on A. If A has this property, then every subgroup
of A has the same property with respect to the induced topology.
48 Cartesian products, continued
Let I be a nonempty set, and let Yj be a topological space for each j ∈ I. Thus
the Cartesian product
Y =
∏
j∈I
Yj(48.1)
is also a topological space with respect to the corresponding product and strong
product topologies. If Ej ⊆ Yj is a closed set for each j ∈ I, then
E =
∏
j∈I
Ej(48.2)
is a closed set in Y with respect to the product topology, and hence with respect
to the strong product topology. If Uj ⊆ Yj is an open set for each j ∈ I, and if
Uj = Yj for all but finitely many j ∈ I, then
U =
∏
j∈I
Uj(48.3)
is an open set in Y with respect to the product topology. If Uj is a closed
set in Yj for each j ∈ I too, then U is a closed set in Y with respect to the
product topology, as before. Using this, it is easy to see that if Yj has topological
dimension 0 for each j, then Y has topological dimension 0 with respect to the
product topology. Similarly, if Yj is totally separated for each j ∈ I, then Y is
totally separated with respect to the product topology.
If Uj ⊆ Yj is an open set for each j ∈ I, then (48.3) is an open set in Y with
respect to the strong product topology on Y . If Uj is also a closed set in Yj
for each j ∈ I, then U is a closed set in Y with respect to the strong product
topology, as in the preceding paragraph. If Yj has topological dimension 0 for
each j ∈ I, then it follows that Y has topological dimension 0 with respect to
the strong product topology too, as before. If Yj is totally separated for each
j ∈ I, then Y is totally separated with respect to the strong product topology
as well. However, this follows from the analogous statement for the product
topology on Y , since open and closed subsets of Y with respect to the product
topology have the same property with respect to the strong product topology.
Let X be another topological space, and let φj be a continuous mapping
from X into Yj for each j ∈ I. This leads to a mapping
φ : X → Y(48.4)
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in a natural way, where the jth component of φ(x) in Y is equal to φj(x) for
each x ∈ X and j ∈ I. It is easy to see that φ is continuous with respect to
the product topology on Y , but this does not always work with respect to the
strong product topology on Y . Suppose now that
Yj = {0, 1}(48.5)
equipped with the discrete topology for each j ∈ I, so that Y has topological
dimension 0 with respect to the corresponding product topology, as before. In
this case, φj is continuous if and only if φ
−1
j ({0}) and φ
−1
j ({1}) are open subsets
of X , which is the same as saying that φ−1j ({1}) is both open and closed in X .
Let Wj be a subset of X that is both open and closed for each j ∈ I, and
let φj be the mapping from X into {0, 1} such that
φj = 1 on Wj and φj = 0 on X \Wj(48.6)
for each j ∈ I. Thus φj is continuous for each j ∈ I, so that the correpsonding
mapping φ from X into the Cartesian product Y is continuous with respect to
the product topology on Y , as in the previous paragraph. Suppose that for each
x, x′ ∈ X with x 6= x′ there is a j ∈ I such that
x ∈ Wj and x
′ 6∈Wj , or x
′ ∈Wj and x 6∈Wj .(48.7)
This is the same as saying that the corresponding mapping φ from X into Y
is injective. Note that X is totally separated if and only if there is a family
of subsets of X that are both open and closed, and which separates points in
X in this way. If, in addition to these conditions, {Wj}j∈I is a sub-base for
the topology of X , then φ is a homeomorphism from X onto its image in Y ,
with respect to the topology induced on φ(X) by the product topology on Y .
Remember that X has topological dimension 0 if and only if there is a base for
the topology of X consisting of subsets of X that are both open and closed,
as in Section 44. If there is a sub-base for the topology of X consisting of
subsets of X that are both open and closed, then the corresponding base for the
topology of X consisting of finite intersections of elements of the sub-base has
the same property. If X also satisfies the first or 0th separation condition, then
any sub-base for the topology of X separates points as well.
49 Direct products
Let I be a nonempty set, and let Cj be a commutative topological group for
each j ∈ I. As in Section 23, the Cartesian product
C =
∏
j∈I
Cj(49.1)
is a commutative group, where the group operations are defined coordinatewise.
We have also seen that C is a commutative topological group with respect to
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the corresponding product topology. Let Dj be a subgroup of Cj for each j ∈ I,
so that
D =
∏
j∈I
Dj(49.2)
is a subgroup of C. If Dj is an open set in Cj for each j, and if Dj = Cj for
all but finitely many j, then D is an open set in C with respect to the product
topology. If the open subgroups of Cj form a local base for the topology of Cj
at 0 for every j ∈ I, then one can check that the open subgroups of C form a
local base for the product topology on C at 0. If, for each j ∈ I, the intersection
of the open subgroups of Cj is equal to {0}, then C has the analogous property
with respect to the product topology.
Similarly, C is a commutative topological group with respect to the strong
product topology, as in Section 31. If Dj is an open subgroup of Cj for each
j ∈ I, then (49.2) is an open subgroup of C with respect to the strong product
topology. As in the preceding paragraph, if, for each j ∈ I, the intersection
of the open subgroups of Cj is equal to {0}, then C has the same property
with respect to the strong product topology. This follows from the analogous
statement for the product topology on C, since open subsets of C with respect
to the product topology are open with respect to the strong product topology
as well.
Let A be another commutative topological group, and let φj be a continuous
homomorphism from A into Cj for each j ∈ I. As in the previous section, this
leads to a mapping
φ : A→ C,(49.3)
whose jth component is equal to φj for each j ∈ I. Under these conditions,
φ is a continuous homomorphism from A into C, with respect to the product
topology on C. If Cj is equipped with the discrete topology for each j ∈ I, then
the open subgroups of C with respect to the product topology form a local base
for C at 0, as mentioned earlier. In this situation, φj is continuous if and only
if the kernel φ−1j ({0}) of φj is an open subgroup of A.
Let Bj be an open subgroup of A for each j ∈ I, and let
Cj = A/Bj(49.4)
be the quotient of A by Bj , equipped with the discrete topology. Also let φj be
the corresponding quotient mapping from A onto Cj for each j ∈ I, so that
φ−1j ({0}) = Bj(49.5)
for each j ∈ I. Thus φj is continuous for each j ∈ I, as in the preceding
paragraph. This implies that the corresponding mapping φ from A into the
product C of the Cj ’s is a continuous homomorphism with respect to the product
topology on C, as before. By construction,
φ−1({0}) =
⋂
j∈I
φ−1j ({0}) =
⋂
j∈I
Bj ,(49.6)
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so that φ is injective if and only if
⋂
j∈I
Bj = {0}.(49.7)
If (49.7) holds, and if {Bj}j∈I is a local sub-base for the topology of A at 0,
then φ is a homeomorphism from A onto its image in C, with respect to the
product topology on C. Of course, if {0} is a closed set in A, then {x} is a
closed set in A for every x ∈ A, which implies that the intersection of all open
subsets of A that contain 0 is equal to {0}. In this case, if {Bj}j∈I is a local
sub-base for the topology of A at 0, then (49.7) holds automatically.
50 Weak connectedness
Let us say that a commutative topological group A is weakly connected if there
are no proper open subgroups of A. If A is connected as a topological space
in the usual sense, then A is weakly connected, because open subgroups of A
are closed sets in A, as in Section 42. Remember that the set Q of rational
numbers has topological dimension 0 with respect to the topology induced by
the standard topology on R, and in particular Q is totally disconnected. We
have also seen that Q is weakly connected as a commutative topological group
with respect to addition and this topology, as in Section 46.
Suppose that A1, A2 are commutative topological groups, and that φ is a
continuous homomorphism from A1 into A2. If B2 is an open subgroup of A2,
then φ−1(B2) is an open subgroup of A1. If A1 is weakly connected, then
φ−1(B2) = A1,(50.1)
which is to say that
φ(A1) ⊆ B2.(50.2)
As before, B2 is a closed set in A2, so that (50.2) implies that
φ(A1) ⊆ B2,(50.3)
where φ(A1) is the closure of φ(A1) in A2. If φ(A1) is dense in A2, then it
follows that A2 is weakly connected as well.
Let us say that a subgroup A0 of a commutative topological group A is
weakly connected if A0 is weakly connected as a commutative topological group,
with respect to the topology induced by the one on A. If A0 is a weakly con-
nected subgroup of A and B is an open subgroup of A, then
A0 ⊆ B.(50.4)
This follows from (50.2), applied to the standard inclusion mapping of A0 into A
as a continuous homomorphism, or by observing that A0∩B is a relatively open
subgroup of A0. Since (50.4) holds for every weakly connected subgroupA0 of A,
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we get that the subgroup of A generated by all of its weakly connected subgroups
is contained in B. If A is generated by its weakly connected subgroups, then A
is weakly connected too.
Let A0 be a subgroup of a commutative topological group A again, and let
B0 be a subgroup of A0. Also let
B = B0(50.5)
be the closure of B0 in A, which is a closed subgroup of A. Suppose that B0 is
a relatively open subgroup of A0, so that B0 is relatively closed in A0 too, as in
Section 42. This implies that
B ∩ A0 = B0.(50.6)
Because B0 is relatively open in A, there is an open set U ⊆ A such that
B0 = U ∩ A0.(50.7)
If A0 is a dense subset of A, then we get that
U ⊆ U ∩A0 = B0 = B.(50.8)
This implies that B is an open set in A, using coninuity of translations on A,
and the fact that 0 ∈ B0 ⊆ U . Note that B 6= A when B0 6= A0, by (50.6).
It follows that A0 is weakly connected when A is weakly connected and A0 is
dense in A.
51 Weak connectedness, continued
Let V be a topological vector space over the field Q of rational numbers, with
respect to the standard absolute value function on Q. Suppose that B is an
open subset of V which is also a subgroup of V as a commutative group with
respect to addition. As in Section 20,
φv(t) = t v(51.1)
defines a continuous linear mapping fromQ into V for every v ∈ V . This implies
that φ−1v (B) is an open subgroup of Q with respect to addition for every v ∈ V .
It follows that
φ−1v (B) = Q(51.2)
for every v ∈ V , because Q is weakly connected as a commutative topological
group. In particular,
v = φv(1) ∈ B(51.3)
for every v ∈ V . This shows that
B = V,(51.4)
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so that V is weakly connected as a commutative topological group with respect
to addition under these conditions.
Let k be a field, and let | · | be a q-absolute value function on k for some
q > 0. Suppose that | · | is archimedian on k, as in Sections 5 and 8. This implies
that k has characteristic 0, so that there is a natural embedding of Q into k.
Thus | · | induces a q-absolute value function on Q, which is archimedian as well.
Using Ostrowski’s theorem, as in Section 8, we get that this induced q-absolute
value function on Q is equivalent to the standard absolute value function, which
means that the induced absolute value function onQ is equal to a positive power
of the standard absolute value function on Q.
Let V be a topological vector space over k. We can also think of V as a
topological vector space over Q, using the natural embedding of Q in k, and the
q-absolute value function onQ induced by |·| on k. Because the induced absolute
value function on Q is equivalent to the standard absolute value function on Q,
as in the preceding paragraph,we can think of V as a topological vector space
over Q with respect to the standard absolute value function on Q too. By the
remarks at the beginning of the section, V is weakly connected as a commutative
topological group with respect to addition.
Of course, if k = R or C with the standard absolute value function, then
k is connected with respect to the corresponding topology. Similarly, if V is a
topological vector space overR orC, with respect to the standard absolute value
function, then V is connected, and in fact pathwise connected. In particular,
this implies that V is weakly connected as a commutative topological group
with respect to addition, as in the previous section.
52 Open subgroups, continued
Let k be a field with a q-absolute value function | · | for some q > 0, and let V
be a vector space over k. If E1, E2 are balanced subsets of V , then it is easy to
see that their sum
E1 + E2(52.1)
is balanced in V too. Suppose that U ⊆ V contains 0 and is symmetric about 0,
and let B ⊆ V be as in (42.6). Equivalently, if we consider V as a commutative
group with respect to addition, then B is the subgroup of V generated by U .
If U is also balanced in V , then one can check that B is balanced in V too.
More precisely, if Uj is as in Section 42 for each j ∈ Z+, then one can verify
that Uj is balanced for every j, using induction on j. This implies that B is
balanced, because B is defined as the union of the Uj’s. Suppose now that V is
a topological vector space over k, so that V is a commutative topological group
with respect to addition in particular. If U ⊆ V is an open set that contains
0 and is symmetric about 0, and if B is as in (42.6) again, then B is an open
subgroup of V , as in Section 42. If | · | is archimedian on k, then it follows that
B = V , as in the previous section.
Let k be a field with an ultrametric absolute value function | · |, and let V be
a topological vector space over k. Suppose that B0 ⊆ V is an open set which is
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also a subgroup of V as a commutative group with respect to addition. Suppose
too that there is a nonempty balanced open set U ⊆ V that is contained in B0.
In particular, this means that U is symmetric about 0. Let B be the subgroup
of V generated by U as in (42.6). Thus B is a balanced open subset of V under
these conditions, as in the previous paragraphs. We also have that
B ⊆ B0,(52.2)
because U ⊆ B0 and B0 is a subgroup of V with respect to addition. If | · | is
nontrivial on k, then there is always a nonempty balanced open set U ⊆ B0,
as in Section 20. Similarly, if | · | is the trivial absolute value function on k,
and if the collection of linear mappings on V corresponding to multiplication by
elements of k is equicontinuous at 0, then there is always a nonempty balanced
open set U ⊆ B0.
Let k, V be as in the preceding paragraph, and suppose for the moment that
| · | is nontrivial on k. Also let B be a subgroup of V with respect to addition
that is balanced and absorbing in V . In particular, if B is an open set in V ,
then B is absorbing, as in Section 20. Note that B is ∞-convex in V , in the
sense described in Section 13, because B is a balanced subgroup of V . If NB is
the Minkowski functional on V corresponding to B as in (14.1), then NB is a
semi-ultranorm on V under these conditions, as in Section 14.
Suppose now that | · | is the trivial absolute value function on k. In this case,
if B is a subgroup of V with respect to addition that is balanced, then B is a
linear subspace of V . If we put
N(v) = 0 when v ∈ B and N(v) = 1 when v ∈ V \B,(52.3)
then it is easy to see that N is a semi-ultranorm on V . This is the same as
the composition of the standard quotient mapping from V onto the quotient
vector space V/B with the trivial ultranorm on V/B. The semi-ultrametric
on V associated to N as in (6.3) is the same as the discrete semimetric on V
corresponding to the partition of V into cosets of B, as in Sections 43 and 47.
References
[1] J. Cassels, Local Fields, Cambridge University Press, 1986.
[2] R. Coifman and G. Weiss, Analyse Harmonique Non-Commutative sur Cer-
tains Espaces Homoge`nes, Lecture Notes in Mathematics 242, Springer-
Verlag, 1971.
[3] R. Coifman and G. Weiss, Extensions of Hardy spaces and their use in
analysis, Bulletin of the American Mathematical Society 83 (1977), 569–
645.
[4] G. David and S. Semmes, Fractured Fractals and Broken Dreams: Self-
Similar Geometry through Metric and Measure, Oxford University Press,
1997.
95
[5] G. Folland, A Course in Abstract Harmonic Analysis, CRC Press, 1995.
[6] G. Folland, Real Analysis, 2nd edition, Wiley, 1999.
[7] F. Gouveˆa, p-Adic Numbers: An Introduction, 2nd edition, Springer-Verlag,
1997.
[8] J. Heinonen, Lectures on Analysis on Metric Spaces, Springer-Verlag, 2001.
[9] E. Hewitt and K. Ross, Abstract Harmonic Analysis, Volumes I and II,
Springer-Verlag, 1970, 1979.
[10] E. Hewitt and K. Stromberg, Real and Abstract Analysis, Springer-Verlag,
1975.
[11] W. Hurewicz and H. Wallman, Dimension Theory, Princeton University
Press, 1969.
[12] N. Kalton, N. Peck, and J. Roberts, An F -Space Sampler, Cambridge Uni-
versity Press, 1984.
[13] Y. Katznelson, An Introduction to Harmonic Analysis, 3rd edition, Cam-
bridge University Press, 2004.
[14] J. Kelley, General Topology, Springer-Verlag, 1975.
[15] J. Kelley, I. Namioka, et al., Linear Topological Spaces, Springer-Verlag,
1975.
[16] J. Kelley and T. Srinivasan, Measure and Integral, Springer-Verlag, 1988.
[17] W. Rudin, Principles of Mathematical Analysis, 3rd edition, McGraw-Hill,
1976.
[18] W. Rudin, Real and Complex Analysis, 3rd edition, McGraw-Hill, 1987.
[19] W. Rudin, Fourier Analysis on Groups, Wiley, 1990.
[20] W. Rudin, Functional Analysis, 2nd edition, McGraw-Hill, 1991.
[21] H. Schaefer and M. Wolff, Topological Vector Spaces, 2nd edition, Springer-
Verlag, 1999.
[22] L. Steen and J. Seebach, Jr., Counterexamples in Topology, 2nd edition,
Dover, 1995.
[23] E. Stein, Singular Integrals and Differentiability Properties of Functions,
Princeton University Press, 1970.
[24] E. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and
Oscillatory Integrals, Princeton University Press, 1993.
96
[25] E. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean
Spaces, Princeton University Press, 1971.
[26] M. Taibleson, Fourier Analysis on Local Fields, Princeton University Press,
1975.
[27] F. Tre`ves, Topological Vector Spaces, Distributions, and Kernels, Dover,
2006.
97
