Abstract-FCM-type fuzzy clustering approaches are closely related to Gaussian Mixture Models (GMMs) and the objective function of Fuzzy c-Means with regularization by K-L information (KFCM) is optimized by an EM-like algorithm. In this paper, we propose to apply probabilistic PCA mixture models to linear clustering following the discussion on the relationship between Local PCA and linear fuzzy clustering Although the proposed method is a kind of the constrained model of KFCM, the algorithm includes the Fuzzy c-Varieties (FCV) algorithm as a special case, and the algorithm can be regarded as a modified FCV algorithm with regularization by K-L information.
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I. INTRODUCTIVN
Local Principal Component Analysis (Local PCA) is a useful tool for finding local features of large scale databases.
The goal of Local PCA is to partition the data set into several small subregions and find linear expressions of the data subsets. For the task, several statistical approaches have been used. Fukunaga et al. [I] proposed local Karhunen- Lotve expansions that follows the clustering stage based on the similarities of data points. Kambhatla er al. [21 and Hinton er al. [3] used iterative algorithms that achieve the natural partitioning based on the reconstruction distances. And the "soft" version [3] is performed in an expectation-maximization (EM) framework [4] in which the partition assignments are considered as "missing data" and the responsibility of a principal component analyzer for each data point is estimated by using the corresponding reconstruction cost. Then the local models are determined by the maximization of a pseudolikelihood function while no probability density is defined. Roweis [5] Although the objective functions of clustering techniques are based on the minimization of deviations between data points and prototypes, some linear fuzzy clustering algorithms are similar to that of Local PCA. The proposed algorithm is defined by expanding the PPCA mixture models and is also a constrained model of the FCM clustering with regularization by K-L information.
In the next section, we present a brief review of the relationship between mixture densities and fuzzy clustering followed by a unified view of Local PCA and linear fuzzy clustering. 
The negative log-likelihood to be minimized is defined as
The optimal parameters are derived by EM algorithm that is an iterative algorithm composed of E-step (Expectation step) and M-step (Maximization step). In the case of full covariance matrices, the two steps are represented as follows: E-step Estimation of responsibility (posterior probability) of each data point for component densities:
where
M-step Estimation of the parameters of GMMs:
B. FCM-type Fuzzy Clustering Approaches
FCM-type fuzzy clustering is closely related to mixtured density models in its algorithmic framework. In the standard FCM algorithm [8]. the clustering criterion is the distance between the data point and the prototype of cluster and the objective function to be minimized is defined as 
where d,; is the mahalanobis distance
and the matrices C,'s are also decision variables. Eq. (13) The algorithm is equivalent to the EM algorithm with GMMs only if the fuzzification coefficient X = 2. When X # 2, there is no corresponding mixture density.
LOCAL PRINCIPAL COMPONENT ANALYSIS A N D LINEAR FUZZY CLUSTERING A. Local PCA and Probabilistic Models
Despite the flexibility of the GMMs, they are not always useful for local subspace learning. For the non-linear dimension reductions, Local PCA techniques are used. Kambhatla et al. [2] proposed an iterative algorithm composed of the (hard) clustering of data sets and the estimation of local principal components in each cluster. Hinton et al. 131 extended the idea to "soft version". In the "soft version", the responsibility of each data point for its generation is shared amongst all of the principal component analyzers instead of being assigned to only one analyzer. The objective function to be minimized is a negative pseudo-likelihood function where E,, is the squared reconstruction error, i.e., the distance between i-th data point and c-th principal subspace. The responsibility of c-th analyzer for reconstructing data point xi is given by Although the optimal local models are derived by minimizing a single negative likelihood function, no probability density is defined.
Recently, probabilistic models for PCA have been proposed parameters and the complexity can be tuned by the dimension of latent space. Moerland [7] performed a comparison of mixture models for density estimation and reported that the mixtures of latent variable models outperformed GMMs in terms of generalization though we have to choose the extra parameter (the dimensions of latent space).
B. Linear Fuzzy Clustering with Entropy Regularization
FCM-type fuzzy clustering algorithm can be also extended to local subspace learning. Fuzzy c-Varieties (FCV) [I31 is a linear fuzzy clustering technique that captures the local linear structures by using linear varieties as the prototypes of clusters. In the FCV algorithm, the clustering criterion dCi is replaced with thedistance between i-th data point and c-th linear variety as follows:
where p dimensional linear variety spanned by normal vectors a c k ' s is the prototype of c-th cluster. Because the optimal a&'s are derived by solving the eigenvalue problems of fuzzy scatter matrices, they are regarded as the local principal component vectors. Note that the objective function with entropy regularization is equivalent to the negative log-likelihood of Hinton's "soft version" Local PCA.
In this way, linear fuzzy clustering algorithms are closely related to Local PCA techniques.
C. Fuzzy c-Varieties with Regularization by K-L Infornmtion
In this subsection, we propose a new linear fuzzy clustering method that corresponds to a fuzzy version of MPCA. In the following, we capture the local linear structures with a constrained model of the KFCM clustering. Replacing the full rank matrix A, with the constrained matrix W, = A,Az + oz1, the objective function of the KFCM algorithm is given as C n + uCi log (AA: + o2Il
where Eci is the generalized mahalanobis distance
From the necessary condition for the optimality. new memberships are derived as follows:
In the same way, b,'s and T,'S are updated by using Eq. (16) and (17). To calculate new A,'s and ut's, the objective function is rewritten as
where S, is the fuzzy covariance matrix in c-th cluster that is calculated by the same equation as Eq.(31). From the necessary condition aLkf..,/aA, = 0,
Then, the local principal component matrix A, is derived as
This is the same equation as Eq. (29) and the optimal A,'s are given by eigenvectors corresponding to largest eigenvalues. While this constrained KFCM algorithm is equivalent to the MPCA algorithm in the case of X = 2, there is no corresponding probabilistic model when X # 2. Then the proposed method isn't a probabilistic approach but a sort of fuzzy modeling techniques where the parameter X determines the degree of fuzziness. If the proportions and the error model parameters are restricted to xc = 1/C and uc 4 0, the model derives the FCV clustering with entropy regularization. In this sense, this constrained model is regarded as the modified FCV algorithm with regularization by K-L information.
The proposed algorithm can be written as follows.
Fuzzy c-Varieties with Regularization by K-L Information (KFCV) Algorithm
Step I lnitialize u,ik randomly and normalize them so
Step 2 Calculate ?re's using Eq.(17).
Step 3 Calculate b,'s using Eq.(16).
Step 4 Calculate A,'s and 0,' s by solving the eigenvalue
Step 5 Update uc<'s using Eq.(35).
Step 6 If that they satisfy "the probabilistic constraint".
problems of fuzzy covariance matrices. First, we discuss the difference between probabilistic mixture models and fuzzy clustering. The artificial data set shown in Fig. I is composed of the samples from two different generative models. One is the linear model whose error variance is small and the data points are distributed forming a thin line. The other set is generated with larger error model and the data points form a rectangle. The goal of the analysis is to reveal these two linear latent models. Fig. 2 shows the result of MPCA that is equivalent to the KFCV model with X = 2. The data set was classified into two clusters represented by o and x in the sense of maximum membership (posterior probability) and the a priori probabilities were rl = 0.1 and T Z = 0.9 respectively. Because "1 << ilz, the probabilistic model regarded 2nd cluster ( x ) as the meaningful cluster and classified the overlapped region into 2nd cluster. Next, we performed the KFCV algorithm with X = 1. Fig. 3 shows the clustering result where 711 = 0.15 and 8 2 = 0.85 respectively. Fig. 4 shows the comparison of the classification function (Eq.(25) and Eq.(35)) in the data space. Because X < 2, the derived partitioning was not so fuzzy as that of MPCA and tended toward the crisp one emphasizing the smaller cluster. Although the derived partitioning did not correspond to the maximum likelihood model, the classification function suited for the intuitive partitioning. In this way, fuzzy clustering can derive more flexible partitioning by tuning parameter A.
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B. Comparison behveen KFCM and KFCV
MPCA is a constrained model of GMMs, in which the covariance matrices are approximated by using fewer parameters, and outperforms GMMs in terms of generalization [7] . In this subsection, we compare the proposed KFCV algorithm with the KFCM algorithm using Ionosphere database [I61 composed of 351 instances with 34 numeric attributes. The data set can be classified with over 90% accuracy by a linear berceptron [17], i.e., the data set forms two principal masses I ' the multivariate data space. The goal of this experiment is to capture the characteristics of the two masses without a priori class information. The 5-fold cross-validation was used for testing the validity of the derived local models. Table I shows the averages of the objective function derived by the KFCV algorithm varying the number of the latent variables. The KFCM algorithm was performed using full covariance matrices and the result corresponded to that of the KFCV algorithm with p = m -1.
In this experiment, the KFCM algorithm was so complicated that the local models overfitted to the training set because the models could not represent the test set. On the other hand, the KFCV algorithm with a restricted number of parameters had better generalization ability. In this way, the proposed method is an attractive alternative of the KFCM algorithm when we deal with a high-dimensional data set with a small number of samples.
V. CONCLUSION This paper discussed the relationship between Local PCA techniques and linear fuzzy clustering algorithms and proposed a modified linear clustering algorithm that can capture the local substructures flexibly. Considering the membership value of each data point as the responsibility (posterior probability) for component densities, some clustering algorithms are associated with mixture density models. However, the objective function methods are generally more flexible than the maximum likelihood approaches and it is easy to introduce additional objectives or constraints. The introduction of the mechanism such as the annealing of fuzzifier 1121 or the noise clustering approach [IS] is remained in future works.
