Abstract-We compare suboptimum linear and nonlinear interfaces to be used for decoding space-time codes transmitted over a multiple-antenna Rayleigh fading channel with perfect channelstate information available at the receiver. The codes we consider are obtained by apportioning evenly, among the transmit antennas, the symbols of off-the-shelf convolutional codes. We observe how the introduction of an interleaver can be beneficial here. We introduce a new simple iterative linear interface, based on hard Viterbi decoding and offering a performance considerably improved with respect to noniterative receivers.
Suboptimum Receiver Interfaces and Space-Time Codes
I. INTRODUCTION
W E study the error probabilities of space-time codes over the Rayleigh fading channel when a limited-complexity receiver interface is used in lieu of a maximum-likelihood (ML) receiver. We first compare the ML receiver performance with those of linear and nonlinear Bell Labs Layered Space-Time (BLAST) [8] , [9] , [17] minimum mean-square error (MMSE) receivers. Next, we introduce a new iterative receiver, based on hard decoding and interference cancellation, and we show that it outperforms considerably the linear MMSE receiver. Computer simulations show how a performance close to ML can be achieved with simpler receiver interfaces. This paper is organized as follows. Section II describes the channel model and the general problem of designing a suboptimum (linear or nonlinear) interface. Coding schemes are described in Section III, along with the effect of a row interleaver on the receiver performance. The receivers' complexities are discussed in Section IV. Numerical results are contained in Section V, which compares by simulation the error probabilities of several receivers.
II. DECODING WITH MULTIPLE ANTENNAS
We consider a radio system with transmit and receive antennas (
). Assume that a space-time code [16] is used, whose block length is . Specifically, the transmitted signal is represented by the matrix . The row index of indicates space, whereas the column index indicates time, that is, is the -tuple of channel symbols transmitted siManuscript received December 13, 2002 ; revised May 7, 2003 . This work was supported by the European Commission under Contract IST-2001-33 560 and by CERCOM. The associate editor coordinating the review of this paper and approving it for publication was Dr. Michael P. Fitz.
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multaneously at discrete time . The received signal is modeled by the matrix (1) where is a matrix of complex Gaussian random variables (RVs) with zero mean and independent real and imaginary parts having the same variance (i.e., circularly distributed: We write .) Thus, the noise affecting the received signal is spatially and temporally independent, with , where denotes the identity matrix, and denotes Hermitian transposition. The channel is described by the complex Gaussian random matrix with iid entries . Equivalently, each entry of has uniformly distributed phase and Rayleigh-distributed magnitude, with expected magnitude square equal to 1.
is independent of both and , it remains constant during the transmission of an entire code word (the "quasistatic," or "block-fading," assumption [3] ), and its realization [the "channel state information" (CSI)] is known at the receiver. Under the assumptions above, the maximum-likelihood receiver chooses the matrix , which minimizes the squared Frobenius norm (2)
A. Suboptimum Receiver Interfaces
When ML detection is too intensive computationally, one may resort to a suboptimum receiver interface. 1 This may be either linear or nonlinear.
1) Linear Interfaces:
The linear interface we consider here generates first a "soft estimate" of the transmitted matrix in the form (3) where the matrix is chosen to make close to so that the metric (4) can be used for decoding. Among the possible criteria for the selection of , we consider here the minimization of the mean- 1 The reader should be able to perceive the similarity of the problem of choosing a suboptimum interface here with the problems of equalizing a dispersive channel or of designing a suboptimum multiuser detector. Their common feature is the need to control interference, which is spatial interference for multiple-antenna systems, intersymbol interference for the dispersive channel, and multiple-access interference for multiuser detectors. Spatial interference is characterized, as we will see below, by the off-diagonal elements of H H.
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2) Nonlinear Interfaces:
The general form of nonlinear interface we consider here is shown in Fig. 1 . It is based again on the generation of a soft estimate of and on the use of the metric (4). Specifically, the soft estimate is obtained by subtracting, out of a linearly filtered version of the observed signal , a linearly filtered version of the coded symbols that have been previously decoded: (6) where is a hard estimate of , and is assumed to have zero diagonal entries because is intended to be an approximation of the spatial interference affecting . The choice of the matrix and the matrix categorizes the interface structure.
a) Vertical BLAST Interface: If is assumed to be strictly upper triangular, that is, unless , then this "causality" constraint makes functionally independent of , where we denote the th row of a matrix as . This in turn allows (6) to be implemented sequentially in steps. The proposed decoding algorithm is the following. 1) For , we decode the th row of (6)
over the subcode obtained as a projection the spacetime code (whose words are the matrices ) over the positions corresponding to the th row of the matrix code words. Notice that the th subcode decoding step is feasible since the th row of the soft estimate depends only on already available rows of because of the causality constraint. The decoded word is assigned to the th row of .
2) Next, we use to obtain the soft estimate , which is used to implement an ML algorithm based the on metric . The final output is (8) Clearly, the validity of this approach depends on how well the soft estimate approximates the transmitted code word . We can regard the difference as a disturbance, and select the matrices and to minimize its effect. If we choose to minimize the mean-square error of the spatial interference plus noise, this approach leads to minimum mean-square error (MMSE) BLAST [5] , [10] .
Minimization of the mean square error leads to the choice diag diag (9) where is an upper triangular matrix obtained from the Cholesky factorization . As a result, the soft estimate can be written as
where the three terms in the last expression play the role of i) the (biased) useful term; ii) the interference due to past wrong decisions; iii) colored noise. b) Iterative Interface: An alternative to BLAST consists of performing an iterative spatial interference cancellation along the lines of [13] . At iteration , we generate an estimate of the spatial interference in the form diag (11) Here, is the decoded word at iteration , which is computed by minimizing the metric , where diag (12) and for , we define . It can be easily seen that if decoding is perfect (that is, if for some ), then diag (13) which shows that the spatial interference is completely removed.
The main difference between the multiuser iterative receiver of [13] and our receiver is that in the former, the rows of (each corresponding to one user's message) are independent, and decoding is performed independently for each user at each iteration. In our receiver, the rows of are jointly decoded at each iteration because the space-time code structure introduces a correlation among the signals transmitted by each antenna. Both systems employ Viterbi hard decoding in lieu of computationally intensive soft-input, soft-output decoding. It was shown in [13] that this choice offers a good tradeoff between complexity and performance.
B. Coding Schemes for Nonlinear Interfaces
A categorization of coding schemes for nonlinear interfaces, which are based on preliminary decoding procedures made to the purpose of canceling the spatial interference from the received signal , was described in [1] and [12] (for coding schemes matched to BLAST architectures, see [2] , [7] , [14] , and [15] ). One is "vertical coding," which consists of using a single encoder and of spreading the coded symbols across the transmit antennas. The other one, which is known as "horizontal coding," separately encodes the signals transmitted by each antenna (see Fig. 2 ). A difficulty with vertical coding is in interference cancellation because no preliminary decisions are available to increase the reliability of the symbols detected and used for canceling. On the other hand, the performance of horizontal coding, which does interference cancellation using previously decoded symbols, is limited by the weakest code. Two possible improvements of these coding schemes consist of using iterative decoding in conjunction with vertical coding [1] , [12] or a concatenated code in a combination of vertical and horizontal coding [12] .
The approach we advocate here, and which is especially attractive when simplicity is at a premium, consists of using, for vertical coding, subcodes of a single larger code. The role of the individual subcodes is to improve the cancellation process by providing more reliable decisions, whereas the larger code, which is to be decoded as a final step, compensates for uncanceled interference and noise by introducing a coding gain. Our decoding scheme matches, to "vertical" BLAST architectures, any code whose words can be evenly split among the transmit antennas (for a discussion of the rationale behind the choice of an off-the-shelf code for multiple-antenna systems, see [4] ).
III. EFFECT OF ROW-INTERLEAVING ON THE ML INTERFACE
In this section, we introduce the concept of row-interleaving applied to space-time codes. Then, we give an intuitive explanation and an analytical proof of the reasons why interleaving is beneficial to the performance of the ML interface.
Consider again ML detection and the pairwise error probability [4] Tr (14) where . The previous equation shows that if is a scalar matrix, i.e., a scalar multiple of the identity matrix , then the pairwise error probability depends only on Tr , which is the squared Euclidean distance between and . More generally, the off-diagonal elements of introduce "spatial interference," which cause a loss of performance because some degrees of freedom in the receiver must be used to remove or reduce it. More specifically, let us rewrite and in the partitioned form and observe that (15) so that Tr (16) Equation (16) exhibits explicitly the spatial interference term . Its deleterious effect can be understood by observing the inequality obtained by applying Jensen's inequality to the convex function A way of removing consists of reducing to a scalar matrix by letting tend to infinity while remains constant [4] . If and are finite, the spatial interference term can be removed by choosing a proper coding scheme that makes a scalar matrix (see [11] ; the Alamouti scheme is one of these). Another way of removing , which we advocate here, consists of increasing the code length while introducing a row interleaver as described below.
Consider a row interleaver whose action is described by the multiplication of each row of by a permutation matrix . We write , and consequently
With interleaving, the rows of are permuted as well, and we have, with obvious notations (17) while is left unchanged by the interleaver. We have and . Intuitively, the independently interleaved rows of are less likely to contain errors (deriving from the mother code errors) at the same time positions. This reduces the average contribution of the off-diagonal terms in to the overall Euclidean distance .
In the Appendix, we show that the variance of , with an average taken over the fading as well as over the set of random interleavers, tends to 0 as (18) This shows that as gets large, the spatial interference tends to vanish.
With the introduction of a row interleaver, the received signal takes the form (19) where denotes the code word after interleaving. In this case, the receiver computes (20) for the linear interface, or (21) for the BLAST interface. The matrices and denote the interleaved versions of and , respectively. In both cases, the metrics are computed according to (4) . Simulation results will show that interleaving yields non-negligible benefits to the receiver performance, even for moderate values of .
IV. RECEIVERS COMPLEXITY
To evaluate and compare the complexities of the receiver interfaces described above, namely ML, linear MMSE, iterative MMSE, and BLAST receivers, we consider a rateconvolutional code with states. Coded bits are mapped onto symbols belonging to a modulation alphabet with cardinality . The overall complexity of an interface is measured as the number of real operations required to decode a frame and depends on the complexity of each one of the following items:
• computation of the soft estimate (linear and nonlinear filtering); • computation of the metrics; • Viterbi algorithm. We define a complex operation as the combination of a complex product and a complex addition; a real operation is the combination of a real product and a real addition. We assume that a complex operation has a complexity equivalent to four real operations. The following approach to complexity evaluation is derived from [18] .
A. Computation of the Soft Estimates 1) MMSE: The receiver computes
, where is a matrix, and is an matrix. This product requires complex operations.
2) Iterative MMSE: At each iteration
, the receiver computes diag , where diag is a matrix with zeros on its main diagonal. The computation of requires complex operations per iteration, which yields an overall cost of complex operations.
3) BLAST:
The soft estimate of the transmitted code word is computed as . The product involves operations since is a matrix. The product requires operations because is upper triangular with zeros on its diagonal. The overall cost is complex operations.
4) ML:
No soft estimates of the transmitted code word are computed.
B. Computation of the Metrics 1) MMSE, Iterative MMSE, and BLAST:
At each iteration these receivers compute the metrics (22) For each and , the norm is computed for all possible symbols , thus requiring complex operations. Here, only values need storing at each step.
2) ML:
The ML receiver computes the metrics (23) where and denote the th column of and , respectively. Since for each there are possible symbol vectors , the computation of (23) requires complex operations. Here, only values need storing at each step.
C. Viterbi Algorithm
The Viterbi algorithm operates on a trellis with nodes, with transitions entering each node. The Viterbi algorithm finds, for each trellis state, the transition that minimizes the accumulated metric. This involves real additions and comparisons per state. The complexity of a real addition and a comparison generally depends on the hardware used: In some cases, the cost of an addition is negligible with respect to that of a multiplication, whereas in some other cases (and especially when the hardware allows pipelining), the two costs are equivalent. If we introduce the (hardware-dependent) coefficient denoting the ratio between the cost of an addition and that of a multiplication, the Viterbi algorithm requires real operations per frame. The Viterbi algorithm is called once per frame by the ML and MMSE receivers, times per frame ( the number of iterations) by the iterative MMSE receiver, and times per frame by the BLAST receiver. Table I summarizes the complexities of the four interfaces considered here. is the number of real operations.
D. Comparisons
We first compare the complexity of the iterative MMSE receiver with that of the BLAST receiver. The ratio between the two complexities is The ratio between the complexity of the iterative MMSE receiver and the ML receiver is instead
The ratio compares the complexities of BLAST and ML. As an example, consider BPSK modulation (i.e., ) and the following three system configurations: 1) , rateconvolutional code with generators ; 2)
, rateconvolutional code with generators ; 3)
, rateconvolutional code with generators . The relative complexities and are shown in Tables II and  III for and , respectively. From these Tables, we see that MMSE has a complexity lower than BLAST and that iterative MMSE with one iteration has a complexity that exceeds that of (noniterative) BLAST by about 15-50%, depending on system parameters. Moreover, we notice that with systems 1 and 2, ML has approximately the same complexity of the noniterative MMSE receiver but a better performance. Numerical results of Section V suggest that with system 3, iterative MMSE provides the best tradeoff between complexity and performance.
V. NUMERICAL RESULTS
One of the results of [4] and [19] is that, for low-to-moderate signal-to-noise ratios (SNRs), good space-time codes can be obtained by choosing codes that exhibit a good performance on the (unfaded) additive white Gaussian noise channel and by splitting evenly each code word among the transmit antennas. In fact, only above a certain SNR threshold (which depends on the distance profile of the code) will the error probability be strongly dependent on the code diversity: Below that threshold, the code performance depends on its Euclidean distance [4] . Here, we examine the performance of the receiver interfaces discussed above with space-time codes obtained from simple off-the-shelf convolutional codes.
In the following, unless otherwise stated, we will always assume that row-interleaving described in Section III is used. Figs. 3-5 refer to the system configurations of the previous section. Fig. 3 compares the simulated performance, in terms of frame-error rate, of the space-time code obtained by choosing a good binary, 4-state, rateconvolutional code, mapping its symbols onto 2PSK, and splitting them evenly between two transmit antennas. Here, . The frame length is 130 symbols, including one symbol for trellis termination. The performance of the ML receiver (line with no markers) and that of an uncoded system with and (dashed lines) are also shown for comparison. The other curves in the figure are described as follows.
• The dashed line with a marker refers to the noniterative linear MMSE receiver without interleaving.
• The dashed lines with a and marker refer to the MMSE-BLAST receiver with and without interleaving, respectively.
• The three lines with a marker refer to the MMSE iterative receiver with zero, one, and two iterations and inter- leaving. The case of MMSE receiver with zero iterations corresponds to the noniterative MMSE receiver.
• The lowest lines show the outage probability lower bound, which is appropriate here because the frame is fairly long [3] ; the upper one assumes 2PSK inputs (the signal set considered here); the lower one assumes Gaussian inputs. The comparison of the noniterative linear MMSE interface with and without interleaving shows how effective interleaving can be. Comparing the uppermost solid line with a marker (noniterative MMSE with interleaving) and the dashed line with a marker (noniterative MMSE without interleaving), we notice a gain of about 5 dB at a FER of . The interleaver is also effective on BLAST, which performs slightly better than the linear MMSE interface. The performance of the latter interface improves considerably when one or two iterations are performed. The gain of the iterative MMSE receiver with two iterations over the MMSE-BLAST receiver (both with interleaving) is of about 6 dB at a FER of . Increasing the number of iterations beyond two does not improve performance significantly and leaves a gap with respect to ML that increases with SNR. The ML performance is about 2.5 dB away from the outage lower bound (2PSK bound) at a FER of . Fig. 4 refers to a system with the same parameters as in Fig. 3 , except that now, . Here, we can see that the performance of linear MMSE interfaces is much closer to ML (without interleaving) with a single iteration yielding about the same error rate as ML. Here, the noniterative linear MMSE interface outperforms BLAST, albeit slightly. The ML performance is about 2.5 dB away from the outage lower bound at a FER of . Fig. 5 refers to a system with the same parameters as in Fig. 4 , except that now, , with a rateconvolutional code. Without interleaving, the noniterative linear MMSE interface performs much better than BLAST. We interpret this result by observing that the iterative procedure intrinsic in BLAST need strong codes on each row of , which are not available here. We also observe that the presence of an interleaver makes the BLAST performance similar to that of MMSE. Moreover, interleaved MMSE outperforms noninterleaved ML. The beneficial effect of interleaving on ML can be directly observed from [shortening of block length is made necessary because interleaved ML is decoded by exhaustive search through all code words, which entails a complexity ]. From Fig. 6 , we also observe that with a shorter block length, the performance improvement caused by one iteration in MMSE is smaller. Fig. 7 The ML performance of the optimized code (2) is about 1 dB better than the performance of the simple code (1). The performance of code (2) is close to the performance of the space-time code proposed in [2] with the same number of states. Further improvements are obtained-as expected-by increasing the number of states. The MMSE iterative receiver with 1 iteration loses about 3 dB at FER with code (2). The figure also contains an outage probability curve (obtained by Monte Carlo approximation) which represents the lowest bound to the attainable performance. It can be noticed that at FER , the ML performances of codes (1)-(3) are about 3.5, 3, and 2 dB from the bound.
Finally, Fig. 8 refers to a system with a rateconvolutional code mapped to QPSK with . The convolutional codes used are the same as for Fig. 7 . The performance of the ML receiver is similar to the case of , but the performance of the MMSE iterative is much better and loses a fraction of a decibel at FER with codes (1) and (2).
VI. CONCLUSION
We have examined the performance of linear MMSE and nonlinear (BLAST) interfaces used to decode space-time codes with a limited number of transmit and receive antennas. In particular, we have introduced a simple iterative linear interface, based on hard Viterbi decoding and offering a performance considerably improved with respect to noniterative receivers. A complexity analysis has been performed, showing the relative merits of linear and nonlinear interfaces. APPENDIX PROOF OF (18) We have (24) where denotes the expectation with respect to the random permutation (random interleaver) and For a given constellation, we have for all (with for PSK constellations of even order) so that we can further upperbound the right-hand side of the previous inequality as (28) where we denote as the vector whose th entry is 1 or 0, according to whether the th entry of is different from or equal to 0. This expectation can be obtained by using the following combinatorial argument.
Assume that is the Hamming weight of (for all ) so that contains ones and zeros. The value of is given by the number of ones from located at the same positions of the ones of . Clearly, this value cannot exceed or (i.e., ). In order to obtain the average value of , we need the probability distribution of this random quantity, which we obtain by counting the number of permutations such that and dividing it by the total number of possible events. If ones from are located at the positions of the ones of , and the other ones are located at the positions of the zeros of . Thus, since the choices are independent, we have different permutations such that . Summing this number for running from 0 to , we obtain the overall number of combinations of ones in positions, i.e., Thus, the probability of having is given by Finally, using well known results on binomial sums, we obtain 
where . Thus, we have proved that Q.E.D.
