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4Введение
Задачи «справедливого» дележа в условиях кооперации были постав­
лены в 1944 г. в книге Джона фон Неймана и Оскара Моргенштерна [1].
В этой работе ставилась задача дележа между игроками из множества 𝑁
фиксированной суммы дохода 𝑣(𝑁) при условии, что известна сумма до­
хода 𝑣(𝑆), которую может получить подмножество 𝑆 множества 𝑁 , если
все его элементы будут действовать сообща. Любое подмножество 𝑆 множе­
ства 𝑁 называется коалицией. Таким образом, в этой постановке задачи ко­
алицией является не реально действующее множество игроков, а гипотети­
ческое. В рассматриваемой работе предполагалось, что сумма дохода 𝑣(𝑆)
задана для любого подмножества 𝑆 множества 𝑁 . Однако во многих ре­
альных задачах не все коалиции могут быть реализуемы, и в настоящее
время в теории кооперативных игр в основном рассматриваются задачи с
ограниченной кооперацией.
В связи с этим возникает надежда получать более «естественное» ре­
шение задач о «справедливом» дележе при небольшом наборе коалиций.
Кроме того, величины 𝑣(𝑆) в ряде задач могут рассматриваться не как
величины, отражающие силу коалиций, а как величины, соответствующие
потребностям этих коалиций.
Наталья Наумова в [2] рассматривала вопрос возможности дележа
суммарного, бесконечно делимого фиксированного ресурса, удовлетворя­
ющего условию пропорциональности как между всеми коалициями, так и
только между непересекающимися коалициями из фиксированного набо­
ра коалиций, называемых допустимыми. В случае, когда набор коалиций
является набором только всех одноточечных множеств, пропорциональное
распределение ресурса можно также получить и как решение задачи макси­
мизации взвешенной энтропии, и как решение задач о лексикографически
5максиминном и лексикографически минимаксном векторах. Если набор ко­
алиций не является разбиением множества 𝑁 , то эти задачи не являются
эквивалентными. Оказывается, что пропорциональное распределение ре­
сурса между всеми допустимыми коалициями при любых положительных 𝑣
возможно только если для каждой коалиции существует элемент, принад­
лежащий только этой коалиции (его можно назвать фанатиком этой коали­
ции). Аналогично случаю одноточечных допустимых коалиций, если набор
всех рассматриваемых коалиций — разбиение множества 𝑁 , то все эти ме­
тоды дают одинаковый результат. Кроме того, обобщенное энтропийное
решение и лексикографически максиминное решение всегда содержатся в
пропорциональном только если набор допустимых коалиций — разбиение
множества 𝑁 .
Поэтому в работе [2] условие пропорциональности ослабляется и тре­
буется только пропорциональность для непересекающихся допустимых ко­
алиций. Такие распределения ресурса называются слабо пропорциональ­
ными. Там же было описано необходимое и достаточное условие на набор
допустимых коалиций для существования слабо пропорционального реше­
ния при любых положительных 𝑣. Поскольку обобщенное энтропийное и
лексикографически максиминное решения всегда существуют, возникает
вопрос о возможности их использования в качестве селекторов слабо про­
порционального решения. В [3] были получены необходимое и достаточное
условие на набор допустимых коалиций для слабой пропорциональности
обобщенного энтропийного решения и необходимое и достаточное условие
на набор допустимых коалиций для слабой пропорциональности лексико­
графического максиминного решения. Необходимое и достаточное условие
на систему коалиций для совпадения обобщенного энтропийного решения и
обобщенного максиминного решения неизвестно. В [3] было описано только
достаточное условие.
6В данной работе для задач описанного выше типа рассматривается
лексикографически минимаксное решение. Получены условия его пропор­
циональности и слабой пропорциональности, которые не совсем аналогич­
ны известным условиям для лексикографически максиминного решения.
Так, если для набора допустимых коалиций пропорциональное решение
всегда существует, то лексикографически минимаксное решение является
пропорциональным. Для включения лексикографически максиминного ре­
шения в слабо пропорциональное в [3] и [4] были получены эквивалентные
условия на набор допустимых коалиций. Однако аналоги этих условий для
минимаксного случая не эквивалентны, только один из аналогов из [4] яв­
ляется необходимым и достаточным условием слабой пропорциональности
лексикографически минимаксного решения.
В работе приводятся примеры, когда условия для слабой пропорцио­
нальности для минимаксного и максиминного решения не совпадают, опи­
сываются все наборы коалиций, удовлетворяющие полученному условию
при |𝑁 | 6 6. Кроме того, получено достаточное условие совпадения обоб­
щенного энтропийного решения, обобщенного минимаксного решения и их
слабой пропорциональности (это условие совпадает с достаточным услови­
ем для максиминного решения).
7Глава 1
Основные определения
Игрой с ограниченной кооперацией называется четверка вида (𝑁,𝒜, 𝑐, 𝑣),
где 𝑁 — конечный набор агентов, 𝒜 — некоторый набор непустых подмно­
жеств множества 𝑁 (набор коалиций агентов), 𝑐 — положительное дей­
ствительное число (количество ресурсов, которые должны быть разделены
между агентами), 𝑣 = {𝑣(𝑇 )}𝑇∈𝒜, где 𝑣(𝑇 ) > 0 — требования коалиции 𝑇 .
Предполагаем, что 𝒜 покрывает 𝑁 и 𝑁 /∈ 𝒜.
Замечание 1. В классической кооперативной игре считается, что
𝒜 = 2𝑁 ∖ {𝑁}, 𝑣(∅) = 0, 𝑐 = 𝑣(𝑁).
В отличие от случая классической кооперативной игры, множеством
дележей игры (𝑁,𝒜, 𝑐, 𝑣) будем называть множество вида
{{𝑦𝑖}𝑖∈𝑁 : 𝑦𝑖 > 0,
∑︁
𝑖∈𝑁
𝑦𝑖 = 𝑐}.
Решением 𝐹 называется отображение, которое любой игре (𝑁,𝒜, 𝑐, 𝑣) со­
поставляет подмножество ее множества дележей.
Обозначим 𝑦(𝑆) =
∑︀
𝑖∈𝑆
𝑦𝑖.
Определение 1.1. Дележ 𝑦 = {𝑦𝑖}𝑖∈𝑁 принадлежит пропорциональному
решению игры (𝑁,𝒜, 𝑐, 𝑣), если существует такое 𝛼 > 0, что 𝑦(𝑇 ) = 𝛼𝑣(𝑇 )
для всех 𝑇 ∈ 𝒜.
Определение 1.2. Дележ 𝑦 = {𝑦𝑖}𝑖∈𝑁 принадлежит слабо пропорциональ­
ному решению игры (𝑁,𝒜, 𝑐, 𝑣), если 𝑦(𝑆)/𝑣(𝑆) = 𝑦(𝑄)/𝑣(𝑄) для всех та­
ких 𝑆,𝑄 ∈ 𝒜, что 𝑆 ∩𝑄 = ∅.
Определение 1.3. Дележ 𝑦 принадлежит лексикографически максимин­
ному решению игры (𝑁,𝒜, 𝑐, 𝑣), если 𝜃(𝑦) >𝑙𝑒𝑥 𝜃(𝑧) для любого дележа 𝑧
8игры (𝑁,𝒜, 𝑐, 𝑣), где 𝜃(𝑥) = (𝑢𝑇1(𝑥), . . . , 𝑢𝑇|𝒜|(𝑥)), 𝑢𝑇 (𝑥) = 𝑥(𝑇 )𝑣(𝑇 ) и элементы
𝒜 пронумерованы так, что 𝑢𝑇𝑖(𝑥) 6 𝑢𝑇𝑖+1(𝑥).
Определение 1.4. Дележ 𝑦 принадлежит лексикографически минимакс­
ному решению игры (𝑁,𝒜, 𝑐, 𝑣), если 𝜃(𝑦) 6𝑙𝑒𝑥 𝜃(𝑧) для ∀ дележа 𝑧 игры
(𝑁,𝒜, 𝑐, 𝑣), где 𝜃(𝑥) = (𝑢𝑇1(𝑥), . . . , 𝑢𝑇|𝒜|(𝑥)), 𝑢𝑇 (𝑥) = 𝑥(𝑇 )𝑣(𝑇 ) и элементы 𝒜
пронумерованы так, что 𝑢𝑇𝑖(𝑥) > 𝑢𝑇𝑖+1(𝑥).
Для любых 𝒜, 𝑐 > 0, 𝑣 : 𝑣(𝑇 ) > 0 лексикографически максиминное
и лексикографически минимаксное решения игры (𝑁,𝒜, 𝑐, 𝑣) непусты и од­
нозначно определяют общие суммы 𝑦(𝑇 ) для всех 𝑇 ∈ 𝒜, так как функции
𝑢𝑇 являются непрерывными линейными функциями. Фактически этот ре­
зультат был получен Шмайдлером в [5], а первым формально это обобщил
Вилков в [6].
Пусть 𝒢 — класс таких строго возрастающих непрерывных функций
𝑔, определенных на (0,+∞), что 𝑔(1) = 0, lim
𝑥→0
𝑥∫
𝑎
𝑔(𝑡)𝑑𝑡 < +∞ для ∀ 𝑎 > 0.
Определение 1.5. Пусть 𝑔 ∈ 𝒢, 𝑓(𝑧) = ∑︀
𝑄∈𝒜
𝑧(𝑄)∫
𝑣(𝑄)
𝑔(𝑡/𝑣(𝑄))𝑑𝑡, вектор 𝑦 = {𝑦𝑖}𝑖∈𝑁
принадлежит 𝑔–решению игры (𝑁,𝒜, 𝑐, 𝑣), если 𝑦 минимизирует 𝑓 на мно­
жестве дележей игры (𝑁,𝒜, 𝑐, 𝑣).
Примеры
1. Если 𝑔(𝑡) = ln 𝑡, то
𝑧(𝑆)∫
𝑣(𝑆)
𝑔(𝑡/𝑣(𝑆))𝑑𝑡 = 𝑧(𝑆)[ln(𝑧(𝑆)/𝑣(𝑆))− 1] + 𝑣(𝑆) и
𝑔–решение является взвешенным энтропийным решением. ([2], [3], [4]).
2. Если 𝑔(𝑡) = 𝑡𝑞 − 1, где 𝑞 > 0, то получаем задачу минимизации для∑︀
𝑆∈𝒜
𝑧(𝑆)[ 𝑧(𝑆)
𝑞
(𝑞+1)𝑣(𝑆)𝑞 − 1], которая была рассмотрена для 𝒜 = 2𝑁 ∖{∅} в
работе Яновской [7].
9Взвешенное энтропийное решение как мера близости точек рассматрива­
лась еще в работе Брегмана и Романовского [8]. Обзор дальнейших резуль­
татов в этом направлении см. в [9].
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Глава 2
Известные результаты
Теорема 2.1. (Теорема 1 из [2])
Пропорциональное решение игры (𝑁,𝒜, 𝑐, 𝑣) непусто для всех 𝑐 > 0, всех
таких 𝑣, что 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 является мини­
мальным покрытием 𝑁 .
Теорема 2.2. (Предложение 1 из [2])
Лексикографически максиминное решение игры (𝑁,𝒜, 𝑐, 𝑣) содержится в
пропорциональном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех 𝑐 > 0, всех таких 𝑣,
что 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 является разбиением 𝑁 .
Множество коалиций𝒜 порождает неориентированный граф𝐺 = 𝐺(𝒜),
где 𝒜 — множество вершин и 𝐾,𝐿 ∈ 𝒜 смежны, если 𝐾 ∩ 𝐿 = ∅.
Теорема 2.3. (Теорема 3 из [2])
Слабо пропорциональное решение игры (𝑁,𝒜, 𝑐, 𝑣) непусто для любых 𝑐 > 0,
𝑣 : 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 удовлетворяет следующему
условию
С0. Если из каждой компоненты связности графа 𝐺(𝒜) убрать по одной
вершине, то остальные элементы 𝒜 не покроют 𝑁 .
Примеры
1. Если 𝒜 является минимальным покрытием 𝑁 , то условие C0 выпол­
няется.
2. Пусть |𝑁 | = 4, 𝒜 = {{1, 2}, {3, 4}, {1, 3}, {2, 4}}.
Тогда граф 𝐺(𝒜) имеет следующие компоненты связности:
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}, {2, 4}}
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Легко проверить, что такая система коалиций удовлетворяет усло­
вию C0.
3. Пусть |𝑁 | = 4, 𝒜 состоит из всех двухэлементных коалиций:
𝒜 = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}
Тогда граф 𝐺(𝒜) имеет следующие компоненты связности:
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}, {2, 4}}, ℬ3 = {{1, 4}, {2, 3}}
Из компоненты ℬ1 уберем коалицию {1, 2}, из компоненты ℬ2 уберем
коалицию {1, 3}, из компоненты ℬ3 уберем коалицию {2, 3}. Остав­
шиеся коалиции {{3, 4}, {2, 4}, {1, 4}} покрывают 𝑁 .
Таким образом, для данного набора коалиций условие C0 не выпол­
няется.
В статье [10] для |𝑁 | 6 6 были перечислены все возможные системы
коалиций, удовлетвряющие условию C0. Более подробно рассмотрим их в
Главе 5.
Для 𝑖 ∈ 𝑁 обозначим 𝒜𝑖 = {𝑇 ∈ 𝒜 : 𝑖 ∈ 𝑇}.
Определение 2.1. Система коалиций𝒜 слабо смешана в 𝑁 , если𝒜 =
𝑘⋃︀
𝑖=1
ℬ𝑖,
где
C1. Каждое ℬ𝑖 содержится в разбиении 𝑁 .
C2. 𝑄 ∈ ℬ𝑖, 𝑆 ∈ ℬ𝑗, 𝑖 ̸= 𝑗 ⇒ 𝑄 ∩ 𝑆 ̸= ∅.
C3. Для любых 𝑖 ∈ 𝑁, 𝑄 ∈ 𝒜𝑖, 𝑆 ∈ 𝒜 если 𝑄 ∩ 𝑆 = ∅, то существует
такой 𝑗 ∈ 𝑁 , что 𝒜𝑗 ⊃ 𝒜𝑖 ∪ {𝑆} ∖ {𝑄}.
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Примеры
1. Пусть |𝑁 | = 4, 𝒜 = {{1, 2}, {3, 4}, {1, 3}, {2, 4}}.
Легко проверить, что такая система коалиций является слабо смешан­
ной.
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}, {2, 4}}
Условия C1 –C3 выполняются.
2. Пусть |𝑁 | = 5, 𝒜 = {{1, 2}, {3, 4}, {1, 5}}.
𝒜 нельзя представить в виде объединения ℬ𝑖, которое будет удовле­
творять условиям C1, C2.
𝒜 не является слабо смешанной.
3. Пусть |𝑁 | = 4, 𝒜 = {{1, 2}, {3, 4}, {1, 3}, {1, 4}}.
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}}, ℬ3 = {{1, 4}}
Условия C1, C2 выполняются. Допустим, что выполняется C3.
𝒜1 = {{1, 2}, {1, 3}, {1, 4}}, возьмем 𝑄 = {1, 2}, 𝑆 = {3, 4}.
Тогда существует такой 𝑗 ∈ 𝑁 , что
𝒜𝑗 ⊃ 𝒜𝑖 ∪ {𝑆} ∖ {𝑄} = {{1, 3}, {1, 4}, {3, 4}}.
Но такое включение невозможно, значит C3 не выполняется.
𝒜 не является слабо смешанной.
Замечание 2. (Лемма 1 из [4])
C1 и C2 следуют из C3.
Поэтому определение 2.1 эквивалентно следующему определению:
Определение 2.2. Система коалиций 𝒜 слабо смешана в 𝑁 , если для
любых 𝑖 ∈ 𝑁, 𝑄 ∈ 𝒜𝑖, 𝑆 ∈ 𝒜 если 𝑄 ∩ 𝑆 = ∅, то существует такой 𝑗 ∈ 𝑁 ,
что 𝒜𝑗 ⊃ 𝒜𝑖 ∪ {𝑆} ∖ {𝑄}.
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Теорема 2.4. (Замечание 2 из [3])
Если 𝒜 слабо смешана, то выполняется С0.
Теорема 2.5. (Теорема 2 из [3])
Лексикографически максиминное решение игры (𝑁,𝒜, 𝑐, 𝑣) содержится в
слабо пропорциональном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех 𝑐 > 0, всех
𝑣 : 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 слабо смешана в 𝑁 .
Свойства 𝑔-решений
Свойство 1. (Свойство 2 из [3])
Для всех 𝑔 ∈ 𝒢 𝑓(𝑧) = ∑︀
𝑄∈𝒜
𝑧(𝑄)∫
𝑣(𝑄)
𝑔(𝑡/𝑣(𝑄))𝑑𝑡 является выпуклой функцией
от 𝑧 и для всех 𝒜, 𝑐 > 0, 𝑣 : 𝑣(𝑇 ) > 0 𝑔-решение игры (𝑁,𝒜, 𝑐, 𝑣)
однозначно определяет общие суммы 𝑦(𝑇 ) для всех 𝑇 ∈ 𝒜.
Свойство 2. (Свойство 3, Свойство 4 из [3])
Пусть 𝑔 ∈ 𝒢. Дележ 𝑥 принадлежит 𝑔-решению игры (𝑁,𝒜, 𝑐, 𝑣) тогда
и только тогда, когда 𝑥𝑖 > 0 влечет∑︁
𝑇∈𝒜𝑖
𝑔(𝑥(𝑇 )/𝑣(𝑇 )) 6
∑︁
𝑆∈𝒜𝑗
𝑔(𝑥(𝑆)/𝑣(𝑆)) для ∀𝑗 ∈ 𝑁.
Теорема 2.6. (Предложение 3 из [3])
Для любого 𝑔 ∈ 𝒢, 𝑔–решение игры (𝑁,𝒜, 𝑐, 𝑣) содержится в пропорцио­
нальном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех 𝑐 > 0, всех 𝑣 : 𝑣(𝑇 ) > 0 тогда
и только тогда, когда 𝒜 является разбиением 𝑁 .
Определение 2.3. Система коалиций 𝒜 смешана в 𝑁 , если
𝒜 =
𝑘⋃︀
𝑖=1
ℬ𝑖, где
C1. Каждое ℬ𝑖 содержится в разбиении 𝑁 .
C2. 𝑄 ∈ ℬ𝑖, 𝑆 ∈ ℬ𝑗, 𝑖 ̸= 𝑗 ⇒ 𝑄 ∩ 𝑆 ̸= ∅.
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C3. Для любых 𝑖 ∈ 𝑁, 𝑄 ∈ 𝒜𝑖, 𝑆 ∈ 𝒜 если 𝑄 ∩ 𝑆 = ∅, то существует
такой 𝑗 ∈ 𝑁 , что 𝒜𝑗 = 𝒜𝑖 ∪ {𝑆} ∖ {𝑄}.
Теорема 2.7. (Теорема 3 из [3])
Пусть 𝑔 ∈ 𝒢. 𝑔–решение игры (𝑁,𝒜, 𝑐, 𝑣) содержится в слабо пропорцио­
нальном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех 𝑐 > 0, всех 𝑣 : 𝑣(𝑇 ) > 0 тогда
и только тогда, когда 𝒜 смешана в 𝑁 .
Определение 2.4. Система коалиций 𝒜 сильно смешана в 𝑁 , если
𝒜 =
𝑘⋃︀
𝑖=1
ℬ𝑖, где
1. 𝑘 > 2,
2. каждое ℬ𝑖 содержится в разбиении 𝑁 ,
3. 𝑄 ∈ ℬ𝑖, 𝑆 ∈ ℬ𝑗, 𝑖 ̸= 𝑗 ⇒ 𝑄 ∩ 𝑆 ̸= ∅,
4. |𝒜𝑖| = 𝑚 для всех 𝑖 ∈ 𝑁 , где 2 6 𝑚 6 𝑘,
5. если взять любые𝑚 систем ℬ𝑗1, . . . ,ℬ𝑗𝑚, то для каждого набора {𝑆𝑗𝑡}𝑚𝑡=1,
где 𝑆𝑗𝑡 ∈ ℬ𝑗𝑡, выполняется
𝑚⋂︀
𝑡=1
𝑆𝑗𝑡 ̸= ∅.
Примеры
1. Пусть |𝑁 | = 4, 𝒜 = {{1, 2}, {3, 4}, {1, 3}, {2, 4}}.
Легко проверить, что такая система коалиций является сильно сме­
шанной.
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}, {2, 4}}
Условия 1 – 5 выполняются.
2. 𝑁 = {1, 2, . . . , 12}, 𝒜 = ℬ1 ∪ ℬ2 ∪ ℬ3, где
ℬ1 = {{1, 2, 3, 4}, {5, 6, 7, 8}},
ℬ2 = {{3, 5, 9, 10}, {4, 6, , 11, 12}},
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ℬ3 = {{1, 7, 9, 11}, {2, 8, 10, 12}}.
Легко проверить, что такая система коалиций является сильно сме­
шанной.
3. Пусть |𝑁 | = 5, 𝒜 = {{1, 2}, {3, 4}, {1, 5}}.
𝒜 нельзя представить в виде объединения ℬ𝑖, которое будет удовле­
творять условиям 1 – 3.
𝒜 не является сильно смешанной.
4. Пусть |𝑁 | = 5, 𝒜 = {{1, 2}, {3, 4, 5}; {1, 3}, {2, 4}}.
ℬ1 = {{1, 2}, {3, 4, 5}}, ℬ2 = {{1, 3}, {2, 4}}
Условия 1 – 3 выполняются, но условие 4 не выполняется для 𝑖 = 5.
𝒜 не является сильно смешанной.
5. Пусть |𝑁 | = 4, 𝒜 состоит из всех двухэлементных коалиций:
𝒜 = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}.
ℬ1 = {{1, 2}, {3, 4}}, ℬ2 = {{1, 3}, {2, 4}}, ℬ3 = {{1, 4}, {2, 3}}.
Условия 1 – 4 выполняются, но условие 5 не выполняется для 𝑆𝑗1 = {1, 2},
𝑆𝑗2 = {1, 3}, 𝑆𝑗3 = {2, 3}.
𝒜 не является сильно смешанной.
Замечание 3. (Замечание 4 из [3])
Если 𝒜 сильно смешана в 𝑁 , то 𝒜 смешана в 𝑁 .
Теорема 2.8. (Теорема 5 из [3])
Пусть 𝒜 сильно смешана в 𝑁 . Тогда лексикографически максиминное ре­
шение игры (𝑁,𝒜, 𝑐, 𝑣) совпадает с 𝑔-решением игры (𝑁,𝒜, 𝑐, 𝑣) для всех
𝑔 ∈ 𝒢, 𝑐 > 0, 𝑣 и содержится в слабо пропорциональном решении.
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Утверждение 2.1. Если в графе 𝐺(𝒜) две компоненты связности и каж­
дая из них является разбиением 𝑁 , то для всех 𝑔 ∈ 𝒢, 𝑐 > 0, 𝑣 лексико­
графически максиминное решение игры (𝑁,𝒜, 𝑐, 𝑣) совпадает с 𝑔-решением
игры (𝑁,𝒜, 𝑐, 𝑣) и со слабо пропорциональным решением игры (𝑁,𝒜, 𝑐, 𝑣).
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Глава 3
Лексикографически минимаксное решение
В данной главе описываются полученные автором результаты об усло­
виях на набор коалиций 𝒜, гарантирующих пропорциональность и сла­
бую пропорциональность лексикографически минимаксного решения иг­
ры (𝑁,𝒜, 𝑐, 𝑣).
3.1. Условия пропорциональности
Лемма 3.1. Пусть 𝑥 = {𝑥𝑖}𝑖∈𝑁 , 𝑦 = {𝑦𝑖}𝑖∈𝑁 — дележи игры (𝑁,𝒜, 𝑐, 𝑣),
для которых выполняются следующие условия:
1. существует такое 𝑃 ∈ 𝒜, что 𝑦(𝑃 ) < 𝑥(𝑃 ) и из условия
𝑦(𝑇 ) > 𝑥(𝑇 ) следует 𝑦(𝑃 )𝑣(𝑃 ) >
𝑦(𝑇 )
𝑣(𝑇 );
2. 𝑥(𝑇1)𝑣(𝑇1) >
𝑥(𝑇2)
𝑣(𝑇2)
⇒ 𝑦(𝑇1)𝑣(𝑇1) >
𝑦(𝑇2)
𝑣(𝑇2)
.
Тогда 𝜃(𝑦) <𝑙𝑒𝑥 𝜃(𝑥).
Доказательство. Перенумеруем коалиции в 𝜃(𝑥) так, чтобы в случае ра­
венства сначала шли коалиции, не изменившиеся при переходе от 𝑥 к 𝑦, а в
случае равенства коалиций, изменившихся при переходе от 𝑥 к 𝑦, сначала
шли коалиции, которые в векторе 𝜃(𝑦) стоят левее.
Пусть 𝑆–минимальная по номеру в 𝜃(𝑥), для которой 𝑥(𝑆) ̸= 𝑦(𝑆) (такие
𝑆 существуют, например, 𝑃 ). Пусть 𝑥(𝑆)𝑣(𝑆) = 𝜃𝑘(𝑥)
Покажем, что 𝑦(𝑆) < 𝑥(𝑆).
Допустим, что 𝑦(𝑆) > 𝑥(𝑆). Тогда
𝑥(𝑃 )
𝑣(𝑃 )
>
𝑦(𝑃 )
𝑣(𝑃 )
>
𝑦(𝑆)
𝑣(𝑆)
>
𝑥(𝑆)
𝑣(𝑆)
,
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то есть номер 𝑃 строго меньше номера 𝑆, противоречие.
Докажем, что 𝜃𝑘(𝑦) =
𝑦(𝑆)
𝑣(𝑆) , то есть 𝑆 в векторе 𝜃(𝑦) стоит на том же месте,
что и в векторе 𝜃(𝑥).
Из условия 2 и перенумерации коалиций в случае равенства следует, что
все коалиции, которые в векторе 𝜃(𝑥) стоят левее коалиции 𝑆, в векторе
𝜃(𝑦) тоже должны стоять левее коалиции 𝑆.
Для любой коалиции 𝑄, которая в векторе 𝜃(𝑥) стоит правее коалиции 𝑆,
выполняется 𝑥(𝑆)𝑣(𝑆) >
𝑥(𝑄)
𝑣(𝑄) . Если неравенство строгое, то из условия 2 в век­
торе 𝜃(𝑦) коалиция 𝑄 тоже стоит правее коалиции 𝑆. Если неравенство
выполняется как равенство, то из перенумерации коалиций в случае равен­
ства следует, что коалиция 𝑆 стоит левее коалиции 𝑄.
Таким образом, в векторе 𝜃(𝑦) левее коалиции 𝑆 находятся те же коалиции,
что и в векторе 𝜃(𝑥).
Значит, 𝜃𝑘(𝑦) =
𝑦(𝑆)
𝑣(𝑆) и 𝜃(𝑦) <𝑙𝑒𝑥 𝜃(𝑥).
Теорема 3.1. Лексикографически минимаксное решение игры (𝑁,𝒜, 𝑐, 𝑣)
содержится в пропорциональном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех 𝑐 > 0,
𝑣 : 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 является минимальным
покрытием 𝑁 .
Доказательство. Если лексикографически минимаксное решение игры
(𝑁,𝒜, 𝑐, 𝑣) всегда содержится в пропорциональном решении игры (𝑁,𝒜, 𝑐, 𝑣),
то пропорциональное решение всегда непусто и по Теореме 2.1 набор коа­
лиций 𝒜 является минимальным покрытием 𝑁 .
Наоборот, пусть 𝒜 — минимальное покрытие 𝑁 , 𝑥–лексикографически ми­
нимаксное решение игры (𝑁,𝒜, 𝑐, 𝑣). Покажем, что 𝑥 является пропорцио­
нальным решением.
Пусть 𝑥 не является пропорциональным, то есть существуют такие 𝑆,𝑄 ∈
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𝒜, что 𝑥(𝑄)𝑣(𝑄) < 𝑥(𝑆)𝑣(𝑆) .
Тогда существует 𝑖0 ∈ 𝑆, для которого 𝑥𝑖0 > 0.
Рассмотрим 𝑗0 ∈ 𝑄∖
(︁ ⋃︀
𝑇∈𝒜∖{𝑄}
𝑇
)︁
. Такой 𝑗0 существует, так как для любого
𝑃 ∈ 𝒜 верно, что 𝒜 ∖ {𝑃} не покрывает 𝑁 .
Рассмотрим 𝛿 : 0 < 𝛿 < 𝑥𝑖0, для которого выполняется
𝑥(𝑇 )
𝑣(𝑇 )
<
𝑥(𝑃 )
𝑣(𝑃 )
⇒ 𝑥(𝑇 ) + 𝛿
𝑣(𝑇 )
<
𝑥(𝑃 )− 𝛿
𝑣(𝑃 )
для ∀ 𝑇, 𝑃 ∈ 𝒜.
Положим 𝑦 = {𝑦𝑖}𝑖∈𝑁 :
𝑦𝑖0 = 𝑥𝑖0 − 𝛿,
𝑦𝑗0 = 𝑥𝑗0 + 𝛿,
𝑦𝑖 = 𝑥𝑖 в остальных случаях.
Тогда 𝑦(𝑆) < 𝑥(𝑆), а 𝑦(𝑇 ) > 𝑥(𝑇 ) только при 𝑇 = 𝑄 и выполняется
𝑦(𝑄)
𝑣(𝑄)
<
𝑦(𝑆)
𝑣(𝑆)
.
При этом
если
𝑥(𝑇 )
𝑣(𝑇 )
<
𝑥(𝑃 )
𝑣(𝑃 )
, то
𝑦(𝑇 )
𝑣(𝑇 )
<
𝑦(𝑃 )
𝑣(𝑃 )
.
Тогда по Лемме 3.1 дележ 𝑥 не является лексикографически минимаксным
решением, противоречие.
3.2. Условия слабой пропорциональности
Определение 3.1. Совокупность коалиций𝒜 слабо перемешана в 𝑁 , если
для любых 𝑖 ∈ 𝑁, 𝑄 ∈ 𝒜𝑖, 𝑆 ∈ 𝒜, таких, что 𝑄∩𝑆 = ∅, существует 𝑗 ∈ 𝑁 ,
такой, что 𝒜𝑗 ⊂ 𝒜𝑖 ∪ {𝑆} ∖ {𝑄}.
Утверждение 3.1. Если 𝒜 слабо перемешана, то выполняется С0.
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Доказательство. Пусть 𝒜 =
𝑘⋃︀
𝑡=1
ℬ𝑡, где ℬ𝑡 – компоненты связности 𝐺(𝒜).
Можно считать, что среди ℬ𝑡 нет одноэлементных.
Допустим, что условие C0 не выполняется. Тогда существует такой набор
коалиций 𝒮 = {𝑆𝑡}𝑘𝑡=1, 𝑆𝑡 ∈ ℬ𝑡, что элементы 𝒜 ∖ 𝒮 покрывают 𝑁 .
Обозначим 𝒞 = 𝒜 ∖ 𝒮, для 𝑖 ∈ 𝑁 обозначим 𝒞𝑖 = {𝑇 ∈ 𝒞 : 𝑖 ∈ 𝑇}.
Рассмотрим такой 𝑖0 ∈ 𝑁 , что |𝒞𝑖0| 6 |𝒞𝑖| для всех 𝑖 ∈ 𝑁 .
Элементы 𝒜 ∖ 𝒮 покрывают 𝑁 , следовательно |𝒞𝑖0| > 0, то есть существу­
ет коалиция 𝑄0 ∈ 𝒞𝑖0. Коалиция 𝑄0 принадлежит некоторой компоненте
связности ℬ𝑡0, где 𝑡0 ∈ 1 : 𝑘. В этой же компоненте связности содержится
некоторое 𝑆𝑡0 ∈ 𝒮.
Рассмотрим в компоненте связности ℬ𝑡0 графа 𝐺(𝒜) путь от 𝑄0 до 𝑆𝑡0,
то есть последовательность коалиций {𝑄0, 𝑄1, . . . , 𝑄𝑚, 𝑆𝑡0}, в которой
каждые две соседние коалиции не пересекаются. Тогда
0) существует такой 𝑗0 ∈ 𝑁 , что 𝒜𝑗0 ⊂ 𝒜𝑖0 ∪ {𝑄1} ∖ {𝑄0};
1) существует такой 𝑗1 ∈ 𝑁 , что
𝒜𝑗1 ⊂ 𝒜𝑗0∪{𝑄2}∖{𝑄1} ⊂ 𝒜𝑖0∪{𝑄1}∖{𝑄0}∪{𝑄2}∖{𝑄1} = 𝒜𝑖0∪{𝑄2}∖{𝑄0};
. . .
m) существует такой 𝑗𝑚 ∈ 𝑁 , что
𝒜𝑗𝑚 ⊂ 𝒜𝑗𝑚−1 ∪ {𝑆𝑡0} ∖ {𝑄𝑚} ⊂ 𝒜𝑖0 ∪ {𝑆𝑡0} ∖ {𝑄0}.
Тогда |𝒞𝑗𝑚| < |𝒞𝑖0|, противоречие.
Теорема 3.2. Лексикографически минимаксное решение игры (𝑁,𝒜, 𝑐, 𝑣)
содержится в слабо пропорциональном решении игры (𝑁,𝒜, 𝑐, 𝑣) для всех
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𝑐 > 0, всех 𝑣 : 𝑣(𝑇 ) > 0 тогда и только тогда, когда 𝒜 слабо перемешана
в 𝑁 .
Доказательство. Сначала докажем достаточность. Пусть 𝒜 слабо пере­
мешана и 𝑥–лексикографически минимаксное решение игры (𝑁,𝒜, 𝑐, 𝑣).
Пусть 𝑥 не является слабо пропорциональным, то есть существуют такие
𝑆,𝑄 ∈ 𝒜, что 𝑆 ∩𝑄 = ∅ и 𝑥(𝑄)𝑣(𝑄) < 𝑥(𝑆)𝑣(𝑆) .
Тогда существует такой 𝑖0 ∈ 𝑆, что 𝑥𝑖0 > 0. 𝒜 слабо перемешана, значит
существует такой 𝑗 ∈ 𝑁 , что 𝒜𝑗 ⊂ 𝒜𝑖 ∪ {𝑄} ∖ {𝑆}.
Возьмем 𝛿 : 0 < 𝛿 < 𝑥𝑖0, для которого выполняется
∀ 𝑇, 𝑃 ∈ 𝒜 𝑥(𝑇 )
𝑣(𝑇 )
<
𝑥(𝑃 )
𝑣(𝑃 )
⇒ 𝑥(𝑇 ) + 𝛿
𝑣(𝑇 )
<
𝑥(𝑃 )− 𝛿
𝑣(𝑃 )
.
Рассмотрим 𝑦 = {𝑦𝑖}𝑖∈𝑁 :
𝑦𝑖0 = 𝑥𝑖0 − 𝛿,
𝑦𝑗 = 𝑥𝑗 + 𝛿,
𝑦𝑖 = 𝑥𝑖 в остальных случаях.
Докажем, что существует 𝑃 ∈ 𝒜, для которого 𝑦(𝑃 ) < 𝑥(𝑃 ), и если
𝑦(𝑇 ) > 𝑥(𝑇 ), то 𝑦(𝑃 )𝑣(𝑃 ) >
𝑦(𝑇 )
𝑣(𝑇 ) . По Лемме 3.1 это будет означать, что 𝑥 не
принадлежит лексикографически минимаксному решению.
В качестве такого 𝑃 годится коалиция 𝑆. Действительно, 𝑦(𝑆) < 𝑥(𝑆), по­
скольку 𝑖0 ∈ 𝑆, 𝑗 /∈ 𝑆. Так как 𝒜𝑗 ⊂ 𝒜𝑖∪{𝑄}∖{𝑆}, то 𝑦(𝑇 ) > 𝑥(𝑇 ) только
если 𝑇 = 𝑄 и 𝑗 ∈ 𝑄. По выбору 𝛿 выполняется 𝑦(𝑄)𝑣(𝑄) < 𝑦(𝑆)𝑣(𝑆) , следовательно
𝑥 не принадлежит минимаксному решению.
Получили противоречие, значит наше предположение неверно, 𝑥 является
слабо пропорциональным решением игры (𝑁,𝒜, 𝑐, 𝑣).
Теперь докажем необходимость. Предположим, что 𝒜 не слабо перемеша­
на. Тогда существуют такие 𝑖0 ∈ 𝑁, 𝑄 ∈ 𝒜𝑖0, 𝑆 ∈ 𝒜, что 𝑄 ∩ 𝑆 = ∅ и
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𝒜𝑗 ̸⊂ 𝒜𝑖0 ∪ {𝑆} ∖ {𝑄} для любого 𝑗 ∈ 𝑁 .
Пусть 0 < 𝜀 < 1|𝑁 | . Возьмем следующие 𝑐, 𝑣:
𝑐 = 1,
𝑣(𝑆) = 1,
𝑣(𝑇 ) > 1 для 𝑇 ∈ 𝒜𝑖0 ∖ {𝑄},
𝑣(𝑇 ) = 𝜀 для остальных 𝑇 ∈ 𝒜.
Пусть 𝑥 принадлежит минимаксному и слабо пропорциональному решени­
ям игры (𝑁,𝒜, 1, 𝑣). Существует такой 𝑗0, что 𝑥𝑗0 > 1|𝑁 | .
Так как 𝑥 слабо пропорционально и 𝑄 ∩ 𝑆 = ∅, имеем 𝑥(𝑄)𝑣(𝑄) = 𝑥(𝑆)𝑣(𝑆) . Кроме
того, 𝑣(𝑆) + 𝑣(𝑄) > 1 и 𝑥(𝑆) + 𝑥(𝑄) 6 1, значит 𝑥(𝑄) < 𝑣(𝑄) = 𝜀.
Тогда 𝑗0 /∈ 𝑄, значит 𝑗0 ̸= 𝑖0.
Возьмем 𝛿 : 0 < 𝛿 < 1|𝑁 | , для которого выполняется
𝑥(𝑇 )
𝑣(𝑇 )
<
𝑥(𝑃 )
𝑣(𝑃 )
⇒ 𝑥(𝑇 ) + 𝛿
𝑣(𝑇 )
<
𝑥(𝑃 )− 𝛿
𝑣(𝑃 )
для ∀ 𝑇, 𝑃 ∈ 𝒜. (3.1)
Положим 𝑦 = {𝑦𝑖}𝑖∈𝑁 :
𝑦𝑖0 = 𝑥𝑖0 + 𝛿,
𝑦𝑗0 = 𝑥𝑗0 − 𝛿,
𝑦𝑖 = 𝑥𝑖 в остальных случаях.
По предположению 𝒜𝑗 ̸⊂ 𝒜𝑖0 ∪ {𝑆} ∖ {𝑄} для любого 𝑗 ∈ 𝑁 , тогда суще­
ствует 𝑃 ∈ 𝒜𝑗0 ∖𝒜𝑖0 ∖{𝑆}∪{𝑄}. Так как 𝑗0 /∈ 𝑄, то 𝑃 ̸= 𝑄 и значит 𝑖0 /∈ 𝑃 .
Из 𝑗0 ∈ 𝑃 , 𝑖0 /∈ 𝑃 следует 𝑦(𝑃 ) < 𝑥(𝑃 ).
В этом случае 𝑣(𝑃 ) = 𝜀, так как 𝑃 ̸= 𝑆, значит
𝑥(𝑃 )
𝑣(𝑃 )
> 𝑥𝑗0
𝜀
> 1.
Если 𝑦(𝑇 ) > 𝑥(𝑇 ), то 𝑖0 ∈ 𝑇, 𝑗0 /∈ 𝑇 .
Тогда либо 𝑇 = 𝑄 и 𝑥(𝑄)𝑣(𝑄) < 1, либо 𝑣(𝑇 ) > 1 и
𝑥(𝑇 )
𝑣(𝑇 ) < 1.
Получили, что
𝑥(𝑃 )
𝑣(𝑃 )
>
𝑥(𝑇 )
𝑣(𝑇 )
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для некоторого 𝑃 ∈ 𝒜, где 𝑦(𝑃 ) < 𝑥(𝑃 ) и любого 𝑇 ∈ 𝒜 при 𝑦(𝑇 ) > 𝑥(𝑇 ).
Ввиду (3.1), по Лемме 3.1, 𝑥 не принадлежит лексикграфически минимакс­
ному решению, противоречие.
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Глава 4
Эквивалентность решений
Теорема 4.1. Пусть 𝒜 сильно смешана в 𝑁 . Тогда для всех 𝑔 ∈ 𝒢, 𝑐 > 0,
𝑣 : 𝑣(𝑇 ) > 0 лексикографически минимаксное решение игры (𝑁,𝒜, 𝑐, 𝑣)
совпадает с лексикографически максиминным решением и с 𝑔-решением
игры (𝑁,𝒜, 𝑐, 𝑣) и содержится в слабо пропорциональном решении.
Доказательство. Пусть 𝒜 сильно смешана в 𝑁 , тогда 𝒜 слабо перемеша­
на в 𝑁 и лексикографически минимаксное решение содержится в слабо
пропорциональном решении по Теореме 3.2. Так как 𝒜 сильно смешана в
𝑁 , то лексикографически максиминное решение совпадает с 𝑔–решением
по Теореме 2.8.
Докажем, что лексикографически минимаксное решение совпадает с
𝑔–решением.
Пусть 𝑔 ∈ 𝒢, 𝑥 принадлежит лексикографически минимаксному решению.
Докажем, что 𝑥𝑖 > 0 влечет∑︁
𝑇∈𝒜𝑖
𝑔(𝑥(𝑇 )/𝑣(𝑇 )) 6
∑︁
𝑆∈𝒜𝑗
𝑔(𝑥(𝑆)/𝑣(𝑆)) для ∀𝑗 ∈ 𝑁 ∖ {𝑖}. (4.1)
Предположим, что (4.1) не выполняется для некоторых 𝑖 = 𝑖0, 𝑗 = 𝑗0 и
𝑥𝑖0 > 0, то есть ∑︁
𝑇∈𝒜𝑖0
𝑔(𝑥(𝑇 )/𝑣(𝑇 )) >
∑︁
𝑆∈𝒜𝑗0
𝑔(𝑥(𝑆)/𝑣(𝑆)). (4.2)
Обозначим 𝑀(𝑖) = {𝑡 : ℬ𝑡 ∩ 𝒜𝑖 ̸= ∅}.
|𝒜𝑖0| = |𝒜𝑗0| из сильной смешанности 𝒜. Сначала сокращаем в (4.2) общие
слагаемые, получаем∑︁
𝑇∈𝒜𝑖0∖𝒜𝑗0
𝑔(𝑥(𝑇 )/𝑣(𝑇 )) >
∑︁
𝑆∈𝒜𝑗0∖𝒜𝑖0
𝑔(𝑥(𝑆)/𝑣(𝑆)).
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Далее уменьшим пределы суммирования следующим образом: допустим,
что существует 𝑆 ∈ 𝒜𝑗0 ∖ 𝒜𝑖0 и 𝑇 ∈ 𝒜𝑖0 ∖ 𝒜𝑗0 из одной компоненты связно­
сти. Так как элементы всех компонент связности содержатся в разбиении,
то 𝑇 единственное для 𝑇 .
По уже доказанному 𝒜 является слабо перемешанной и, как уже упомина­
лось, лексикографически минимаксное решение лежит в слабо пропорцио­
нальном (по 3.2), тогда
𝑥(𝑆)
𝑣(𝑆)
=
𝑥(𝑇 )
𝑣(𝑇 )
.
Значит, соответствующие слагаемые можно вычеркнуть из своих частей,
не портя неравенство 4.2.
Если есть еще 𝑆 ∈ 𝒜𝑗0 и 𝑇 ∈ 𝒜𝑖0 из одной компоненты связности, то
𝑆 и 𝑆 из разных компонент связности (так как компоненты связности —
подмножества разбиения 𝑁). Тогда 𝑇 и 𝑇 не совпадают, аналогично 𝑆 и 𝑇
вычеркиваем из пределов суммирования.
Так мы уменьшаем пределы суммирования, пока не получим∑︁
𝑇∈𝒞𝑖0
𝑔(𝑥(𝑇 )/𝑣(𝑇 )) >
∑︁
𝑆∈𝒞𝑗0
𝑔(𝑥(𝑆)/𝑣(𝑆)), (4.3)
где 𝒞𝑖0 ⊂ 𝒜𝑖0 ∖ 𝒜𝑗0, 𝒞𝑗0 ⊂ 𝒜𝑗0 ∖ 𝒜𝑖0, причем |𝒞𝑖0| = |𝒞𝑗0| и для всех 𝑆 ∈ 𝒞𝑗0
выполняется 𝑆 /∈ ⋃︀
𝑡∈𝑀(𝑖0)
ℬ𝑡 (то есть для всех 𝑆 ∈ 𝒞𝑗0, всех 𝑇 ∈ 𝒜𝑖0, коалиции
𝑆 и 𝑇 в разных компонентах связности).
Из (4.3) и |𝒞𝑖0| = |𝒞𝑗0| следует, что существуют 𝑄 ∈ 𝒞𝑖0 и 𝑃 ∈ 𝒞𝑗0,
такие, что 𝑥(𝑄)𝑣(𝑄) >
𝑥(𝑃 )
𝑣(𝑃 ) .
𝒜 сильно смешана в 𝑁 , следовательно (из условия 5 определения сильной
смешанности и условия 𝑆 /∈ ⋃︀
𝑡∈𝑀(𝑖0)
ℬ𝑡) существует 𝑗1 ∈
⋂︀
𝑇∈𝒜𝑖0∪{𝑃}∖{𝑄}
𝑇 .
Возьмем 0 < 𝛿 6 𝑥𝑖0, для которого
𝑥(𝑄)− 𝛿
𝑣(𝑄)
>
𝑥(𝑃 ) + 𝛿
𝑣(𝑃 )
.
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Положим 𝑦 = {𝑦𝑖}𝑖∈𝑁 :
𝑦𝑖0 = 𝑥𝑖0 − 𝛿,
𝑦𝑗1 = 𝑥𝑗1 + 𝛿,
𝑦𝑖 = 𝑥𝑖 в остальных случаях.
Тогда
𝑥(𝑃 )
𝑣(𝑃 )
<
𝑦(𝑃 )
𝑦(𝑃 )
<
𝑦(𝑄)
𝑦(𝑄)
<
𝑥(𝑄)
𝑣(𝑄)
и 𝑥(𝑇 ) = 𝑦(𝑇 ) для всех 𝑇 ∈ 𝒜 ∖ {𝑃,𝑄}, но по Лемме 3.1 это противоречит
тому, что 𝑥–минимаксное решение.
Таким образом, 𝑥𝑖 > 0 влечет (4.1) и, в силу Свойства 2, 𝑥 принадлежит
𝑔-решению игры (𝑁,𝒜, 𝑐, 𝑣).
Поскольку 𝑔-решение и минимаксное решение определяются набором {𝑥(𝑇 )}𝑇∈𝒜,
они совпадают.
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Глава 5
Примеры
В статье [10] для |𝑁 | 6 6 перечислены все системы коалиций, для
которых существует слабо пропорциональное решение. Для каждой допу­
стимой системы коалиций определяется, будет ли она сильно смешанной,
слабо смешанной или слабо перемешанной.
5.1. Минимальное покрытие
Если 𝒜 —минимальное покрытие 𝑁 , то у каждой коалиции есть «фа­
натик» – игрок, который содержится только в этой коалиции. Тогда лекси­
кографически минимаксное решение пропорционально.
Однако лексикографически максиминное решение в этом случае не явля­
ется даже слабо пропорциональным.
Пример.
|𝑁 | = 5 и 𝒜 = {{1, 2}, {4, 5}, {1, 3}}.
Тогда 𝒜 не является слабо смешанной.
Допустим, что 𝒜 слабо смешана.
Пусть 𝑖 = 1. 𝒜1 = {{1, 2}, {1, 3}}.
Возьмем 𝑄 = {1, 2}, 𝑆 = {4, 5}, 𝑄 ∩ 𝑆 = ∅.
Тогда должен существовать такой 𝑗 ∈ 𝑁 , что
𝒜𝑗 ⊃ 𝒜1 ∪ {𝑆} ∖ {𝑄} = {{1, 3}, {4, 5}}.
Но такое включение невозможно.
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5.2. Системы коалиций для |𝑁 | = 4, 5
1. |𝑁 | = 4 и 𝒜 = {{𝑖, 𝑗}, {𝑘, ℓ}; {𝑖, 𝑘}, {𝑗, ℓ}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
2. |𝑁 | = 5 и 𝒜 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}; {𝑖, 𝑘}, {𝑗, ℓ}},
𝒜 слабо смешана, то есть лексикографически максиминное решение
содержится в слабо пропорциональном, а лексикографически мини­
максное нет.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑚 = {{𝑘, ℓ,𝑚}}, 𝑄 = {𝑘, ℓ,𝑚}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑚 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}}.
Не существует такого 𝑝 ∈ {𝑖, 𝑗, 𝑘, ℓ,𝑚}, что 𝒜𝑝 ⊂ {{𝑖, 𝑗}}.
3. |𝑁 | = 5 и 𝒜 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}; {𝑖, 𝑘}, {𝑗, ℓ,𝑚}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
5.3. Системы коалиций для |𝑁 | = 6
|𝑁 | = 6, 𝑁 = {𝑖, 𝑗, 𝑘, ℓ,𝑚, 𝑛} и 𝒜 дает одну из 13 описанных ниже
систем коалиций с компонентами связности ℬ𝑖 графа 𝐺(𝒜):
1. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚, 𝑛}}, ℬ2 = {{𝑖, 𝑘}, {𝑗, ℓ}},
𝒜 слабо смешана, то есть лексикографически максиминное решение
содержится в слабо пропорциональном, а лексикографически мини­
максное нет.
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Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑚 = {{𝑘, ℓ,𝑚, 𝑛}}, 𝑄 = {𝑘, ℓ,𝑚, 𝑛}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑚 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑖, 𝑗}}.
2. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚, 𝑛}}, ℬ2 = {{𝑖, 𝑘}, {𝑗, ℓ, 𝑛}},
𝒜 слабо смешана, то есть лексикографически максиминное решение
содержится в слабо пропорциональном, а лексикографически мини­
максное нет.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑚 = {{𝑘, ℓ,𝑚, 𝑛}}, 𝑄 = {𝑘, ℓ,𝑚, 𝑛}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑚 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑖, 𝑗}}.
3. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚, 𝑛}}, ℬ2 = {{𝑖, 𝑘,𝑚}, {𝑗, ℓ, 𝑛}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
4. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚, 𝑛}}, ℬ2 = {{𝑖, 𝑘}, {𝑗, ℓ,𝑚, 𝑛}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
5. ℬ1 = {{𝑖, 𝑗, 𝑘}, {ℓ,𝑚, 𝑛}}, ℬ2 = {{𝑖, 𝑗, ℓ}, {𝑘,𝑚, 𝑛}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
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6. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ}}, ℬ2 = {{𝑖, 𝑘}, {𝑗, ℓ}}, ℬ3 = {{𝑖, ℓ, 𝑛}, {𝑚, 𝑗, 𝑘}},
𝒜 слабо перемешана, то есть лексикографически минимаксное ре­
шение содержится в слабо пропорциональном, а лексикографически
максиминное нет.
Условие C3 слабой смешанности не выполняется:
Возьмем 𝒜𝑖 = {{𝑖, 𝑗}, {𝑖, 𝑘}, {𝑖, ℓ, 𝑛}}, 𝑄 = {𝑖, 𝑗}, 𝑆 = {𝑘, ℓ}.
Тогда 𝒜𝑖 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑘}, {𝑖, ℓ, 𝑛}, {𝑘, ℓ}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊃ {{𝑖, 𝑘}, {𝑖, ℓ, 𝑛}, {𝑘, ℓ}}.
7. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ}, {𝑚,𝑛}}, ℬ2 = {{𝑖, 𝑘,𝑚}, {𝑗, ℓ, 𝑛}},
𝒜 сильно смешана, решения эквивалентны и совпадают со слабо про­
порциональным.
8. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ}, {𝑖,𝑚}}, ℬ2 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ,𝑚}},
И лексикографически максиминное, и лексикографически минимакс­
ное решения не содержатся в слабо пропорциональном.
Условие C3 слабой смешанности не выполняется:
Возьмем 𝒜𝑖 = {{𝑖, 𝑗}, {𝑖,𝑚}, {𝑖, 𝑘, 𝑛}}, 𝑄 = {𝑖, 𝑗}, 𝑆 = {𝑘, ℓ}.
Тогда 𝒜𝑖 ∪ {𝑆} ∖ {𝑄} = {{𝑖,𝑚}, {𝑖, 𝑘, 𝑛}, {𝑘, ℓ}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊃ {{𝑖,𝑚}, {𝑖, 𝑘, 𝑛}, {𝑘, ℓ}}.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑛 = {{𝑖, 𝑘, 𝑛}}, 𝑄 = {𝑖, 𝑘, 𝑛}, 𝑆 = {𝑗, ℓ,𝑚}.
Тогда 𝒜𝑛 ∪ {𝑆} ∖ {𝑄} = {{𝑗, ℓ,𝑚}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑗, ℓ,𝑚}}.
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9. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ}, ℬ2 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ,𝑚}},
𝒜 смешана, лексикографически максиминное и лексикографически
минимаксное решения содержатся в слабо пропорциональном.
10. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ}}, ℬ2 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ,𝑚}}, ℬ3 = {{𝑖, 𝑘,𝑚}, {𝑗, ℓ, 𝑛}},
И лексикографически максиминное, и лексикографически минимакс­
ное решения не содержатся в слабо пропорциональном.
Условие C3 слабой смешанности не выполняется:
Возьмем 𝒜𝑖 = {{𝑖, 𝑗}, {𝑖, 𝑘, 𝑛}, {𝑖, 𝑘,𝑚}}, 𝑄 = {𝑖, 𝑘, 𝑛}, 𝑆 = {𝑗, ℓ, 𝑛}.
Тогда 𝒜𝑖 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}, {𝑗, ℓ, 𝑛}, {𝑖, 𝑘,𝑚}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊃ {{𝑖, 𝑗}, {𝑗, ℓ, 𝑛}, {𝑖, 𝑘,𝑚}}.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑛 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ, 𝑛}}, 𝑄 = {𝑖, 𝑘, 𝑛}, 𝑆 = {𝑗, ℓ,𝑚}.
Тогда 𝒜𝑛 ∪ {𝑆} ∖ {𝑄} = {{𝑗, ℓ, 𝑛}, {𝑗, ℓ,𝑚}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑗, ℓ, 𝑛}, {𝑗, ℓ,𝑚}}.
11. ℬ1 = {{𝑘, ℓ, 𝑛}, {𝑖, 𝑗}, {𝑘, ℓ,𝑚}}, ℬ2 = {{𝑖, 𝑘}, {𝑗, ℓ}},
И лексикографически максиминное, и лексикографически минимакс­
ное решения не содержатся в слабо пропорциональном.
Условие C3 слабой смешанности не выполняется:
Возьмем 𝒜𝑘 = {{𝑘, ℓ, 𝑛}, {𝑘, ℓ,𝑚}, {𝑖, 𝑘}}, 𝑄 = {𝑘, ℓ, 𝑛}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑘 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}, {𝑖, 𝑘}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊃ {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}, {𝑖, 𝑘}}.
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Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑛 = {{𝑘, ℓ, 𝑛}}, 𝑄 = {𝑘, ℓ, 𝑛}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑛 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑖, 𝑗}}.
12. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}}, ℬ2 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ}},
𝒜 слабо смешана, то есть лексикографически максиминное решение
содержится в слабо пропорциональном, а лексикографически мини­
максное нет.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑚 = {{𝑘, ℓ,𝑚}}, 𝑄 = {𝑘, ℓ,𝑚}, 𝑆 = {𝑖, 𝑗}.
Тогда 𝒜𝑚 ∪ {𝑆} ∖ {𝑄} = {{𝑖, 𝑗}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑖, 𝑗}}.
13. ℬ1 = {{𝑖, 𝑗}, {𝑘, ℓ,𝑚}}, ℬ2 = {{𝑖, 𝑘, 𝑛}, {𝑗, ℓ,𝑚}},
𝒜 слабо смешана, то есть лексикографически максиминное решение
содержится в слабо пропорциональном, а лексикографически мини­
максное нет.
Условие слабой перемешанности не выполняется:
Возьмем 𝒜𝑛 = {{𝑖, 𝑘, 𝑛}}, 𝑄 = {𝑖, 𝑘, 𝑛}, 𝑆 = {𝑗, ℓ,𝑚}.
Тогда 𝒜𝑛 ∪ {𝑆} ∖ {𝑄} = {{𝑗, ℓ,𝑚}}.
Не существует такого 𝑝 ∈ 𝑁 , что 𝒜𝑝 ⊂ {{𝑗, ℓ,𝑚}}.
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Заключение
В данной работе дан обзор результатов, касающихся селекторов про­
порционального и слабо пропорционального решений, а именно: лексико­
графически максиминного, лексикографически минимаксного и 𝑔–решений.
Результаты, касающиеся лексикографически минимаксного решения,
являются новыми. Получены условия включения лексикографически мини­
максного решения в пропорциональное и слабо пропорцинальное, а также
условия эквивалентности с другими рассматриваемыми решениями.
Несмотря на внешнее сходство лексикографически минимаксного и
лексикографически максиминного решений, условия их пропорционально­
сти и слабой пропорциональности не аналогичны.
Кроме того, при |𝑁 | 6 6 рассмотрены все наборы коалиций, для ко­
торых слабо пропорциональное решение непусто. Для каждого набора ука­
зано, являются ли лексикографически минимаксные и лексикографически
максиминные решения слабо пропорцинальными.
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