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Abstract. Energy resources are the engines that drive every economy [1,2,3], Therefore, it is necessary to develop 
their exploitation in a friendlier, environmentally and sustainable way indeed it is a critically needed nowadays. Then, 
it is necessary to improve efficiency and optimize renewable energy in order that replace polluting energy sources. 
This work aims to relate the use of forecasting on meteorological variables such as wind speed, wind direction, solar 
radiation, among others, obtained by mathematical models implemented on computer to forecast energy production 
in renewable energies plants. It has been implemented and automated one of the most used models by the scientific 
community in this field, WRF (Weather Research and Forecasting Model). WRF is a next generation mesoscale 
model, designed to serve as a tool for meteorological research in addition to provide forecasts in operational regime. 
This research introduce the topic of energy forecast, mainly of renewable energy, focusing on wind and solar energy, 
basing the study on a better forecasting of meteorological variables in order to use as income in energy production 
forecast. A case study in two Spanish renewable energy plants is exposed.  
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I INTRODUCTION 
The state of the atmosphere is always a 
conditioning factor of human activity. Weather 
forecasting is a staple tool for today's society [4,5]. 
Moreover, the complexity of the physical processes 
involved imply the need for intensive calculations 
using numerical models for its resolution, with a high 
computational cost and sometimes also with human 
cost. In addition, the non-linear nature of the involved 
processes limits the temporal validity of the forecasts 
made, so these need to be recalculated, based on new 
experimental data [6,7].  
The physics of the atmosphere tries to understand 
and explain the thermodynamic and transport 
processes involved in the evolution of the atmosphere 
in a deterministic manner. The equations of energy 
conservation and continuity are established as coupled 
systems through differential equations that describe 
the atmospheric dynamics. In general, this system of 
differential equations does not allow an analytical 
solution, so that’s why the use of techniques for 
solving numerical calculations is necessary. The 
validity of the results obtained through simulation 
depends greatly on the quality of the physical model 
used, accuracy of numerical methods implemented for 
resolution and of data fed into its models. 
Deterministic approach used in the description of 
atmospheric dynamics allows making forecasts of 
conditions from different variables of interest from the 
initial conditions [8]. However, the nonlinear nature of 
the equations governing the evolution of the system 
implies a certain chaotic nature which affects the 
validity of the long-term forecast [9,10].  
In this context a meteorological model is a set of 
differential equations (involving the majority of 
atmospheric physics variables) whose complexity 
resolution is translated into a computer program that 
produces meteorological information to a time in the 
future for certain parts of the world and certain 
altitudes [1,12].  
The models are based on data from meteorological 
probe, weather satellites, and ground observations. 
These observations are processed by data assimilation 
and objective analysis methods that perform quality 
control and obtain values used by mathematical 
algorithms [13]. Then these data are used in the model 
as a starting point for forecasting. 
The calculations performed by these equations 
begin to use meteorological data and determine the 
rates of change of different atmospheric variables. The 
rates of change forecast the state of the atmosphere 
within a short time in the future. The following 
equations apply to this new state of atmosphere to 
calculate new rates of change, and those new rates 
forecast a state of atmosphere for a next time in future 
[14,15]. This process of small increments over the 
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time is repeated continuously until the solution 
reaches time wanted, to obtain the forecast. The time 
lapse of each temporary increase depends on the 
distance at which two points are on the grid, or 
spreadsheet cell. Time steps in global climate models 
may be on order of ten minutes, while time steps used 
in regional models may vary from a few seconds to a 
few minutes [16].  
The MM5 (Mesoscale Meteorological Model 5th 
generation) model is well known within the 
international scientific community, which has been 
validated in a number of works [17,18]. Currently 
there is an advanced version of that model known as 
WRF (Weather Research and Forecasting Model). 
WRF Mesoscale Model is a next generation, designed 
to serve as a tool for atmospheric researches in 
addition to provide forecasts in operational regime 
[3,24]. 
On the other hand, energy resources are the engines 
that drive every economy [2,3], the need to develop 
their exploitation in an environmentally friendlier and 
sustainable manner is a critically needed nowadays. 
Due to that, it is necessary to improve their efficiency 
and optimize it; in order to finally they can replace the 
polluting energy sources. 
This research sought to introduce the topic of 
energy forecasting, mainly from renewable energy 
sources, focusing on wind and photovoltaic. Basing 
the study on improving the input data (meteorological 
variables) for energy forecast models in these kinds of 
energy plants.  
To obtain a better forecast of weather variables 
(irradiation, wind speed and direction, etc.) is essential 
to improve the forecast system reliability in these 
plants [11,21]. This work is focused on the 
implementation and automation of a numerical 
weather forecasting models under a computer system. 
Particular goals of this research were the 
implementation and automation 1  of a numerical 
weather forecast model (WRF) for automatic daily 
forecasting in two domains (Iberian Peninsula and 
Northern Spain) with spatial resolutions of 27 and 9 
km, respectively, in order to improve forecasting 
process in the production of energy in two selected 
renewable energy plants. 
The paper are divided in four sections, the first one 
shows the introduction about the topic under study. 
The second introduces the materials and methods used 
in this research. In the third section are presented two 
studies cases where was implemented the energy 
forecast on base of the forecast of meteorology 
variables. Finally the conclusions are presented. 
                                                          
 
1 Computer Automation: the use of computerized systems or 
electromechanical elements for controlling machinery and/or 
process replaces human operators. In the context of this paper refers 
to the creation of software for autonomous execution of the 
meteorological model. 
II MATERIALS AND METHODS 
A. Meteorological model WRF 
 The structure of manuscripts:  
WRF is an Eulerian 2 , non-hydrostatic 3  and 
compressible 4  model. Their vertical coordinates are 
from hydrostatic pressure and the use of an Arakawa5 
C-grid. WRF is suitable for a wide spectrum of 
applications across scales, ranging from meters to 
thousands of kilometers. Fig. 1 shows the basic flow 
of WRF model execution.  
 
Fig. 1.  Basic flow of WRF model execution (Michalakes et al., 
2004) 
 
WRF Preprocessing System (WPS) is the module 
responsible for performing the pre-processing of 
information. This module consists of the following 
components: i) geogrid.exe that interpolates the 
terrestrial data for calculation domains (Static), ii) 
ungrib.exe that unpack the GRIB weather data and 
pack it into intermediate format files, iii) metgrid.exe 
that interpolate horizontal meteorological data within 
the domain of the model. 
WRF is the main module of the model and is 
responsible for conducting the simulation, it consists 
of: i) real.exe that interpolates vertically the met_em 
files (generated metgrid.exe), creating boundaries and 
initial conditions files and some evidence of 
consistency, ii) wrf.exe that generates the model 
forecast. 
                                                          
 
2 Eulerian model: a fixed reference system (usually the focus 
issuer) is established, and tries to solve the balance equations of 
mass, energy and momentum, with different degrees of 
approximation. 
3 No hydrostatic model: includes a predictive equation for the 
vertical movements. This allows direct processes include 
hydrostatic or buoyancy and dynamic pressure perturbations. In 
contrast, hydrostatic models have no prognostic equations for 
vertical movements and can only indirectly include the effects of 
buoyancy. 
4 Compressible: compressibility of flow is basically a measure 
of the change in density. The gases are generally very compressible; 
however, most liquids have compressibility. 
5 Arakawa: This grid system shows different ways to represent 
and calculate physical orthogonal  quantities, in particular speed and 
the masses of the corresponding quantities.  
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B.  Type of input and output data  
The input data required for the implementation of 
WRF both prediction mode, and re-analysis mode, 
come from the Global Forecasting System (GFS) that 
is a global forecast model by NOAA [22,23]. The 
reason for using WRF in this work is to increase the 
resolution and accuracy of the forecast on the domains 
under the study. 
The GFS model runs four times per day and 
produces forecasts up to 16 days in advance, but with 
decreasing spatial and temporal resolution. It is widely 
agreed that forecast of more than 7 days is very 
general and is not accurate enough. The model is 
executed in two parts: the first has a higher resolution; 
it goes up to 180 hours (7 days) in the future, the 
second part goes from 180 to 384 hours (16 days) on a 
lower resolution. The resolution varies in each part of 
the model: Horizontal, splits the surface of the earth 
cells in 35 or 70 km. Vertical, divides the atmosphere 
into 64 layers and through time produces a forecast for 
every 3 hours for the first 180 hours, after which are 
produced for every 12 hours. 
Input files for WRF have a temporal spatial 
resolution of 35-70 km and 3 or 6 hours depending on 
whether are forecasting or re-analysis. The format of 
these files is GRIB2. GRIB (gridded binary) is a 
mathematically concise data format, commonly used 
in meteorology to store historical and forecast 
meteorological data. As output, WRF returns a 
NetCDF files (Network Common Data Format). The 
feature of this format is that it contains enough 
information to know what kind of data is in the file 
(variable, units, dimensions, institution that created it, 
etc.), unlike other formats that require an additional 
file for proper interpretation. 
Data analysis and generation of the figures and 
maps were carried out by NCAR Command Language 
(NCL) routines. This is an interpreted language 
designed specifically for analysis and visualization of 
scientific data. 
C.  Execution Model Formats 
This research raised two formats of model 
configuration: a) Forecasting for 48 hours. In this 
configuration the inputs to the model are from the first 
forecast of the GFS (0:00H) with a forecast up to 48 
hours on the domains under the study. The speciations 
of the files used for forecasting process are i) Name: 
gfs.t00z.pgrbf00.grib2. ii) Model: GFS. Iii) Cycle: 
00Z. iv) Forecast: analysis. v) Number of Records: 
299.  b) Reanalysis of 48 hours. In this configuration 
the input data also come from one of the executions of 
the GFS, but data that is used in this case, contain 
information from data assimilation modules and a 
greater number of observations. The output data of the 
assimilation process (National Centers for 
Environmental Prediction, NCEP FNL) have a 
resolution of 1.0x1.0 degrees and are operationally 
prepared every six hours. These come from the system 
of global data assimilation (GDAS) that is 
continuously collecting data from observation of the 
Global Telecommunications System (GTS) and other 
sources, which are subjected to many tests for 
interpretation and final assimilation. Therefore, with a 
greater amount and more reliable data as input for 
WRF a reanalysis simulation of the last 48 hours is 
obtained as result of this configuration. 
 
Fig. 2. Forecasting for 48 hours 
 
 
Fig. 3. Reanalysis for 48 hours 
 
D. Operating Mode  
The operational mode refers to the formats of 
operational configuration of the model for specific 
purposes of this research. To create these modes was 
used the formats discussed above, implementation 
tailored to each of demands. In this case the mode 
runs a 48-hour forecasting simulation for the next two 
days and five 48-hours reanalysis simulations - for the 
five days immediately preceding execution date. This 
configuration is achieved to obtain a weather forecast 
(methodological variables) for the next 48 hours over  
selected domains in less than 20 minutes. 
Moreover, reanalysis data (Simulations with 
GDAS) for the last 5 days help to conduct validation 
studies and test the meteorological model, and energy 
forecasters as well. 
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E. Operating Mode   
 
Fig. 4. Model automation scheme 
 
The Fig. 4 shows the general operation flow chart 
of the automation program. The different execution 
activities of the model were divided in order to 
achieve the automation. These activities were 
programmed into independent modules that execute 
defined tasks to be linked into a global structure 
(Allrun_xx.sh script file). In this way the overall 
process is performed by executing a single script 
thread launching necessary to achieve the task. The 
automation was performed by including the general 
script in the scheduled list of the system (cron 
daemon) under Linux.  
Further is described precisely the purpose of each 
of the modules, in addition - the corresponding scripts 
and main characteristics also are mentioned: i) 
Cleanup Module (M1 Cleaning): The overall purpose 
of this module is to delete all additional files that have 
been created in the last run of the model. It has a 
single script for forecasting and reanalysis modes. The 
module routines run in less than one second. ii) Data 
Collection Module (M2 Get Data): Daily, this module 
downloads all data GRIB2 which is necessary for the 
model to start to work. The forecast modes have a 
unique script and the reanalysis modes uses three files 
that perform and set the download field, do the 
downloading and ordering of the input files 
respectively. These routines run in an average of five 
minutes, depending on the availability of data on the 
remote server. iii) Module creation initialization file 
(M3 Make Name List): The module aims is to create 
initialization files (namelist.wps and namelist.input), 
which are used by the model to start the simulation. 
This module has two autonomous scripts in order to 
generate both files in each configuration. The first file 
determines simulation hours, start date, end date, time 
interval of the input files, georeferencing and 
resolving domains for the WPS module. The second 
file determines simulation hours, start and end dates, 
georeferencing and physical models used in the 
simulation to run the WRF module. 
The average execution of this module is from 1 to 5 
seconds, depending on execution format and it is an 
independent module of the input data. iv) WPS 
preprocessing module (M4 WPS): The module is 
responsible for automating task of the WPS 
preprocessing. The module performs the automatic 
execution of all necessary subroutines to run WPS. 
This module is dependent on the input data and 
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previous made for previous modules and it has four 
scripts: EXECUTED link_grib (1 second), 
EXECUTED geogrid (25 seconds), EXECUTED 
ungrib (60 seconds), EXECUTED metgrid (120 
seconds) MODULE EXECUTED WPS (206 seconds). 
v) WRF simulation module (M5 WRF): This module is 
responsible for automating WRF simulation tasks. 
Module performs automatic execution with all 
necessary simulation subroutines to run WRF. This 
module is dependent on the generated data in the 
preprocessing WPS module and in the generating 
initialization files process. It is the module that 
demands more computing and time resources. It has 
four scripts: EXECUTED copy meth (5 seconds), 
EXECUTED Real (25 seconds), EXECUTED wrf (12 
minutes), EXECUTED copy out (60 seconds). vi) 
Module automatic validation (M6 Validation): The 
purpose of this module is to provide an automatic 
validation of the reliability of the model used for 
weather forecasting. It is accomplished by comparing 
output data of the forecasting processes with the 
output data of the reanalysis process for each of the 
variables analyzed. It has 1 script that has an average 
60 seconds execution time. 
F. Validation Format -Meteorological Model  
The validation process of the output data of weather 
model has been set using a routine that calculate the 
mean square deviation (RMSD) with the forecasting 
and re-analysis data for each simulation period and 
each spatial point of the domain under study. In this 
way an efficient evaluation of effectiveness of the 
forecast is achieved continuously. The RMSD is 
widely used in a quantizer verification of numerical 
models and is defined as: 
n
xx
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n
i ii  1 2.2,122121 ))())(()(     (1) 
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process, θ2 represents data generate in the process of 
re-analysis and at the same time θ1 y θ2 are defined as: 
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n is the number of points used for the forecasting and 
reanalysis process. 
Specifically, the RMSD process takes a point 
within the forecast domain and subtracting it from its 
counterpart in the re-analysis domain to find the 
specific deviation, then it has to be squared to remove 
negative factors and a sum is performed within the 
entire interval n, it is divided to the number of samples 
to get the average value; finally the square root is 
removed. This procedure extends it to all points within 
the timeline by which was made the forecast. 
Fig. 5 shows the RMSD time trends of two wind 
components (V and U) for 48-hours simulation. In 
general, the RMSD follows the same trend and has the 
same magnitude for all domains under the study and 
for every period of 48 hours. RMSD value is 
increasing as the forecasting period increases. This is 
due to accumulation of errors in both the forecast and 
re-analysis process, besides the non-linearity of the 
differential equations that govern these physical 
phenomena. 
 
Fig. 5. Validation (RMSD between forecasting and data re-analysis 
data for domain 1 for variables U and V wind). 
III CASES STUDY 
A. Case study: Wind energy plant (Cabo Vilan, 
Spain) 
In this section is presented a case study of a wind 
energy plant in the north of Spain, for which is taken 
real data from a meteorological stations controlled by 
AEMET (Agencia Estatal de Meteorología, Spain), 
which had been contrasted with the data obtained by 
the execution of the model in order to forecast the 
energy production in a wind turbine in the plant. The 
period of analysis is 61 days. Data recorded by the 
meteorological station at Cabo Vilan, in the province 
of A Coruña, Spain, from the network of stations 
AEMET, the frequency of the data available were 10 
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minutes. The geo-position is: Latitude: 43.160556, 
Longitude: -9.210833, Altitude: 50 meters. 
The Fig. 6 shows the average wind speed, it can be 
observed that both modeled and experimental data 
show similar patterns, particularly in qualitative 
aspects (in the manner that they shown variations). On 
the quantitative aspect, we can see less similarity, 
where it can be seen that the curve from the model is 
softer than from experimental data pattern. 
 
Fig. 6. Average wind speed. Blue curve represents data from the model and red curve represents experimental data. 
  
An important feature of wind energy is that the 
power output of a wind turbine is proportional to the 
cube of the wind speed (Hellmann‘s exponential law) 
and a own characteristic curve-potential of each 
turbine. Therefore a greater precision is required in the 
data associated with this type of action than for other 
applications. In this study were used the potential-
curve that shows it on Fig. 7 (theoretical curve), it 
represents standard conditions: Ambient 15 ° C, 
pressure 1013 mbar and air density of 1.225 kg/m3, 
rotor blades clean and no disturbed horizontal airflow. 
 
Fig. 7: Potential-curve. Blue curve represents modeled curve, red 
represents experimental curve and green represents theoretical 
curve. 
 
 
Fig. 8. Energy production from a wind turbine. Blue curve represents data from the model and red curve represents experimental data. 
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Now, in order to get energy forecast, was used the 
data set from a model on this specific variable and the 
potential-curve presented above. 
Fig. 8 shows both curves, first that come from the 
model and the second comes from experimental data; 
we can discern that there is some similarity between 
two curves, especially in qualitative terms. However 
in quantitative aspect there is already a major 
difference caused mainly, as is mentioned before, by 
the accumulation of errors of the average wind speed 
variable that come from meteorological model. The 
mean square deviation for each of considered 
variables (wind speed and energy production) was 
performed. There are some values that represent major 
errors, therefore they should be discarded in order to 
neither distort nor hinder the study. Regardless of 
these major errors, which are specific values, most 
points considered, show a standard deviation about 3.5 
for wind speed variable and 352 for energy 
production. Once again, it should be mentioned that 
the resulting error in the energy production is 
proportional to the cube of error introduced in the 
average wind speed of the meteorological model 
because of the cubic relationship between these two, 
in our specific study case this proportion was around 
four times. On the other hand the total forecasted 
energy production by the model during the studied 
period was around 124 Mw meanwhile the 
experimental energy production was around 339 Mw 
by turbine (63.5% of error).   
B. Case Study: Photovoltaic energy plant 
(Valladolid, Spain) 
In this section is presented a case study of a 
photovoltaic energy plant in the north of Spain, for  
which are taken real data from the photovoltaic plant 
of Valladolid, which had been contrasted within 
obtained data by running model and treated to forecast 
the energy production. The period of analysis is 61 
days. The geo-position is: Latitude: 41.6451, 
Longitude: -4.8146. 
Fig. 9 shows the irradiation variable, as in the wind 
case it can be observed that both modeled and 
experimental data show similar patterns, particularly 
in qualitative aspects (in the manner that they shown 
variations). On the quantitative aspect, we can see less 
similarity, where it can be seen that the curve from the 
model is softer than from experimental data pattern, 
but certainly shows a better approximation than wind 
case. 
 
Fig. 9. Irradiation. Blue curve represents data from the model and red curve represents experimental data. 
In order to forecast energy productions, in this case 
have been energy forecasters, which take as input 
variable the solar radiation (meteorological variable). 
This forecaster was constructed, based on 
experimental data of production from photovoltaic 
plant as an intervals function, like it is shown in 
Formula 4. Note that, the resulting forecast error is 
dependent of the forecaster used. 

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 1860radiation if      63011-on)Ln(radiati*8654,8
1860<radiation if                                              0
EngP    (4) (1) 
As in wind case, we can see that there is a similarity 
between these two, especially in the qualitative aspect, 
regarding to the actual energy production data. 
However in the quantitative aspect there is already a 
major error, caused primarily, as mentioned before, by 
the accumulation of errors from the meteorological 
forecast model and from the energy forecaster used. 
Also, the mean square deviation for each of 
considered variables (irradiation and energy 
production) was performed. Therefore most points 
considered show a standard deviation about 895 for 
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irradiation variable and 3782 - for energy production. 
On the other hand the total forecasted energy 
production by the model during the studied period was 
around 6025 Mw meanwhile the experimental energy 
production was around 5392 Mw (10.5% of error).   
 
 
Fig. 10. Energy production from the photovoltaic plant. Blue curve represents data from the model with  static forecaster and red curve 
represent experimental data. 
IV CONCLUSIONS  
In order to have an optimal manage of renewable 
energy sources such as wind or solar, it is essential to 
have a system of accurate, robust and reliable energy 
forecast. Better understanding and accuracy in the 
forecasting of meteorological variables affect directly 
the forecasting of energy in plants that use the natural 
resources mentioned. An accurate forecast can 
generate significant both economic benefits and 
energy efficiency, especially in electricity markets 
where there are penalties by inaccurate energy 
forecasts (liberalized markets). On the other hand, In 
these markets also there are benefits when the 
forecasts are conform to the actual energy production. 
So, to ensure greater profitability to renewable energy 
plants, it is essential that energy producers have a 
reliable energy forecast system. 
Case studies showed significant deviations in the 
forecast of the variables under the study. However it is 
important to mention that further improvement in 
energetic forecasters would significantly improve the 
results obtained with these systems. This improvement 
in these forecasters has been outside of the scope of 
the study but is a line of research to continue. Also it 
is important to mention that the variations, observed in 
cases study, are due to some specific circumstances, 
such as: intrinsic special characteristics of the study 
site (land mass, front water mass), the accumulation of 
errors in the model and non-linearity of differential 
equations governing the phenomenon. 
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