Consider a random access communication scenario over a channel whose operation is defined for any number of possible transmitters. Inspired by the model recently introduced for the Multiple Access Channel (MAC) with a fixed, known number of transmitters by Polyanskiy, we assume that the channel is invariant to permutations on its inputs, and that all active transmitters employ identical encoders. Unlike Polyanskiy, we consider a scenario in which neither the transmitters nor the receiver know which or how many transmitters are active. We refer to this agnostic communication setup as the Random Access Channel, or RAC. Limited feedback is used to ensure that the collection of active transmitters remains fixed during each epoch. The decoder is tasked with determining from the channel output the number of active transmitters (k) and their messages but not which transmitter sent which message. The central result of this work demonstrates the achievability on a RAC of performance that is first-order optimal for the MAC in operation during each coding epoch. While prior multiple access schemes for a fixed number of transmitters require 2 k − 1 simultaneous threshold rules, the proposed scheme uses a single threshold rule and achieves the same dispersion.
Abstract-Consider a random access communication scenario over a channel whose operation is defined for any number of possible transmitters. Inspired by the model recently introduced for the Multiple Access Channel (MAC) with a fixed, known number of transmitters by Polyanskiy, we assume that the channel is invariant to permutations on its inputs, and that all active transmitters employ identical encoders. Unlike Polyanskiy, we consider a scenario in which neither the transmitters nor the receiver know which or how many transmitters are active. We refer to this agnostic communication setup as the Random Access Channel, or RAC. Limited feedback is used to ensure that the collection of active transmitters remains fixed during each epoch. The decoder is tasked with determining from the channel output the number of active transmitters (k) and their messages but not which transmitter sent which message. The central result of this work demonstrates the achievability on a RAC of performance that is first-order optimal for the MAC in operation during each coding epoch. While prior multiple access schemes for a fixed number of transmitters require 2 k − 1 simultaneous threshold rules, the proposed scheme uses a single threshold rule and achieves the same dispersion.
I. INTRODUCTION
Access points like WiFi hot spots and cellular base stations are, for wireless devices, the gateway to the network. Since little is known about how to code under high variation in the number of communicators, access points are also a critical network bottleneck. Multiple-transmitter channels are well understood in information theory only when the number and identity of transmitters are fixed and known. Even in this known-transmitter regime, information-theoretic solutions are too complex to implement. As a result, orthogonalization methods, such as TDMA, FDMA, and orthogonal CDMA are used instead. Orthogonalization simplifies coding by scheduling transmitters, but it can at best attain a sum-rate equal to the channel's single-transmitter capacity, which is significantly smaller than the maximal multi-transmitter sum-rate.
Most current random access protocols rely on collision avoidance, which again cannot surpass the single-transmitter capacity and may be significantly worse since scheduling or coordinating among an unknown set of transmitters is difficult. Example strategies include variations of legacy (slotted) ALOHA and carrier sense multiple access (CSMA) algorithms. ALOHA, which uses random transmission times and back-off schedules, achieves only about 37% of the singletransmitter capacity [1] . coding is "treating interference as noise," which is part of newer CDMA-based standards. While better than ALOHA, this strategy is still far inferior to the theoretical limits.
Even from a purely theoretical perspective, a satisfactory solution to random access remains to be found. The MAC model in which k out of K transmitters are active was studied in [2] - [4] . Two-layer MAC decoders, with outer layer codes that work to remove channel noise and inner layer codes that work to resolve conflicts, are proposed in [5] , [6] . The codes in [2] - [5] are designed for a predetermined number of transmitters, k; it is not clear how robust they are to uncertainty about the number of transmitters. The paper [7] considers a random access model in which the receiver knows the transmitter activity pattern, the transmitters opportunistically send data at the highest possible rate, and the receiver recovers as much as it can under the current channel conditions. More details on the history appear in [8] , [9] . This paper asks whether it is possible, in a scenario where no one knows how many transmitters are active, for the receiver to almost always recover the messages sent by all active transmitters. Surprisingly, we find that not only is reliable decoding possible in this regime, but, for the class of permutation-invariant channels [8] , it is possible to attain both the capacity and the best known second-order term (dispersion) of the MAC in operation; that is, we do as well in first-and second-order performance as if the transmitter activity were known everywhere a priori. The proposed code's variable rate is obtained not by varying the codebook size but instead by allowing the decoder to vary its decoding time depending on the observed channel output.
Codes that employ variable decoding times are called rateless codes. Rateless codes were analyzed originally by Burnashev [10] , who computed the error exponent of variable-length coding over a known point-to-point channel, and later by Polyanskiy et al. [11] , who provided a dispersion-style analysis of the same scenario. Analyses of rateless coding under a variety of point-to-point channel models appear in [12] - [15] .
Our approach differs from prior rateless codes in its use of feedback. The codes in [10] - [15] employ arbitrary decoding times and "single-bit" feedback: the decoder transmits a single bit to the encoder(s) when it is ready to decode. This strategy requires transmitters to listen for a single bit of feedback (with the alphabet {"transmission","no transmission"}) at every time step, creating a heavy burden on the transmitters -especially in wireless networks without full-duplex communication. Rather than allowing arbitrary decoding times, we fix the times n 1 , n 2 , . . . at which the decoder decodes if it believes that there are 1, 2, . . . transmitters. The decoder transmits a single-bit acknowledgment to all encoder(s) at each time n 1 , . . . , n t specifying whether or not it is ready to decode. As a result, the transmitters must listen for feedback only at a fixed, finite collection of times.
In this paper, we view the RAC as a collection of all possible MACs that might arise from the transmitter activity pattern. The idea of viewing an unknown channel as a collection of possible channels, without assigning an a priori probability to each, is known as the compound channel model [16] . 1 For single-transmitter compound channels, it is known that if the decoding time is fixed, the transmission rate cannot exceed the capacity of the weakest channel in the collection [16] , and the dispersion may be smaller [17] . With feedback and allowing a variable decoding time, one can do much better [12] - [15] .
Polyanskiy [8] argued for removing the transmitter identification task from the physical layer encoding and decoding procedures of a MAC. As he pointed out, such a scenario was previously discussed by Berger in the context of conflict resolution [18] . Polyanskiy also suggested studying MACs whose conditional channel output distributions are insensitive to input permutations. In such channels, if all transmitters use the same codebook, then the receiver can at best hope to recover the messages sent, but not the transmitter identity.
In this paper, we build a random access communication model from a family of permutation-invariant MACs and employ identity-blind decoding at the receiver. Although not critical for the feasibility of our approach, these assumptions lead to a number of pleasing simplifications of both our scheme and its analysis. For example, the collection of MACs comprising our compound RAC model can be parameterized by the number of active transmitters rather than by the full transmitter activity pattern. We provide a second-order analysis of the rate universally achieved by our scheme over all transmitter activity patterns, taking into account the possibility that the decoder may misdetect the current activity pattern and decode for a wrong channel. Leveraging our observation that for a symmetric MAC the fair rate point is not a corner point of the capacity region, we show that a single-threshold decoding rule attains the fair rate point. This differs significantly from traditional MAC analyses, in which 2 k − 1 simultaneous threshold rules are used. Second-order analyses of multiplethreshold decoding rules for the MAC were obtained in [19] - [23] . A non-asymptotic analysis of variable-length coding with "single-bit" feedback on a Gaussian MAC was given in [24] .
In short, this paper develops a random access architecture that can handle uncoordinated transmissions of a large and random number of transmitters and delivers theoretical performance guarantees. Our system model and the proposed communication strategy are laid out in Section II. The main result is presented in Section III. The proofs are found in Section IV and the extended version [9] .
II. PROBLEM SETUP
For any positive integers i, j let [i] = {1, . . . , i} and [i : j] = {i, . . . , j}, where [i : j] = ∅ when i > j. For any sequence x = (x 1 , x 2 , . . .) and any ordered set C ⊆ N, vector x C (x c : c ∈ C). For any vectors a and b with the same dimension, we write a π = b if there exists a permutation π of b such that a = π(b), and a π = b otherwise. A memoryless symmetric RAC (henceforth called simply a RAC) is a memoryless channel with 1 receiver and an unknown number of transmitters. It is described by a family of stationary, memoryless MACs
each indexed by a number of transmitters, k; the maximal number of transmitters is K for some K ≤ ∞. The ktransmitter MAC is described by input alphabet X k , output alphabet Y k , and conditional distribution P Y k |X [k] . When k transmitters are active, the RAC output is Y = Y k . By assumption, the impact of a channel input on the channel output is independent of the transmitter from which it comes; therefore each channel in (1) is assumed to be permutationinvariant, giving
Since, for any s < k, MAC-s is physically identical to MAC-k operated with s active and k − s silent transmitters, we use 0 ∈ X to represent transmitter silence and require reducibility: The receiver considers decoding at each time n 1 , n 2 , . . ., choosing to decode at time n t only if it believes at that time that the number of active transmitters is t. Since the transmitters must listen only at a finite collection of time steps, feedback rate approaches to 0 bits per channel use as blocklength grows.
Each transmitter knows nothing about the set of active transmitters A ⊂ N beyond its own membership and what it learns from the receiver's feedback, and the receiver knows nothing about A beyond what it learns from the channel output Y . (We call this agnostic random access.) As in [8] , we assume that every transmitter employs the same encoder. (We call this symmetrical encoding.) Under these assumptions, the reducibility, permutation-invariance, and symmetrical encoding properties together imply that the decoder can at best distinguish which messages were transmitted rather than by whom they were sent. We therefore assume without loss of generality that |A|= k implies A = [k], and thus the family of k-transmitter MACs in (2) indeed fully describes the behavior of a RAC. In practice, transmitter identity could be included in the header of each log M -bit message or at some other layer of the stack.
The following definition formalizes the rateless codes for agnostic random access described above.
used by all transmitters and a collection of decoding functions:
such that if k transmitters are active, then, with probability at least 1 − k , the k messages are correctly decoded at time n k . That is, 3 
where W [k] are the independent and equiprobable messages of transmitters [M ], and the given probability is calculated using the conditional distribution P Y n k
The following definitions are useful for the discussion that follows. When k transmitters are active, marginal distribution P Y k is determined by input distribution P X [k] . The information density and conditional information density are defined as
The corresponding mutual informations are
Throughout, we also denote for brevity 2 The maximum number of transmitters K = +∞ is permitted, in which case n K in (4) is replaced by ∞. 3 Recall that π = / π = denote equality/inequality up to a permutation.
The expected value of the t th information density ı t (x A ; y t ) evaluated on channel output Y k is denoted by
To ensure the existence of codes satisfying the error constraints in Definition 1, we assume that there exists a P X such that when X 1 , X 2 , . . . , X K are distributed i.i.d. P X , then the conditions in (13)-(17) below are satisfied.
The friendliness assumption states that for all s ≤ k ≤ K,
Friendliness implies a silence transmitter is at least as good for the decoder as a transmitter that reveals its transmission to the decoder. Naturally, (13) can always be satisfied with an appropriate designation of the "silence" symbol.
The interference assumption states that for any s and t, X [s] and X [s+1:t] are conditionally dependent given Y k , giving
Assumption (14) eliminates all trivial RACs in which different transmitters do not interfere.
Finally, the following moment assumptions enable the second-order analysis presented in Theorem 1 below:
All discrete memoryless channels (DMCs) satisfy (16)- (17) [25, Lemma 46] as do Gaussian noise channels. Common channel models from the literature typically also satisfy (15) .
Example channels meeting (2), (3), (13)-(17) include the Additive White Gaussian Noise (AWGN) RAC,
where each X i ∈ R operates under a power constraint P and Z ∼ N (0, σ 2 ) for some σ 2 > 0, and the adder-erasure RAC,
where
The following lemma describes the natural orderings possessed by RACs that satisfy (2), (3) (13), and (14) and is key to the feasibility of our achievability scheme. The proof is found in the extended version [9] . Lemma 1. Let X 1 , X 2 , . . . , X k be i.i.d. Under permutationinvariance (2), reducibility (3), friendliness (13), and interference (14) , 
For any family of MACs for which a single P X maximizes I k (X [k] ; Y k ) for all k, the proposed sequence of codes converges to the symmetrical rate point on the capacity region of the MAC with the same number of transmitters. Theorem 1. (Achievability) For any RAC
, satisfying (2), (3), any K < ∞ and any fixed P X satisfying (13)- (17) , there exists an (M, {(n k , k )} K k=1 ) code provided
du is the Gaussian complementary cumulative distribution function.
To shed light on the statement of Theorem 1, consider a channel satisfying (13)-(17) for which the same distribution P X achieves the maximum of I k for all k. For example, for the adder-erasure RAC in (19) , Bernoulli-1/2 P X attains max I k for all k. Lemma 1 guarantees the existence of the choice of encoding blocklengths n 1 < n 2 < . . . < n K such that the right sides of (21) are all equal regardless of k ∈ [K]. Theorem 1 certifies that for some channels, rateless codes with encoders that are, until acknowledgment, agnostic to the transmitter activity pattern perform as well (in both first-and second-order terms in (21) ) as the best known transmission scheme designed with complete knowledge of transmitter activity.
Under capacity achieving distribution (Bernoulli-1/2), I k and V k for the adder-erasure RAC in (19) can be approximated for a large k as
Our result in (22), (23) not only provides a close approximation to I k and V k for the adder-erasure RAC, but also reveals how those values depend on k and δ. The derivation of (22) and (23) relies on a higher order Stirling's approximation and can be found in the extended version [9] . Theorem 1 follows from Theorem 2, which bounds the error probability of the finite-blocklength RAC code defined in Section IV. When k transmitters are active, the error probability is k , which captures both errors in the estimate t of k and errors in the reproductionŴ [t] of W [k] when t = k.
Although it is highly desirable to prove a converse result with second-order term matching that in (21) , it remains an open problem whether such a converse exists even for a discrete memoryless MAC (DM-MAC). Dueck derived the first strong converse for DM-MAC by leveraging the blowingup lemma [26] under our average error definition of capacity. Ahlswede further improved Dueck's result by using a "wringing technique" to show that the codeword pairs are almost independent [27] . However, [27] exhibits a secondorder term O( √ n log n) that does not match the inner region given in Theorem 1, and the sign of the term O( √ n log n) is also not specified. For capacity under maximum error, Moulin proposed a new converse technique in [28] , which uses binary hypothesis testing as in [25] and leads to a second-order term that matches our result in (21) . Moulin's result does not prove the converse of capacity under average error since it is known that the capacity regions for the maximum and average error probability can be different in general [29] .
satisfying (2), (3), any K ≤ ∞, and a fixed input distribution P X , there exists an (M,
for all k, where the λ k s,t and γ t values are constants and, for any n, (X n [k] ,X n [k] , Y n k ) represents a random sequence drawn i.i.d. according to P
In the operational regime of interest, the dominating term is (24) , which is the probability that the true codeword set produces a low information density. The remaining terms are all negligible. The remaining terms bound the probability that two or more transmitters pick the same codeword (25) , the probability that the decoder estimates the number of active transmitters as t for some t < k and decodes those t messages correctly (26) , and the probability that the decoder estimates the number of active transmitters as t for some t ≤ k and decodes the messages from s of those t transmitters incorrectly and the messages from the remaining t−s of those transmitters correctly (27)- (28) .
A description of the proposed RAC code and the proof outlines appear in Section IV.
IV. THE RAC CODE AND ITS PERFORMANCE
The finite-blocklength RAC code used in the proofs of Theorem 1 and Theorem 2 is defined as follows.
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Encoder Design: An (M, {(n k , k )} K k=1 ) RAC code employs the same encoder f(·) at every transmitter. For any w [k] ∈ [M ] k , we use f(w [k] ) to denote the encoded description of w [k] , giving f(w [k] ) = (f(w 1 ), . . . , f(w k )). The analysis in Section IV-A employs Shannon's random coding argument with codewords drawn i.i.d. as f(1), f(2), . . . , f(M ) ∼ i.i.d.
for some fixed P X on alphabet X . Decoder Design: For each k, after observing the output y n k , decoder g k employs a single threshold rule
for some constant γ k , chosen before the transmission starts. By permutation-invariance (2) and symmetrical encoding, all permutations of the message vector w [k] give the same mutual information density. We use the ordered permutation specified in (30) as a representative of the equivalence class with respect to the binary relation π =.
When there is more than one ordered w [k] that satisfies the threshold condition, decoder g k chooses among them uniformly at random. All such events are counted as errors in the error probability bound below.
A. Proof of Theorem 2
The proof consists of separately bounding the probabilities of the error events described after the statement of Theorem 2. To certify that the single-threshold decoder in (30) does not incur a penalty compared to traditional schemes with 2 k − 1 thresholds, we use a delayed application of the union bound removing first the common part of the intersecting events that a wrong codeword meets the threshold in (30).
B. Proof of Theorem 1
The proof consists of an asymptotic analysis of Theorem 2. In addition to standard Berry-Esséen-style arguments, the analysis relies on natural orderings of mutual informations possessed by the collection of channels in (1) (Lemma 1) and enabled by the symmetry assumptions of Section II.
