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Abstract
We consider the problem of solving the linear system Ax = b, where A is the coefficient matrix, b is
the known right hand side vector and x is the solution vector to be determined. Let us suppose that A is a
nonsingular square matrix, so that the linear system Ax = b is uniquely solvable.
The well known Sherman–Morrison formula, that gives the inverse of a rank-one perturbation of a matrix
from the knowledge of the unperturbed inverse matrix, is used to compute the numerical solution of arbitrary
linear systems, in fact it can be repetitively applied to invert an arbitrary matrix. We describe some interesting
properties of the method proposed.
Finally we show some numerical results obtained with the method proposed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We begin introducing some notations. Let N, R be the sets of natural, and real numbers, respec-
tively. Let a ∈ R be a generic real number, we denote with |a| the absolute value of a. Let m ∈ N,
we denote with Rm the m-dimensional real Euclidean space. Let x = (x(1), x(2), . . . , x(m))t ∈
Rm be a generic vector, where the superscript t denotes the transposition operation, for y ∈ Rm
we denote with xt y the Euclidean scalar product of x and y, and with ‖x‖p the usual vector p-
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norm of x, where 1  p ∞. Let k ∈ {1, 2, . . . , m} we denote with ek ∈ Rm the kth element of
the canonical basis of Rm, i.e. ek(j) = 0, j /= k, and ek(k) = 1. Let n ∈ N, we denote with
MR(m, n) the space of real matrices having m rows and n columns. Let A ∈MR(m, n), for
i = 1, 2, . . . , m, j = 1, 2, . . . , n we denote with A(i; j) the entry of A in row i and column j .
Let z ∈ Rn, we denote with B = x zt ∈MR(m, n) the rank-one matrix having entries: B(i; j) =
x(i)z(j), i = 1, 2, . . . , m, j = 1, 2, . . . , n. We denote with B = diag(x) ∈MR(m,m) the diag-
onal matrix whose entries are defined as follows: B(i; i) = x(i), i = 1, 2, . . . , m. We denote
with Im the identity matrix inMR(m,m). Let A ∈MR(m,m) we denote with det(A) the deter-
minant of A, with ‖A‖p, where 1  p ∞, the operator norm of A induced by the vector
p-norm in Rm. When det(A) /= 0 we denote with A−1 ∈MR(m,m) the inverse of A, with
kp(A) = ‖A‖p‖A−1‖p the condition number of A in the p-norm.
Let N be a positive integer. Let A ∈MR(N,N) and b ∈ RN . We always suppose that A is a
nonsingular matrix, that is det(A) /= 0, and we consider the linear system
Ax = b. (1)
Let x = x∗ ∈ RN be the solution of (1).
We consider numerical methods for the solution of (1), these methods are based on the well
known Sherman–Morrison formula: given B ∈MR(N,N), u, v ∈ RN , such that det(B) /= 0,
det(B + u vt) /= 0, we have:
(B + u vt)−1 = B−1 − B
−1u vtB−1
1 + vtB−1 u , (2)
see [1] or [2, p. 50] for a detailed discussion. This formula can be used to solve linear system (1),
in fact it is possible to rewrite A as a finite sum of rank-one matrices and to invert this matrix by a
repeated application of (2). This general scheme has been proposed to solve several different pro-
blems, such as for example the solution of general linear systems [3], the efficient solution of tridia-
gonal linear systems [4], and the preconditioning of large sparse nonsymmetric linear systems [5].
The method proposed in this paper resembles the ones presented in [4,5]. We show that this
method can be stabilized using pivoting techniques. Moreover, we provide some interesting pro-
perties of the method: once linear system (1) is solved, we can easily compute the determinant
of A, the inverse of A, and the solution of linear system (1) with other different right hand side
vectors in place of b.
We report some results of the numerical experience with the method proposed. In particular, we
compare this method with well known methods, i.e. the Restarted Generalized Minimum Residual
Method [6], the Gaussian Elimination Method with Partial Pivoting. The comparison is made on
two classes of test problems: linear systems having Pascal, Cauchy, and Vandermonde matrices
as coefficient matrix, and randomly generated linear systems. Finally, we report some numerical
results for the preconditioning of large sparse nonsymmetric linear systems. In particular, we
consider the Biconjugate Gradient Method [7], and for this iterative method we compare the
incomplete LU preconditioning with the approximate inverse preconditioning proposed in [5].
Moreover, for this last preconditioning technique, we show the improvements provided by pivoting
techniques.
In Section 2 we give the description of the method, and a detailed analysis of the method.
In Section 3 various pivoting techniques are discussed. In Section 4 we show some numerical
results in the solution of dense linear systems. In Section 5 we show some numerical results
in the preconditioning of large sparse nonsymmetric linear systems. In Section 6 we give some
conclusions and some possible developments of this paper.
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2. The numerical method
An arbitrary matrixA ∈MR(N,N) can be always expressed as sum of a givenA0 ∈MR(N,N)
and M rank-one matrices, that is
A = A0 + u1vt1 + u2 vt2 + · · · + uM vtM, (3)
where uj , vj ∈ RN , j = 1, 2, . . . ,M . The number M depends on A, A0, and on uj , vj , j =
1, 2, . . . ,M , however, we can always choose M  N .
Remark 1. Let A ∈MR(N,N) be a given matrix having diagonal entries different from
zero, i.e. A(j ; j) /= 0, j = 1, 2, . . . , N ; then representation (3) can be always given by:
A0 = diag((A(1; 1), A(2; 2), . . . , A(N;N))t), M = N , and, for j = 1, 2, . . . , N , uj equal to
the j th column of matrix A − A0 and vj = ej , that is the j th element of the canonical basis
of RN .
Let us consider the coefficient matrix A in (1) expressed as in (3). For l = 0, 1, . . . ,M , let
Al = A0 + u1 vt1 + u2 vt2 + · · · + ul vtl ∈MR(N,N), x = xl ∈ RN be the solution of the linear
system Alx = b, and for k = l + 1, l + 2, . . . ,M , y = yl,k ∈ RN be the solution of the linear
system Aly = uk . When l = M vector xl is the solution of (1); moreover, for each l > 0 we have
Al = Al−1 + ul vtl , so from the Sherman–Morrison formula we obtain:
xl =
(
A−1l−1 −
A−1l−1ul v
t
lA
−1
l−1
1 + vtlA−1l−1ul
)
b = xl−1 −
vtl xl−1
1 + vtl yl−1,l
y
l−1,l , (4)
y
l,k
=
(
A−1l−1 −
A−1l−1ul v
t
lA
−1
l−1
1 + vtlA−1l−1ul
)
uk = yl−1,k −
vtl yl−1,k
1 + vtl yl−1,l
y
l−1,l . (5)
Thus, from the knowledge of x0 we can compute the solution x∗ = xM of (1) by a repeated
application of formulas (4), (5). We summarize this procedure in the following algorithm.
Algorithm 1. Given nonsingular matrices A,A0 ∈MR(N,N), and given vectors uj , vj ∈ RN ,
j = 1, 2, . . . ,M , such that representation (3) holds, compute the approximate solution x = xM ∈
RN of linear system (1) as the result of the following steps:
(i) compute the solution x = x0 ∈ RN of A0x = b;
(ii) if M > 0, then for k = 1, 2, . . ., M compute the solution y = y0,k ∈ RN of A0y = uk , go
to step (iii); otherwise go to step (v);
(iii) for l = 1, 2, . . . ,M − 1 compute:
xl = xl−1 −
vtl xl−1
1 + vtl yl−1,l
y
l−1,l ,
y
l,k
= y
l−1,k −
vtl yl−1,k
1 + vtl yl−1,l
y
l−1,l , k = l + 1, l + 2, . . . ,M;
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(iv) compute:
xM = xM−1 −
vtM xM−1
1 + vtM yM−1,M
y
M−1,M ;
(v) stop.
We note that step (iii) is not performed when M = 1. Vector y
l−1,l can be seen as the pivot of
the iteration lth in step (iii); we have a breakdown of the algorithm when 1 + vtl yl−1,l = 0 for
some l = 1, 2, . . . ,M . So that the condition 1 + vtl yl−1,l /= 0, l = 1, 2, . . . ,M is necessary to
assure that Algorithm 1 can be actually carried out. We observe that a remarkable feature of this
method is the possibility to choose A0, and uj , vj , j = 1, 2, . . . ,M without changing the main
structure of Algorithm 1. Of course this choice can be made in accordance with the particular
properties of the coefficient matrix A in order to obtain procedures having low computational cost
and/or high accuracy.
We conclude this section with some properties of Algorithm 1.
2.1. The convergence analysis
We refer to such an investigation as “convergence analysis” since Algorithm 1 is based on an
iterative process, but it is really an abuse of terminology since this algorithm can only generate a
finite sequence of vectors, i.e. xj , j = 1, 2, . . . ,M .
Theorem 2. Let Al ∈MR(N,N), l = 0, 1, . . . ,M − 1 be nonsingular matrices, Algorithm 1
can be actually carried out, and for vector xM ∈ RN, computed by this algorithm, we have
xM = x∗.
Proof. Note that matrix AM , being equal to A, is nonsingular, thus this is not explicitly required
in the statement of the theorem. From elementary arguments on matrix determinant we have
det(Al) = det(Al−1 + ul vtl ) = (1 + vtlA−1l−1ul)det(Al−1), l = 1, 2, . . . ,M, (6)
see [8, p. 32] for details, so from relation Al−1yl−1,l = ul, l = 1, 2, . . . ,M we obtain:
det(Al) = (1 + vtl yl−1,l)det(Al−1), l = 1, 2, . . . ,M. (7)
Thus, we have that 1 + vtl yl−1,l /= 0, l = 1, 2, . . . ,M as consequence of det(Al) /= 0, l = 0,
1, . . . ,M . We conclude that all the steps of Algorithm 1 can be actually performed and from (3)
we have xM = x∗. 
2.2. The cost of the method
We provide the computational cost of Algorithm 1, where the number of additions and subtrac-
tions (NAS), and the number of multiplications and divisions (NMD) are considered separately.
Theorem 3. Let A ∈MR(N,N). Let A0 ∈MR(N,N), and ul, vl ∈ RN, l = 1, 2, . . . ,M be
the choices made in Algorithm 1. For l = 1, 2, . . . ,M, let νl be the number of components of
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vl different from zero. Let σ0, μ0 ∈ N, be the number of additions and subtractions, and the
number of multiplications and divisions, respectively, that need to solve A0x = d for a generic
right hand side d ∈ RN. The computational cost of Algorithm 1 is given by:
NAS =
(
(N − 1)M
2
+ σ0
)
(M + 1) +
M∑
l=1
νl(M − l + 2), (8)
NMD =
(
(N + 1)M
2
+ μ0
)
(M + 1) +
M∑
l=1
νl(M − l + 2). (9)
Proof. The result follows by a simple sum of all the algebraic operations that need for the various
steps of Algorithm 1. 
Theorem 3 holds for an arbitrary coefficient matrix A, in (1), and for every choice of A0, and
uj , vj , j = 1, 2, . . . ,M in (3). Of course formulas (8), (9) can be refined when A belongs to a
particular class of matrices, or when a particular choice for A0, and uj , vj , j = 1, 2, . . . ,M is
considered in Algorithm 1. We briefly discuss the choice suggested in Remark 1.
Corollary 4. Let A ∈MR(N,N). Let A0 ∈MR(N,N), and ul, vl ∈ RN, l = 1, 2, . . . ,M be
chosen as suggested in Remark 1. The computational cost of Algorithm 1 is given by:
NAS = (N2 + 2)N + 1
2
− 1, (10)
NMD = N + 1
2
(N2 + 4N + 2) − 1. (11)
Proof. The result follows immediately from Theorem 3 noting that we have: N = M , σ0 = 0,
μ0 = N , ν1 = ν2 = · · · = νN = 1. 
We note that Algorithm 1, with A0 ∈MR(N,N), and ul, vl ∈ RN, l = 1, 2, . . . ,M chosen
as suggested in Remark 1, requires about N32 additive operations and about
N3
2 multiplicative
operations. Thus we have a high computational cost with respect to the other available methods,
such as for example the well known Gaussian Elimination. Other different strategies to choose
A0, and ul, vl, l = 1, 2, . . . ,M can be considered in order to obtain a computational cost similar
to the Gaussian Elimination, see [9] for details.
In the general case, from Theorem 3 we can easily see that Algorithm 1 requires about NM2
additive operations and about NM2 multiplicative operations. So this algorithm is more efficient
than the Gaussian Elimination when matrix A can be expressed as in (3) with M  N . In this
case, however, the comparison of Algorithm 1 with the Sherman–Morrison–Woodbury formula
(see [2, p. 50]) arises obviously. In particular, denoting with U,V ∈MR(N,M) the matrices
having columns ul, vl ∈ RN, l = 1, 2, . . . ,M , respectively, we have A = A0 + UV t , and for the
solution of (1) we have
x∗ = A−10 b − A−10 U(IM + V tA−10 U)−1V tA−10 b. (12)
We note that the computation of matrix IM + V tA−10 U needs at least NM2 additive operations
and at least NM2 multiplicative operations, that is the whole computational cost of Algorithm 1.
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However, formula (12) is particularly attractive since it is rich of level-3 operations, see [10] for
details, while the present formulation of the proposed algorithm does not possess such a property.
2.3. Some immediate consequences
Algorithm 1 allows to obtain some interesting information on linear system (1). We give these
properties for Algorithm 1, similar arguments hold also for the revised versions described in
Section 3 when suitable modifications are considered.
We suppose that linear system (1) has been already solved using Algorithm 1; let A0 ∈
MR(N,N), and ul, vl, yl−1,l ∈ RN, l = 1, 2, . . . ,M , be the corresponding quantities defined
in this algorithm.
Remark 5 (Computation of det(A)). From formulas (3) and (7) we obtain:
det(A) = det(A0)
M∏
l=1
(
1 + vtl yl−1,l
)
. (13)
Remark 6 (Computation of the inverse of matrix A). From formulas (2) and (3) we have:
A−1l = (Al−1 + ul vtl )−1 =
(
IN −
y
l−1,l v
t
l
1 + vtl yl−1,l
)
A−1l−1, l = 1, 2, . . . ,M, (14)
so that we obtain:
A−1 =
(
IN −
y
M−1,M v
t
M
1 + vtM yM−1,M
)
· · ·
(
IN −
y1,2 v
t
2
1 + vt2 y1,2
)(
IN −
y0,1 v
t
1
1 + vt1 y0,1
)
A−10 .
(15)
Remark 7 (Solution of (1) with a different right hand side). Let x = x′ ∈ RN be the solution of
the following linear system:
Ax = b′, (16)
where b′ ∈ RN is a generic vector different from b. The following algorithm gives a simplified
procedure, with respect to Algorithm 1, to solve (16).
Algorithm 2. Compute the approximate solution x = x′M ∈ RN of linear system (16) as the result
of the following steps:
(i) compute the solution x = x′0 ∈ RN of A0x = b′;
(ii) for l = 1, 2, . . . ,M compute:
x′l = x′l−1 −
vtl x
′
l−1
1 + vtl yl−1,l
y
l−1,l;
(iii) stop.
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3. Some pivoting techniques
The main drawback of Algorithm 1 is that it can be applied only when matrices Al, l =
0, 1, . . . ,M are nonsingular. When this condition does not hold we have a breakdown of Algorithm
1, in fact from the proof of Theorem 2 it is easy to see that in step (iii) we meet a fraction having
denominator equal to zero. Of course the various properties of Algorithm 1, previously discussed,
do not hold in this case. We note that in practice, i.e. in a finite precision arithmetic, Algorithm
1 can be actually carried out also when some of the matrices Al, l = 0, 1, . . . ,M are singular,
in fact due to the various rounding errors the approximation of a denominator equal to zero
is usually different from zero. However in this case we expect that the solution computed by
Algorithm 1 is affected by a large error. The following example shows that Al nonsingular for
l = 1, 2, . . . ,M − 1 can be a quite heavy requirement.
Example 8. Let us consider the matrix A ∈MR(3, 3) defined as follows:
A =
⎛⎝ 1 1 −11 1 0
−1 0 −1
⎞⎠ . (17)
We note that det(A) = −1. Moreover in formula (3), according to Remark 1, we have the follow-
ing choices: M = 3, A0 = diag((1, 1,−1)t), u1 = (0, 1,−1)t , v1 = (1, 0, 0)t , u2 = (1, 0, 0)t ,
v2 = (0, 1, 0)t , u3 = (−1, 0, 0)t , v3 = (0, 0, 1)t . Note that we can easily obtain the following
results: det(A0) = −1, det(A1) = −1, det(A2) = 0, det(A3) = det(A) = −1; but modifying the
arrangement of the addenda ul vtl , l = 1, 2, 3 we obtain: det(A0) = −1, det(A0 + u2 vt2) = −1,
det(A0 + u2 vt2 + u3 vt3) = −1, det(A0 + u2 vt2 + u3 vt3 + u1 vt1) = det(A) = −1.
This example shows a very unpleasant behaviour of matrices Al , l = 0, 1, . . . ,M − 1, in fact
among them we can find a singular matrix also when A is nonsingular. This is the worst possible
case, however, among Al , l = 0, 1, . . . ,M − 1 we can find also an ill-conditioned matrix. We
note that this is not a surprising fact, since the behaviour of matrices Al , l = 0, 1, . . . ,M − 1 is
quite sensitive to the strategy for choosing matrix A0, and vectors ul , vl , l = 1, 2, . . . , M . In fact,
Example 8 shows that the choice for A0, and ul , vl , l = 1, 2, . . . ,M , suggested by Remark 1
gives a singular matrix A2, but a slight different choice for A0, and ul , vl , l = 1, 2, . . . ,M gives
nonsingular matrices Al , l = 0, 1, . . . ,M − 1. We note that this new choice prescribes only a
different arrangement of ul vtl ∈MR(N,N), l = 1, 2, . . . ,M with respect to the one suggested
in Remark 1. Of course also this new choice can give a failure of Algorithm 1 when a different
matrix A is considered in place of matrix (17).
We can try to devise a strategy to choose A0, and ul , vl , l = 1, 2, . . . ,M , different from the one
suggested in Remark 1, such as for example we can choose A0 ∈MR(N,N) as the lower or the
upper triangular part of A and ul , vl ∈ RN , l = 1, 2, . . . ,M in order to form the corresponding
remaining part of A, that is A − A0. However we argue that any a-priori strategy cannot avoid in
general a breakdown of Algorithm 1, where we refer to a-priori strategies as the ones where A0,
and ul, vl, l = 1, 2, . . . ,M are chosen independently from the features of A. So that an effective
strategy must be able to adapt itself to the particular coefficient matrix A in (1).
Example 8 suggests a quite natural adaptive strategy: the addenda ul vtl , l = 1, 2, . . . ,M can be
considered in Algorithm 1 with a suitable arrangement that depends on the particular coefficient
matrix A. Let us suppose for example that in Algorithm 1 we have just considered matrix As−1 for
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a given index s, where 1  s < M , that is vectors xs−1, ys−1,k, k = s, s + 1, . . . ,M have been
computed. Now, supposing that As−1 is nonsingular, we have to know which is the addendum
us v
t
s , among ul v
t
l , l = s, s + 1, . . . ,M , to be summed to As−1 in order to have As−1 + us vts
nonsingular. We note that this is a very simple test to introduce in Algorithm 1, in fact from formula
(6) we have that As−1 + us vts is singular only when 1 + vtsA−1s−1us = 1 + vts ys−1,s = 0 since
As−1 is nonsingular. The following algorithm is a straightforward modification of Algorithm 1
based on the above observation.
Algorithm 3. Given nonsingular matrices A, A0 ∈MR(N,N), and given vectors uj , vj ∈ RN,
j = 1, 2, . . . ,M , such that equality (3) holds, compute the approximate solution x = xM ∈ RN
of linear system (1) as the result of the following steps:
(i) compute the solution x = x0 ∈ RN of A0x = b;
(ii) if M > 0, then for k = 1, 2, . . . ,M compute the solution y = y0,k ∈ RN of A0y = uk , go
to step (iii); otherwise go to step (vi);
(iii) set p = (1, 2, . . . ,M)t ∈ RM ;
(iv) for l = 1, 2, . . . ,M − 1 compute:
l¯ = argmax
{∣∣∣1 + vtp(j) yl−1,p(j)∣∣∣ , j = l + 1, l + 2, . . . ,M} ,
swap p(l) and p(l¯),
xl = xl−1 −
vtp(l) xl−1
1 + vtp(l) yl−1,p(l)
y
l−1,p(l),
y
l,p(k)
= y
l−1,p(k) −
vtp(l) yl−1,p(k)
1 + vtp(l) yl−1,p(l)
y
l−1,p(l), k = l + 1, l + 2, . . . ,M;
(v) compute:
xM = xM−1 −
vtp(M) xM−1
1 + vtp(M) yM−1,p(M)
y
M−1,p(M);
(vi) stop.
We note that the applicability of Algorithm 3 is not restricted to the choice for A0, and
uj , vj , j = 1, 2, . . . ,M , suggested by Remark 1. However Algorithm 3 cannot deal with a generic
nonsingular matrix A, in fact from the above arguments it is easy to see that a breakdown of this
algorithm occurs when for a given s, with 1  s < M , we have that As−1 + ulvtl ∈MR(N,N)
is singular for every l = s, s + 1, . . . ,M . We note that the matrix obtained from (17), changing
the sign of entry A(1; 3), gives a simple example where this situation occurs. We can conclude
that an effective strategy to form matrices Al, l = 1, 2, . . . ,M − 1 cannot be based on a simple
arrangement of addenda ulvtl , l = 1, 2, . . . ,M in (3). In the following we describe a pivot tech-
nique to refine the initial choices for A0, and ul, vl, l = 1, 2, . . . ,M made in Algorithm 1. These
arguments are mainly based on the following observations.
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Remark 9. Algorithm 1 can be seen as theLU decomposition of matrix IM + V tA−10 U appearing
in (12). Let M(0) = IM + V tA−10 U , let El ∈MR(N,N), l = 1, 2, . . . ,M − 1 be the correspond-
ing Gauss elementary matrices. From step (iii), iteration l = 1, of Algorithm 1 we have:
M(1) = E1M(0) = E1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + vt1 y0,1 vt1 y0,2 vt1 y0,3 · · · vt1 y0,M
vt2 y0,1 1 + vt2 y0,2 vt2 y0,3 · · · vt2 y0,M
vt3 y0,1 v
t
3 y0,2 1 + vt3 y0,3 · · · vt3 y0,M
...
...
...
.
.
.
...
vtM y0,1 v
t
M y0,2 v
t
M y0,3 · · · 1 + vtM y0,M
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + vt1 y0,1 vt1 y0,2 vt1 y0,3 · · · vt1 y0,M
0 1 + vt2 y1,2 vt2 y1,3 · · · vt2 y1,M
0 vt3 y1,2 1 + vt3 y1,3 · · · vt3 y1,M
...
...
...
.
.
.
...
0 vtM y1,2 v
t
M y1,3 · · · 1 + vtM y1,M
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (18)
After l − 1 iterates of step (iii) we obtain:
M(l−1) = El−1 · · ·E2E1M(0)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + vt1 y0,1 vt1 y0,2 · · · · · · · · · vt1 y0,M
...
.
.
.
...
...
0 · · · 1 + vt
l
y
l−1,l v
t
l
y
l−1,l+1 · · · vtl yl−1,M
0 · · · vt
l+1 yl−1,l 1 + vtl+1 yl−1,l+1 · · · vtl+1 yl−1,M
...
...
...
.
.
.
...
0 · · · vt
M
y
l−1,l v
t
M
y
l−1,l+1 · · · 1 + vtM yl−1,M
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(19)
so from the lth iterate we have:
M(l) = ElM(l−1)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + vt1 y0,1 vt1 y0,2 · · · · · · · · · vt1 y0,M
...
.
.
.
...
...
0 · · · 1 + vt
l
y
l−1,l v
t
l
y
l−1,l+1 · · · vtl yl−1,M
0 · · · 0 1 + vt
l+1 yl,l+1 · · · vtl+1 yl,M
...
...
...
.
.
.
...
0 · · · 0 vt
M
y
l,l+1 · · · 1 + vtM yl,M
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(20)
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Note that from (20) we have
M(l) = IM + V tY (l), l = 0, 1, . . . ,M − 1 (21)
where Y (0) = A−10 U , and, for l = 1, 2, . . . ,M − 1, matrix Y (l) ∈MR(N,N) is defined as fol-
lows:
Y (l)(i; j) =
⎧⎨⎩
yi−1,j (i), i  j and i < l + 1,
0, i > j and j < l + 1,
yl,j (i), i  l + 1 and j  l + 1.
(22)
Moreover, from formula (12) and from the iterates that define xl , l = 1, 2, . . . ,M − 1 in Algo-
rithm 1, we have the following relation:
x∗ = xl − UlS(l)−1Vlxl, (23)
whereUl =(yl,l+1, yl,l+2, . . . , yl,M)∈MR(N,M − l),Vl = (vtl+1, vtl+2, . . . , vtM)t ∈MR(M −
l, N) andS(l) = M(l)(l + 1, l + 2, . . . ,M; l + 1, l + 2, . . . ,M). From relation (23) we can easily
obtain that x∗ = xM . These observations lead to this result.
Corollary 10. Let A ∈MR(N,N) be a diagonally dominant matrix or a positive definite matrix.
Let A0 ∈MR(N,N), and ul, vl ∈ RN, l = 1, 2, . . . ,M be chosen according to Remark 1. Then
Algorithm 1 can be actually carried out and we have xM = x∗.
Proof. We note that for diagonally dominant matrices or for positive definite matrices we always
have diagonal entries different from zero, so A0 is always nonsingular. The corollary follows
immediately from Remark 9, since matrix IM + V tA−10 U = A−10 A has nonsingular principal
dominant submatrices. 
These arguments are useful to develop a pivoting technique for Algorithm 1. For example,
Algorithm 3 can be seen as the diagonal pivoting in the decomposition process mentioned above.
In this case the eventual permutations of matrix IM + V tY (l) are particularly easy since the
structure of the matrix is not destroyed. In fact, for l = 0, 1, . . . ,M − 1, a diagonal permutation
of IM + V tY (l) gives IM + V˜ tY˜ (l), where V˜ and Y˜ (l) are the corresponding permutations of V
and Y (l), respectively. Unfortunately this pivoting technique is not effective, in fact, as men-
tioned above, it does not avoid the breakdown of Algorithm 3 when some particular matrices are
considered.
When we consider the usual partial pivoting technique, a quite different situation occurs, in
fact the structure of IM + V tY (l) is changed by a generic row permutation. The choices proposed
in Remark 1 are refined to deal with row permutations.
Remark 11. Let A ∈MR(N,N) be a given matrix, let d ∈ R be a given number different from
zero. In representation (3) matrix A0 ∈MR(N,N) and vectors uj , vj ∈ RN, j = 1, 2, . . . , N
can be always defined as follows: A0 = dIN , and for j = 1, 2, . . . , N , uj equal to the j th column
of matrix A − dIN and vj = ej .
Let r, s ∈ N, with 1  r < s  M , let Pr,s ∈MR(M,M) be the permutation matrix obtained
from IM interchanging row rth with row sth. When representation (3) is obtained from Remark
11 and l ∈ N is such that 1  l  r , we can easily see the following property:
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Pr,sM
(l−1) = Pr,s + Pr,sV tY (l−1) = IM + V t
(
Pr,sY
(l−1) + Qr,s
)
, (24)
where Qr,s = Pr,s − IM . Thus a row permutation of M(l−1) has the same structure of M(l−1),
in particular, Pr,sM(l−1) can be rewritten as (21) where Y (l−1) is replaced with Pr,sY (l−1) +
Qr,s .
Note that we can use relation (24) to obtain an efficient version for the usual pivoting technique
in Algorithm 1. In particular, at the generic lth iteration of Algorithm 1 the pivot element of matrix
Pl,sM
(l−1) is given by 1 + vts yl−1,l ; moreover, when rows lth and sth need to be interchanged,
as consequence of the maximum pivot criterion, we have that matrix Pl,sM(l−1) has again form
(21), where Y (l−1) is replaced with Pl,sY (l−1) + Ql,s .
Algorithm 4. Let A ∈MR(N,N) be a nonsingular matrix. Let A0 ∈MR(N,N), and uj , vj ∈
RN, j = 1, 2, . . . ,M , be chosen according to Remark 11. Compute the approximate solution
x = xM ∈ RN of linear system (1) as the result of the following steps:
(i) compute the solution x = x0 ∈ RN of A0x = b;
(ii) if M > 0, then for k = 1, 2, . . . ,M compute the solution y = y0,k ∈ RN of A0y = uk , go
to step (iii); otherwise go to step (v);
(iii) for l = 1, 2, . . . ,M − 1:
(iii.a) compute s = argmax
{∣∣∣el(j) + vtj yl−1,l∣∣∣ , j = l, l + 1, . . . ,M};
(iii.b) if s = l, then go to step (iii.g); otherwise set r = l, and go to step (iii.c);
(iii.c) swap xl−1(r) and xl−1(s);
(iii.d) for k = l, l + 1, . . . ,M swap yl−1,k(r) and yl−1,k(s);
(iii.e) set y
l−1,r = yl−1,r + es − er ;
(iii.f) set y
l−1,s = yl−1,s + er − es ;
(iii.g) compute:
xl = xl−1 −
vtl xl−1
1 + vtl yl−1,l
y
l−1,l ,
y
l,k
= y
l−1,k −
vtl yl−1,k
1 + vtl yl−1,l
y
l−1,l , k = l + 1, l + 2, . . . ,M;
(iv) compute:
xM = xM−1 −
vtM xM−1
1 + vtM yM−1,M
y
M−1,M ;
(v) stop.
We note that Algorithm 4 is obtained from a slight modification of Algorithm 1. In particular,
this modification resembles the partial pivot technique of the Gaussian Elimination method, in
fact in steps (iii.c)–(iii.f) equations rth and sth of (1) are swapped by using formula (24). In the
following theorem we prove that this modification avoids the breakdown of Algorithm 4 when A
is a nonsingular matrix.
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Theorem 12. Let A ∈MR(N,N) be a nonsingular matrix. Then Algorithm 4 can be actually
carried out and we have xM = x∗.
Proof. From the discussion above Corollary 10 we have that Algorithm 1 provides the Gauss-
ian Elimination of matrix IM + V tA−10 U . So Algorithm 4 can be actually carried out when
IM + V tA−10 U is a nonsingular matrix, in fact this algorithm provides the usual partial pivoting
strategy to the Gaussian Elimination process of Algorithm 1. This concludes the proof, in fact
IM + V tA−10 U is always nonsingular when A is nonsingular since IM + V tA−10 U = A−10 A. 
4. The numerical experience
We show some results obtained from the numerical experience with the method proposed in
this paper. These numerical results try to show the robustness of this method taking into account
dense linear systems with different condition number. We note that some other different properties,
such as for example the efficiency of the method, have been already established theoretically in
the previous sections.
These results are obtained using a FORTRAN implementation of Algorithms 1, 3, 4. In Algo-
rithms 1, 3 the choice for A0, and uj , vj , j = 1, 2, . . . ,M is made as suggested by Remark 1. In
Remark 11, for the corresponding choice foreseen in Algorithm 4, the parameter d is chosen as the
geometric mean of the absolute values of the coefficient matrix entries that are different from zero.
However similar results, with respect to the ones presented here, can be obtained using a different
averaging method, in fact from our numerical experience we have observed that Algorithm 4
gives satisfactory results when d is of the same order of magnitude with respect to the entries of
the coefficient matrix. Moreover, for a comparison, we provide the results obtained on the same
examples using two well known methods: the Restarted Generalized Minimum Residual Method
(RGMRES), and the Gaussian Elimination Method with Partial Pivoting (GE); for these last two
methods we have considered the high quality implementations available in the NAG software
library. More precisely, for the RGMRES method we have used the suite of routines F11BAF,
F11BBF, F11DAF, F11DBF, where the parameters are set in order to improve the stability of the
method; in particular, the incomplete LU preconditioning is considered, see [11, Chapter F11]
for a detailed discussion. For the GE method we have used the suite of routines F07ADF, F07AEF,
see [11, Chapter F07] for a detailed discussion.
The numerical results are relative to two different classes of linear systems: in Section 4.1
randomly generated linear systems are considered, in Section 4.2 some particular linear systems
that are usually used as test problems in numerical linear algebra are considered.
Finally we note that all the results reported are obtained on a Digital Alpha Workstation 500au,
under the OSF1 unix operative system. All the computations are made in Double Precision
arithmetic and the FORTRAN codes are compiled using the native f77.
4.1. Randomly generated linear systems
The generation of the linear systems is made using the routine DLATMR, which is available
free of charge in the web site http://math.nist.gov/MatrixMarket/data/misc/xlatmr/
xlatmr.html of the Mathematical and Computational Sciences Division of the Information
Technology Laboratory of the National Institute of Standards and Technology, Washington DC,
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USA. We note that this routine generates random matrices having some predetermined properties,
such as for example sparsity, symmetry, condition number.
We have considered six different sets of problems; each set contains one hundred ordered 3-
tuple (A, b, x∗), whereA ∈MR(N,N),b ∈ RN must be considered as the data of problem (1) and
x = x∗ ∈ RN must be considered as the corresponding solution. These sets are denoted as follows:
Sk, k = 1, 2, . . . , 6. Every one of these sets differs from the other ones for the dimension N of
the linear systems considered and/or for the condition number of the corresponding coefficient
matrices A. In particular, in sets S1, S2, S3 we have N = 100, in sets S4, S5, S6 we have
N = 500. Moreover, the matrices in the 3-tuples belonging to sets Sk, k = 1, 2, . . . , 6 have
condition number increasing with index k of the corresponding set, that is well conditioned
matrices are contained in setsS1,S4, and ill-conditioned matrices are contained in setsS3,S6.
We describe the choice for the parameters of routine DLATMR. The condition number of the
generated matrices are controlled by the parameters GRADE, MODEL, MODER, CONDL, CONDR. For
setsS1,S4 we have chosen GRADE=‘B’, MODEL=MODER=5, CONDL=CONDR=1; for setsS2,S5
we have chosen GRADE=‘B’, MODEL=MODER=5, CONDL=CONDR=104; for sets S3, S6 we have
chosen GRADE=‘B’, MODEL=MODER=5, CONDL=CONDR=108. Moreover for all these sets we have
chosen the remaining parameters as follows: ANORM =N , DIST=‘U’, SYM=‘N’, MODE=6, DMAX=1,
RSIGN=‘F’, PIVTNG=‘N’, SPARSE=0, KL =N , KU=N , PACK=‘N’, ISEED = (203, 1545, 2661,
1913)t . Note that quoted values are used for FORTRAN constants of type CHARACTER. These
parameters control the functionality of DLATMR, whose description is omitted for the sake of
brevity, see [12] for details.
Finally we note that the computation of the generic 3-tuple (A, b, x∗) in sets Sk, k = 1,
2, . . . , 6 is made generating, with routine DLATMR, a matrix A˜ ∈MR(N + 1, N); matrix A is
obtained from the first N rows of A˜, vector x∗ ∈ RN is obtained from the last row of A˜, and
vector b is obtained asAx∗. Moreover all the sets are generated sampling the same random variable
without restarting the pseudo-random sequence (whose seed is given by parameter ISEED) and
with the following order:Sk, k = 1, 2, . . . , 6.
Table 1 reports the numerical results obtained with the linear systems in sets Sk, k = 1,
2, . . . , 6. In particular this table reports the arithmetic mean, Ma(), and the geometric mean,
Mg(), of the relative errors, , of the approximated solution computed by the various methods
taken into account. Note that, given an approximated solution x = x˜ ∈ RN of (1) the relative error
 is computed as follows:
 =
∑N
l=1 |x∗(l) − x˜(l)|∑N
l=1 |x∗(l)|
. (25)
We note that the geometric mean is considered to give a more complete description of the relative
errors obtained, in fact a unique large error can give a high arithmetic mean even if the other errors
are low. Moreover to avoid strange results the computation of Ma() and Mg() is based only on
problems where  < 1. When   1 we declare a failure; the number of failures, NF , is reported
in Table 1. Finally, the parameter T shows the average time for computing the solutions in each set
Sk, k = 1, 2, . . . , 6. In Table 1, for each setSk, k = 1, 2, . . . , 6, an evaluation of the difficulty
of the linear systems solved is reported. More precisely we report the arithmetic mean, Ma(k∞),
and the geometric mean, Mg(k∞), of the condition number, in the infinity-norm, of the matrices
considered. We note that these condition numbers are computed using the routine F07AGF of the
NAG software library, see [11, Chapter F07] for a detailed discussion.
Table 1 shows quite interesting results, in fact the accuracy of the solutions computed by
Algorithms 3, 4 is similar to the ones computed by the GE method. In particular, Algorithm 3 is
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Table 1
The numerical results obtained by using Algorithms 1, 3, 4, RGMRES, GE, with the set of test problems Sk,
k = 1, 2, . . . , 6
S1 S2 S3 S4 S5 S6
N = 100 N = 100 N = 100 N = 500 N = 500 N = 500
Ma(k∞) 2.29(4) 8.01(9) 1.34(17) 2.66(5) 1.82(11) 2.36(18)
Mg(k∞) 1.08(4) 4.16(9) 7.71(16) 1.15(5) 7.19(10) 1.43(18)
Algorithm 1 Ma() 2.99(−11) 4.85(−9) 2.57(−5) 2.02(−10) 2.24(−7) 1.24(−3)
Mg() 2.27(−12) 1.85(−9) 8.34(−6) 5.37(−11) 5.47(−8) 3.78(−4)
NF 0 0 0 0 0 0
T 7.3(−3) 7.2(−3) 7.3(−3) 1.9 1.9 1.9
Algorithm 3 Ma() 2.98(−13) 1.55(−10) 8.50(−7) 5.54(−12) 1.34(−9) 7.31(−6)
Mg() 1.46(−13) 8.12(−11) 4.30(−7) 1.20(−12) 7.00(−10) 4.11(−6)
NF 0 0 0 0 0 0
T 8.4(−3) 8.3(−3) 8.5(−3) 2.1 2.1 2.1
Algorithm 4 Ma() 2.43(−13) 1.72(−10) 1.25(−6) 1.90(−12) 1.75(−9) 7.58(−6)
Mg() 9.09(−14) 9.43(−11) 6.63(−7) 8.21(−13) 6.91(−10) 4.76(−6)
NF 0 0 0 0 0 0
T 7.9(−3) 8.0(−3) 8.1(−3) 1.9 1.9 1.9
RGMRES Ma() 2.75(−13) 1.67(−9) 3.03(−3) 2.59(−12) 3.39(−8) 8.94(−3)
Mg() 1.04(−13) 1.24(−10) 1.60(−6) 1.09(−12) 1.24(−9) 1.36(−5)
NF 0 0 0 0 0 4
T 6.4(−2) 6.4(−2) 6.7(−2) 7.4 7.5 8.2
GE Ma() 1.79(−13) 1.04(−10) 8.25(−7) 1.89(−12) 1.44(−9) 6.24(−6)
Mg() 7.58(−14) 5.93(−11) 4.11(−7) 7.75(−13) 6.07(−10) 3.44(−6)
NF 0 0 0 0 0 0
T 6.1(−3) 6.3(−3) 6.2(−3) 6.5(−1) 6.5(−1) 6.5(−1)
Ma() is the arithmetic mean of the relative errors (25), Mg() is the geometric mean of the relative errors (25), NF is
the number of failures, and T is the elapsed time in seconds. The notation x(y) means x · 10y .
a pleasant surprise, in fact despite the rigorous analysis in the pivoting technique for Algorithm
4, we obtain satisfactory results also using the simple pivoting technique of Algorithm 3.
From this table we can observe that the computational time for the GE method is smaller than
the one for the proposed algorithms. This is not a surprising result since it is predicted by Corollary
4. The improvement of the efficiency for the proposed method deserves further investigations.
4.2. Some particular test problems
The generation of test problems considered here is based on particular coefficient matrices.
We limit our attention on three different families of matrices usually used for the construction of
test problems in numerical linear algebra, that is the Pascal Matrix, the Cauchy Matrix, and the
Vandermonde Matrix.
We briefly describe these matrices in the definition of test problems considered here, see [13,
pp. 426, 514, 520] for a more detailed description of the properties of such matrices and of many
other different families of test matrices. We group all the test problems considered into six different
sets: P10, P15, C10, C15,V10,V15. Each set contains one hundred ordered 3-tuples (A, b, x∗),
where A ∈MR(N,N), b ∈ RN , x∗ ∈ RN have the meaning described in the previous section.
In the sequel we describe the generation of A for setsP10,P15, C10, C15,V10,V15. In all these
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sets the elements of vectors x∗ have been randomly generated in the interval (−N,N), and the
corresponding vector b is always defined as Ax∗.
Sets P10, P15 consider the Pascal Matrix as the coefficient matrix A, that is
A(i; j) =
(
i + j − 2
j − 1
)
, i = 1, 2, . . . , N, j = 1, 2, . . . , N, (26)
where
(·
·
)
denotes the usual binomial coefficient. These sets differ only in the dimension N of
problem (1) considered; in particular in P10 we have N = 10, in P15 we have N = 15.
Sets C10, C15 consider the Cauchy Matrix as the coefficient matrix A, that is
A(i; j) = 1
xi + yj , i = 1, 2, . . . , N, j = 1, 2, . . . , N, (27)
where xi ∈ R, i = 1, 2, . . . , N , yj ∈ R, j = 1, 2, . . . , N have been randomly generated in the
interval (−N,N). We note that for each matrix in sets C10, C15 different parameters xi, i =
1, 2, . . . , N , yj , j = 1, 2, . . . , N are extracted. These sets of matrices differ only in the dimension
N of problem (1) considered; in particular in C10 we have N = 10, in C15 we have N = 15.
SetsV10,V15 consider the Vandermonde Matrix as the coefficient matrix A, that is
A(i; j) =
{
1, i = 1, j = 1, 2, . . . , N,
zi−1j , i = 2, 3, . . . , N, j = 1, 2, . . . , N, (28)
where zj ∈ R, j = 1, 2, . . . , N have been randomly generated in the interval (−1, 1). We note
that for each matrix in setsV10,V15 different parameters zj , j = 1, 2, . . . , N are extracted. These
sets of matrices differ only in the dimension N of problem (1) considered; in particular in V10
we have N = 10, inV15 we have N = 15.
We note that all the above mentioned random numbers are generated sampling a random
variable having a uniform distribution in the interval considered; this is done using the pseudo-
random sequence generator implemented in the function Ran, which is available in the FORTRAN
compiler used. More precisely, all the random numbers have been generated sampling the same
random variable without restarting the pseudo-random sequences, and the various sets are gen-
erated in the following order: P10, P15, C10, C15,V10,V15. The results sketched in Table 2 are
obtained using for the pseudo-random sequences generator the seed equal to 720768913.
Table 2 shows the numerical results obtained using Algorithms 1, 3, 4, RGMRES, GE, for
problems in setsP10,P15,C10,C15,V10,V15. The information reported in Table 2 has the same
meaning of the one reported in Table 1. These results show a quite different behaviour of the
proposed method for problems inP10,P15, C10, C15,V10,V15. In particular, Algorithm 3 gives
excellent results for P10, P15, and satisfactory results for C10, C15. Algorithm 4 gives always
satisfactory results with the exception of P15, which is a set of difficult problems also for GE.
Tables 1, 2 show quite similar behaviour of Algorithm 4 and of GE. We argue that this is due to
the analogy between the two methods, which is discussed in the previous section.
5. Preconditioning of large sparse nonsymmetric linear systems
The preconditioning of large sparse nonsymmetric linear systems is an interesting application
where the proposed method can be effectively employed. We note that other interesting applica-
tions can be considered, such as for example the adaptive solution of integral equations, see [14]
for details.
Let us consider linear system (1), where A is a large sparse nonsymmetric matrix. In this
case the numerical solution of (1) is usually computed by iterative methods, such as for example
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Table 2
The numerical results obtained using Algorithms 1, 3, 4, RGMRES, GE, with the set of test problems P10, P15, C10,
C15,V10,V15
P10 P15 C10 C15 V10 V15
N = 10 N = 15 N = 10 N = 15 N = 10 N = 15
Ma(k∞) 8.13(9) 5.76(15) 1.76(11) 2.84(15) 1.06(9) 1.36(11)
Mg(k∞) 8.13(9) 5.76(15) 1.72(8) 3.20(8) 4.58(6) 2.56(9)
Algorithm 1 Ma() 5.16(−9) 7.64(−4) 4.56(−8) 1.34(−3) 7.78(−6) 1.29(−2)
Mg() 2.75(−9) 3.94(−4) 2.57(−11) 3.45(−9) 1.24(−10) 3.22(−7)
NF 0 0 0 1 0 2
T 1.9(−5) 3.9(−5) 1.9(−5) 7.8(−5) 1.9(−5) 4.1(−5)
Algorithm 3 Ma() 5.13(−9) 3.98(−4) 1.25(−7) 5.20(−4) 6.63(−3) 3.14(−2)
Mg() 3.41(−9) 3.35(−4) 4.00(−12) 5.76(−10) 7.89(−10) 5.38(−6)
NF 0 0 0 1 1 7
T 1.9(−5) 5.8(−5) 3.9(−5) 9.7(−5) 3.9(−5) 3.9(−5)
Algorithm 4 Ma() 3.97(−8) 1.80(−2) 6.40(−7) 2.85(−3) 2.11(−9) 1.04(−7)
Mg() 2.59(−8) 1.12(−2) 5.80(−12) 6.74(−10) 5.79(−12) 1.37(−9)
NF 0 0 0 0 0 0
T 1.9(−5) 5.8(−5) 1.9(−5) 7.8(−5) 3.9(−5) 8.9(−5)
RGMRES Ma() 8.60(−9) 1.31(−3) 1.50(−7) 4.84(−4) 1.45(−9) 6.45(−8)
Mg() 5.24(−9) 8.50(−4) 2.00(−12) 2.15(−10) 7.32(−12) 1.87(−9)
NF 0 0 0 0 0 0
T 4.5(−4) 9.8(−4) 4.3(−4) 7.4(−4) 4.5(−4) 8.0(−4)
GE Ma() 4.75(−8) 2.94(−2) 2.39(−8) 2.69(−4) 1.57(−9) 6.56(−8)
Mg() 3.56(−8) 2.06(−2) 2.22(−12) 2.88(−10) 3.31(−12) 9.27(−10)
NF 0 0 0 0 0 0
T 3.9(−5) 5.8(−5) 3.9(−5) 9.7(−5) 3.9(−5) 3.9(−5)
Ma() is the arithmetic mean of the relative errors (25), Mg() is the geometric mean of the relative errors (25), NF is
the number of failures, and T is the elapsed time in seconds. The notation x(y) means x · 10y .
Krylov subspace methods. These solvers require at each iteration matrix–vector products, so they
are particularly attractive when matrix A has a general sparsity pattern. The convergence of these
methods depends on the spectral properties of A, however, we generally have quite moderate
rates of convergence. The performance of these iterative methods can be improved considering a
preconditioned linear system:
ACy = b, (29)
where C ∈MR(N,N) is a suitable matrix; such as for example when C is an approximation
of A−1, we have AC ≈ IN , so for linear system (29) we expect higher rates of convergence
with respect to the ones of the original linear system (1). Matrix C in (29) is usually called
left preconditioner. Right preconditioners and two-side preconditioners can be also considered,
see [15, p. 265] for a general discussion on preconditioning. We note that from the solution
y = y∗ ∈ RN of (29) we can easily compute the solution of (1), that is x∗ = Cy∗.
Several different methods are available for the construction of preconditioners, see [16] for a
complete survey of these methods. In this section we consider the approximate inverse technique
proposed in [5], where an approximation C of A−1 is constructed by an algorithm similar
to Algorithm 1 and Remark 6; moreover, a dropping strategy is used to preserve sparsity in
matrix C.
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The numerical experiment proposed in this section resembles the one proposed in [5]. In
particular, we consider some numerical examples with the Biconjugate Gradient Method [7],
where the preconditioners are computed as suggested by Remark 6 and vectors y
l,k
∈ RN, l =
0, 1, . . . ,M − 1, k = l + 1, l + 2, . . . ,M , by Algorithms 1, 3, 4, so that in each example three
different preconditioners can be computed, which are denoted with C1, C3, C4, respectively.
In these algorithms the fill-in is reduced by dropping the elements of vectors y
l,k
∈ RN, l =
0, 1, . . . ,M − 1, k = l + 1, l + 2, . . . ,M , that have absolute value less than a given threshold
tol. Note that we always choose tol = 0.1. The representation (3) is obtained by Remark 11,
where parameter d is chosen in two different ways: (a) d = d0 = 1.5‖A‖∞, as suggested in [5];
(b) d = d1 = 0.1Ma(A), where Ma(A) is the arithmetic mean of the entries in absolute value of
A. Moreover, as a completion of the results reported in [5], the incomplete LU preconditioner
Table 3
The numerical results obtained with the Biconjugate Gradient Method and preconditioners C1, C3, C4, with d = d0, d1,
and ILU
C1 C3 C4 ILU
d d0 d1 d0 d1 d0 d1
ADD20 nzc 2896 20505 2888 19375 2896 20505 17319
N = 2395 I t 102 4 95 3 102 4 1
nnz = 17319 T 5.6(−1) 3.9(−2) 5.2(−1) 2.7(−2) 5.7(−1) 3.9(−2) 1.9(−2)
FS 5414 nzc 560 2637 560 2302 560 2702 4692
N = 541 I t 74 3 76 3 74 3 6
nnz = 4285 T 8.6(−2) 7.8(−3) 9.0(−2) 7.8(−3) 9.7(−2) 7.8(−3) 1.9(−2)
HOR 131 nzc 475 11678 476 12144 475 11678 10211
N = 434 I t 130 6 123 8 130 6 45
nnz = 4710 T 1.4(−1) 1.2(−2) 1.4(−1) 1.6(−2) 1.4(−1) 1.6(−2) 1.6(−1)
ORSIRR 1 nzc 1098 12989 1080 11344 1106 13261 6858
N = 1030 I t 216 6 161 6 212 5 18
nnz = 6858 T 4.4(−1) 1.9(−2) 3.3(−1) 1.9(−2) 4.4(−1) 1.6(−2) 7.0(−2)
ORSIRR 2 nzc 934 11520 916 9890 934 11796 5970
N = 886 I t 166 5 171 6 161 5 20
nnz = 5970 T 3.0(−1) 1.6(−2) 3.0(−1) 1.6(−2) 2.9(−1) 1.6(−2) 7.0(−2)
ORSREG 1 nzc 8381 32266 5737 27948 8381 32690 14343
N = 2205 I t 26 7 77 5 26 6 21
nnz = 14133 T 1.4(−1) 5.5(−2) 3.9(−1) 3.9(−2) 1.4(−1) 5.1(−2) 1.8(−1)
SAYLR3 nzc 1511 17931 1391 19360 1511 17954 8726
N = 1000 I t 53 9 78 8 57 9 60
nnz = 3750 T 8.6(−2) 2.3(−2) 1.2(−1) 2.3(−2) 9.4(−2) 3.1(−2) 2.2(−1)
SAYLR4 nzc 26208 81805 58111 26208 81805 22316
N = 3564 I t 28 22 f 16 28 22 28
nnz = 22316 T 2.7(−1) 3.0(−1) 2.1(−1) 2.8(−1) 3.1(−1) 9.4(−1)
SHERMAN1 nzc 1511 17928 1388 19337 1511 17951 5014
N = 1000 I t 52 9 89 8 58 9 44
nnz = 3750 T 8.6(−2) 2.7(−2) 1.4(−1) 2.3(−2) 9.4(−2) 2.3(−2) 1.2(−1)
WATT 1 nzc 1857 1949 1857 1949 1857 1949 11360
N = 1856 I t 4 3 4 3 4 3 2
nnz = 11360 T 2.7(−2) 1.9(−2) 2.7(−2) 1.9(−2) 2.3(−2) 1.9(−2) 2.3(−2)
WATT 2 nzc 2880 4182 1921 1921 5889 5889 11612
N = 1856 I t 143 89 5 5 5 5 1
nnz = 11550 T 6.0(−1) 3.4(−1) 2.7(−2) 2.7(−2) 2.7(−2) 2.7(−2) 1.7(−2)
nzc is the number of nonzero entries in the preconditioners, I t is the number of iterations performed, and T is the elap-
sed time in seconds. The notation x(y) means x · 10y . f: failure, the solution has not converged after 2000 iterations.
P. Maponi / Linear Algebra and its Applications 420 (2007) 276–294 293
(ILU) is considered; also for ILU preconditioner the fill-in is reduced by a dropping strategy
similar to the one used for C1, C3, C4, and the dropping tolerance is adjusted to obtain an ILU
preconditioner having a number of nonzero entries similar to the one of A.
The test matrices come from the University of Florida Sparse Matrix Collection [17]. Table 3
shows the name, the dimension N , and the number of nonzero entries nnz of the matrices taken
into account. As in previous section, the solution vector x∗ has been randomly generated in the
interval (0, 1) by function Ran, and the right hand side vector b is obtained as Ax∗.
Table 3 shows the numerical results obtained with the Biconjugate Gradient Method imple-
mented by the suite of routines F11BAF, F11BBF. The termination criterion stops the iterative
solver after 2000 iterations or when the residual is less than 10−8(‖b‖∞ + ‖A‖∞‖x˜‖∞), where
x˜ ∈ RN is the current iterate. The ILU preconditioner is computed by routine F11DAF. We note
that F11BAF, F11BBF, F11DAF are routines of the NAG software library, see [11, Chapter F11] for
details. Moreover, Table 3 shows the following information: nzc the number of nonzero entries
in the preconditioner, I t the number of iterations performed, and T the time for computing the
solution.
From Table 3 we can obtain some interesting information. All the preconditioners have quite
good performances except C3, with d = d0, for matrix SAYLR4. In particular, preconditioners C1,
C3, C4, with d = d1, provide very interesting results especially taking into account performance
index T . We note that different choices of d produce actually different preconditioners C1, C3,
C4, see [5] for details. More precisely, the increment of parameter nzc, when d decreases, is not
the unique reason of the efficiency of C1, C3, C4 shown in Table 3 for d = d1. In fact a similar
efficiency cannot be obtained with d = d0 by a simple calibration of the corresponding dropping
tolerance. Finally, we observe that the preconditioner C4, obtained with the partial pivoting, is
more robust than the preconditioners C1, C3 (see SAYLR4 and WATT 2 examples), and for d = d1
it is competitive with ILU preconditioner.
6. Conclusions
A method for the numerical solution of linear systems is proposed. This method is based on the
Sherman–Morrison formula, and has very interesting properties (see Section 2.3). The numerical
results give a convincing test for the robustness of this method, in fact from Tables 1, 2 we can note
that the accuracy of Algorithms 3, 4 is comparable with the accuracy of the GE method. Finally, in
Table 3 we show the use of Algorithms 1, 3, 4 in the preconditioning of large sparse nonsymmetric
linear systems. We note that the results reported in this table are not straightforwardly comparable
with the results shown in [5], mainly, for two reasons: a slight different factorization process, a
different termination criterion used in the iterative method. However, all these results show that
the Sherman–Morrison formula can be effectively used in the preconditioning techniques, and
the proposed partial pivoting seems to improve the robustness of these techniques.
We believe that the proposed method can be a very interesting tool, however further investiga-
tions need to be considered. In particular, a very simple choice forA0, anduj , vj , j = 1, 2, . . . ,M
has been provided in this paper, but other different choices may improve greatly the accuracy and
the efficiency of the method; in [18] it is shown an example of A0, and uj , vj , j = 1, 2, . . . ,M
arisen from the physics of the problem under consideration. Other interesting investigations are
the precise sensitivity analysis of the method and the proposition of versions of Algorithms 1, 3,
4 having a higher fraction of level-3 operations.
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