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Abstract
In this paper, we generalize some well-known results (Theorems A, C, and D) by establishing two general results (Theorems 1
and 3). As special applications, we find that the (generalized) jumps of f can be determined by the higher order partial derivatives
of its Abel–Poisson means. This is different from the determination of jumps by higher order derivatives of the partial sums. We
also give some estimates of the higher order partial derivatives of the Abel–Poisson mean of an integrable function F at those
points at which F is smooth.
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1. Introduction
Let f ∈ L1(T) be a 2π -periodic function with Fourier series
f (x) ∼ 1
2
a0 +
∞∑
k=1
(ak coskx + bk sin kx), (1.1)
where T := [−π,π) is the one-dimensional torus and the Fourier coefficients aj and bj are defined by
aj := 1
π
∫
T
f (x) cos jx dx, bj := 1
π
∫
T
f (x) sin jx dx.
E-mail addresses: dsyu@zjip.com (D. Yu), pzhou@stfx.ca (P. Zhou), szhou@zjip.com (S. Zhou).
1 Research is supported in part by NSERC, RCD and AARMS of Canada.
2 Research is supported by NSERC of Canada.
3 Research is supported in part by Natural Science Foundation of China under grant number 10471130.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.09.055
D. Yu et al. / J. Math. Anal. Appl. 341 (2008) 12–23 13The conjugate series to (1.1) is defined by
∞∑
k=1
(ak sinkx − bk coskx). (1.2)
The Abel–Poisson mean of the series (1.1) is defined by
f (r, x) := 1
2
a0 +
∞∑
k=1
(ak coskx + bk sin kx)rk, 0 r < 1, (1.3)
while the conjugate Abel–Poisson mean of the series (1.1) is defined by
f˜ (r, x) :=
∞∑
k=1
(ak sin kx − bk coskx)rk, 0 r < 1. (1.4)
Denoted by Sn(f, x) and S˜n(f, x) the partial sums of the series (1.1) and (1.2), respectively, that is,
Sn(f, x) :=
n∑
k=1
(ak coskx + bk sin kx),
S˜n(f, x) :=
n∑
k=1
(ak sin kx − bk coskx).
It is well known that (e.g., Zygmud [12, vol. I, p. 108])
Theorem A. If f ∈ L1(T) and the finite limit
lim
h→0+
1
h
h∫
0
{
f (x0 + t)− f (x0 − t)
}
dt =: δx0(f ) (1.5)
exists at some point x0 ∈ T, then
lim
r→1−(1 − r)
∂f (r, x0)
∂x
= 1
π
δx0(f ).
The quantity δx0(f ) defined by (1.5) is called generalized jumps of f at the point x0. It is clear that if the finite
limit
dx0(f ) := lim
t→0+
(
f (x0 + t)− f (x0 − t)
) (1.6)
exists, then (1.5) holds. In particular, if f is a periodic function of bounded variation over [−π,π], then
δx0(f ) = dx0(f ) = f (x0 + 0)− f (x0 − 0).
Thus, we see that the terms of the partial derivatives of the Abel–Poisson means of Fourier series determine the
(generalized) jumps of f at any point x0 ∈ T of discontinuity of first kind. The following famous result is proved by
Lukács [9], which shows that the (generalized) jumps of f can be determined by its conjugate partial sums:
Theorem B. If f ∈ L1(T) and (1.5) holds for some x0 ∈ T, then
lim
n→∞
S˜n(f, x)
logn
= − 1
π
δx0(f ).
Recently, Moricz [10] generalized Theorem B to the conjugate Abel–Poisson means. In fact, he proved that
Theorem C. If f ∈ L1(T) and (1.5) holds for some x0 ∈ T, then
lim
r→1−
f˜ (r, x0)
log(1 − r) =
1
π
δx0(f ). (1.7)
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Δ(F,x,h) := 1
h
(
F(x + h)+ F(x − h)− 2F(x))→ 0 as h → 0. (1.8)
Let λ∗(T) be the class of all periodic, continuous functions F such that (1.8) holds uniformly in x ∈ T. The class of
Λ∗(T) is consisted of the functions such that the ratio Δ(F,x,h) is uniformly bounded in x ∈ T and h > 0.
Another main result of Moricz [10] is the following
Theorem D. (i) If a function F ∈ L1(T) is smooth at some point x ∈ T , then for the Abel–Poisson mean F˜ (r, x) of
the conjugate series to the Fourier series of F we have
∂F˜ (r, x)
∂x
= o
(
log
1
1 − r
)
, r → 1−. (1.9)
(ii) If F ∈ λ∗(T), then (1.9) holds uniformly in x ∈ T. If F ∈ Λ∗(T), then (1.9) holds with ‘O’ in place of ‘o,’
uniformly in 0 r < 1 and x ∈ T.
In this paper, we generalize Theorems A, C, and D by establishing two general results (Theorems 1 and 3). As
special applications, we find that the (generalized) jumps of f can also be determined by the higher order partial
derivatives of its Abel–Poisson means. This is different from the determination of jumps by higher order derivatives
of the partial sums. As we know, the higher order derivatives of the partial sums can only determine the usual jumps
(see Section 2 for details).
2. Main results
Definition 1. Let K(r, t) be an odd integrable function of t on T with 0 r < 1. Let
Q−1r :=
π∫
0
K(r, t) dt. (2.1)
We say that K(r, t) is an admissible kernel function if for r → 1−∣∣tK(r, t)∣∣= O(∣∣Q−1r ∣∣), (2.2)
max
ηtπ
∣∣K(r, t)∣∣= o(∣∣Q−1r ∣∣), 0 < η < π, (2.3)
π∫
0
t
∣∣∣∣∂K(r, t)∂t
∣∣∣∣dt = O(∣∣Q−1r ∣∣), (2.4)
where ‘O’ in (2.2), (2.4) and ‘o’ in (2.3) do not depend on r and t , while ‘o’ in (2.3) may depend on η.
The following result generalizes Theorems A and C.
Theorem 1. Let K(r, t) be an admissible kernel function such that f (t)K(r, t) ∈ L1(T) for any f ∈ L1(T). Define
L(f, r, x) := 1
π
π∫
−π
f (x − t)K(r, t) dt, f ∈ L1(T). (2.5)
If (1.5) holds for some x0 ∈ T, then
lim
r→1−QrL(f, r, x0) = −
1
π
δx0(f ).
D. Yu et al. / J. Math. Anal. Appl. 341 (2008) 12–23 15Take
K(r, t) := r sin t
1 − 2r cos t + r2 ,
then
f˜ (r, x) = 1
π
π∫
−π
f (x − t)K(r, t) dt.
From [10], we see that K(r, t) is an admissible kernel function with Qr = −1/ log(1 − r). Thus, Theorem C is a
corollary of Theorem 1.
The following result is also an application of Theorem 1, which has Theorem A (take N = 0 in (2.7)) as its
corollary.
Theorem 2. If f ∈ L1(T) and (1.5) holds for some x0 ∈ T, then
lim
r→1−
(1 − r)2N(−1)N+1
(2N − 1)!
∂2N f˜ (r, x0)
∂x2N
= 1
π
δx0(f ), N = 1,2, . . . , (2.6)
and
lim
r→1−
(1 − r)2N+1(−1)N
(2N)!
∂2N+1f (r, x0)
∂x2N+1
= 1
π
δx0(f ), N = 0,1,2, . . . . (2.7)
Theorem 2 shows that the (generalized) jumps of f can be determined by the odd order partial derivatives of the
Abel–Poisson means of the Fourier series, or the even order partial derivatives of the Abel–Poisson means of the
conjugate Fourier series.
Remark 1. A comparison between the partial sums Sn(f, x), S˜n(f, x) and the Abel–Poisson means f (r, x), f˜ (r, x)
on the determination of jumps is necessary here. Several authors also have investigated the determination of jumps
by the higher derivatives of the partial sums Sn(f, x) and S˜n(f, x) (see [1,4,5]). Among them, the following result is
well-known (see [1,5]).
Theorem E. Let f ∈ HBV and N = 1,2, . . . . Then for any point x0 we have
lim
n→∞
S
(2N+1)
n (f, x)
n2N+1
= (−1)
N
(2N + 1)π
(
f (x0+)− f (x0−)
)
, (2.8)
lim
n→∞
S˜
(2N)
n (f, x)
n2N
= (−1)
N+1
2Nπ
(
f (x0+)− f (x0−)
)
, (2.9)
where HBV is the class of functions of harmonic bounded variation.
We note that for any f ∈ HBV , (1.6) holds, thus (2.8) and (2.9) hold under the condition stronger than that of
(2.6) and (2.7), in other words, we can obtain better results by applying (conjugate) Abel–Poisson means than by
applying (conjugate) partial sums of Fourier series. On the other hand, (2.8) and (2.9) are widely applied in detecting
the singularities of functions (see, for example, [6–8]). We believe that (2.6) and (2.7) have their potential applications
in solving the similar problems.
Remark 2. Gelb and Tadmor [2,3] introduced the so-called “concentration” kernels, which resemble the admissible
kernels defined in Definition 1. By using the concentration kernels, Gelb and Tadmor essentially generalized Theo-
rem E. The concentration kernels can be well applied in studying the (usual) jumps, but they may not work on the
generalized jumps. In fact, the “concentration” kernels can be regarded as generalizations of the partial sums, while
the admissible kernels as generalizations of the Abel–Poisson means.
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classes of kernels. He considered a family of integral transforms on the real line,
Kyf (x) :=
∫
R
f (x − yt)K(t) dt, y > 0,
where K is an absolutely continuous function satisfying:
(a) K ′ ∈ L1(R), K(−t) = K(t), for any t ∈ R;
(b) |K ′(t)| L(t), t > 0, where L(t) ∈ L1(R) is monotone decreasing;
(c) K ′(t) is absolutely continuous with K ′(t) 0, K ′′(t) 0 for t  t0 > 0.
The following results are proved in [11].
Theorem F. Suppose that K(t) satisfies (a)–(c). Let f ∈ L∞(R) and (1.5) hold, then
lim
y↓0 y(Kyf )
′(x0) = k(0)δx0(f ).
Theorem G. If the kernel K(t) satisfies the following conditions:
(d) K(−t) = K(t), 0 tK(t) C, limt→∞ tK(t) = k∞,
(e) K(t) is monotonically increasing for 0 t  y0 and monotonically decreasing for t  y0.
Suppose that f ∈ L1(R,dx/1 + |x|) and (1.5) holds, then
lim
M→∞
LM(f )
logM
= k∞δ0(f ),
where
LM(f ) :=
∫
R
MK(Mt)f (t) dt.
One of the nontrivial points of the kernels defined in [11] is that they work for the functions on the real line. When
the functions defined on the circle are considered, the kernels defined in Definition 1 are quite different from those of
Pinsky [11] (as seen in Theorems F and G).
Now, we generalize Theorem D to the following:
Theorem 3. Let K(r, t) be a function of t with 0 r < 1 such that f (t)K(r, t) ∈ L1(T) for any f ∈ L1(T), and there
exists a H(r) such that
max
ηtπ
∣∣K(r, t)∣∣= o(H(r)), 0 < η π, (2.10)
where o depends only on η, and
π∫
0
t
∣∣K(r, t)∣∣dt = O(H(r)). (2.11)
For any F ∈ L1(T), define
L˜(F, r, x) := 1
π
π∫
0
(
F(x + t)+ F(x − t)− 2F(x))K(r, t) dt.
Then
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L˜(F, r, x) = o(H(r)). (2.12)
(ii) If F ∈ λ∗(T), then (2.12) holds uniformly in x ∈ T. If F ∈ Λ∗(T), then (2.12) holds with ‘O’ in place of ‘o,’
uniformly in 0 r < 1 and x ∈ T.
If we take
K(r, t) := ∂(
r sin t
1−2r cos t+r2 )
∂t
,
then from the proof of Theorem 3 in [10], we have
∂F˜ (r, x)
∂x
= 1
π
π∫
0
(
F(x + t)+ F(x − t)− 2F(x))K(r, t) dt,
and K(r, t) satisfies condition (2.10) and (2.11) with H(r) = −1/ log(1 − r). Thus, Theorem D is a corollary of
Theorem 3.
As an application of Theorem 3, we have
Theorem 4. (i) If a function F ∈ L1(T) is smooth at some point x ∈ T , then for the Abel–Poisson mean F˜ (r, x) of the
conjugate series to the Fourier series of F we have
∂2N+1F˜ (r, x)
∂x2N+1
= o
(
1
(1 − r)2N
)
, r → 1−, (2.13)
∂2NF(r, x)
∂x2N
= o
(
1
(1 − r)2N−1
)
, r → 1−. (2.14)
(ii) If F ∈ λ∗(T), then (2.13) and (2.14) hold uniformly in x ∈ T. If F ∈ Λ∗(T), then (2.13) and (2.14) hold with
‘O’ in place of ‘o,’ uniformly in 0 r < 1 and x ∈ T.
3. Proof of results
3.1. Proof of Theorem 1
By (1.5), for any given ε > 0, we can choose 0 < η < π/2 such that for 0 h η,∣∣I (h)∣∣ εh (3.1)
where
I (h) :=
h∫
0
(
f (x0 − t)− f (x0 + t)+ δx0(f )
)
dt.
Since K(r, t) is an odd function of t , by (2.1), we have
QrL(f, r, x0)+ 1
π
δx0(f ) =
Qr
π
π∫
0
(
f (x0 − t)− f (x0 + t)+ δx0(f )
)
K(r, t) dt
= Qr
π
( η∫
0
+
π∫
η
)
=: I1 + I2. (3.2)
By integrating by parts, (3.1), (2.2), and (2.4), we have
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∣∣∣∣Qrπ
∣∣∣∣
(
I (η)
∣∣K(r,η)∣∣+ η∫
0
∣∣I (t)K ′(r, t)∣∣dt)
= O
(
|Qr |ε
(
η
∣∣K(r,η)∣∣+ π∫
0
∣∣tK ′(r, t)∣∣dt))
= O(ε), r → 1−. (3.3)
By (2.3), we have
|I2| = O
(
|Qr |
π∫
η
∣∣f (x0 + t)− f (x0 − t)+ δx0(f )∣∣∣∣K(r, t)∣∣dt
)
= O
(
|Qr | max
ηtπ
∣∣K(r, t)∣∣( ∫
T
∣∣f (t)∣∣dt + 2πδx0(f )
))
= o(1), r → 1−. (3.4)
We complete the proof of Theorem 1 by combining (3.2)–(3.4).
3.2. Proof of Theorem 2
We prove (2.6) only, the proof of (2.7) is similar.
Set
Q(r, t) :=
∞∑
k=1
rk sin kt,
then it is clear that
f˜ (r, x) = 1
π
π∫
−π
f (x − t)Q(r, t) dt,
hence
∂2N f˜ (r, x)
∂x2N
= 1
π
π∫
−π
f (x − t)K1(r, t) dt, (3.5)
where
K1(r, t) = ∂
2NQ(r, t)
∂t2N
= (−1)N
∞∑
k=1
k2Nrk sin kt. (3.6)
By Theorem 1, we need only to prove that K1(r, t) is an admissible kernel function. It is obvious that K1(r, t) is an
odd function. Thus we need actually to verify that K1(r, t) satisfies conditions (2.2)–(2.4). We divide the proof into
the following lemmas.
Lemma 1. For N = 0,1,2, . . . , it holds that
SoN :=
∞∑
k=1
′
kNrk 	 N !
2(1 − r)N+1 , r → 1−, (3.7)
SN :=
∞∑
kNrk 	 N !
(1 − r)N+1 , r → 1−, (3.8)k=1
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∑′
means that the summation is over all positive odd numbers, while ar 	 br , r → 1− means that
limr→1− ar/br = 1.
Proof. We prove (3.7) by induction on N. It is obvious that
So0 =
∞∑
k=1
′
rk = r
1 − r2 	
1
2(1 − r) , r → 1−,
which implies (3.7) holds for N = 0. Now, assume that
Som 	
m!
2(1 − r)m+1 , r → 1−
holds for all mN. Then(
1 − r2)SoN+1 = r + ∞∑
k=3
′(
kN+1 − (k − 2)N+1)rk
= r −
N∑
j=0
(
N + 1
j
)
(−2)N+1−j
∞∑
k=3
′
kj rk
= r −
N∑
j=0
(
N + 1
j
)
(−2)N+1−j (Soj − r)
	 2
(
N + 1
N
)
SoN
	 (N + 1)N !
(1 − r)N+1 , r → 1−,
which implies that
SoN+1 	
(N + 1)!
2(1 − r)N+2 , r → 1−.
This completes the proof of (3.7).
(3.8) can be proved similarly. 
Lemma 2. For K1(r, t) defined by (3.6), we have
Q−1r :=
π∫
0
K1(r, t) dt 	 (2N − 1)!(−1)
N
(1 − r)2N . (3.9)
Proof. By (3.6), we have
Q−1r = 2(−1)N
∞∑
k=1
′
k2N−1rk = 2(−1)NSo2N−1.
This combining with (3.7) proves (3.9). 
Lemma 3. For K1(r, t) defined by (3.6), we have∣∣tK1(r, t)∣∣= O(Q−1r ), r → 1−. (3.10)
Proof. Set
D˜n(t) :=
n∑
sin kt, n = 1,2, . . . .
k=1
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∣∣∣∣∣
∞∑
k=1
k2Nrk sin kt
∣∣∣∣∣
= |t |
∣∣∣∣∣
∞∑
k=1
(
k2Nrk − (k + 1)2Nrk+1)D˜k(t)
∣∣∣∣∣
 π
∞∑
k=1
k2Nrk
∣∣∣∣1 − r(1 + 1k
)2N ∣∣∣∣
= O
( ∞∑
k=1
k2Nrk
(
(1 − r)+ 1
k
))
= O
(
1
(1 − r)2N
)
= O(Q−1r ), r → 1−,
where in the last inequality, we used (3.8) and (3.9). 
Lemma 4. For K1(r, t) defined by (3.6), we have
max
ηtπ
∣∣K1(r, t)∣∣= O(1), r → 1−, (3.11)
which implies that K1(r, t) satisfies (2.3).
Proof. Since
Q(r, t) =
∞∑
k=1
rk sinkt = r sin t
1 − 2r cos t + r2 ,
then K1(r, t) has the form
K1(r, t) = H(r, cos t, sin t)
(1 − 2r cos t + r2)2N+1 ,
where H(r, cos t, sin t) is a polynomial of r , cos t and sin t with a degree depending only on N . Note that 0 r < 1,
−1 cos t , sin t  1, we see that∣∣H(r, cos t, sin t)∣∣= O(1).
Therefore, for 0 < η t  π ,∣∣K1(r, t)∣∣= O( 1
(1 − 2r cos t + r2)2N+1
)
= O
(
1
((1 − r)2 + 4r sin2 t2 )2N+1
)
= O
(
1
(4r sin2 t2 )2N+1
)
= O(1), r → 1−. 
Lemma 5. For K1(r, t) defined by (3.6), we have
π∫
0
t
∣∣∣∣∂K1(r, t)∂t
∣∣∣∣dt = O( 1(1 − r)2N
)
, r → 1−. (3.12)
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Δ1ak := ak − ak+1, k = 1,2, . . . ,
Δsak := Δ
(
Δs−1ak
)
, s = 2,3, . . . , k = 1,2, . . . .
Since
∂K1(r, t)
∂t
= (−1)N
∞∑
k=1
k2N+1rk coskt.
Then, by (3.8),
1−r∫
0
t
∣∣∣∣∂K1(r, t)∂t
∣∣∣∣dt = O
(
1
(1 − r)2N+2
1−r∫
0
t dt
)
= O
(
1
(1 − r)2N
)
, r → 1−. (3.13)
By using Abel’s transformation three times, we have
(−1)N ∂K1(r, t)
∂t
= − r
2
+ 1
2 sin t2
∞∑
k=1
Δ1
(
k2N+1rk
)
sin
(
k + 1
2
)
t
= − r
2
+ cos t
4 sin2 t2
(
r − 22N+1r2)− 1
4 sin2 t2
( ∞∑
k=1
Δ2
(
k2N+1rk
)
cos(k + 1)t
)
= − r
2
+ cos t
4 sin2 t2
(
r − 22N+1r2)+ sin 32 t
8 sin3 t2
∞∑
k=1
Δ3
(
k2N+1rk
)
− 1
8 sin3 t2
∞∑
k=1
Δ3
(
k2N+1rk
)
sin
(
k + 3
2
)
t.
Thus ∣∣∣∣∂K1(r, t)∂t
∣∣∣∣= O
(
t−3
(
1 +
∞∑
k=1
∣∣Δ3(k2N+1rk)∣∣)). (3.14)
Note that∣∣Δ3(k2N+1rk)∣∣= k2N+1rk∣∣∣∣1 − 3r(1 + 1k
)2N+1
+ 3r2
(
1 + 2
k
)2N+1
− r3
(
1 + 3
k
)2N+1∣∣∣∣
 k2N+1rk(1 − r)3 + 3r
(
2N + 1
1
)
k2Nrk(1 − r)2 + 3r
(
2N + 1
2
)
k2N−1rk(1 − r)(1 − 3r)
+ k2N+1rk
2N+1∑
j=3
(
2N + 1
j
)(
3r + 3r22j + r33j )k−j
= O
(
k2N+1rk
(
(1 − r)3 + 1
k
(1 − r)2 + 1
k2
(1 − r)+ 1
k3
))
, 0 r < 1.
Therefore, by (3.8) again,
∞∑
k=1
∣∣Δ3(k2N+1rk)∣∣= O( 1
(1 − r)2N−1
)
, r → 1−. (3.15)
It follows from (3.14) and (3.15) that
π∫
t
∣∣∣∣∂K1(r, t)∂t
∣∣∣∣dt = O( 1(1 − r)2N−1
π∫
t−2 dt
)
= O
(
1
(1 − r)2N
)
, r → 1−. (3.16)1−r 1−r
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Combining Lemmas 2–5, we finish the proof of (2.6). 
3.3. Proof of Theorem 3
(i) Since F is smooth at x, then for any given ε > 0 there exists an η > 0 such that for 0 t  η,
t
∣∣Δ(F,x, t)∣∣= ∣∣F(x + t)+ F(x − t)− 2F(x)∣∣ εt. (3.17)
We split L˜(F, r, x) into
L˜(F, r, x) = 1
π
( η∫
0
+
π∫
η
)
tΔ(F,x, t)K(r, t) dt =: J1 + J2. (3.18)
By (3.17) and (2.11), we get
|J1| = O
(
ε
π∫
0
t
∣∣K(r, t)∣∣dt)= O(H(r)ε). (3.19)
While by (2.10), we have
|J2| = O
(
max
ηtπ
∣∣K(r, t)∣∣ π∫
η
t
∣∣Δ(F,x, t)∣∣dt)
= o
(
H(r)
( π∫
0
∣∣F(t)∣∣dt + ∣∣F(x)∣∣))
= o(H(r)), r → 1−. (3.20)
Combining (3.18)–(3.20), we obtain (2.12).
(ii) The first part of the results can be derived directly from (i), while the second one can be proved in the same
line.
3.4. Proof of Theorem 4
We only prove (2.13), the proof of (2.14) is similar. First, we observe that
∂2N+1F˜ (r, x)
∂x2N+1
= 1
π
π∫
−π
F (x − t)K2(r, t) dt
where
K2(r, t) := ∂K1(r, t)
∂t
= (−1)N
∞∑
k=1
k2N+1rk coskt,
and K1(r, t) is defined by (3.6). Since K2(r, t) is even and
π∫
0
K2(r, t) dt = 0,
we have
∂2N+1F˜ (r, x)
∂x2N+1
= 1
π
π∫ (
F(x + t)+ F(x − t)− 2F(x))K2(r, t) dt. (3.21)0
D. Yu et al. / J. Math. Anal. Appl. 341 (2008) 12–23 23A similar deduction to the proof of Lemma 4 yields
max
ηtπ
∣∣K2(r, t)∣∣= O(1),
which implies that
max
ηtπ
∣∣K2(r, t)∣∣= o( 1
(1 − r)2N
)
, r → 1−. (3.22)
At the same time, by Lemma 5,
π∫
0
t
∣∣K2(r, t)∣∣dt = π∫
0
t
∣∣∣∣∂K1(r, t)∂t
∣∣∣∣dt = O( 1(1 − r)2N
)
, r → 1−. (3.23)
Taking H(r) = (1 − r)−2N, we obtain (2.13) by (3.21)–(3.23) and Theorem 3.
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