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Abstract
Sequentiality (input-side determinism) is a desirable property of 'nite-state transducers: such
transducers are optimal for time e,ciency. Not all transducers are sequentiable and those that are
may not be sequential. Sequentialization algorithms of 'nite-state transducers do not recognize
whether a transducer is sequentiable or not and simply do not ever halt when it is not. Chof-
frut proved that sequentiality of 'nite-state transducers is decidable. B)eal et al. (in: D. Gonnet,
G. Panario, A. Viola (Eds.), Proceedings of LATIN 2000, Lecture Notes in Computer Science,
Vol. C1776, Springer, Heidelberg, 2000, p. 397) have proposed squaring to decide sequential-
ity. We propose a di;erent procedure, which, with -closure extension, is able to handle letter
transducers with arbitrary -ambiguities, too. Our algorithm is more economical than squaring,
in terms of size. In di;erent cases of non-sequentiability, necessary and su,cient conditions of
one of the four possible ambiguity classes of the transducer can be observed. These ambiguities
can be mapped bijectively to particular basic patterns in the structure of the transducer. The
non-presence of both the in$nitely ambiguous and the unboundedly ambiguous patterns is the
condition of sequentiability. These patterns can be recognized, using 'nite-state methods, in any
transducer. The method shows both sequentiability and, if present, sequentiality on the given
side of the transducer.
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1. Introduction
Finite-state automata and transducers are widely used in several application 'elds,
among others, in computational linguistics [10,15,2]. Sequential transducers, intro-
duced by SchHutzenberger [16], have advantageous computational properties. Sequen-
tiality means determinism on the input side (automaton) of the underlying relation the
transducer encodes. The sequentiality of one side is independent of the other side; we
consider input side sequentiality below.
We use the notation of the Xerox 'nite-state calculus [2,8,9]. In particular, the
identity relation a:a will be referred to as a and the unknown symbol as ?. Arc is a
synonym for transition. The precise de'nition of transducer corresponds to the usual
ones in literature (as in [15]), the less common extensions (like the presence of the
? symbol [2]) do not alter the algorithm described here. The main application area of
the Xerox calculus is natural language processing. As usual, the word “sequential” will
be used as a synonym for subsequential and p-subsequential unless a distinction is
needed. Letter transducer means a format where arcs have pairs of single symbols on
arcs (in a:b, a is called the upper symbol and b the lower one), in word format they
have pairs of possibly several concatenated letters—words. Even if one format can be
transformed into the other, the distinction is necessary in practical applications, like
natural language processing: among other considerations, since there tend to be more
words than letters in a human language, much better compaction can be achieved by
using the letter form. In our transducers,  symbols (empty symbols) can appear on
either side of an arc symbol pair, but not on both sides of the same pair (the latter :
can be eliminated in any case). It is necessary for full generality (and often ignored
in other treatments).
While any 'nite-state automaton can be determinized, not all transducers can be
sequentialized. Cho;rut proved [3] that sequentiability of 'nite-state transducers is de-
cidable: the proof is based on a distance of possibly ambiguous paths. Mohri [14] gave
a generalization of the theorem of Cho;rut for p-subsequential transducers.
It has been known in 'nite-state folklore that sequentiability can be decided by using
the square construct. Roche and Schabes [15] described two algorithms to decide the
sequentiality of unambiguous transducers; one of them is the twinning construct of
Cho;rut.
B)eal et al. have published a formal paper [1] on squaring transducers where they
describe the proof and give algorithms, using the square, to decide functionality and
sequentiability of transducers. The algorithm we propose decides about sequentiability
(and sequentiality) only; it is an improved and extended version of [6].
A relation (of the upper and lower languages of the transduction) is sequential or not.
This is sequentiality. A transducer that encodes a sequential relation is sequentiable
and it may or may not be already sequential. It is sequentiability, and it is the property
of transducers only, and not that of relations (transductions, mappings). If a transducer
is not sequential, but sequentiable, it can be transformed to be sequential. (See Fig. 7.)
Our method has the advantage of not having to create the square of the transducer.
More precisely, in the (non-realistic) worst case it may have to, but not in any other
case, and even in the worst case it is done state by state, in subsequent steps, limiting
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Fig. 1. A non-sequentiable transducer: there is no sequential equivalent since arbitrarily big possible delay
of output cannot be handled by sequentialization: an input string starting with acn can either give acnd or
bcne output, depending on the last input symbol only, so the decision must be delayed until the last input
symbol arrives and this can go beyond any prede'ned bound. Note that the transduction is functional but
not sequential.
the space complexity to linear (multiplied by a constant), rather than quadratic. If a
transducer has n states, its square, as one would expect, will have n2 ones. Automata
implementations, like the Xerox automata [9,2], have representation-dependent practical
limits in terms of states and arcs. Even if these limits are pushed further, and even if
properties of particular implementations are ignored, the size complexity remains both
a concern and a real limit.
In [4], we published extensions to the sequentialization algorithm of Mohri [12,13].
One of them was the handling of not only real, but -ambiguities, too. It is neces-
sary when the transducer is in letter format, since one-sided -transitions may not be
eliminated, while it is possible in the word format.
To determine the sequentiability of letter transducers -ambiguities have to be han-
dled too, unless we can guarantee -free letter transducers. But in the general case there
is no such guarantee. Handling -ambiguities needed some improvements in our origi-
nal algorithm (of 1996) to decide about sequentiability. The possible hidden identical
mappings had to be made exposed.
Transducers can be building blocks for more complicated transducers, both in 'nite-
state compilers (like the Xerox [9] one) and in other applications. Computational lin-
guists often build transducers that can serve for both generation and analysis of text.
Such transducers can have various levels of ambiguities, and the level of ambiguity
characterizes the given (input) side. Roche and Schabes classify the level of ambiguity
of transductions into four classes ([15, 1.3.5]). There is a strict hierarchy among them.
The classes are, in decreasing order of ambiguity: in$nitely ambiguous, unboundedly
ambiguous (our terminology, Roche and Schabes call this simply $nitely ambiguous),
uniformly $nitely ambiguous and functional rational transducers. Even by some basic
constructs like the replace operator [7], the least convenient, that is, the most general
case, an in$nitely ambiguous transducer can be created, as in Fig. 2.
In the following, transducers will be considered as those with accessible states, in a
connected graph, only. It is a practical consideration since this case corresponds to the
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Fig. 2. The [ a ->  ] replace expression causes an -loop in the corresponding transducer. It is in'nitely
ambiguous from the lower side (but not from the upper side). The relation eliminates all as from the upper
side language.
language of regular expressions. That is, each subpath is reachable from the (or from
a member of the set of) initial state(s).
2. What makes a transducer non-sequentiable
If a transducer represents a sequential mapping it can be sequentialized. An example
is in Fig. 7 which does represent a sequential mapping but is not sequential; note that
here the -closure extension [4] is needed for sequentialization. The sequentialization
algorithm 1 attempts to 'nd ambiguities and possibly delay the output on ambiguous
paths until non-determinism can be resolved. In a 'nite transducer, this delaying can
go to a 'nite distance only. In the terminology of Cho;rut, the transducer must have
bounded variation (B)eal et al. [1] call this property uniformly divergent).
If a transducer contains an -loop then it is in'nitely ambiguous. Such a transducer
does not represent a sequential mapping, examples are in Figs. 2 and 3.
An intuitive interpretation of this case is that an in'nitely ambiguous transducer,
considered from the given input direction, can give several, possibly in'nitely many,
di;erent results for an input string. In the example of Fig. 3, looking from the upper
direction, at an input bd string, the result is the in'nite set bcnd (where n can be any
natural number). In fact, in all transducers, having this ambiguity property, one can
0 1 2b:b d:d
ε:c
Fig. 3. The transducer of the [ b :c* d] expression is in'nitely ambiguous from the upper side, yielding
an in'nity of results at lookup.
1 Both that of Mohri [12] and our variant [4].
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Fig. 4. Unboundedly ambiguous transducer, [ a:b | a:c ]* , from the upper side.
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Fig. 5. Unboundedly ambiguous transducer spiced with -ambiguities: it represents the same mapping as
Fig. 4, but looks more complicated, and, for pattern matching, it is, indeed.
'nd an (input-side) -loop. So if the presence of -loops can be detected, this condition,
which excludes sequentialization, can be found.
If a transducer is unboundedly ambiguous, it is not sequentiable either.
Intuitively, such a transducer gives an ever growing—but always 'nite—number of
di;erent results if the length of the input is growing. There is no upper limit for the
number of results. Such a transducer does not have bounded variation. In the example
of Fig. 4 the number of results is 2n, where n is the number of input as and 2
characterizes the output variation (b or c), since we may have either b or c at each
output position.
The same example can be made somewhat more obfuscated to show the e;ect of
-ambiguities: Fig. 5 has the same mapping as in Fig. 4, just in a much less convenient
representation, so it is also unboundedly ambiguous. In addition, the number of results
is not only much bigger, but it grows much faster at greater n, too, than in the previous
example. Since there are three loops that encode the same mapping, the number of
results for n input as is 2n3n, of which 2n di;erent ones. 2 characterizes the output
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variation, as before, and 3 is the number of ambiguous paths (for each new input
symbol).
In the 'rst unboundedly ambiguous example (Fig. 4) the pattern to detect in the
transducer is the following: if there is ambiguity on a state, and if the ambiguous
arcs have di;erent outputs, and if these paths get to (possibly di;erent) loops with
the same input mapping, then such a transducer is not sequentiable, since it is un-
boundedly ambiguous (at least). The second example (Fig. 5) shows that even this
simple mapping might not be that easy to detect: in [4] we showed that many dif-
ferent paths can encode the same relation in transducers with one-sided -ambiguities.
The number of possible identical paths (involving one-sided -ambiguities) grows very
fast with the increase of the length of the relation. For this reason, this condition
may not be obvious to identify in complicated structures of large transducers—but,
with some e;ort, it can be done. This e;ort is the -closure of states so that we
know all the ambiguities of a particular state, let they be directly on the state or at
arbitrary distance (throughout one-sided -arcs). The creation of the -closure set is
known [4].
By now we know everything to detect sequentiability—or almost. Any other trans-
ducer, not falling into the previous two ambiguity classes, represents a sequential map-
ping, and is sequentiable. They do not exceed the uniformly $nitely ambiguous class
of transducers. We have to look only for the two excluding conditions above, that
is, 'rst for -loops and then for loops that begin ambiguously and meet some further
conditions, when testing transducers for (non-)sequentiability.
As a direct consequence of the above, any non-cyclic transducer is sequentiable since
such a transducer does not contain any loop.
The rest will explain in more detail how to detect such patterns, forbidding sequen-
tialization, in transducers, using reasonably simple algorithms and 'nite-state
methods.
3. Excluding innitely ambiguous transducers
A transducer that contains an -loop is innitely ambiguous (see Roche and Schabes
[15, 1.3.5]). Such a transducer is not sequential, and cannot be sequentialized. We have
seen before that such a situation can easily arise in commonly used transducers. It is
a trivial case of non-sequentiability, and it is quite simple to detect the presence of
epsilon loops in a network. A recursive exploration of possible (input-) -arcs on all
the states can do it, as in Fig. 6.
This algorithm is to be performed 'rst; and only those transducers that have passed
this test should undergo more thorough scrutiny. The reason is that the test to detect
the presence of unbounded ambiguity is not able to detect the presence of -loops,
worse, it either would not halt if such a pattern occurred in the transducer or would
not recognize it as an obstacle in sequentiability.
The algorithm is of linear time complexity in the number of states and arcs at a
given state: a single exhaustive traversal will give result. So it is at most quadratic for
a transducer.
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IS INFINITELY AMBIGUOUS(T , input side)
1 for all states s in T
2 if STATE EPSILON LOOP(s, s, input side)
3 return TRUE
4 return FALSE
STATE EPSILON LOOP(s0; s1, input side)
1 if s1 has been VISITED
2 return TRUE
3 Mark s1 as VISITED
4 for all arcs a in s1
5 if input symbol of a is  and a has not been VISITED
6 Mark a as VISITED
7 if Destination state(a) == s0
8 return TRUE
9 else
10 if STATE EPSILON LOOP(s0,Destination state(a), input side)
11 return TRUE
12 Mark a as NOT-VISITED
13 Mark s1 as NOT-VISITED
14 return FALSE
Fig. 6. Algorithm to discover -loops in a transducer. If there is an -loop then the transducer is in'nitely
ambiguous hence non-sequentiable.
4. Excluding unboundedly ambiguous transducers
In Section 2, we have introduced unboundedly ambiguous transducers and identi'ed
a pattern which is always present in a transducer having this ambiguity property.
If there is no (real- or -) ambiguity on any state, there is no need to check
for unbounded ambiguity: such a transducer can still be in'nitely ambiguous (as in
Figs. 2 and 3) so we have to exclude this by testing this 'rst, as in Fig. 6.
Testing for unbounded ambiguity is done only when necessary, that is, when there is
ambiguity, at the 'rst place. Ambiguity can be due to ambiguous arcs on the state itself
(as in Fig. 4) or due to a mixture of real and -ambiguities (as in Fig. 5), or just due
to pure -ambiguities. Any ambiguity must have a beginning, that is, a particular state
where there are ambiguous arcs—either own arcs of the state or arcs in the -closure
of the state. An iteration on the set of all states of the transducer, using -closure, is
able to identify ambiguities.
If a state has (at least) two ambiguous arcs, they de'ne, via the closures of their
respective destination states, two sub-transducers. If both of these are looping then there
is further work to be done, otherwise the current arc pair cannot lead to unbounded
ambiguity.
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Fig. 7. A sequentiable transducer: since there are ambiguous arcs that lead to loops, the test has to examine
if there is real unbounded ambiguity or identity. In this case, the ambiguous sub-transducers, with loops,
hide identity.
If they are both looping but the respective input substrings, which loop at least once,
are di;erent, then there is no problem (for sequentiability). But if it is not the case
we may have found a case of unbounded ambiguity, so, in most cases, the test could
stop here and report non-sequentiability, provided the respective output substrings were
di;erent. It is the case in Fig. 1.
But there is a little chance still that such a transducer is sequentiable, notably when
the current two sub-transducers represent the same mapping but this fact is hidden by
-ambiguities. It is only possible in transducers where the presence of -ambiguities is
allowed, as in Fig. 7.
Both the condition of unbounded ambiguity and the eventual hidden identical map-
ping can be found by examining respective sides of the sub-transducers.
One has to extract sub-transducers: it can be done by considering the current state as
the respective new initial state (for the two arcs under consideration), with the current
two ambiguous arcs as the respective single arcs of the respective initial states and
traversing this transducer (in a concrete implementation, copying or marking it, too;
for both arcs). The corresponding extraction algorithm is simple and is, in the worst
case, its time complexity is linear in the number of arcs and states of the transducer:
one has to visit all the arcs and states of the original transducer exactly twice; but in
most practical cases much less.
The above extraction is not sensitive to the 'nality of states. In particular, equivalence
of automata below should consider all states as 'nal (or not).
The condition of looping can be examined by systematic traversals of the extracted
subnets. If, starting from a state, and traversing the net, the current state is reached
again then this state is part of a loop and so the whole transducer is looping. This has
to be done for all states (of the respective subnets). The corresponding algorithm is
linear in the number of arcs and states of the transducer.
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Fig. 8. A non-sequentiable transducer: courtesy of Mohri [11]. The looping arcs of state 1 and state 2 has
the same input and the same output languages but they can lead to unbounded ambiguities, due to cross
mappings: a sequence of input c symbols will result in output c symbols on state 1 and in output b symbols
on state 2; and so for input c symbols. Either case is unbounded ambiguity but the algorithm in Fig. 9 will
not notice it.
If both subnets are looping, then one has to create the intersection of their input
languages. If this automaton is also looping, then it means that an ambiguous path gets
into a loop. It may well mean unbounded ambiguity. The only escape is when respective
output languages of the two sub-transducers are identical, too. One has to check the
intersection of the output sides of the current sub-transducers and if the intersection of
them is not equivalent with its inputs then it is indeed a case of unbounded ambiguity,
and so the transducer is not sequentiable.
However, as Mohri pointed out [11], this schema has a loophole still: the transducer
can hide cross-mappings, as in Fig. 8, and this case—while forbidding sequentialization
—is not detected by simple intersection of the output sides. The word “respective”
is important. Accordingly, Fig. 9 needs improvement to take into consideration such
ambiguities, too. This paper must go to printing soon; an improved version shall
follow.
Fig. 9 shows it more concisely: Closured input symbol() of line 3.1 means the
possible -closure of an arc [4], that is, the set of all states that are reachable from
this arc via input -transitions. Extract transducer() (lines 5 and 6) has been ex-
plained earlier. Input automaton(), respectively Output automaton () (lines 7, 8 and
12, 13) represent the appropriate (upper or lower) sides of the transducer, that is, the
corresponding automata. Has loop() (lines 9, 11) is a known basic algorithm, it de-
cides whether the automaton is loop-free or not. Intersect() of line 10 is intersection
(of two automata) in the automata sense. The equivalence of two automata (line 14)
is decidable. But again, we have to acknowledge, due to [11], that this line is unable
to handle the cases illustrated in Fig. 8 and so it has to be changed to a more appro-
priate one. Fortunately, the overall principle remains valid and an improved algorithm
is under work.
The algorithm minimizes unnecessary work: it only explores further paths when
needed, that is, when there is possibility of subsequentiability due to real or -ambiguities
at a given state. In the worst case, it may result in something similar to squaring but
even then the space complexity is only a constant multiple of the original size (two
sub-transducers, four sub-automata) rather than quadratic. In most practical applications
it requires much less.
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IS UNBOUNDEDLY AMBIGUOUS(T , input side)
1 State is input side deterministic=TRUE
2 for all states s in T
3 for all arcs ai; aj in s so that
3.1 Closured input symbol(ai)==Closured input symbol(aj)
4 State is input side deterministic=FALSE
5 Ti =Extract transducer (ai)
6 Tj =Extract transducer (aj)
7 Ainputi = Input automaton (Ti, input side)
8 Ainputj = Input automaton (Tj, input side)
9 if Has loop(Ainputi ) and Has loop(A
input
j )
10 Ainputij = Intersect(A
input
i ; A
input
j )
11 if Has loop(Ainputij )
12 Aoutputi =Output automaton (Ti, input side)
13 Aoutputj =Output automaton (Tj, input side)
14 if Aoutputi =Aoutputj
15 return TRUE
16 return FALSE
Fig. 9. Algorithm to discover ambiguous loops with identical input substrings that start ambiguously, and
then loop. If such loops are found, and they do not hide identical mappings (via -ambiguities) then the
transducer is unboundedly ambiguous hence non-sequentiable.
4.1. Deciding whether a transducer is already sequential
As a fringe bene't, the combined use of the two algorithms (of Figs. 6 and 9) is able
to show whether a non-unboundedly-ambiguous transducer is already p-subsequential
or not. If a transducer passed the in'nitely-ambiguous test (of Fig. 6), that is, it is
not in'nitely ambiguous, then, if no state has identical input arcs (either immediate
or closured), it is sequential. It can be checked during the algorithm with little (and
constant) additional cost. So there is no need for eventual further use of a sequential-
ization algorithm. Is there not indeed? As explained, this input-side determinism test
only assures that no two (real or closured) arcs (of a given state) are identical with
respect to a given symbol. But they can be ambiguous via (input-side-)  symbols,
too. One could perhaps make this condition stricter, demanding that no  input symbol
should occur on an arc. But in the case of letter transducers this condition cannot be
always achieved.
Lines (1, 4) of Fig. 9 show the presence (or not) of sequentiality. With little change,
the degree of p-subsequentiality can be found, too: p is the maximum of all output
ambiguities.
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IS SEQUENTIABLE(T , input side)
1 State is input side deterministic=FALSE
2 if IS INFINITELY AMBIGUOUS(T , input side)
3 return FALSE
4 if IS UNBOUNDEDLY AMBIGUOUS(T , input side)
5 return FALSE
6 set State is input side deterministic to TRUE/FALSE
7 return TRUE
Fig. 10. Algorithm to decide sequentiability and, if so, sequentiality of a transducer, from a given side.
The value of the variable State is input side deterministic on line 6 is determined in line 4 (if executed,
otherwise in line 1); it shows actual sequentiality.
5. Is this transducer sequentiable and is it sequential?
The complete test of sequentiability and sequentiality is the orderly application of
algorithms in Figs. 6 and 9, in this order. The 'rst one 'nds a case of an eventual
in'nite ambiguity, the second one 'nds either a case of an unbounded ambiguity or
the lack of it, and, in the latter case, it also shows whether the transducer is already
sequential or not. Fig. 10 shows the 'nal algorithm.
A transducer can be sequentiable or not from a given side and it can be either
sequentiable or not from the opposite side: the sequentia(bi)lity of respective sides is
independent. In the general case, even if a transducer is sequentiable from either sides,
simultaneous sequentiality cannot be achieved.
5.1. Epsilon-closure of transducers representing a sequential mapping
In [4], we describe the necessity of allowing (one-sided) -transitions in the case
of letter transducers. Since -transitions are inevitable in the general case, we could
not use the sequentiability tests described by Roche and Schabes: they needed unam-
biguous transducers as input for their algorithms. In the general case of arbitrary letter
transducers we cannot guarantee this property.
Summary
We have described an algorithm to decide whether a transducer represents a p-
subsequential mapping or not, from a given direction. The sequentiability algorithm of
Fig. 10 is the orderly application of the algorithms in Figs. 6 and 9, in this order, to
exclude the two inhibiting conditions of sequentiability. The transducer can be either
in letter or in word format and it can contain -ambiguities. But it cannot contain a
certain type of unbounded ambiguity leading to non-sequentiability: this de'ciency is
being addressed.
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The algorithm is able to decide, at the same time when deciding sequentiability,
whether a transducer, representing a p-subsequential mapping, is already sequential
(no ambiguous arcs then, not even via -closures) or not.
Based on the classi'cation of possible ambiguities, and corresponding patterns in
the transducers, these patterns are recognized by examining appropriate input (and, in
some cases, the output) sub-languages of the transducer.
The algorithm minimizes unnecessary work: it works in a “call by need” way, only
at states where ambiguity can be suspected. Its space complexity is linear (with a
constant factor), as opposed to squaring (which is quadratic).
If an -ambiguous letter transducer represents a p-subsequential relation then it may
or may not be already p-subsequential. If it is not (showed by the algorithm here)
it can be converted to an optimal p-subsequential transducer by another algorithm,
shortly outlined at CIAA2000 [5], detailed in [4]. This general sequentializing algorithm
is based on previous work of Mohri. The test of sequentia(bi)lity is necessary for
all practical purposes—as in 'nite state compilers and applications—since, applied to
arbitrary transducers, the sequentialization algorithm may not halt. Some applications
and algorithms require sequential transducers.
We have implemented these algorithms in the Xerox 'nite state toolkit.
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