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A B S T R A C T
introduction and objectives
This thesis deals with the study of two atmospheric phenomena that nor-
mally appear in the stable boundary layer (SBL): radiation fog and gravity
waves (GWs), processes that are still not well understood. Therefore, their
representation in the numerical weather prediction (NWP) models is one
of the current challenges for the meteorological modelling. Thus, the main
objective of this thesis is to gain knowledge about these phenomena, with
especial emphasis to their interactions with turbulence in the SBL.
The work starts with sensitivity experiments of the WRF (Weather Re-
search and Forecasting) mesoscale model, in order to determine the most ap-
propriate physical options for the simulation of fog. Subsequently, radiation-
fog forecasting is addressed through two different approaches: numerical
modelling (WRF) and statistical methods (M14, Menut et al. (2014)). These
two methods are evaluated and compared at two contrasting experimental
sites. Finally, new methods for the fog-top height estimation are presented.
This variable is usually unknown or subjected to expensive or not-always
accessible data. The estimation offered in this thesis is based on turbulent
surface measurements (friction velocity and heat flux).
Regarding GWs, on the one hand, a comprehensive observational analysis
of near-monochromatic GWs propagated in a duct layer is presented, being
difficult to have the chance of analysing a case like this in the real atmo-
sphere. On the other hand, the physical mechanisms governing smaller-scale
GWs and drainage flows are elucidated, analysing in detail the interactions
of these phenomena with the turbulence in the SBL, which is one of the main
current challenges in micrometeorological studies.
methodology
The research strategy is based on the analysis of observational data from
three experimental sites: the Cabauw Experimental Site for Atmospheric Re-
search (CESAR), the Research Centre for the Lower Atmosphere (CIBA) and
the BLLAST (Boundary-Layer Late Afternoon and Sunset Turbulence) field
campaign. These data are studied through time series analyses, spatial com-
parison, statistics, etc. Furthermore, high-resolution surface pressure data
from microbarometers have been employed for the analysis of GWs, using
wavelet transforms and phase differences analyses. Multi-resolution flux de-
xiii
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composition methods have also been used for the analysis of high-frequency
data from sonic anemometers. Finally, radiation-fog forecasting is evaluated
with the mesoscale model WRF and its skill is analysed under different phys-
ical parameterizations.
results
Planetary boundary layer (PBL) parameterizations as MYNN and QNSE of-
fer the best results for radiation-fog forecasting, as well as the use of the
gravity-settling option or sophisticated microphysics schemes. The statisti-
cal method M14 has been evaluated at CESAR and CIBA, offering satisfac-
tory results, which are also obtained with the use of new predictor vari-
ables, such as the friction velocity. However, the combination of this method
with output from the WRF model worsened the results. Regarding the sim-
ulation of liquid water content (LWC) from the model, it normally offers
satisfactory simulations of fog when configured with high resolution and
computationally-expensive physical options, although considerably better
results are obtained when using long and adequate spin-up times.
On the other hand, fog-top height shows a high linear correlation with
the friction velocity and less with the heat flux (for convectively-active fog).
The estimation of fog thickness through temperature measurements in the
vertical is not possible for shallow or very deep fog.
Regarding GWs, clear and sinusoidal oscillations detected in the surface
pressure records during the BLLAST campaign have been associated with
GWs formed as consequence of downdraughts located at the wake-low part
of a mesoscale convective system (MCS). These GWs were ducted in a layer
from surface up to 2000 m above ground level and propagated horizontally
in the same direction of the MCS. With respect to the smaller-scale GWs as-
sociated with drainage flows, the results show how the turbulent parameters
and surface fluxes highly depend on the height and specific location where
the measurements are taken when these phenomena are present in the SBL,
as well as the necessity of the determination of the spectral gap.
conclusions
The numerical forecasting of radiation fog is improved through the specific
selection of physical parameterizations. Radiation-fog forecasting through
statistical methods is also a valid alternative, specially for nowcasting with
observations, results that are especially useful for NWP modellers and op-
erational forecasters. Furthermore, the climatological analysis shows differ-
abstract xv
ences between radiation fog at CESAR and CIBA, mainly caused by their
differences in humidity and geographical location.
The fog-top height can be estimated attending to surface values of tur-
bulent measurements, which opens a new way for the estimation of this
variable with a unique sonic anemometer deployed at surface and could be
operationally implemented.
Regarding the observational analysis of two case studies of GWs, in one of
them it has been shown how the ducting mechanism controls the horizontal
propagation and features of the GWs, while their formation was linked to
downdraughts at the wake low located at the rear part of a MCS. The other
case study showed how drainage flows of different scales and GWs govern
the turbulence and structure/evolution of the SBL during the evening tran-
sition at the BLLAST site. The descriptions provided in this thesis serve to
improve the representation of these processes in NWP models. These struc-
tures are clearly separated from smaller-scale ones (turbulence) by a spectral
gap, which should be taken into account when computing turbulent fluxes.
However, there is an open question about the diffusive or non-diffusive char-
acter of structures linked to GWs, whose time scales are lower than the GWs
ones but higher than those of the turbulent motions.

R E S U M E N ( S PA N I S H )
introducción y objetivos
Esta tesis aborda el estudio de dos fenómenos atmosféricos que aparecen
normalmente en la capa límite estable (SBL): nieblas radiativas y ondas de
gravedad (GWs). Estos procesos no están bien comprendidos y por lo tanto
su representación en los modelos numéricos es uno de los desafíos a los que
se enfrenta la modelización meteorológica futura. De esta forma, el principal
objetivo de esta tesis es ampliar el conocimiento sobre estos fenómenos, con
un enfoque especial a sus interacciones con la turbulencia en la SBL.
El trabajo comienza con experimentos de sensibilidad del modelo WRF
(Weather Research and Forecasting) para la determinación de las opciones físi-
cas más apropiadas para la predicción de nieblas. Posteriormente, se aborda
la predicción de nieblas a través de dos enfoques diferentes: modelización
numérica directa (WRF) y métodos estadísticos (M14, Menut et al. (2014)).
Estos dos métodos son evaluados y comparados en dos centros experimen-
tales diferentes. Por otro lado, se presenta una climatología estadística ro-
busta con el objetivo de señalar las diferencias más importantes entre las
nieblas radiativas en ambos sitios. Finalmente, se ofrecen nuevos métodos
para la estimación de la altura del tope de la niebla. Esta variable es nor-
malmente desconocida o está sujeta a la disponibilidad de datos de difícil
adquisición. La estimación que se ofrece en esta tesis se basa en medidas
superficiales de turbulencia (velocidad de fricción y flujo de calor).
Con respecto a las GWs, por un lado se presenta un análisis observacional
único de GWs casi monocromáticas propagadas en un canal, siendo difícil
tener la oportunidad de analizar observacionalmente un caso como éste. Por
otro lado, se muestran los mecanismos físicos que gobiernan GWs de menor
escala y flujos de drenaje, analizando en detalle las interacciones de estos
fenómenos con la turbulencia en la SBL, tema que es uno de los actuales
desafíos de los estudios micrometeorológicos.
metodología
La estrategia de investigación se basa en el análisis de datos observacionales
de tres áreas experimentales: the Cabauw Experimental Site for Atmospheric
Research (CESAR), el Centro de Investigación de la Baja Atmósfera (CIBA)
y la campaña experimental Boundary-Layer Late Afternoon and Sunset Turbu-
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lence (BLLAST). Estos datos se estudian mediante análisis de series tempo-
rales, comparaciones espaciales, estadística, etc. Además, se han empleado
datos de presión de alta resolución de microbarómetros para el análisis de
GWs usando la transformada wavelet y análisis de diferencias de fase, así
como métodos multi-resolución de descomposición de flujos (MRFD) para el
análisis de datos de alta frecuencia de anemómetros sónicos. Finalmente, la
predicción de nieblas radiativas es evaluada con el modelo WRF y se analiza
su comportamiento ante el uso de diferentes parametrizaciones físicas.
resultados
Esquemas de capa límite planetaria (PBL) como MYNN o QNSE ofrecen
mejores resultados para la predicción de nieblas, así como el uso de la op-
ción de caída gravitacional de gotitas o esquemas complejos de microfísica.
El método estadístico M14 ha sido evaluado en CESAR y CIBA, ofreciendo
resultados satisfactorios, que se obtienen también mediante el uso de nuevas
variables predictoras, como la velocidad de fricción. Sin embargo, la combi-
nación de este método con salidas numéricas del modelo WRF ofrece peores
resultados. Atendiendo a la simulación de contenido líquido acuoso (LWC)
del modelo, éste ofrece predicciones satisfactorias de nieblas cuando se con-
figura con opciones de alta exigencia computacional, aunque se obtienen
resultados considerablemente mejores usando spin-up largos y apropiados.
Por otro lado, la altura del tope de la niebla muestra una alta correlación
lineal con la velocidad de fricción y algo menor para el flujo de calor (para
nieblas activas convectivamente). Su estimación mediante medidas de tem-
peratura en la vertical no es posible para nieblas someras o muy profundas.
Respecto a las GWs, oscilaciones claras y sinusoidales en los registros
de presión durante la campaña BLLAST se han asociado a GWs formadas
por corrientes descendentes en la wake low de un sistema convectivo de
mesoescala (MCS). Estas GWs se canalizaron en una capa desde superficie
hasta unos 2000 m sobre el nivel del suelo y se propagaron horizontalmente
en la misma dirección que el MCS. Atendiendo a GWs de menor escala
relacionadas con flujos de drenaje, los resultados muestran cómo los flujos
y parámetros turbulentos dependen de la altura y la localización específica
donde se tomen las medidas cuando estos fenómenos están presentes en la
SBL, así como también es necesario determinar el gap espectral.
conclusiones
La predicción numérica de nieblas radiativas se ve mejorada mediante la se-
lección apropiada de parametrizaciones físicas. El método estadístico M14 es
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también una alternativa válida, sobre todo para la predicción inmediata de
nieblas radiativas mediante observaciones, resultados que son especialmente
útiles para modelizadores y predictores. Por otro lado, la climatología señala
diferencias entre las nieblas radiativas en CESAR y CIBA, relacionadas con
las diferencias en humedad y localización geográfica.
La altura del tope de la niebla puede ser estimada atendiendo a valores
superficiales de medidas turbulentas, resultado que abre una nueva vía para
la estimación de esta variable con un anemómetro sónico en superficie, lo
cual podría ser aplicado operacionalmente.
Atendiendo al análisis observacional de dos casos de estudio de GWs, en
uno de ellos se ha mostrado cómo el mecanismo de canalización controla
la propagación horizontal y las características de las GWs, mientras que su
formación se asoció a corrientes descendentes de la wake low de un MCS.
El otro caso de estudio muestra cómo los flujos de drenaje de distintas es-
calas y las GWs gobiernan la turbulencia y la estructura/evolución de la
SBL durante la transición nocturna en el área de BLLAST. La descripción
ofrecida en esta tesis puede servir para mejorar la representación de estos
procesos en los modelos numéricos. Estas estructuras están separadas de es-
calas menores (turbulencia) mediante un gap espectral, hecho que deber ser
tenido en cuenta a la hora de calcular flujos turbulentos. Sin embargo, aún
queda una pregunta abierta sobre el carácter difusivo o no de las estructuras
asociadas a GWs, cuyas escalas son menores que las de las propias GWs
pero mayores que las de los movimientos turbulentos.
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I N T R O D U C T I O N A N D O B J E C T I V E S
This thesis deals with two important and relevant atmospheric phenomena (radiation
fog and gravity waves) and their interactions with turbulence and other processes of
the atmospheric boundary layer. These processes and their respective state-of-the-art
are introduced in this chapter, as well as some basic notions needed to understand
the planetary boundary layer and, specially, the difficulties and complexity of stable
boundary layers. However, each chapter of results includes a more specific introduc-
tion to the particular problem addressed.
The last section of this introductory chapter resumes the outline and the main objec-
tives of the thesis.
3
4 introduction and objectives
1.1 planetary boundary layer
The planetary boundary layer* (PBL) is the region of the troposphere formed
as consequence of the interactions between the atmosphere and the underly-
ing surface (land or water) (Arya, 2001) and where human beings live (Fig-
ure 1.1). Numerous atmospheric processes are found in this layer, such as
fog, low clouds, sea/mountain breezes, microclimates, low-level jets, drainage




Tropopause ~ 11 km 
~ 1 km 
Troposphere 
Figure 1.1: Schematic representation of the PBL within the troposphere. Adapted from Fig
1.1 of Stull (1988).
The air motions in the PBL are mainly chaotic and produced by two main
mechanisms: wind shear or buoyancy. The result of both processes is to form
irregular and chaotic motions of air at different scales (eddies), whose addi-
tion defines the so-called turbulence in the PBL. This turbulence or turbulent
mixing in the PBL is characterized by a high diffusivity, i.e., it can effec-
tively spread and redistribute momentum, heat or scalars like moisture or
pollutants (for example CO2). However, turbulence is not only important for
their redistribution in the atmosphere; it is also crucial for the exchange of
momentum, heat, humidity or CO2 between the surface and the atmosphere,
best-known as momentum, sensible heat, latent heat or CO2 fluxes.
The thickness of the PBL is associated with the size of the eddies; it varies
from one place to another and especially due to the diurnal cycle. The typ-
ical PBL in mid-latitudes is called convective boundary layer (CBL) during a
great part of the daytime when the Sun is heating the surface. Soon after sun-
rise, the heated bubbles of air located close to the surface rise due to their
lower density (buoyancy) and form the CBL, which reaches its maximum
* Also known as atmospheric boundary layer (ABL) or boundary layer (BL).
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depth during the afternoon (∼ 1-2 km). Some minutes (or a few hours) be-
fore sunset, the CBL is totally transformed from the ground into a different
layer, known as the stable boundary layer (SBL). The decrease in the incoming
energy from the Sun causes a negative energy balance at surface and, conse-
quently, a net radiative cooling that hampers the convective vertical motions
(positive buoyancy), since now the air is colder and denser near the ground








duced by wind shear (variations of wind with height), which makes the SBL
be shallower than the CBL (Stull, 1988). Besides this, the turbulence in the
SBL acquires an intermittent nature (Van de Wiel et al., 2003; Vindel et al.,
2008), often produced by several complex and sometimes unknown mecha-
nisms. However, a remaining and somehow decoupled mixed layer usually
persists above the stable boundary layer during the nighttime. This layer is
known as the residual layer and can influence the growing of the PBL during
the next day (Lothon et al., 2014). Figure 1.2 shows a picture of an idealised




















Figure 1.2: Schematic and idealised representation of the typical PBL evolution during the
diurnal cycle over fair-weather zones in mid-latitudes. The two processes ad-
dressed in this thesis (gravity waves and fog) are included in the SBL. Adapted
from Fig 1.7 of Stull (1988).
Although most SBLs are formed by the radiative cooling at surface, they
are not limited to nighttime conditions. They are found in typical long-
lasting stable situations of polar regions during persistent nighttime condi-
tions, specially in winter, when the radiation from the Sun is greatly reduced
(Yagüe and Redondo, 1995). They can also be formed as the result of warm
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advections over colder coast waters (Smedman et al., 1993) or over irrigated
regions (Steeneveld, 2014).
These differences between CBL and SBL are traduced into different ver-
tical profiles of temperature. In the first case, the potential temperature*(θ)
is nearly constant in the whole CBL (near neutral stratification or even un-
stable close to the surface), since the layer is well-mixed due to the intense
turbulence and heating of the surface. However, in the SBL the stratification
is stable (the potential temperature increases with height) due to the radia-
tive cooling of the surface. In many occasions, even a surface-based thermal
inversion forms from the surface, where the temperature (not potential) also
increases with height. Figure 1.3 is a representative case of the temperature
cycle close to the surface during a clear day and its relation with the incom-
ing short-wave radiation from the Sun and surface heat flux.
SBL CBL SBL 





















Figure 1.3: Temperature (°C) during a fair-weather day (28 June 2015) at the Research Cen-
tre for the Lower Atmosphere (CIBA) at different heights (1.5 m (black line), 5 m
(blue line), 10 m (red line) and 50 m (green line)). The incoming short-wave radia-
tion (W m-2, black thin dashed line) shows a well-defined "bell shape", according
to the clear-sky conditions. Sensible heat flux (W m-2) is shown with blue thin
line; its shape indicates the buoyancy (convection) soon after the sunrise until
some time before the sunset. The heat flux is negative (around 0 W m-2) when
the SBL is established. Orange vertical lines indicate the sunrise and the sunset.
* Potential temperature is the temperature that an air parcel located at some height would
have if it were adiabatically descended into a reference level (usually 1000 hPa). It is very
useful for the comparison of temperatures of air parcels at different heights.
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The physical processes in the CBL are in general better understood than
those produced in the SBL (Fernando and Weil, 2010). This is consequence
of the larger-scale motions found in CBLs, which make their observation eas-
ier, as well as their representation in numerical models. On the other hand,
SBLs are dominated by smaller scales, which are more difficult to detect
with instruments and definitely harder to be numerically represented. Thus,
numerical weather prediction (NWP) models have problems representing
SBLs (Holtslag et al., 2013; Steeneveld, 2014), for example related to PBL
evening transitions (Sastre et al., 2012; Lapworth, 2014), minimum tempera-
tures (Blay-Carreras et al., 2015), low-level winds (Cuxart, 2008; Storm et al.,
2009) or sporadic turbulence (Steeneveld, 2014). One of the reasons of these
failures is the existence of many interrelated physical processes and features
affecting the formation and evolution of SBLs at the same time, among which
are:
1. Net radiation –> Mainly controlled by the long-wave radiation. The sur-
face cools at different rates depending on its temperature, which at
the same time depends on the soil type, land use, wind, cloud cover,
etc. Besides this, each atmospheric layer emits a different amount of
radiation according to its temperature (radiation flux divergence), gas
concentration, etc.; therefore, the degree of stratification becomes very
important (Hoch, 2006; Steeneveld et al., 2010).
2. Turbulence –> It is mainly generated by the wind shear among different
layers and it also appears sporadically as the result of other complex
processes. Stably stratified layers prevent the vertical motions and re-
duce the turbulence. The turbulence is thus governed by the wind and
temperature at different levels. These variables can be quite different
between relatively closer layers. For a complete understanding of tur-
bulence in SBLs and in PBLs in general, the readers are referred to the
following text books: Stull (1988), Sorbjan (1989), Garratt (1994), Arya
(2001) or more specifically to Wyngaard (2010).
3. Surface fluxes –> In ideal land-atmosphere coupled systems, the surface-
fluxes sum should be equal to the net radiation, but the energy balance
closure problem (Foken, 2008) remains unsolved. Sensible heat flux is
determined by the differences in temperature between the ground and
the air above and by the wind speed. It is normally small and negative
(downward heat flux) in SBLs, which means that the heat is transferred
from above (warmer) to below (colder). Latent heat flux is determined
by the differences in moisture between the ground and the underlying
air and by the wind. The larger it is, the lower the sensible heat flux
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is. Ground heat flux is determined by the differences in temperature
between the different layers within the ground. For more information
about surface fluxes, see Stull (1988), Arya (2001) or Vilà-Guerau de
Arellano et al. (2015).
4. Type of soil, land use, vegetation and surface water availability –> These char-
acteristics, whose parameters are usually tabulated in tables in NWP
models, affect the capacity of heat and humidity storage of the ground
and the surface fluxes (Pan and Mahrt, 1987). See Moene and van Dam
(2014) or Vilà-Guerau de Arellano et al. (2015) for a state-of-the-art
review of these topics.
5. Low-level jets –> The air at some height above the SBL becomes friction-
less and speeds up usually until supergeostrophic values. These winds
can also transport scalars effectively into large distances. See Sisterson
and Frenzen (1978), Cuxart (2008), Storm et al. (2009) or Van de Wiel
et al. (2010) for more information.
6. Sea breezes –> They form as the result of the different heat capacityAll of these
SBL processes






of the land and the sea. They blow from sea to land during the day
and vice versa during the night (SBL) and can be responsible of signif-
icant humidity and temperature variations. See Miller et al. (2003) for
a broad review.
7. Drainage flows –> They appear under low-synoptic forcing in moun-
tain regions or even in slightly sloped terrains as a consequence of the
differential radiative cooling between more elevated and lower areas
(Whiteman, 2000). When they appear, they can also change the struc-
ture of the SBLs through the generation of turbulent mixing at some
heights, topic that is analysed in Chapter 7.
8. Dew deposition –> Small droplets of water condensate over certain sur-
faces, which are normally colder than the air. It represents a loss of
water content of the air and a moistening of the ground (Agam and
Berliner, 2006). It also affects the radiative cooling rate and conse-
quently the surface fluxes.
9. Submeso motions –> Complex structures of scales ranging between tur-
bulent eddies and the smallest mesoscale motions (∼ 2 km). They in-
clude microfront-like structures, horizontal modes, solitons, ramp struc-
tures, gravity waves, etc. See Mahrt (2007) or Mahrt (2014) for more
information and deeper descriptions.
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10. Fog –> Boundary-layer clouds that appear at the surface and affect
significantly the evolution of the PBL. Section 1.2 includes a complete
description of this phenomenon.
11. Gravity waves –> Oscillations of air parcels at different scales. In SBLs
they are usually associated with the microscale, although the effect
of other larger-scale waves can influence the SBL properties. They can
transport momentum and energy and their representation in numerical
models is challenging. See Section 1.3 for a deeper explanation.
With this myriad of processes connected among them, it is not strange to
state that a theoretical understanding of SBLs is still and unachieved goal
(Mahrt, 2014) and a challenging task for the improvement of NWP models
(Van de Wiel et al., 2003; Baklanov et al., 2011; Seaman et al., 2012; Holtslag
et al., 2013; Davy and Esau, 2014; Fernando et al., 2015). This will lead to
better weather forecasts, which are specially important for wind energy re-
sources (Sisterson and Frenzen, 1978; De Rooy and Kok, 2004; Storm et al.,
2009), agriculture (Snyder and Melo-Abreu, 2005; Prabha and Hoogenboom,
2008) and fog (Van der Velde et al., 2010) or air-quality (Andrén, 1990; Bak-
lanov et al., 2009) forecasts among others.
In this thesis, two of these processes are deeply addressed: radiation fog
and gravity waves*. Accordingly, these two phenomena are more specifically
introduced in the two next sections.
* Gravity waves are not exclusive phenomena of SBLs, since they can appear in upper stable
layers. However, this thesis focuses on the effects of them on the SBL.
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1.2 radiation fog
The capacity of the air for storing water vapour decreases exponentially with
decreasing temperature. That is, the colder the air is, the less water vapour
it can contain. Thus, when the temperature decreases, the relative humidity





where e is the actual water vapour pressure of the air and ew(T) is the satu-
rated water vapour pressure* or the maximum water vapour pressure possible
for that air mass at the same ambient temperature. Therefore, RH can vary
by changing the amount of water vapour content (e) or the temperature
(and therefore ew) of the air mass. In all the cases, if the conditions are ap-
propriate, small droplets of water (or ice) can appear suspended in the air if
the relative humidity increases up to values near 100%. Fog is then defined
when these small water droplets (or ice crystals) reduce the horizontal visi-
bility close to the surface to less than 1 km (DOC/NOAA, 1995), while mist
is defined when the visibility oscillates between 1 and 5 km (WMO, 1967).
However, most variations of RH in the PBL are caused by changes in tem-
perature, where this variable strongly depends on the diurnal cycle (Betts,
2001). Some minutes (or a few hours) before the sunset, the surface starts
to cool radiatively and the adjacent air layer above also cools by contactWater droplets
or ice crystals
in fog have a
typical
diameter
between 5 to 50
µm.
with this surface. This cooling is extended upwards by turbulence and con-
sequently, the relative humidity of the air increases gradually until, in some
cases, it reaches saturation values. When this happens, condensation is ob-
served first over the ground and over some surfaces, since they are generally
colder than the air. If conditions are appropriate and the relative humidity is
high enough, condensation occurs in the air over small particles called cloud
condensation nuclei (CCN) and fog starts to form. The explained phenom-
ena corresponds to the initial formation mechanism of the most common
type of fog, known as radiation fog (Roach et al., 1976; Guedalia and Bergot,
1994). Although there are other very important and interesting types of fog
(Tardif and Rasmussen, 2007), the physical processes involved in their forma-
tion and evolution are different and they will not be analysed in the present
thesis.
* This amount is tabulated in tables and can be calculated using empirical formulas (e.g.
Tetens formula) or the temperature-water vapour curve.
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Radiation fog in mid-latitudes usually forms over land some time after
sunset under clear-sky and low-wind conditions, usually associated with
weak synoptic forcing related to low horizontal pressure gradients. No-clouds
conditions are needed to allow an effective radiative cooling at the surface
and to form a stably stratified boundary layer, while low-wind conditions
prevent from the turbulent mixing caused by wind shear. Nevertheless, other

















LAND USE SURFACE 
FLUXES 








TYPE OF SOIL 
SEA 
BREEZES 






SH > 0 






Figure 1.4: Schematic representation of some of the particularities and physical processes
affecting the formation and life cycle of radiation fog.
One of the most important is the availability of water vapour content in
the PBL. That is, if this amount is too low, RH will hardly increase until sat-
uration values. On the other hand, if the terrain is very dry and absorptive,
it will rapidly absorb the water droplets condensed over the ground, pre-
venting the formation of fog through the reduction of water vapour in the
lowest meters of the SBL. Thus, the land use, the soil type or the snow cov-
erage (Figure 1.5) are important factors for fog formation. Another crucial
requirement for the formation of fog is the availability of enough CCN, sug-
gested long time ago by Mensbrugghe (1892) and later by Willett (1928). The
number of CCN is at the same time determined by the proximity of urban
areas (anthropogenic contaminants), sea (salt), arid or plow regions (dust)
and previous wind conditions (Twonisvi and Wojciechowski, 1969; Andreae
and Rosenfeld, 2008).
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The complexity of the terrain is also very important for the development
of radiation fog (Müller et al., 2010); it prevails in flat areas, where the ab-
sence of slopes favours the radiative cooling. Otherwise, down-slope winds
can form and the fog formation hampered in the slopes and favoured in
valleys or cool pools (Martínez et al., 2010) (so-called valley fog), or oppo-
sitely, favoured in the slopes within upslope flows (anabatic winds, upslope
fog). As stated in Müller et al. (2010), these mechanisms can favour the cor-
rect forecast of fog if the topography is well represented in the model rather
than difficult it. Additionally, sea breezes and even the sea surface tempera-
ture can significantly influence the formation or dissipation of fog through
modifications in humidity and temperature (Bari et al., 2015).
Figure 1.5: Fog dissipation stage (after sunrise) at Heber Valley (Utah, USA) on 16th January
2015 at 09:59 UTC during the MATERHORN-X Fog field campaign (note the
tethered balloon in the background). Frozen conditions add complexity to the
simulation of fog (Van der Velde et al., 2010).
No less important is the role of the turbulence on radiation-fog forma-
tion. While some authors (Welch and Wielicki, 1986) support the theory that
turbulence acts favouring the formation of fog, others (Roach et al., 1976) es-
tablished that turbulence acts favouring the dissipation. It seems that there
exists a threshold on the relation between turbulence and fog development
(Zhou and Ferrier, 2008), since a minimum turbulence is needed to start de-
veloping the fog in the vertical. Otherwise, the fog will not be formed and
the small droplets will be finally deposited on the ground in the form of
dew.
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Once the fog is formed, other factors become more important for its devel-
opment, such as the downward turbulent motions generated by the radiative
cooling at the top of the fog (Nakanishi, 2000; Porson et al., 2011; Price, 2011).
These downward motions generate enough turbulence to change the verti-
cal profile of the fog and mix the whole fog layer. Besides, other processes
as local heating of the surface (generating positive sensible heat fluxes) and
gravity-waves (Duynkerke, 1991) breaking can also help generating turbu-
lence inside the fog. However, the incoming solar radiation after sunrise is
the more common source of energy affecting the dissipation of fog, although
in some particular persistent cases, the incoming short-wave radiation acts
extending the fog in the vertical rather than dissipating it, as it will be seen
in a case study analysed in Chapter 5. This dissipation is normally produced
first over the outer edges of the fog, due to the circulation generated by the
differential heating of the surface beyond and beneath the fog (Gurka, 1978).
It is very difficult or almost impossible to handle with all the phenom-
ena involved in this myriad of processes (Figure 1.4) at the same time. This
thesis focuses mainly on the relation between turbulence and fog, either the
turbulence associated with the formation of radiation fog or the turbulence
generated by the fog itself when it is well-mixed. Nevertheless, other mi-
crometeorological and non-turbulent parameters are also taken into account
along the thesis for the statistical and numerical forecasting of radiation fog.
The scientific interest in fog understanding has been present for years be-
cause of its effects on the daily life of humans. Gultepe et al. (2007) present
a review of fog history since Aristotle’s times. Nowadays, the societal prob-
lems associated with the poor visibility conditions caused by fog are well
known, specifically those related to aerial (Fabbian et al., 2007), maritime
(Fu et al., 2010) and terrestrial (Bartok et al., 2012) transportation. Regarding
the aerial transportation, fog can cause cancellations, delays or deviation to
other airports (Stolaki et al., 2012). This fact results in substantial losses for
airlines and airports, comparable to the costs related to tornadoes destruc-
tion (Gultepe et al., 2007). Gaseous air pollutant levels can also be modified
during foggy conditions and affect the number of asthma cases over certain
regions (Tanaka et al., 1998). However, the effect of these boundary-layer
clouds is not always negative, since in many sites of the world they are used
as a water source for humans through the use of fog collectors (Schemenauer
and Cereceda, 1994; Klemm et al., 2012). Fog also serves as an additional
source of nutrients (within CCN in droplets) and water for trees (Azevedo
and Morgan, 1974; Gultepe et al., 2007) through the natural collection of wa-
ter by leaves and roots from the water drips at the ground (Dawson, 1998).
Finally, it is reasonable to take into account among the influences, those re-
lated to the fog impacts over the evolution of the SBL and the CBL of the
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next day. Fog modifies significantly the values of temperature close to the
surface; once formed it prevents from the additional radiative cooling dur-
ing night (increasing the minimum temperature) and if it persists during the
daytime, it can reduce the maximum surface temperature reached, with all
the implications that this fact can have over the logistics of human activities.
Therefore, a correct prediction of fog and its duration is specially important
for an accurate prediction of the surface temperature.
Despite the numerous influences of fog on daily life of humans and ecosys-
tems, it is still poorly forecasted by NWP models (Bergot et al., 2007; Müller
et al., 2010; Price et al., 2015; Steeneveld et al., 2015). One of the causes
of the unsuccessful prediction of fog is the interaction of some of the pro-
cesses previously commented (Gultepe et al., 2009), which are difficult to
capture by models: radiative cooling during fog formation and heating dur-
ing fog dissipation, pre-fog turbulence intensity, turbulence generated by fog
itself (Cuxart and Jiménez, 2012), concentration of cloud condensation nuclei
(CCN), surface water availability, particular features of the area influencing
local winds, nearby advections, local positive heat fluxes during fog, etc.
Thus, many studies analyse the sensitivity of NWP models to different
technical configurations or physical parameterizations that try to capture
these processes (Bergot and Guedalia, 1994; Pagowski et al., 2004; Van der
Velde et al., 2010, or the sensitivity analyses presented in Chapter 3). Some of
the cited fog-modelling problems have been investigated with the Weather
Research and Forecasting (WRF) model, which allows the use of different
combinations of physical options, domain configuration or the application
of data assimilation. Müller et al. (2010) evaluated WRF for a fog case in the
Swiss midland and found particular sensitivity to the microphysics scheme,
as well as high liquid water content (LWC) in the early fog stage using Ferrier
microphysics scheme, which were avoided by an enhanced representation
of droplet sedimentation, as also found in Katata et al. (2010) and in Katata
et al. (2011). Kim et al. (2014) also focused on microphysics schemes (for ice
fog) and found how the newly implemented homogeneous freezing process
generates a greater concentration of ice crystals than the original Thomp-
son scheme. Moreover, Steeneveld et al. (2015) found how the onset of the
modelled fog was more sensitive to the PBL scheme used and the dissipation,
instead, to the microphysics parameterization. On the other hand, Payra and
Mohan (2014) and Ryerson and Hacker (2014) obtained warm temperature
and negative relative humidity biases during fog periods and stated that
LWC is not an useful direct model output for fog-forecasting, as Van der
Velde et al. (2010), who showed how the WRF model was able to provide
correct values of temperature and mixing ratio, but had problems reproduc-
ing LWC. There is also a continuous effort by the modelling community to
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improve fog forecasting through the incorporation of new physical param-
eterizations (e.g. Katata et al., 2011) or increasing resolutions (Boutle et al.).
In this context, the first main objective of this thesis (see Section 1.4 for a
complete list of objectives) is to test the ability of the WRF model simulating
radiation fog under different parameterizations, which is the main content
of Chapter 3.
However, NWP models also have fog-forecasting issues associated with
the role of initial conditions (Rémy et al., 2012; Bari et al., 2015) and the
use of appropriate vertical (Tardif, 2007) and horizontal (Tang et al., 2009)
resolutions. Hence, statistical models and observation-based techniques are
also valid options for short-term forecasting and nowcasting* of fog (Boc-
chieri et al., 1974; Pasini et al., 2001; Fabbian et al., 2007). Against this
background, Menut et al. (2014) (hereinafter M14) have recently published
a method based on threshold values of key variables for radiation-fog for-
mation (pre-fog periods) around the SIRTA area in Paris (Haeffelin et al.,
2005, 2010). They used this method with observations and with output from
a NWP model. Their results showed how 87% of radiation-fog events were
detected using observations and 74% using output from the WRF model in
analysis mode. Thus, the second main objective of this thesis is to extend
M14 method through an evaluation of its robustness in forecasting radia-
tion fog at two sites with different conditions: the Research Centre for the
Lower Atmosphere (CIBA) in Spain and the Cabauw Experimental Site for
Atmospheric Research (CESAR) in the Netherlands (Chapter 4). Besides, an
evaluation and discussion of the ability of the WRF model simulating di-
rectly radiation fog (in terms of LWC output) at these sites is also presented
and compared to the previously commented statistical method (M14), corre-
sponding to the third objective of the thesis.
Since these sites are contrasting in terms of geographical situation, humid-
ity, altitude and climate zone (Cfb for CESAR and Csb for CIBA, Köppen-
Geiger climate classification**), a climatology of radiation-fog events at CE-
SAR and CIBA through robust 6-year statistics is also provided in Chap-
ter 4. As stated in Gultepe et al. (2007), reliable fog statistics (e.g. Syed et al.,
2012; Scherrer and Appenzeller, 2014) are necessary and useful tools to bet-
ter understand the nature of fog and improve its predictability. Therefore,
the fourth objective of this thesis is to detect and establish climatological
differences on radiation fog at these two contrasting sites.
* Nowcasting is defined as a weather forecast for the next 6 hours.
** Cfb corresponds to Oceanic climate and Csb to Warm-summer Mediterranean climate.
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During the comparison of forecasted fog with observed ones in this the-
sis, it has become aware the importance of having good estimations of fog-
top height for validation of model simulations. In addition, numerical mod-
els have problems simulating the fog vertical extension (e.g. Guedalia and
Bergot, 1994; Shi et al., 2012, or the case presented in Chapter 3), in part due
to the vertical resolution of models. Comparisons between observed and
simulated fog thickness cannot be done in many cases due to the lack of
fog-top observational data. On the other hand, there is no doubt about the
importance of an accurate information of fog thickness for data assimilation
of NWP models, due to the significant impact of fog thickness on the radia-
tion budget close to the surface (Rémy and Bergot, 2009). This parameter is
also crucial to help with the nowcasting of fog dissipation, since the clearing
of deeper radiation fog requires more time than for shallower fog. Finally,
the knowledge of the fog-top height can be a quite meaningful information
for aircraft pilots when they are landing in foggy conditions, specially in
potential emergency cases without Instrument Landing System (ILS). Most
airports have regulatory meteorological instrumentation composed by sur-
face visibilimeters, a ceilometer (measuring cloud base and cloud cover) and
standard meteorological instrumentation, but all these data are not enough
to provide information about fog-top height.
Despite the numerous potential applications of this variable, its knowl-
edge or estimation is not always clear. Many studies cannot provide informa-
tion about observed fog-top height due to the lack of measurements in the
vertical. In many cases, temperature and humidity data from atmospheric
soundings are used to estimate it (e.g. Koracˇin et al., 2001; Liu et al., 2011;
Boers et al., 2013; Bari et al., 2015). However, these soundings are not always
available or their temporal frequency is not sufficient to cover the whole
fog cycle. In other cases, reflectivity-based instruments are used to estimate
the fog top. Dabas et al. (2012) studied the ability of using reflectivity mea-
surements from SODAR to estimate fog-top height, while Boers et al. (2013)
derived visibility from radar reflectivity for a case study of radiation fog.
Ceilometers detect cloud-base height of low clouds (e.g. Dupont et al., 2012),
but they are not useful to provide information about fog-top height. All these
instruments are usually expensive and sometimes their vertical resolution is
not appropriate compared to the fog thickness.
On the other hand, data or products from satellite have been widely used
to detect fog or low clouds in numerous fog analyses (e.g. Reudenbach and
Bendix, 1998; Van der Velde et al., 2010). In these cases, difficulties appear
when trying to differentiate between fog and low clouds. Thus, Ellrod (1995)
developed a technique to approximate fog thickness from brightness differ-
ences of two IR channels. Thereafter, Brenguier et al. (2000) related cloud
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thickness with liquid-water path from remote sensing using an adiabatic
model, assuming liquid water content increasing from cloud base to the
cloud top. Bendix et al. (2005) proposed the determination of low stratus
thickness and top height of clouds (fog) from MODIS daytime data in or-
der to differentiate between low clouds and fog. Alternatively, Cermak and
Bendix (2011) developed a method for the determination of low-stratus thick-
ness from MSG-SEVIRI data. However, most of these methods have to esti-
mate liquid water path from satellite, and in some cases they do not offer the
high vertical resolution required for fog studies. Besides, thin cirrus can also
obstruct the detection of fog and the availability of the data needed for these
approaches can be limited in some cases. In any case, fog is defined as a vis-
ibility threshold, but unfortunately, only a few works have the opportunity
of using visibilimeters deployed at different heights to determine the fog
top (e.g. Guedalia and Bergot, 1994). These problems are addressed in Chap-
ter 5, where an indirect method for the estimation of the fog-top height is
presented. This method is based on the relation found between fog thickness
and surface turbulence (friction velocity or buoyancy flux) and corresponds
to the results of the fifth main objective of the present thesis. The relation
is statistically calculated by using data from numerous radiation-fog events
at CESAR and CIBA. A potential applicability of this method could provide
a continuous estimation of fog-top height during radiation-fog events with
the deployment of a unique sonic anemometer at the surface.
Finally and connected with the physical processes of the last method, an
evaluation of the estimation of fog thickness trough temperature measure-
ments in the vertical is presented in Chapter 5 (sixth thesis’ main objective).
The homogenization within well-mixed fog (Nakanishi, 2000; Porson et al.,
2011; Price, 2011) causes temperature convergence at the levels where the
fog is present. Price (2011) suggested that the temperature convergence did
not occur for shallow fog, although he was not able to show this issue, since
its statistical observational study did not include fog-thickness data. In this
thesis, a comparison between real observed fog thickness (through visibility
measurements at different heights) with estimations of fog-top height based
on differences between temperature measured at several heights is provided.
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1.3 gravity waves
Waves in fluids are manifested by oscillations of fluid particles moving with
a slight phase difference between them and their neighbouring particles
(Nappo, 2012). They are named gravity waves (GWs) when the restoring
force of gravity (buoyancy) acts to recover the equilibrium state after the
destabilization caused by some trigger mechanism (e.g. the orography) in a
stable stratified fluid or at the interface between two media of different den-
sities. In the atmosphere, air parcels acquire a vertical component of motion
after this destabilization and tend to oscillate while trying to recover their
initial state. Although GWs are common phenomena in the atmosphere, they
are one of worst understood physical processes (Nappo, 2012), partly due to
the fact that they are (normally) not visible to the human eye.
An analogy of atmospheric GWs is possible with sea waves (wind waves);
the latter form at the interface of two fluids with contrasting densities, where
the water (below) is considerably denser than the air (above). That is, oceanic
waves also form in stable environments, but logically, the contrast in density
is much higher than the density gradient in the atmosphere (Figure 1.6).
Although GWs










Figure 1.6: Gravity waves at the sea surface forming sea waves and at the mid-upper levels
of the troposphere forming wave-like clouds. The formation of both types of
waves requires stable environments and density decreasing with height; this
contrast in density is logically much higher at the interface between the sea and
the atmosphere. Picture taken at La Jara beach, Sanlúcar de Barrameda (Cádiz,
Spain) on 11 August 2015 at 11:15 UTC.
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Most waves in the ocean are formed by wind stress*, which causes an
important shear between these two different fluids (the air is moving much
faster than the water). However, GWs in the atmosphere can be initiated by
air displacements (buoyancy-forced GWs, Sun et al. (2015a)) or by shear in-
stabilities (vorticity waves, Carpenter et al. (2013), see also Figure 1.7). These
two mechanisms can be triggered by several processes. Although these pro-
cesses are varied, complex and many times difficult to detect in the real
atmosphere, several of them have been proposed in the literature:
1. Geostrophic adjustment (e.g. Luo and Fritts, 1993).
2. Topography (e.g. Nastrom and Fritts, 1992).
3. Jet streams (e.g. Fritts and Nastrom, 1992).
4. Wind shear (e.g. Merrill and Grant, 1979).
5. Convective currents (e.g. Lane and Reeder, 2001).
6. Downdraughts (e.g. Jewett et al., 2003, or the GWs analysed in Chap-
ter 6).
7. Density currents (e.g. Viana et al., 2010, or the GWs analysed in Chap-
ter 7).
The main requirement of an atmospheric layer to allow the formation of
GWs states that the frequency of a specific wave (Nwave) must be lower than
the Brunt-Väisälä frequency (NBV , Equation 1.2) in a determined layer of the








mainly determined by the vertical profile of potential temperature (∂θ/∂z)
and with units of s−1 if SI units are used. Here, g is the acceleration due to
gravity and θ0 is the potential temperature at the base level. With the excep-
tion of the PBL, the atmosphere is nearly always stably stratified (N2BV>0).
Therefore, GWs can frequently occur in the atmosphere with a wide variety
of characteristics (Nappo, 2012) and scales. Large-scale inertia GWs (between
* Waves in oceans are also associated with tides and, less commonly, with earthquakes
(tsunamis).
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hundreds and a few thousands of kilometres) are important for climatolog-
ical studies (e.g. Holton, 1983) and for middle and upper troposphere anal-
yses (e.g. Fritts and Alexander, 2003; Serafimovich et al., 2005). Mesoscale
GWs (tens to hundreds of kilometers) are usually associated with convective
currents (e.g. Uccelini, 1975; Chagnon and Gray, 2008), thunderstorms (e.g.
Balachandran, 1980; Gupta and Sunil, 2001; Viana et al., 2009, or the case
analysed in Chapter 6) or cold fronts (e.g. Knupp, 2006). Finally, smaller-
scale GWs are usually observed within the SBL (e.g. Viana et al., 2010; Sun












Figure 1.7: Kelvin-Helmholtz clouds formed by the action of gravity waves. Picture taken
from Peñalara mountain (Madrid, Spain) on 15 May 2015 at 07:00 UTC.
When the atmospheric conditions are appropriate, the waves propagate
towards some directions (preferably in the main wind direction); then they
weaken in time and finally they transfer their energy to the main flow (Nappo,
2012) or dissipate through turbulence (Einaudi and Finnigan, 1993; Smed-
man et al., 1995). In fact, GWs have frequently been associated with intermit-
tent turbulence during night-time in the PBL (Chimonas, 1999).
Once the wave is formed, an additional mechanism is needed for its main-
tenance and propagation. In some cases, the trigger mechanism is continu-
ous and provides enough energy to continue generating GWs, for example in
cumulonimbus clouds, where convection is strong and persistent (Lindzen
and Tung, 1976). In other cases, the thermal and/or dynamic profiles of the
atmosphere may favour the horizontal propagation of the GWs in a layer
known as the wave duct. This mechanism is somehow similar to the use
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of the Scorer parameter* (l2(z)) to study trapped orographically generated
GWs (mountain or lee waves), which has been traditionally employed in
mountain-wave studies (e.g. Doyle and Durran, 2002). Thus, a duct layer or
wave guide is formed for certain GWs when the Scorer parameter is larger
than the horizontal wavenumber of the wave concerned. Normally, the wave
is trapped between the surface and some atmospheric reflecting layer, al-
though the ducting can also be favoured in elevated layers. This mechanism
was studied by Lindzen and Tung (1976) and has been identified in several
observational studies (e.g. Ralph et al., 1993, 1997; Monserrat and Thorpe,
1996; Doyle and Durran, 2002; Viana et al., 2009, or the case analysed in
Chapter 6).
Scientific interest in atmospheric GWs has increased remarkably during
the last years (Fritts and Alexander, 2003; Nappo, 2012). On the one hand,
GWs are an important source of energy and momentum transport (Sukori-
ansky et al., 2009; Fernando and Weil, 2010) in the atmosphere and need an
accurate parametrization in NWP models (Fritts and Alexander, 2003; Kim
and Hong, 2009; Belušic´ and Mahrt, 2012; Nappo, 2012; Sun et al., 2015b),
since most GWs are not directly resolved by global or mesoscale models.
Thus, a better understanding of the physics behind these phenomena will
undoubtedly help to the development of these parameterizations.
On the other hand, GWs seem to influence the formation and evolution
of convective systems (e.g. Uccelini, 1975; Balachandran, 1980; Nicholls and
Pielke, 2000). They can also produce widespread damage due to their as-
sociated wind gusts, which represent a potential threat for aviation during
landing and take-off manoeuvres (Fujita and Caracena, 1977; Manasseh and
Middleton, 1995; Miller, 1999, 2000). In some cases, GWs associated with
wake low zones of mesoscale convective systems (MCSs) (figure 1 in Houze
et al. (1989)) can also produce dangerous wind gusts at the surface in regions
of the MCS where no severe winds are expected (Loehrer and Johnson, 1995;
Bernardet and Cotton, 1998; Coleman and Knupp, 2009). In this context, near
monochromatic GWs associated with the wake low zone of a MCS are deeply
analysed in Chapter 6, with the aim of a better physical understanding of
such type of events (seventh objective of the thesis).
As commented before, GWs have been observationally analysed using dif-
ferent approaches, nevertheless, detailed analyses of the impact of GWs on
* l2(z) = N2BV/U
2 − (∂2U/∂z2)/U, where U is the horizontal wind and z the height. It
describes the flow over a mountain from temperature and wind vertical profiles and is used
to indicate when trapped lee waves can be expected at the leeward side of a mountain range
with specific shape and size.
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turbulent fluxes have received little attention in the literature (Viana et al.,
2009; Sun et al., 2015b). In some cases, they have been shown to be structures
that are effective at generating intermittent turbulence, as in Einaudi and
Finnigan (1993), Smedman et al. (1995) or in the case presented in Chapter 6.
However, other studies highlight the important turbulence-suppressing ef-
fect that they can cause (Viana et al., 2009). In any case, the ubiquity of GWs
in the SBL over a wide variety of scales (Belušic´ and Mahrt, 2012) and the
presence of other turbulent and non-turbulent motions (sub-meso motions)
make the study of these wave-turbulence interactions very complex (Belušic´
and Mahrt, 2008; Mahrt, 2009). As stated in Sun et al. (2015b), complete un-
derstanding of wave-turbulence interactions is an important challenge that
remains elusive yet.
GWs in SBLs are usually associated with wave-like oscillations of several
meteorological parameters, such as surface pressure, wind speed, wind di-
rection or temperature. They change the vertical and horizontal gradients
of these magnitudes and affect directly to the turbulent fluxes close to the
surface. Hence, Chapter 7 focuses on the interactions between GWs detected
during a fair-weather day, drainage flows and turbulence in the SBL, in or-
der to gain knowledge about these complex interactions (eighth objective of
the thesis).
The mathematical frame used to address the study of GWs is generally
described by a set of relatively simple equations composing the linear the-
ory. These formulations are based on the Taylor-Goldstein equation and they
establish linear polarization relations (Nappo, 2012) between different atmo-
spheric variables (pressure, wind or temperature). Unfortunately, the sim-
plicity of this theory leads to a hard application in the real atmosphere. This
is caused by the non-monochromaticity character of GWs in the real atmo-
sphere, which are normally interacting with other waves, other structures
(sub-meso motions) and with turbulent motions. In any case, at least for
the purposes of this thesis, the most appropriate variable for the analysis of
GWs in the PBL is the surface pressure. This variable includes the effects of
the whole column of air above the barometer and is less sensitive to temper-
ature/wind changes caused by local heterogeneities. That is, normally the
GWs are detected in a clearer way in surface pressure records than in tem-
perature or wind. In this context, the use of an array of microbarometers* is
advised, since wave parameters (wavelength, phase speed, direction of prop-
agation) can be calculated through cross-correlation (Terradellas et al., 2001;
* Microbarometers are sophisticated barometers able to measure surface pressure with a high
accuracy and resolution.
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Viana et al., 2009) or phase differences analyses (Li and Nozaki, 1997). One
of the advantages of the case studies analysed in Chapter 6 and Chapter 7
was the availability of these instruments during the Boundary-Layer Late Af-
ternoon and Sunset Turbulence (BLLAST) campaign, which moreover was
extensively instrumented with other useful meteorological devices.
This thesis deals with two types of GWs: one related to a mesoscale con-
vective system (presented in Chapter 6) and the other more related to the
microscale, associated with the SBL formation and surface drainage flows
(presented in Chapter 7). However, both cases influenced directly the char-
acteristics of the SBL by alterations in surface fluxes and temperature and
wind vertical gradients.
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1.4 thesis outline and main objectives
The general purpose of the present thesis is to gain knowledge about two
common and important processes that usually appear in the stable boundary
layer: radiation fog and gravity waves. The necessity of a better understand-
ing and forecasting of these processes has been revealed in the previous
subsections. Thus, these phenomena are here addressed through different
approaches: the observational analysis of high-quality data from three re-
search centres and from numerical simulations. Although GWs can also co-
exist within radiation fog and influence its life-cycle, this thesis studies both
processes separately. The first part deals with the study of radiation fog and
has been divided in three main chapters, while the second part of the thesis
focuses on the observational analysis of two different cases of GWs:
Part I - Radiation fog
a. Chapter 3. Several radiation-fog events are simulated with the WRF
model with the aim of evaluating its skill for fog forecasting. Different
parameterizations are tested in order to establish the best configuration
needed to simulate adequately radiation fog with WRF. The obtained
results are partially applied over the next chapter.
b. Chapter 4. In this chapter, two different approaches are compared for
the forecasting of radiation fog at two contrasting sites: statistical (M14
method) and numerical (WRF) methods. A statistical comparison be-
tween the climatology of radiation fog at these two sites is also pre-
sented.
c. Chapter 5. This chapter tries to solve a technical problem found dur-
ing the completion of the two previous chapters, as well as in other
fog studies: the lack of information about fog thickness. Thus, surface
turbulence parameters are proposed as potential indicators of fog-top
height. Additionally, the fog-top height estimation based on the tem-
perature homogenisation within well-mixed fog is also evaluated.
Part II - Gravity waves
a. Chapter 6. GWs associated with the wake-low part of a mesoscale con-
vective system are here analysed through the observational analysis of
data from several instruments deployed during the BLLAST campaign.
b. Chapter 7. A different case study is presented in this chapter. In this
case, the detected GWs were associated with drainage flows and the
study focuses on wave-turbulence interactions.
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Finally, the conclusions and the desirable future-work points are presented
in the last chapter (Chapter 8).
Within the two main parts of this thesis, the order of the chapters has been
established following the writing of the associated publications in scientific
journals. Besides, every new chapter tries to solve issues or is motivated by
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Thus, the main objectives of this thesis are briefly summarised below:
———— radiation fog
1. To determine the ability of the WRF model simulating radiation fog
under different physical options (Chapter 3).
2. To evaluate and extend a statistical fog-forecasting method (M14) at
two contrasting sites using pre-fog observations and WRF numerical
output as predictors (Chapter 4).
3. To evaluate and discuss the ability of the WRF model simulating radi-
ation fog (attending to LWC output) at these sites (Chapter 4).
4. To develop a robust statistical 6-year climatology for the studied sites
(Chapter 4).
5. To provide new methods for the estimation of fog thickness (fog-top
height) through surface turbulent measurements (Chapter 5).
6. To evaluate the skill of the estimation of fog-top height through vertical
profiles of temperature (Chapter 5).
———— gravity waves
7. To analyse observationally near-monochromatic oscillations detected
in surface pressure records (Chapter 6).
8. To analyse in detail the interactions between evening transition pro-
cesses (gravity waves and drainage flows) and turbulence in the SBL
(Chapter 7).
2
D ATA A N D M E T H O D O L O G Y
This thesis analyses boundary-layer processes through two different approaches. On
the one hand, it uses observational data from meteorological instruments deployed at
three different sites to investigate the most interesting features of these phenomena.
Data-analysis techniques such as wavelet and multi-resolution flux decomposition
are employed to carry out this goal. Additionally, the Weather Research and Forecast-
ing (WRF) model is used to complement the observational analysis and to evaluate
the ability of this mesoscale model simulating radiation fog at two experimental
sites (CESAR and CIBA) under different physical options. Therefore, this chapter
presents the experimental sites, explains the commented methods and introduces the




Observational data from different meteorological instruments deployed at
three experimental sites have been employed in order to achieve the main
objectives of this thesis:
1. CIBA (Research Centre for the Lower Atmosphere), located in Val-
ladolid, Spain.
2. CESAR (Cabauw Experimental Site for Atmospheric Research), situ-
ated in Cabauw, the Netherlands.
3. BLLAST (Boundary-Layer Late Afternoon and Sunset Turbulence) field
campaign, which took place in Lannemezan, France.
The climatology and statistical fog-forecasting analyses of radiation fog
have been performed using data from CIBA and CESAR. On the contrary,
gravity waves analyses have been carried out using data from the BLLAST




































Figure 2.1: Location of the three experimental sites used in this thesis.
Specific descriptions about the main features and facilities of these three
sites are presented hereinafter.
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2.1.1 CIBA
The Research Centre for the Lower Atmosphere (CIBA, Centro de Investigación
de la Baja Atmósfera in Spanish, Cuxart et al. (2000)) is situated over the Span-
ish Northern Plateau (41°48.92’N, 4°55.92’W, 840 m above sea level (asl)). It
is located over Los Montes Torozos, which is a very homogeneous and exten-
sive plateau (800 km2) over the high basin of the Duero river. It is 24 km
NW from the city of Valladolid and 13 km NNW from Valladolid airport
(LEVD). CIBA area is characterised by a quite dry terrain surrounded by
pasture, cropland and shrubland, far from highly populated areas. The sea
and the mountains are also far away (180 km and 120 km respectively). The
average precipitation is 435 mm year-1 (with maxima in spring and autumn).









Figure 2.2: Aerial view of CIBA area from the top of the 100-m tower.
Numerous meteorological devices have been deployed at CIBA by differ-
ent institutions since 1980. The most remarkable facility of this centre is the
100-m tower instrumented at different heights (San José et al., 1985; Yagüe
and Cano, 1994; Yagüe et al., 2009; Sastre et al., 2015). Besides, additional
instrumentation deployed at surface and at another instrumented tower of
10 m height have been employed for the completion of this thesis, as well
as METAR reports from the nearby LEVD airport. Since the instrumentation
used for fog analyses have changed during the development of this thesis,
every fog-related chapter includes specific descriptions of the instrumenta-
tion used in each case (see Table 4.1 and Figure 5.1).
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2.1.2 CESAR
The Cabauw Experimental Site for Atmospheric Research (CESAR, Beljaars
and Bosveld (1997); Boers et al. (2013)) is situated over central Netherlands
(51°58.22’N, 4°55.57’E, -0.7 m asl). It is 18 km SW from the city of Utrecht
and 40 km SSE from Amsterdam airport Schiphol (AMS), which is one of
the most important airports in Europe. CESAR area is characterised by a
quite humid terrain surrounded by grass, water canals and pasture. It is
over the flat terrain characterising the Netherlands, 40 km away from the
North Sea and very close to the moderately-high populated area of Utrecht-
Amsterdam. The closeness to urban areas and sea influences radiation fog
formation mechanisms through the modification of the availability of CCN,
as explained in Chapter 1. Besides, nearby urban areas may also alter the
temperature and wind in their downwind areas and consequently influence
the fog cycle too. The yearly precipitation at Cabauw is about 800 mm, ho-
mogeneously distributed along the year, although water tables are artificially






Figure 2.3: Aerial view of CESAR with the 200-m tower.
A 200-m mast stands at CESAR (Figure 2.3), with many meteorological
instruments from different institutes. However, only a few of them were
necessary for the analyses presented in this thesis. Table 4.1 and Figure 5.1
include a detailed list of instruments used in each corresponding chapter.
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2.1.3 BLLAST
The BLLAST field campaign (Lothon et al., 2014) took place in Lannemezan
(43°07’N, 0°21’E, 600 m asl) and its surroundings from 14 June to 8 July 2011.
The main goal of the BLLAST campaign was to study the PBL processes
governing the late-afternoon transition. During the transition, atmospheric
forcings are weak and the turbulence decays. This leads to a stratification
of the boundary layer and to the end of the mixed stage. This transition re-
mains poorly understood, though it may have significant impacts on trace
gas transport and scale interaction. Thus, a large amount of instrumenta-
tion were deployed over the area (specially near the Centre for Atmospheric
Research (CRA, Centre de Recherches Atmosphériques in French)) in order to
obtain accurate and reliable measurements during this transition. The site
is located on the plateau of Lannemezan, approximately 45 km North from
the Pyrenees highest peaks of the Spanish-French border, in a quite hetero-














Figure 2.4: One of the microbarometers and the sonic anemometer deployed by the UCM
group during BLLAST, with the 60-m tower in the background.
One of the objectives of the BLLAST campaign was to learn more about
gravity waves that could develop during the transition and posterior SBL. To
study these processes, an array of three microbarometers (PAROSCIENTIFIC
model 6000-16B (Cuxart et al., 2002)) were deployed by the UCM group
(Figure 2.4). However, data from numerous devices were also used for GWs
analyses, which are deeply explained in Chapter 6 and Chapter 7.
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2.2 methodology
The methodology of this thesis is based on two different but complementary
research tools: the analysis of observational data from experimental sites and
the 3-D numerical modelling with the WRF mesoscale model.
2.2.1 Observational data analysis methods
While most data from CESAR were used from previously validated and
quality-controlled datasets, the pre-processing and quality control processes
of BLLAST and CIBA data was performed by our research group, includ-
ing the installation of meteorological instruments. Subsequently, the data
were studied by means of time-series analysis, comparison between different
variables, statistical analyses, etc. However, other more complex multi-scale
techniques have also been employed and are introduced thereafter:
a) Wavelet analysis / phase differences analysis
Wavelet transform (WT) is a useful spectra tool for the analysis of time series,
widely used in many scientific disciplines, but specially in geophysics. In
the context of micrometeorology, wavelet analysis has been previously used
in numerous works (e.g. Meyers et al., 1993; Torrence and Compo, 1998;
Terradellas et al., 2001; van den Kroonenberg and Bange, 2007; Viana et al.,
2009, 2010; Soler et al., 2014), normally with the objective of distinguishing
structures with a determined scale (such as GWs), since it provides a visual
picture of the energy density per time associated to each scale. It is also a
rather useful technique to detect isolated signals that are not constant in
time, such as those related to intermittent turbulence in the SBL.
Complete mathematical descriptions of WTs are numerous in the literature
(e.g. Daubechies, 1992; Torrence and Compo, 1998); therefore, only a short
development will be included in the present thesis. The method is based on
the local Fourier decomposition, where the WT coefficients for a determined




−∞ f(t)ψ∗s,τ(t)dt , (2.1)
where ψ∗s,τ(t) is the complex conjugated of the "daughter" wavelet (Equa-
tion 2.2), generated from a "mother" wavelet (ψ(t)), moving it along the time
series and extending or comprising its shape such as:










Equation 2.1 could be interpreted as a measure of the similarity between
the signal of the time series and a determined wavelet (for some specific
scale). In order to choose the mother wavelet, its function has to fulfil some
criteria:
1. The admissibility criterion: its average in time should be null, as well
as its transform for the frequency equal to zero.
2. It should have a well-defined location in time and in scales: ideally its
shape should be similar to the shape of the events of the time series
that the researcher is trying to detect. Thus, the WT coefficients for a
determined space and temporal scale (Fs,τ, Equation 2.1) will be high
where the spectral components are similar to those of the daughter
wavelets (for specific scale (period) and time intervals).
In this thesis the Morlet function (Equation 2.3) has been used as the
mother wavelet, a complex function consisting of a plane wave modulated
by a Gaussian function, traditionally used in the literature for the analysis
of time series with oscillatory behaviour (Torrence and Compo, 1998; Cuxart
et al., 2002; Serafimovich et al., 2005; Viana et al., 2009):
ψ(t) = eiω0te−t
2/2 , (2.3)
where ω0 is the is the base frequency, equal to 6 in the calculations of this
work, which ensures the admissibility criterion (Viana, 2011).
In this thesis, wavelet analyses were mainly applied over filtered surface
pressure data with the objective of detecting energy peaks, which can indi-
cate the presence of gravity waves or coherent structures when the energy
signal remains high and almost constant for a determined range of periods
and during a relatively long time interval. These pressure data came from
three microbarometers PAROSCIENTIFIC 6000-16B (Cuxart et al., 2002) de-
ployed during the BLLAST field campaign in the CRA area. These devices
were installed at 1 m agl forming a triangle (Figure 2.5) with a well known
position between them (∼ 150 m, Table 2.1). They were configured to provide
measurements with a frequency of 2 Hz, allowing a resolution of 0.002 hPa
(compromise between enough temporal resolution and accurate pressure
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measurements). In order to avoid the contamination of the pressure mea-
surements from the dynamic perturbation of the wind, static pressure ports
(GILL 230-61002) were connected to the microbarometers. Subsequently, the
WT is applied over time series of surface pressure after using a Butterworth
high-pass filter to remove periods higher than 45 minutes. Thus, the diurnal
cycle (barometric tide) and other pressure tendencies of lower frequencies




Micro A Micro B 
~ 150 m 
Figure 2.5: Location of three microbarometers during the BLLAST campaign at the CRA
area.
Table 2.1: Universal Transverse Mercator (UTM) coordinates for each microbarometer dur-
ing the BLLAST campaign.
X (m) Y (m) Z (m agl)
Micro A 31 T 285494E 4777972N 606
Micro B 31 T 285630E 4777939N 606
Micro C 31 T 285540E 4777827N 605
Since the Morlet wavelet (Equation 2.3) is a complex wavelet, it allows the
analysis of phase differences between several signals (Viana, 2011), which is
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used for the calculation of wave parameters (wavelength, phase speed and
direction of propagation) (Terradellas et al., 2001; Viana et al., 2009). This
method is based on the time differences observed in the wavelet spectral
energy peaks of time series of an atmospheric variable measured at least
at three different sites at the surface, knowing the exact position of each
instrument. These differences are calculated for a determined time period
and attending to different wave periods. Thus, for selected ranges of time
and wave periods, specific ranges of wave parameters are obtained. The
shorter this range of values is (for example for wavelength), the closer to
be monochromatic a wave is.
The phase of the oscillatory signal is calculated for each time and period
through the WT coefficients (Equation 2.1). This signal is measured at differ-
ent points (in this case at the well-known locations of the three microbarom-
eters) for each time. Thus, the phase (ϕ, Equation 2.4) of these coefficients
will provide information about the coherent structures at each position:
ϕi = kxxi + kyyi −ωt , (2.4)
where xi and yi represent the position of each instrument (i) and kx, ky
are the components of the horizontal wavenumber vector (~k). Hence, the
system formed by these phases at three different points (Equation 2.5 and
Equation 2.6) can be solved:
ϕ2 −ϕ1 = kx(x2 − x1) + ky(y2 − y1) (2.5)
ϕ3 −ϕ1 = kx(x3 − x1) + ky(y3 − y1) , (2.6)
from where kx and ky are obtained and the rest of the wave parameters
are calculated (wavelength (λ, Equation 2.7), direction of propagation (d,
Equation 2.8) and phase speed (c, Equation 2.9)):
λ = 2pi/ | ~k | (2.7)
d = tan−1(ky/kx) (2.8)
c = λ/T . (2.9)
This procedure is an alternative to other methods for the estimation of
wave parameters, such as the cross-correlation method (Rees and Mobbs,
1988; Einaudi et al., 1989; Li and Nozaki, 1997; Viana et al., 2010), which
offers a unique solution for the whole window.
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b) Multi-resolution flux decomposition
Multi-resolution flux decomposition (MRFD) method has been mainly used
for the analysis of turbulent parameters and surface fluxes obtained from
high-frequency (20 Hz) measurements of sonic anemometers.
MRFD is a multi-variate and multi-scale statistical tool based on the Haar
transform (Haar, 1910). It represents a simple orthogonal decomposition
whose spectra satisfies Reynolds averaging at every scale. It has been shown
to be a powerful tool for studies of atmospheric turbulence (Howell and
Mahrt, 1997; Vickers and Mahrt, 2003), since it allows the separation of turbu-
lent eddies from possible non-turbulent motions of larger scales when a spec-
tral gap (or minimum of energy of the spectrum) is well-defined (van den
Kroonenberg and Bange, 2007; Viana et al., 2009, 2010; Nilsson et al., 2014).
The contributions to the total flux from different temporal scales are well
distinguished with MRFD, specially for high frequencies. MRFD is calcu-
lated through the differences between cumulative multi-resolution fluxes for
different scales, which is somehow similar to ogive plots. These differences
are calculated to obtain the contribution of every range of scales instead of
cumulative fluxes. The difference between ogives and the multi-resolution
method (cumulative) is that ogives are calculated using the spectral decom-
position of Fourier (sin and cos) and multi-resolution is calculated using the
spectral decomposition of Haar basis set.
MRFD is an alternative to the widely used eddy-covariance method for
the study of turbulent parameters or surface fluxes. It can be applied over
time series of any variable; in this thesis it has been used for the analysis of
the friction velocity (u∗, Equation 2.10):
u∗ = [(−u′w′)2 + (−v′w′)2]0.25 , (2.10)
and the kinematic buoyancy flux (w′θ′v), where u’, v’ and w’ are the fluc-
tuations of the two horizontal and vertical components of the wind and θ′v
is the fluctuation of the virtual potential temperature*.
MRFD calculations carried out in this thesis are based on the algorithm
developed in Viana et al. (2009) (see example for kinematic heat flux in Fig-
ure 2.6). It departs from two simultaneous time series of two atmospheric
variables (for example vertical velocity and virtual potential temperature)
* Temperature from a sonic anemometer is derived from air density and, in fact, it corre-
sponds to the virtual potential temperature, since the effect of the humidity content of the
air is implicitly included in the density measurement.
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measured each 0.05 seconds (corresponding to the 20 Hz frequency of the

















N=14  214 = 16384 data used for mean 
16384 x 0.05 s = 819.2 s 
13.65 min 
 
Accumulated contributions of 






















. . . 
N=13  213= 8192 data used for mean 
8192 x 0.05 s = 409.6 s 
6.82 min 
 
Accumulated contributions of 
scales from 0 to 6.82 min 
N=12  212= 4096 data used for mean 
4096 x 0.05 s = 204.8 s 
3.41 min 
 
Accumulated contributions of 
scales from 0 to 3.41 min 
















∆T = 0.05 s (20 Hz) (sonic anemometers) 
Obtained time sub-series divided 
by two at every step (N) 
Figure 2.6: Procedure for the MRFD method used in this thesis (example for the kinematic
heat flux), based on the algorithm developed in Viana et al. (2009). Note how
the CMRF obtained every step is equivalent to the flux calculated with eddy
covariance using the averaging window corresponding to each N.
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The average of each variable in the selected interval is subtracted to each
time series and the mean covariance is calculated (e.g. w′θ′v), obtaining the
cumulative multi-resolution flux (CMRFN) for the time scale 2N∆T (in sec-
onds). In this thesis, N is equal to 14, meaning that the length of this first
averaging window uses 214 measurements; since ∆T is 0.05 s, 2N∆T is equiv-
alent to 819.2 seconds (13.65 minutes), which is the first averaging window.
This would be equal to the kinematic vertical heat flux calculated through
eddy covariance methods using this averaging window of 13.65 minutes.
Subsequently, both time series are divided by two (step 2 in Figure 2.6), the
average of each new time sub-series is subtracted to every time series and
the covariance of both variables is calculated again. The result is the CMRF
for the temporal scale 2N−1∆T (CMRFN−1), which is equal to the eddy co-
variance flux using an averaging window of half length than in the previous
step. Then, each time sub-series is divided again by two (step 3 in Figure 2.6)
and the same procedure is applied. The following steps are applied dividing
each time sub-series by two until reaching N = 1, equal to 0.1 s, which is
the minimum analysable scale when using 20 Hz measurements. The multi-
resolution coefficients at every step of the sequence are interpreted as contri-
butions to the total flux from the structures of time scales from 0 s to the time
scale of each step. The final step of the MRFD method calculates the contri-
bution of the different ranges of temporal scales, so-called multi-resolution
flux coespectra (MRFCn), knowing that MRFC0 = 0 for the calculation of
MRFC1. In this thesis, this method is applied every minute and figures like
the ones shown in Chapter 6 and Chapter 7 are obtained, where a 3-minutes
running mean is additionally applied over the values in order to smooth the
final figures.
2.2.2 WRF modelling
The Weather Research and Forecasting (WRF) model have been used in this
thesis to evaluate the ability of this state-of-the-art numerical model simulat-
ing fog events, to perform sensitivity experiments for fog forecasting under
different parameterizations and to complement the observational analysis of
some atmospheric processes when no observational data were available. Nu-
merous studies have employed this model to evaluate its ability forecasting
fog (e.g. Van der Velde et al., 2010; Steeneveld et al., 2015) or to simulate
GWs associated to density currents (e.g. Udina et al., 2013; Soler et al., 2014).
The WRF model (Skamarock et al., 2008) is a mesoscale NWP model used
for research and operational purposes. It is a non-hydrostatic model that
considers a fully compressible atmosphere and uses terrain-following verti-
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cal coordinates. It uses equations based on the Reynolds-averaged Navier-
Stokes method to describe the evolution of the state of the atmosphere. The
downscaling performed by the model requires original data input from a
global model. In this thesis, these boundary data come from the Global Fore-
cast System (GFS) from the National Centre for Environmental Prediction (NCEP)










casts (ECMWF) operational analysis. The horizontal resolution of the model
is configured by the user (grid size) and nested domains are possible, where
the inner domain can have higher resolution than the outer ones. Processes
of smaller spatial scales than the grid size are not explicitly resolved by the
governing equations, but parameterized with physical schemes.
The model is used worldwide for many different applications, which helps
to fix problems and to develop new physical schemes under different tested
conditions. Thus, improved versions of the model appear from time to time,
as well as corrected and new physical schemes. Therefore, the WRF version
and the physical options selected for the simulations used in this thesis have
been changing during the completion of the PhD*. Hence, specific model
configurations are defined in each corresponding chapter. Nonetheless, a
brief explanation of the most used parameterizations or model options is
presented hereinafter**:
1. PBL parameterizations
PBL parameterizations resolve the turbulent fluxes of scales below the
grid size. In this thesis, TKE-closure schemes have been used preferen-
tially, since it has been demonstrated that they perform better under
stable conditions, and it was expected to deal mainly with stable strat-
ification during the analysed periods.
• Yonsei University (YSU) (Hong et al., 2006): It is a first-order clo-
sure and non-local scheme with a counter-gradient term.
• Mellor Yamada Janjic (MYJ) (Mellor and Yamada, 1982; Janjic´, 2002):
It is the Eta operational scheme. It has a one-dimensional prognos-
tic TKE scheme with local vertical mixing (1.5 order).
* However, model version and configuration are respected when performing sensitivity ex-
periments in order to obtain comparable results.
** Further descriptions and references to the parameterizations can be found in Skamarock
et al. (2008). Technical issues of the model can be found in one of the WRF user’s guides (e.g.
Wang et al., 2011).
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• Quasi-Normal Scale Elimination (QNSE) (Sukoriansky et al., 2005):
It is an extended version of MYJ based on its code. It uses a TKE-
prediction option with a theory for stably stratified regions (con-
sidering anisotropy for diffusivity as well as the effect of internal
gravity waves). It was designed to improve the results in stably
stratified conditions.
• Mellor-Yamada-Nakanishi-Niino Level 2.5 (MYNN) (Nakanishi and
Niino, 2004): It predicts a more realistic entrainment at the top of
the PBL (moreover it forecasts other second order moments be-
sides TKE). It has a new equation for the master mixing length
and parametrises the buoyancy effects on the pressure covari-
ances. It also includes a new condensation physics with respect
to the older MYJ (NCEP, 2011).
2. Surface-layer parameterizations
Surface-layer schemes determine the friction velocity and the exchange
coefficients for surface fluxes. Their use is restricted depending on the
selected PBL scheme. For example, MYNN allows the use of three dif-
ferent surface layer (SL) parameterizations, which were also compared
in Chapter 3.
• Eta: It was used in Eta model and it is based on Monin and
Obukhov (1954) with Zilitinkevich (1995) thermal roughness length
and standard similarity functions from look-up tables (NCEP, 2011).
• MM5: It is based on Monin and Obukhov (1954) with Carlson
and Boland (1978) viscous sub-layer and similarity functions from
look-up tables.
• MYNN: It is the Nakanishi and Niino (2004) PBL's surface layer
scheme and it uses Monin and Obukhov (1954) to calculate the
surface layer length scale.
3. Land-surface schemes
They provide heat and moisture fluxes over the different points at the
surface, which are subsequently used as lower boundary conditions by
the PBL parameterizations.
• Noah (Chen and Dudhia, 2001): It is a 4-layer (starting at 0, 10, 40
and 100 cm) soil temperature and moisture model with canopy
moisture. It predicts snow cover and soil ice and it has an im-
proved urban treatment.
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• Rapid Update Cycle (RUC) (Smirnova et al., 1997, 2000): It has one
canopy layer and a soil model of six layers (at 0, 5, 20, 40, 160 and
300 cm). It takes into account phase changes of soil water.
4. Microphysics schemes
These schemes include the processes associated with water vapour,
cloud and precipitation. They range from simplified to sophisticated
schemes with mixed-phase processes.
• WRF Single Moment 3-class (WSM3) (Hong et al., 2004; Hong and
Lim, 2006): It is a simple, efficient scheme with ice and snow pro-
cesses.
• WRF Double Moment 6-class (WDM6): Similar to WRF Single Mo-
ment 6-class, but with double-moment rain and cloud and CCN
for warm processes (Skamarock et al., 2008).
• Lin et al. (Lin et al., 1983): It is a sophisticated scheme that has ice,
snow and graupel processes, indicated for high-resolution simu-
lations.
• Goddard (Tao and Simpson, 1983): It is a modified version of the
previous, also indicated for high-resolution simulations.
5. Radiation schemes
One-dimensional schemes for longwave and shortwave radiation. They
provide the atmospheric heating and the downward longwave and
shortwave radiation for the ground heat flux.
Dudhia (1989) was the longwave radiation scheme chosen in all the
studies of this thesis, while the Rapid Radiative Transfer Model (RRTM)
(Mlawer et al., 1997) was used as the shortwave radiation scheme.
6. Land-use / soil-type datasets
They are not physical schemes but specifications of soil and surface
parameters. They define these parameters depending on the soil and
land use at each point. Two options are initially available in WRF, with
different land-use and soil categories.
• USGS: 24 land-use and 16 soil categories. Data from the United
States Geological Survey (USGS), see Wang et al. (2011).
• IGBP-modified MODIS: 20 land-use and 16 soil categories. Data
from Moderate Resolution Imaging Spectroradiometer (MODIS),
see Wang et al. (2011).
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As previously commented, a common configuration has not been used
for the whole thesis and some of the physical options selected have been
changed during the completion of the PhD. Therefore, the configuration of
the model for each work is specified in its corresponding chapter. Addition-
ally, all the information concerning the model version, horizontal resolution,
vertical levels, time step, nesting, spin-up time, etc. will be commented for
each case.
The model has been employed in Chapter 3 to perform sensitivity exper-
iments of fog simulation under different physical parameterizations. It has
also been used to evaluate the ability of the model simulating fog in terms of
liquid water content (LWC) output of the model (Chapter 3 and Chapter 4).
WRF fields are also employed in Chapter 4 to assess the skill of other output
as pre-fog variables for the statistical forecasting of fog (using M14 method).
Finally, the model is used in Chapter 7 as a complement to determine the
origin and characteristics of the wind observationally detected during the
analysis of GWs.
PART I - RADIATION FOG





W R F S E N S I T I V I T Y E X P E R I M E N T S F O R F O G
F O R E C A S T I N G - P B L A N D O T H E R M O D E L O P T I O N S
In this chapter, observational analyses of three different periods with fog at the Span-
ish Northern Plateau have been carried out. These periods have also been simulated
with the WRF numerical model and their results have been compared to observations.
The study includes a comparison of the skill of different PBL parameterizations, sur-
face layer schemes and a test of the gravitational settling of cloud/fog droplets option.
A statistical analysis of this comparison has been evaluated in order to study differ-
ences between periods and between physical parameterizations. The model results
were different depending on the studied period, due to differences in the features of
each fog. This fact made it difficult to obtain generalized conclusions, but allowed to
determinate which scheme performed better for each case. In general, judging on the
models results of LWC, none of the PBL schemes was able to correctly simulate fog,
being Mellor-Yamada Nakanishi and Niino (MYNN) 2.5 level PBL scheme the best
one in most of the cases. This conclusion is also supported by the Root Mean Square
Error (RMSE) calculated for different meteorological variables. Additionally, other
physical options of the model have been tested (microphysics schemes, land-surface
schemes and land-use/soil type datasets) for a different period.
The main part of this chapter has been published in:
ROMÁN-CASCÓN, C., YAGÜE, C., SASTRE, M., MAQUEDA, G., SALAMANCA, F. &
VIANA, S. (2012): Observations and WRF simulations of fog events at the Spanish North-





The use of numerical models can be very useful to investigate the relation
between turbulence and fog formation/dissipation. The chosen PBL scheme
is very important to obtain appropriate simulations of fog. Several studies
comparing different PBL schemes for WRF model have been carried out in
the last years (concerning fog or not). Shin and Hong (2011) did an inter-
comparison of various PBL parameterizations for a single day and found
differences between unstable and stable conditions. Several recent studies
have been also carried out investigating how NWP models simulate fog un-
der different conditions. Van der Velde et al. (2010) studied the ability of
the High-Resolution Limited-Area Model (HIRLAM) and WRF model sim-
ulating a case of fog under frost conditions and they compared different
microphysics and PBL options.
In this chapter, three different periods with fog at the Spanish Northern
Plateau have been observationally analysed. These periods have also been
simulated with the WRF model and their results have been compared to
observations. The effect of turbulence on fog is studied through the use of
different PBL parameterizations, as well as three surface layer (SL) param-
eterizations. Additionally, an option of gravitational settling of cloud/fog
droplets has been tested. Differences between simulated and observed val-
ues (bias) and RMSE (root mean square error) for different meteorological
variables have been calculated for each period and for each model option, in
order to study differences among the periods and among the parameteriza-
tions. The results for each PBL parameterization were different depending
on the period, due to differences on the features of the fog.
Additionally, this chapter presents other sensitivity experiments compar-
ing additional physical options, such as microphysics or land-surface schemes
and the two land-use and soil-type datasets available for the WRF model.
These experiments have been performed for a relatively long period charac-
terized by radiation-fog events in January 2015 at CIBA.
3.2 data and methodology
3.2.1 Data collection
This study uses data from CIBA. The main instrumentation used for this
study was installed on two towers (10 and 100 m). The 10-m tower was
equipped with two METEK USA-1 fast-response (20 Hz) sonic anemome-
ters at 1.5 and 10 m agl and with conventional cup anemometers, vanes
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thermometers and hygrometers at 1.5 and 10 m agl. The 100-m tower was
equipped with standard anemometers and thermometers at 10, 20, 35 and
97 m agl, and with hygrometers at heights of 10 and 97 m agl among other
instrumentation. Section 2.1.1 or Yagüe et al. (2009) can be consulted for fur-
ther information about this experimental site and the commented towers,
while Table 4.1 for specific characteristics of instruments at CIBA.
Unfortunately, no visibility measurements were available at CIBA during
the studied periods. Therefore, visibility information from METAR reports of
the Valladolid-Villanubla Airport (LEVD) were used to support the existence
of fog. This airport is located 14.5 km SE from CIBA, but since the terrain
is very homogeneous, it was supposed that the conditions in both places
were approximately the same. However, sometimes there exists a doubt in
the possible local nature of the fog. For this reason, in this chapter, fog is
considered when the relative humidity is higher than 95% at CIBA and the
visibility at the LEVD airport is lower than 1000 m. Note that reports from
METAR consider fog when the visibility is below 1000 m and mist when it
is between 1000 and 5000 m.
LWC output from WRF model at different heights are compared to ob-
served fog thickness in Section 3.3.2. Fog thickness in these cases is estimated
using relative humidity measurements at 10 and 97 meters and temperature
measurements at different heights of the tower (10, 20, 35 and 97 m). Thus,
fog is supposed to be present at the highest level when the fog is reported at
the lowest one by METAR reports and when the relative humidity is higher
than 95% at 97 m. The temperature measurements at the intermediate levels
are used to estimate the fog presence at the corresponding level when the
temperature convergence is observed (i.e., when the temperature at certain
level equals the temperature at the lowest level). The performance of this
method and its optimisation are presented in Chapter 5.
3.2.2 WRF Model
The WRF-ARW v.3.3 model (Section 2.2.2) has been employed in this study
in order to evaluate the ability of this model simulating these fog events. In
this work, three TKE PBL parameterizations were chosen: Mellor-Yamada-
Janjic (MYJ), Quasi-Normal Scale Elimination (QNSE) and Mellor-Yamada-
Nakanishi-Niino Level 2.5 (MYNN). These PBL parameterizations have been
chosen among others because it has been demonstrated that TKE closure
schemes are better simulating cases dominated by stable conditions, and it
was expected to deal with stable cases during these periods, at least before
the fog onset.
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In this chapter, four two-way nested domains with a horizontal resolution
of 27, 9, 3 and 1 km, and fifty vertical levels were used (28 levels below
1000 m agl and 8 levels below 100 m agl). The boundary conditions were
taken from NCEP (1° resolution, each 6 h). A time step of 90 s and a spin-up
of 12 hours were used. Dudhia was the shortwave radiation scheme cho-
sen, Rapid Radiative Transfer Model (RRTM) the longwave radiation one
and WRF Single-Moment 3-class scheme (WSM3) the microphysics package.









QNSE and MYNN schemes. Then a comparison of three surface layer (Eta,
MM5 and MYNN) parameterizations was done using MYNN PBL scheme.
Finally, the gravitational settling of clouds/fog droplets option was tested.
Since observations LWC are not available for the studied site, a comparison
of the LWC simulated by WRF for the different parameterizations will be
shown together with the observed relative humidity.
Additionally, other sensitivity experiments are presented in this chapter
for a different period. In this case, the MYNN PBL parameterization is fixed
and three microphysics schemes are evaluated (WSM3, Lin et al. and God-
dard). Then, two land-surface schemes are compared (Noah and RUC). Fi-
nally, the effects of using two different land-use and soil-type datasets (USGS
and IGBP-modified MODIS) are also tested.
3.3 results
3.3.1 PBL sensitivity experiments
a) Observational analysis
Three different periods with radiation fog have been studied. Each period is
composed of 3 days (72 hours), but the number of fog hours was different
for each period. Most of the periods were characterised by favourable syn-
optic situations (not shown*) for the development of radiation fog, i.e. high
pressure systems with low pressure gradient and clear skies, allowing the
nocturnal radiative cooling required to saturate the air. However, in some
cases it is difficult to conclude that they are purely radiation fog. Differences
between periods are in Table 3.1, which shows mean values of different vari-
ables for the periods. Mean values for strictly fog moments are also shown
* To see maps with the synoptic situation of these periods, the reader is referred to the
supplemental material 1 of the paper associated with this chapter: http://www.adv-sci-res.
net/8/11/2012/asr-8-11-2012-supplement.zip
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in the same table in brackets. It should be underlined the different degree of
turbulence (evaluated from the friction velocity) which is present for the fog
moments.
Table 3.1: Mean observed values for different variables for complete periods (3 days) and
during strictly fog moments (in brackets).
10-11-12 10-11-12 4-5-6
NOVEMBER 2009 DECEMBER 2009 NOVEMBER 2010
Total hours of fog (72 hours) 13 44 29
1.5 m Relative Humidity (%) 81,16 (96,38) 87,96 (96,3) 88,76 (97,39)
1.5 m Temperature (°C) 9,56 (6,91) 3,62 (1,75) 9,78 (6,96)
1.5 m Mixing Ratio (g kg-1) 6,56 (6,58) 4,74 (4,59) 7,32 (6,71)
10 m Wind Speed (m s-1) 4,17 (3,5) 2,05 (1,15) 1,82 (1,6)
Sensible Heat Flux (W m-2) 10,35 (1,36) 12,9 (11,92) 20,78 (29,35)
Friction Velocity (m s-1) 0,76 (0,57) 0,25 (0,09) 0,14 (0,15)
The first period corresponds to 10-11-12 November 2009. It is composed
by a total of 13 hours of fog, characterised by short morning fog (Figure 3.1
(a)). Fog was present from 07:00 UTC to 10:30 UTC approx. on 10 November
2009. The main feature of this day was the relatively moderate wind speed
(not shown), remaining around 2.5 m s-1 before the fog onset and increasing
from 3 to 4 m s-1 when the fog was present. Probably, this increase in wind
contributed to the evaporation of the previously condensed dew over the
surface during the night and allowed the fog formation. Later, the wind con-
tinued increasing and contributed to the fog dissipation. It can be observed
how during this day, there is one moment from 06:00 UTC to 07:00 UTC
when the relative humidity at 97 m agl was greater than at 10 m agl. The
mixing ratio at the height of 97 m agl was higher (5.5 g kg-1) than at 10 m agl
(4 g kg-1) (not shown). This increase in mixing ratio at 97 m agl was caused
by a change in wind direction from southwest to south at this height during
these times (which can represent a source of vapour at 97 m agl). During the
second day (day 11), the fog was present from 03:00 to 09:30 UTC; and from
02:00 UTC to 06:00 UTC on day 12, in accordance with the relative humidity
records. METAR information support this fog schedule except for the day 12,
when the fog could have a patchy behaviour, being difficult to affirm that a
relative humidity higher than 95% could indicate fog formation on this day.
Relative humidity at 97 m agl shows how the fog progressed upwards and
reached this level during days 10 and 11, but not on day 12.
The second period corresponds to 10-11-12 December 2009. It is composed
by a total of 44 hours of fog and can be divided in two fog events (Figure 3.2).
The first one is an event of dense fog with visibilities around 100 m (infor-
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Figure 3.1: Analysis for 10, 11 and 12 November 2009. a) Observed relative humidity at 10
m agl (blue line) and 97 m agl (red line). b) Simulated LWC at 10 m agl using
MYJ (black line), QNSE (dashed purple line) and MYNN (dashed green line).
Blue and grey rectangles indicate observed relative humidity at 10 m agl larger
than 95% and larger than 90%, respectively. c) Same as in (b) for 90 m agl. Blue
and grey rectangles indicate the same as in (b) but for 97 m agl.
mation from METAR reports, not shown). The onset was around 00:00 UTC
on day 10 and the dissipation at 11:00 UTC approximately. The second event
was a case of a very persistent fog without dissipation during the daytime,
established approximately at 00:00 UTC on day 11 and dissipated the next
day (12 December at 12:00 UTC), i.e., remaining for at least 36 hours. Rel-
atively low values of friction velocity and wind (not shown) contributed to
the persistence of this fog.
The third case corresponds to the period 4-5-6 November 2010, with a total
of 29 hours of fog. It is a clear case of pure radiation fog developed during
the early hours in the night and dissipated at the afternoon (Figure 3.3). Fog
was established at 05:00 UTC and dissipated at 09:00 UTC on day 4, with
a possible progressive transformation into low clouds (decrease in relative
humidity at 10 m agl and increase at 97 m agl). Day 5 was characterised
by fog formed at 01:00 UTC approximately and dissipated at 12:00 UTC,
wrf sensitivity experiments for fog forecasting 51





















































Figure 3.2: As in Figure 3.1, but for 10, 11 and 12 December 2009.
with a higher relative humidity at 97 m agl during the last 3 hours of the
event (from 09:00 UTC to 12:00 UTC). On day 6, the fog was developed
around 23:00 UTC of the previous day and dissipated at 13:30 UTC of day 6,
possibly reaching the height of 97 m agl from 09:00 to 13:30 UTC, as relative
humidity records indicate.
b) WRF analysis
The studied periods were simulated with the WRF model using the three
PBL parameterizations previously commented. Figure 3.1 (b and c) shows
simulated LWC at 10 and 90 m agl respectively using different PBL param-
eterizations for the first studied period (November 2009). This can be com-
pared with observed relative humidity at 10 and 97 m agl. For the first day
(day 10), the three PBL parameterizations simulated relatively well the fog,
but with an earlier dissipation and an earlier formation for QNSE, giving
also a wrong transformation of the fog into low clouds (see LWC at 90 m
agl). MYJ predicted a correct fog at 10 m agl but not at 90 m agl. MYNN
seems to be the best parameterization simulating LWC at 10 and 90 m agl.
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Figure 3.3: As in Figure 3.1, but for 4, 5 and 6 November 2010.
For day 11, MYJ was the best PBL scheme simulating the fog at both lev-
els, while for day 12, QNSE and MYNN obtained more realistic results, but
slightly delayed on time.
Regarding the simulation of the second period (December 2009, Figure 3.2
(b and c)), it is shown how MYJ was able to simulate the fog during some
hours for the fog event 1 but it was not able to simulate the persistent fog
event. MYNN was probably the best PBL scheme simulating the fog during
the first event and also during the second fog event, but it was not able
to remain the fog during the daytime. QNSE gave a similar behaviour of
MYNN. The thickness of the fog was not correctly simulated by any of the
parameterizations during this period.
Finally, for the third period (November 2010, Figure 3.3 (b and c)), MYJ
and QNSE predicted morning fog on day 4, but not MYNN. In any case,
the predicted fog was not totally correct on time. QNSE seems to fail in the
thickness of the fog, as can be seen looking at LWC simulated at 97 m agl.
Fog on day 5 was relatively well simulated by the three parameterizations;
MYNN was the best one, while QNSE and MYJ failed on the onset and
dissipation of the fog. Regarding relative humidity at 97 m agl, all of them
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overestimate the thickness of the fog. For the third day (day 6), none of the
PBL parameterizations was able to simulate LWC at 10 m agl, while in the
reality the fog was present for more than 12 hours and reached 97 m agl
during the last hours of the fog event.
Additionally, a similar comparison but for the different SL parameteriza-
tions was performed (not shown*). From this comparison is deduced that no
important differences can be found using different SL schemes, only small
differences. Finally, a testing of the gravitational settling (GS) option have
been also performed (figures not shown*). The effect of using this option
was mainly to produce more realistic results in these cases, with less LWC
at high levels (producing a shallower fog and closer to the ground). For
November 2009 period, the effect was to produce no LWC at 90 m agl on
the first day. During days 11 and 12 November 2009, the effect of using this
option did not change significantly the results. For December 2009 period,
the effect of using the GS option was to obtain more realistic results at 90
m agl, consequence of producing a shallower fog and closer to the ground.
For November 2010 period, the effect of using the GS option was to obtain
better results for LWC for day 6, with a more correct simulated fog at 10 m
agl, but mistakenly simulated at 90 m agl.
c) WRF statistics
In the previous section it has been shown how depending on the different
fog event analysed, sometimes a PBL parameterization is better than other.
In order to have an overall view, a statistical analysis comparing simulated
to observational results has been carried out. A total of 216 hours were anal-
ysed and simulated (72 hours for each period). For this purpose, RMSE and
bias were calculated for each PBL parameterization. The model produced
instant values for each hour, but a comparison with the observed averaged
values was done after checking that the temporal variability of the model in
the different studied variables was not very high. Table 3.2 indicates RMSE
and bias for temperature, relative humidity and wind speed for all the peri-
ods.
* Figures from these experiments are not included in the present thesis for space reasons, but
the reader can find them in the supplemental material 2 of the paper associated with this
chapter: http://www.adv-sci-res.net/8/11/2012/asr-8-11-2012-supplement.zip
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Table 3.2: RMSE and bias calculated for each period (3 days) and during fog moments (in-
dicated by "fog") for different variables and for different PBL parameterizations,
MYJ (Mellor-Yamada Janjic), QNSE (Quasi-Normal Scale Elimination) and MYNN
Eta (Mellor Yamada Nakanishi and Niino 2.5 level). Lowest values are indicated
in bold.
10-11-12 NOV 2009 MYJ QNSE MYNN Eta
RMSE Bias RMSE Bias RMSE Bias
2 m Temperature (°C) 3,03 -1,51 3,24 -2,13 3,03 -1,69
10 m Relative Humidity (%) 13 9,6 15,33 12,85 14,21 10,74
10 m Wind Speed (m s-1) 2,55 0,97 2,37 0,59 2,54 1,19
NOV 2009 (fog)
2 m Temperature (°C) 2,22 0,77 2,08 0,38 1,89 0,74
10 m Relative Humidity (%) 2,55 2,09 3,02 2,88 2,8 1,92
10 m Wind Speed (m s-1) 3,42 2,34 3,08 2,2 3,82 2,94
10-11-12 DEC 2009 MYJ QNSE MYNN Eta
RMSE Bias RMSE Bias RMSE Bias
2 m Temperature (°C) 2,87 1,87 2,73 -1,01 2,38 -0,89
10 m Relative Humidity (%) 19,03 -12,38 10,49 4,78 8,08 3,94
10 m Wind Speed (m s-1) 1,08 0,28 0,92 0,17 0,94 0,17
DEC 2009 (fog)
2 m Temperature (°C) 3,54 3,18 1,32 0,36 1,35 0,25
10 m Relative Humidity (%) 23,61 -18,93 4,5 0,11 4,34 0,78
10 m Wind Speed (m s-1) 0,79 0,45 0,66 0,33 0,66 0,21
4-5-6 NOV 2010 MYJ QNSE MYNN Eta
RMSE Bias RMSE Bias RMSE Bias
2 m Temperature (°C) 3,28 0,42 3,75 -1,15 3,2 0,1
10 m Relative Humidity (%) 10,08 0,2 10,61 4,56 10,91 0,08
10 m Wind Speed (m s-1) 1,06 0,29 1,09 0,51 1,35 0,87
NOV 2010 (fog)
2 m Temperature (°C) 2,98 2,13 2,58 1,57 2,77 1,68
10 m Relative Humidity (%) 5,85 -3,62 5,08 -3,05 5,91 -3,29
10 m Wind Speed (m s-1) 1,15 0,53 0,91 0,55 1,47 1,23
wrf sensitivity experiments for fog forecasting 55
These statistical values* have also been calculated only for those moments
with determined observed fog and are labelled in the tables as fog.
According to the November 2009 period, lower values for RMSE and bias
are observed during fog times, except for wind speed, although it should be
taken into account the lower number of fog hours (only 13 hours). MYNN
obtained slightly better results and QNSE for the wind speed prediction.
Nevertheless, there were not too many differences between the 3 parameter-
izations.
For December 2009 case, MYJ produced unsatisfactory results. MYNN was
the best scheme with the lowest values of RMSE and bias (absolute value)
and QNSE provided the lowest values for wind speed. The model overesti-
mated the temperature during this period because it was not able to predict
the persistent fog during the daytime.
For November 2010, QNSE obtained the lowest values for bias (absolute
value) and RMSE during fog times. Despite of this, the results for the three
PBL parameterizations used were quite similar.
During fog moments, all of the parameterizations overestimate the temper-
ature, and this could be one of the reasons because the model did not predict
the fog, not allowing the relative humidity to increase sufficient to produce
condensation. In general, these temperature biases were positive during the
whole period because the model did not predict the fog, and a higher tem-
perature was simulated during daytime, consequence of a higher downward
short wave radiation at surface than in the reality. These results agree with
Shin and Hong (2011), who found how the PBL parameterizations in WRF
tended to underestimate the surface cooling rate during nighttime (in this
case before fog onset).
The predicted wind can be also an important factor affecting the fog fore-
casting, with positive bias values. This overestimation of wind speed could
give an earlier dissipation of fog by the model. The first problem is that a
comparison done with only 72 hours is not sufficient to obtain reliable re-
sults. It has also been deduced that a complete statistics (using the three
periods together) cannot be done, since the studied periods and their statis-
tical values are different from each other, depending on the period.
The fact of analysing different types of radiation fog (with different fea-
tures, for example related to their thickness) and try to use them as the same
type may affect the results of the simulation with different PBL parameter-
* A complete statistical analysis (including variables as friction velocity, mixing ratio and
sensible heat flux) can be found in Supplemental material 3 of the paper associated with this
chapter: http://www.adv-sci-res.net/8/11/2012/asr-8-11-2012-supplement.zip
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izations. The evolution and the type of fog are mainly driven by the phase
changes of the fog water and its microphysics, radiation budget, advection,
turbulence and effects of the terrain (Cuxart and Jiménez, 2012). That is, the
relative importance of the turbulence on fog would not be the same depend-
ing on the other factors and on the type of the fog event. For instance, it
would not be the same a case of persistent, dense and deep fog than a case
of short, not very dense and shallow fog. A classification of different types of
radiation-fog events has to be done in order to correctly calculate this type of
statistics using different PBL parameterizations. Despite of these uncertain-
ties, MYNN scheme seems to be the most appropriate PBL parameterization
for most cases, with the minimum RMSE values. Also the use of the grav-
itational settling option produced slightly better results. The discrepancies
in the formation and dissipation of fog by MYJ PBL scheme (see Nakanishi
and Niino (2004)) are well known, and the improvements added in MYNN
and QNSE (see Section 2.2.2) seem to work during some of these cases. Any-
way, these improvements are not sufficient in some cases, as for the case of
persistent fog in December 2009 period and the radiation fog observed on 6
November 2010.
3.3.2 Additional sensitivity experiments
In this section, additional sensitivity experiments have been performed over
a different period at CIBA. The studied period (3-15 January 2012) was char-
acterised by high pressure systems over the western of Europe, which led to
more than 10 consecutive foggy days at CIBA with different features (thick-
ness, persistence during the daytime, vertical extension, freezing tempera-
ture values, etc., see Figure 3.4 (a)). As in the cases analysed in the previous
section, MYNN and QNSE performed better for radiation fog. Thus, the
QNSE parameterization has been fixed as the PBL parameterization. Firstly,
three different microphysics parameterizations are compared (Figure 3.4 (b)):
WSM3, Lin et al. and Goddard (see Section 2.2.2). In general, the vertical ex-
tension of the simulated fog tended to be overestimated until 200-300 m agl
(see red and green line in Figure 3.4 (b)) and persistent fog was not correctly
simulated, since most fog events were dissipated by the model around mid-
day (for example days 5, 9 or 10).
As a general behaviour of the model, the surface minimum temperature is
usually overestimated a few degrees (Figure 3.4 (c,2)). However, the mixing
ratio is also overestimated by the model a few g kg-1 (Figure 3.4 (c,3)). This
combination of errors led sometimes to a correct prediction of the relative
humidity (Figure 3.4 (c,1)) and thus the fog was reproduced in some of the
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Figure 3.4: a) Observed fog thickness (m) (approximation). b) LWC simulated by WRF
model at 10 m (black), 35 m (blue), 100 m (red) and 300 m (green) agl for 3
different microphysical schemes: 1=WSM3, 2=Lin et al., 3=Goddard scheme. c)
Relative humidity (1), temperature (2) and mixing ratio (3) at 2 m agl: observed
(black) and simulated for 3 different microphysics options: WSM3 (blue), Lin et
al. (red) and Goddard (green).
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Figure 3.5: a) Observed fog thickness (m) (approximation). b) LWC simulated by WRF
model at 10 m (black), 35 m (blue), 100 m (red) and 300 m (green) agl for 2
different land-surface schemes: 1=NOAH, 2=RUC. c) Relative humidity (1), tem-
perature (2) and mixing ratio (3) at 2 m agl: observed (black) and simulated for
2 different land-surface parameterizations: NOAH (blue) and RUC (red).
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cases. In any case, the use of more complex schemes for the microphysics rep-
resentation improves considerably the results (reproducing the fog of days
10, 11 and 14; also day 12 in the case of Lin et al. and day 13 with God-
dard scheme, which were days characterised by strong thermal inversions).
Subsequently, a sensitivity experiment to different land-surface schemes was
performed: Noah and RUC (see Section 2.2.2). Both simulations were simi-
lar (Figure 3.5 (b)), but RUC was able to simulate the shallow fog of day
12. However, again, this result was a consequence of an overestimation of
surface temperature (Figure 3.5 (c,2)) and a more intense overestimation of
mixing ratio (Figure 3.5 (c,2)).
Finally, an experiment has been performed comparing the sensitivity of
the model to the two available land-use/soil-type datasets in WRF (USGS
and IGBP-modified MODIS, see Section 2.2.2). As observed in Figure 3.6,
there exist some differences between land characteristics definition at CIBA
area between USGS and IGBP-modified MODIS, with more homogeneity
in USGS data set. CIBA site is over a very homogeneous area composed
mainly by cropland and shrubland (see Figure 3.6 (c) or Figure 2.2). How-
ever, no remarkable differences (not shown) were found when simulating the
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Figure 3.6: USGS (a) and MODIS (b) land-use at CIBA site (20 x 20 km). c) Satellite image
of CIBA site (20 x 20 km) (from Google earth).
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3.4 summary and conclusions
Three periods with fog at the Spanish Northern Plateau were analysed and
simulated with the WRF model. The features of the fog events were different
for each period. Consequently, the results of the simulations depended on
the period more than on the different physical options used. This fact made it
difficult to obtain generalised conclusions from this study. However, MYNN
provided slightly better results simulating LWC during fog moments. The
surface layer scheme used was not very sensitive in terms of LWC simulated
by the model, with only local differences between the different schemes. Ad-
ditional gravity settling of clouds/fog droplets produced less LWC at high
levels, a shallower fog, and it usually improved the simulation. The relative
importance of the different physical processes affecting the fog, turbulence
among them, depends on the features and the type of the radiation fog
(specially concerning shallow or deep fog events). Thus, some distinction be-
tween shallow and deeper radiation-fog events is needed (issue addressed
in Chapter 5) to compare statistically the differences between observations
and simulated values with different PBLs parameterizations. Despite the im-
provement obtained using MYNN and QNSE parameterizations, it has been
shown how they also have several uncertainties during specific events.
On the other hand, additional sensitivity experiments have been performed
for other physical options of the model (microphysics parameterizations,
land-surface schemes and land-use/soil type datasets) for a different period
with consecutive and persistent fog events at CIBA. More complex micro-
physics schemes (Lin et al. and Goddard) improved the fog forecasting (spe-
cially during days with shallow fog and strong thermal inversion), although
through a combination of errors (overestimation of temperature and mixing
ratio). Regarding land-surface schemes, RUC (specially designed for inver-
sions and frost conditions) predicted the fog for day 12 (shallow fog, strong
inversion and frost-conditions day), but it was not able to predict correctly
the surface temperature. No important differences in LWC were observed
between USGS and MODIS land-use data sets, although they presented dif-
ferences in the definition of the land use at the CIBA area.
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F O R E C A S T I N G R A D I AT I O N F O G AT
C L I M AT O L O G I C A L LY C O N T R A S T I N G S I T E S :
E VA L U AT I O N O F S TAT I S T I C A L M E T H O D S A N D W R F
A 6-year climatology of radiation fog has been compiled at CIBA and CESAR. These
sites are contrasting in terms of geographical situation, climate zone, altitude, hu-
midity and soil water availability. Therefore, several climatological differences in
fog abundance, onset, dissipation and duration have been quantified between both
sites. The more humid site (CESAR) is characterised by relatively short radiation-
fog events distributed throughout the year. However, radiation fog at the drier site
(CIBA) is more persistent and appears during late-autumn/winter months. In gen-
eral, its formation requires more time after sunset (∼ 2 h more), since further cool-
ing is required to reach saturation. The forecast of these fog events has been eval-
uated through two different approaches. On the one hand, the statistical method
presented by Menut et al. (2014) (M14) is extended. This method uses statistics
to define threshold values on key variables for fog formation (pre-fog) and verifies
its predictability using observations and numerical model output. Some of the most
appropriate threshold values for the forecasting of pre-fog periods at both sites are
presented, which differ from those provided in M14 and depend on the optimisation
of the hit-rate or the false-alarm rate. Additionally, other variables are suggested to
be included as potential predictors for fog formation (friction velocity and visibility
tendency). Finally, the chapter is focused on the fog simulation by the WRF model in
terms of LWC. This model was able to simulate radiation fog when configured with
sophisticated physical options and high resolution. However it failed simulating the
onset, dissipation and vertical extension of fog (overestimated). Moreover, the model
results were extremely sensitive to the spin-up time.
The content of this chapter is under revision in Quarterly Journal of the Royal Meteorological
Society in the following article:
ROMÁN-CASCÓN, C., STEENEVELD, G. J., YAGÜE, C., SASTRE, M., ARRILLAGA, J. A. &
MAQUEDA, G. (2015): Forecasting radiation fog at climatologically contrasting sites: evalua-




The problems associated with the numerical forecasting of radiation fog
were commented in the introduction of this thesis (Chapter 1). Therefore,
other alternatives have appeared in the literature recently, such as some sta-
tistical methods. In this chapter, the method presented by Menut et al. (2014)
(M14) is extended through an evaluation of its robustness in forecasting radi-
ation fog at two sites with different conditions: CIBA and CESAR. These sites
are contrasting in terms of geographical situation, humidity, altitude and
climate zone. CESAR is located over a relatively humid area in The Nether-
lands and CIBA is located over a drier area at the Spanish Northern Plateau.
In this chapter, an analysis of the frequency distributions of the key variables
for fog formation is provided for both sites (comparing pre-fog and all data
conditions). These distributions are compared with the ones presented in
M14 for the Paris area. The M14 method is also extended suggesting other
variables as potential predictors for fog formation (friction velocity and vis-
ibility tendency). The most appropriate combinations of threshold values of
the key variables for fog formation are provided for both sites taking into
account the use of different performance indicators (as hit-rate, false-alarm
rate or Gilbert skill score). Additionally, this study also focuses on LWC out-
put of the WRF model during one month with frequent radiation-fog events
at both sites. To carry out all these analyses, firstly, a climatology of radiation-
fog events is performed at CESAR and CIBA through robust 6-year statistics.
The differences between sites are elucidated taking into account the time of
onset, time of dissipation, duration and fog occurrence seasonality.
Therefore, the main objectives of this work are: a) To develop robust statis-
tics able to highlight the climatological differences between radiation fog
at CESAR and CIBA. b) To evaluate and extend a statistical fog-forecasting
method (M14) at two contrasting sites using pre-fog observations and WRF
numerical output as predictors. c) To evaluate and discuss the ability of the
WRF model to simulate directly (LWC output) radiation fog at both sites.
The chapter is organised as follows: Section 4.2 describes each experi-
mental site, the M14 method and the WRF model configuration. In Sec-
tion 4.3, the main features of radiation-fog events and pre-fog conditions are
presented through statistical analyses of observations, as well as the M14
method is evaluated using observations and WRF model output of key vari-
ables for fog formation as predictors. The section of results also includes the
analysis of the ability of the WRF model simulating radiation fog directly
(LWC output). Finally, a short discussion and the main conclusions are pro-
vided in Section 4.4.
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4.2 data and methodology
4.2.1 Research sites
Six-year (from Jan 2008 to Dec 2013) data from several meteorological instru-
ments deployed at CESAR and CIBA have been used to identify, analyse,
perform statistics and compare radiation-fog characteristics at both sites. Ta-
ble 4.1 shows information about measurements used to carry out this study.
CESAR and CIBA are affected by numerous low-visibility events throughout
the year. The main weather patterns affecting these two areas are consider-
ably different due to their geographical situation. CESAR is more frequently
influenced by low-pressure weather patterns and associated westerlies while
CIBA is normally influenced by the persistence of high-pressure systems
over the area, especially in winter. Apart from this, the main differences
between both sites are the atmospheric humidity and soil water availability.
Table 4.1: Information about the measurements and instrumentation used in this study at
CESAR and CIBA. For further information, see Beljaars and Bosveld (1997) (CE-
SAR) and Cuxart et al. (2000) (CIBA). * means that the data are only available for
the period from 24th December 2014 to 28th February 2015. ** LEVD indicates the
Valladolid-Villanubla airport.
Parameter Height (m agl) Instrument
CESAR
Temperature 2 E&E pt1000 - pt500 thermocoup.
Dew point temperature 2 E&E - Vaisala HMP243
Wind speed 10 Gill propeller vane 8002DX
Visibility 2-10-20-40-70-140-200 BIRAL 100 SWS
Rain Surface Rain gauge
Friction velocity 3 Sonic anemometer GILL R3
Long wave radiation (up and down) Surface Eppley Pyrgeometer
Height cloud base Surface Ceilometer LD40 and CT75
CIBA
Temperature 2-10.5-20.5-35.5-96.6 pt500 - pt100 RISØ
Humidity 10, 97 T. Friedrichs 3030 - Vaisala HMP45A
Wind speed 10 T. Friedrichs Wind vane 4035
Visibility* 2 BIRAL 100 SWS
LEVD** visibility (x3) 2 Vaisala FD12
LEVD** cloud cover Surface Vaisala CL31
Rain Surface Rain gauge
Friction velocity 1,5 Sonic METEK USA-1
Long wave radiation (up and down)* 1,5 Pyrg. Hukseflux NR01/RA01
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4.2.2 Fog classification procedure
In this section, the procedure employed to identify radiation-fog events from
10-min data is described for both sites (4 criteria, Figure 4.1). Since the avail-
able instrumentation was different at both sites, the procedure employed to
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Figure 4.1: Criteria for the determination of radiation-fog events at CESAR (a) and CIBA (b)
sites from 10-minutes observational data.
At CESAR, surface visibility measurements are available for the whole pe-
riod. Therefore, fog is defined when the 2-m visibility is less than 1000 m
(1st criterion, (DOC/NOAA, 1995)). Two fogs are considered as independent
ones when they are separated more than two hours, i.e. when more than two
hours between them report no-fog conditions (2nd criterion). By doing this,
two fogs are considered different when a radiation-fog event is transformed
into low clouds during the afternoon and appears again some hours later
because of the lowering of these low clouds. In addition, these independent
fogs are restricted to persist for at least two hours with 60% of the observed
time slots (10-min data) from the onset to the dissipation period reporting
fog. With this restriction (3rd criterion), fog events are defined while excluding
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short-lived, patchy and non-well established fog events. The latter would re-
duce the robustness of the statistical analysis and should be avoided. Finally,
the Tardif and Rasmussen (2007) fog classification is employed to select only
radiation fog (radiation-fog events, 4th criterion). This classification is based on
the fog formation mechanisms and distinguishes fog archetypes in radiation
fog, advection fog, precipitation fog and cloud-base lowering (cbl) fog. The
classification tree uses measurements of wind speed, visibility, temperature,
dew-point temperature, ceiling height and precipitation*.
At CIBA, the procedure employed to select radiation-fog events slightly
differs, since no direct visibility measurements were available for the 6-year
period. Therefore, visibility measurements from 3 visibilimeters deployed
at Villanubla-Valladolid airport (LEVD, ICAO code) have been used as fog
indicators. This airport is located only 13 km SSE from CIBA. The visibilime-
ters cover a distance of almost 3 km along the airport airstrip, which is also
situated over Los Montes Torozos. Thus, fog is defined at CIBA when the vis-
ibility from all three visibilimeters at LEVD is less than 1000 m (indicating
fog homogeneous conditions).
The agreement between the existence of radiation fog at CIBA and LEVD
has been verified for 24th December 2014 to 28th February 2015. During this
period, visibility measurements at 2, 30, 70 and 100 m agl were also avail-
able at CIBA. Eighteen fog events were detected during this period (seven
of them pure radiation-fog events, nine cbl fog events and three advection/-
precipitation fog events). Among the radiation-fog events, only in one case
the difference between onset at CIBA and LEVD was higher than 2 hours.
For all other cases the difference between the onset at CIBA and LEVD had
a mean of ± 55 minutes. However, an additional condition is imposed: the
relative humidity at CIBA should be higher than 95%, since almost all visi-
bilities less than 1000 m at CIBA (98% of cases) are associated with relative
humidity higher than this limit. Therefore, these considerations based on
visibility at LEVD and relative humidity at CIBA are reliable proxies for fog
events detection at CIBA. After this definition of fog at CIBA, 2nd and 3rd
criteria (Figure 4.1) are applied in the same manner as at CESAR. However,
Tardif and Rasmussen (2007) classification of fog at CIBA was only partially
applied due to the unavailability of ceiling height measurements. Therefore,
radiation-fog events at this location (4th criterion) were defined using only
* The reader is referred to Figure 4 or Table II of Tardif and Rasmussen (2007) for more infor-
mation. It should be noted that advection fog was discarded in this study by the thresholds
included in this classification: no precipitation was observed during the hour prior to the fog
onset and the wind speed at 10 m agl was lower than 2.5 m s-1.
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the thresholds for wind speed (wind speed lower than 2.5 m s-1 during the
fog onset), precipitation (no precipitation during pre-fog period) and onset
time relative to sunset and sunrise given in Tardif and Rasmussen (2007) (fog
onset between one hour before sunset and sunrise in some cases when the
fog has not been classified before). To avoid the misclassification of a radi-
ation fog when is actually a cbl fog at CIBA, only fog events preceded by
cloud cover lower than six oktas were considered, based on cloud cover data
at LEVD. A total of 322 fog events were considered at CESAR, from which
61% were classified as radiation fog (197 events) and 20% as advection or pre-
cipitation fog (65 events, not used in this work). From all radiation-fog events
at CESAR, 85 events (43%) included precipitation during the 24 hours pre-
ceding the fog onset (but not during the hour prior to the fog onset). These
events are usually shallow radiation fog formed soon after sunset, as the
result of the decrease in temperature and the high availability of humidity
after afternoon convective rain. On the other hand, at CIBA, a total of 135
fog events were detected, from which 60% were classified as radiation fog
(80 events) and 31% as advection or precipitation fog (42 events). Note that
at both places, more advection, precipitation or radiation-fog events could
be observed, but the 3rd criterion excludes all fog events that do not persist
for more than 2 hours.
4.2.3 Statistical fog forecasting method
The point of departure is the M14 study. With their method, they were able
to detect a high percentage of observed radiation-fog events, quantifying
threshold values of key variables involved on fog formation from the com-
parison between pre-fog and all data frequency histograms. Note that as pre-
fog periods they considered the time interval between 6 hours before fog on-
set and fog onset. For the calculation of these thresholds, M14 used a dataset
of two winters (2010-2011 and 2011-2012) from the Paris area (Haeffelin et al.,
2005, 2010). From this dataset, they selected radiation-fog events and defined
threshold values for four key variables involved in fog formation: 2-m rela-
tive humidity (RH2m), 2-m temperature tendency (4T2m), 10-m wind speed
(U10m) and net infrared radiation (FIR).4T2m was defined as the difference
between the temperature at a certain moment and 3 hours earlier while FIR
is the difference between the incoming and outgoing longwave radiation.
They defined the following thresholds as favourable pre-fog conditions:
a. RH2m > 90%.
b. 4T2m < -0.5 °C.
c. U10m < 3 m s-1.
d. FIR < -10 W m-2.
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Then, they verified the skill of these threshold values as predictors for
radiation-fog formation using observations during one month (November
2011). On the other hand, they evaluated the ability of WRF simulating these
pre-fog conditions for the same month. They checked how this methodology
led to the detection of 87% of pre-fog periods of radiation fog using obser-
vations and 74% in the case of model output (in terms of hit rate).
In the present study, this method is applied to CESAR and CIBA in or-
der to evaluate its robustness at sites with different conditions. To do this,
the frequency histograms of each variable are composed for all data and
pre-fog periods of radiation-fog events. Additionally, friction velocity (u∗)
and 2-m visibility tendency in one hour (4VIS2m) are included as poten-
tial predictors of radiation fog. These frequency histograms are presented in
Section 4.3.1.
The verification procedure (Figure 4.2) has been maintained as similar as
possible to the one presented in M14 in order to obtain comparable results.
However, in the present work, in order to perform independent verifications,
the periods employed (Table 4.2) for the verification of the M14 method us-
ing observations (Section 4.3.2) are different to those used for the calculation
of frequency histograms of key variables for fog formation (Section 4.3.1).
The verification has been performed over two years (2012 and 2013) at CE-
SAR and over more than two months (from 24 December 2014 to 28 February
2015) at CIBA for the observation-based M14 forecast (Section 4.3.2). For this
specific period at CIBA, visibility and radiation measurements were avail-
able, and therefore, a reliable verification could be performed. Hence, four
years (2008, 2009, 2010 and 2011) of a total of six have been used for the anal-
ysis of frequency histograms at CESAR and six years (from 2008 to 2013) at
CIBA (Table 4.2).
Table 4.2: Periods used for each part of the study. * Frequency histograms and threshold
values of FIR, u∗ and 4VIS2m at CIBA (Figure 4.5 (d - f)) have been calculated
from data of the period comprising from 24th December 2014 to 28th February
2015.
CESAR CIBA
Fog features statistics 2008 - 2013 2008 - 2013
Frequency histograms & threshold values 2008 - 2011 2008 - 2013 *
M14 observation-based verification 2012 - 2013 24th Dec. 2014 - 28th Feb. 2015
M14 WRF-based verification Nov. 2011 Jan. 2012
WRF numerical forecast (LWC) Nov. 2011 Jan. 2012
For the observation-based fog forecast (M14), the observations of the key
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Figure 4.2: Verification process performed to obtain forecast scores and performance indica-
tors for the evaluation of the M14 method at CESAR and CIBA.
M14. Additionally, these thresholds are obtained taking into account the
pre-fog frequency histograms at CESAR and CIBA. Finally, different combi-
nations of threshold values are calculated based on improvements of each
performance indicator. As in M14, a prediction score αn is calculated for
each variable (n), being 1 when the value is equal or lower than the thresh-
old value (Equation 4.1) (equal or larger for the case of relative humidity).
When this condition is not fulfilled, the prediction score is between 0 and 1,
following a Gaussian distribution (depending on the distance to the thresh-
old value, Equation 4.1).
αn =






] if n > nth
(4.1)
Where n is each predictor variable (e.g. RH2m, 4T2m, etc.). Therefore,
αn and σn are the prediction score and the standard deviation for each
corresponding variable and the subscript th indicates the use of the threshold
value. After the calculation of αn for each variable, the total prediction score
(α) is obtained through the multiplication of all of them.
As in M14, a pre-fog is defined if α > 0.9, i.e. a fog will be forecasted for
the following 0-6 hours. Subsequently, performance indicators are calculated
using classical forecast score parameters (see contingency table, Table 4.3)
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obtained through the comparison of the prediction matrix (pre-fog and no
pre-fog) with the real observations (see Figure 4.2). In this case, the hit rate
(H-R, Equation 4.2), false alarm rate (F-A, Equation 4.3, Barnes et al., 2009)








× 100 , (4.3)
GSS =
a− ar
a+ b+ c− ar
. (4.4)
Where a, b, c and d are defined in Table 4.3 and ar (Equation 4.5) is:
ar =
(a+ b)(a+ c)
a+ b+ c+ d
. (4.5)
Table 4.3: Classical forecast score parameters.
Observed YES Observed NO
Forecasted YES a (hit) b (false alarm)
Forecasted NO c (miss) d (correct rejection)
While H-R only focuses on the percentage of well forecasted radiation-fog
events with respect to all observed ones, F-A only focuses on the percentage
of incorrect forecasted events among all non-observed ones. Therefore, the
GSS is included, since it combines aspects of H-R and F-A, being a more
balanced score. In addition, GSS does not tend to give poorer scores for
rare events (as radiation-fog events during datasets of several years). The
minimum GSS value is near 0 (although it can be less than 0 for abundant
events) and the maximum is 1 (perfect forecast). GSS is commonly known
as the Equitable Threat Score (ETS), but in this work, it is called Gilbert Skill
Score (GSS) following the recommendations of Hogan et al. (2010), where
it is demonstrated how ETS is only equitable for infinite sample sizes. In
any case, this measure of verification has been included and assumed as the
more appropriate performance indicator for this work.
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The same procedure is maintained for the verification of M14 using WRF
results as predictors, but comparing model output (instead of observations)
against threshold values. In this case, one month has been simulated at each
site (November 2011 at CESAR and January 2012 at CIBA, see Table 4.2).
These months have been chosen because they include several radiation-fog
events.
4.2.4 Numerical fog forecasting (WRF)
On the one hand, the mesoscale WRF-ARW 3.5.1 model (see Section 2.2.2)
has been employed to study the ability of a NWP model simulating the
conditions leading to the onset of radiation fog (pre-fog periods based on
RH2m, 4T2m, U10m and FIR). On the other hand, it has also been used to
evaluate its skill forecasting radiation fog directly (taking into account the
LWC model output and comparing to observations). WRF is a NWP model
widely used for research and operational purposes (Skamarock et al., 2008)
and employed for fog-forecasting in several studies (Van der Velde et al.,
2010; Steeneveld et al., 2015, or the analysis presented in Chapter 3).
In this case, the simulations were initialised with 0.25° resolution data
from the ECMWF operational analysis, defined on 24 pressure levels. The
model was run with only one domain (300 x 300 points) centred at each
site. Previous studies have shown that using a single domain provides bet-
ter results than nested domains (Warner et al., 1997; Leduc and Laprise,
2009; Leduc et al., 2011; Steeneveld et al., 2015). A quite-high horizontal res-
olution of 2.5 km has been used, which is one of the necessary conditions
to obtain satisfactory simulations of fog (Tang et al., 2009). This horizontal
resolution matches the state-of-the-art operational model resolution, as for
example used in the AROME configuration (Seity et al., 2011). 51 vertical
levels have been set, with 28 levels below the lowest 1000 m, 8 levels below
the lowest 100 m and the first level at 10 m agl approximately. The time-step
used in the simulations was 15 s, following the recommendation of 6 times
the horizontal resolution (in km). For the microphysics scheme, the WDM6
was used. The MYNN 2.5 level parameterization (Nakanishi and Niino, 2004)
was used for the PBL and surface layer schemes, which has also been proved
to perform adequately for fog conditions (see results from previous chapter
(Chapter 3). RRTM (Mlawer et al., 1997) and Dudhia (1989) parameteriza-
tions were used for shortwave and longwave radiation respectively. Data for
the land use are taken from the USGS land use dataset and the Noah model
was selected as the land-surface scheme.
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A set of 30 simulations of 54 hours (6 h + 2 days) was carried out at each
site starting at 12:00 UTC, where the first 6 hours are strictly employed as
spin-up time. From these simulations, two different monthly compositions
were performed:
• S1 - The first-forecasted-day composition, which corresponds to 0 h to 24
h from model initialization + 6 h of spin-up.
• S2 - The second-forecasted-day composition, which corresponds to 24 h to
48 h from model initialization + 6 h of spin-up.
These two different compositions are compared due to the detection of
many cases in which the model simulates more correctly radiation-fog events
for the second forecasted day than for the first one. This fact is due to the
high sensitivity of the model to the spin-up and will be analysed in Sec-
tion 4.3.3. The corresponding simulated months are November 2011 at CE-
SAR and January 2012 (1st to 30th) at CIBA. These months were selected
because they were characterized by stable situations with long night-times.
A total of 10 and 17 radiation-fog events were observed at CESAR and CIBA
respectively.
In Section 4.3.3, the vertical extension of simulated fog by WRF (LWC) and
the thickness of observed fog have been compared. The latter were estimated
at CESAR using visibilimeter data available at 2, 10, 20, 40, 70, 140 and 200
m agl. Since visibilimeters at different heights were not available at CIBA,
fog thickness has been estimated using relative humidity at 10 and 97 m agl
and temperature data at 2, 10, 35, 70 and 97 m agl from the 100-m tower
deployed at CIBA. This estimation is based on the turbulent mixing caused
by the fog itself, making the temperature approximately converge to the
value at the surface (mixing within the fog layer). Although this method is
not perfect, it offers an approximation of fog thickness to be compared with
the fog vertical extension provided by the model.
4.3 results
4.3.1 Fog statistics (observations)
a) Climatological analysis
Significant climatological differences have been found between the features
of radiation-fog events at CESAR and CIBA sites (Figure 4.3). The monthly
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Figure 4.3: Radiation-fog features at CESAR (left) and CIBA (right) from observational data.
a,b) Monthly distribution. c,d) Onset time relative to sunset. e,f) Dissipation time
relative to sunrise. g,h) Fog event duration.
At CESAR, fog occurrence is almost equally distributed throughout the
year, with fewer cases from November to February (only 16%). However,
at CIBA, more than 75% of radiation-fog events occur during these colder
months. The geographical location of both sites is crucial for such differences.
The Spanish Northern Plateau is rather frequently affected by high pressure
systems in winter, which can persist for several days and be responsible of
strong nocturnal stability periods, leading to radiation-fog formation. How-
ever, the proximity of The Netherlands to the polar jet stream makes the
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CESAR area be more frequently influenced by low-pressure perturbation
systems than the CIBA area. Anticyclones usually persist shorter than over
The Iberian Peninsula, especially in winter.
Moreover, the humidity and water availability differences between both ex-
perimental sites are also local causes of these differences: the cooling needed
at CIBA to reach air saturation is higher than that required at CESAR. For
this reason, radiation fog appears at CIBA preferably during cold months
with long nights. At CESAR, water availability is higher and only a low de-
crease in surface temperature is required to reach condensation. This fact
also makes the fog to develop sooner (relative to sunset) at CESAR than at
CIBA (Figure 4.3 (c,d)). Note that almost 75% of radiation fog form during
the first 6 hours after sunset (only 34% at CIBA). Moreover, spring and sum-
mer radiation fog at CESAR commonly occurs after night-time/afternoon
convective rains, which lead to high values of relative humidity. Therefore,
only a small decrease in near surface temperature is needed to produce
condensation and fog. These radiation-fog events at CESAR are typically
shallow ones and their dissipation (Figure 4.3 (e,f)) is quicker than at CIBA
(almost all fog events at CESAR dissipate before sunrise or within the 3
hours after sunrise, while more than 50% of fog events persist more than 3
hours after sunrise at CIBA). Radiation fog is usually associated with pre-
vious strong surface cooling and well-established stable conditions at CIBA.
This leads to more dense and, consequently, more persistent fog (Figure 4.3
(g,h)) at CIBA, since more energy is required for their dissipation. Thus, 28%
of radiation-fog events at CIBA persist more than 12 hours (Figure 4.3 (h)),
phenomena rarely observed at CESAR (only 7% of radiation-fog events).
b) Pre-fog conditions
The previous section revealed that the climatological features of radiation
fog are different at CESAR and CIBA. Therefore, an analysis of the condi-
tions leading to the formation of radiation fog at both sites is now presented
(Figure 4.4 at CESAR and Figure 4.5 at CIBA) in the form of frequency his-
tograms. As in M14, four key variables for fog formation have been analysed:
RH2m (RH10m at CIBA for data availability reasons), 4T2m, U10m and FIR
(see Section 4.2). Additionally, the analyses for friction velocity (u∗) and 1h-
visibility tendency at 2 meters (4VIS2m) are also included, as potential key
variables for fog formation.
It should be noted that frequency histograms of FIR, u∗ and 4VIS2m at
CIBA (Figure 4.5 (d-f)) have been calculated from data of the period com-
prising from 24th December 2014 to 28th February 2015 at CIBA (Table 4.2).
Frequency distributions from data of pre-fog periods are compared to the
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Figure 4.4: Distribution of key variables for radiation-fog formation using 4 years of data
(black line) and for 6-h and 1-h pre-fog conditions (dashed blue and dotted red
lines respectively) at CESAR. a) 4T2m (°C). b) RH2m (%). c) U10m (m s-1). d)
FIR (W m-2). e) u∗ (m s-1). f) 4VIS2m (km). Vertical lines indicate threshold
values used: M14 values (solid black line), CESAR values (dashed black line),
optimum value for GSS (dotted green line). Note that solid black line is overlap-
ping dashed black line in figure a and dashed black line is overlapping dotted
green line in figure b.
ones obtained using all data. That is, solid black lines in Figure 4.4 and Fig-
ure 4.5 show the frequency distributions of each variable for all data. Red
dotted lines indicate the conditions immediately prior to fog formation (1
hour before), while blue dashed lines indicate the conditions observed dur-
ing the 6 hours previous to the onset of all considered radiation-fog events.
The comparison between dashed blue line and red dotted line highlights
the evolution of the variables as the fog onset gets closer. The distribution is
always centred to more extreme values for 1-h pre-fog periods, which indi-
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Figure 4.5: Distribution of key variables for radiation-fog formation using 6 years of data
(black line) and for 6-h and 1-h pre-fog conditions (dashed blue and dotted red
lines respectively) at CIBA. a) 4T2m (°C). b) RH10m (%). c) U10m (m s-1). d)
FIR (W m-2). e) u∗ (m s-1). f) a) 4VIS2m (km). Vertical lines indicate threshold
values used: M14 values (solid black line), CIBA values (dashed black line), opti-
mum value for GSS (dotted green line). Note that solid black line is overlapping
dashed black line in figure d. FIR, u∗ and 4VIS2m figures were calculated from
data of period from 24th December 2014 to 28th February 2015.
cates an enhancement of their skill as fog predictors when the fog onset is
closer.
Pre-fog frequency distributions for 4T2m at CESAR (Figure 4.4 (a)) is
clearly shifted to negative values. Although this distribution is also shifted
to negative values at CIBA (Figure 4.5 (a)), it includes some positive val-
ues, meaning that increasing temperatures can be found within the 6 hours
before fog formation. Many of the cases where4T2m > 2 K at CIBA are con-
sequence of several radiation-fog events formed during the afternoon (10%
of fog events formed within 1 hour after sunset (see Figure 4.3 (d)) in per-
sistent anticyclonic situations. That is, many cases at CIBA in which fog is
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dissipated during the day, it is transformed into low clouds, while in other
cases just adds its humidity to the air. In both cases, the humidity available
in the PBL after one foggy day is high enough to form fog the next day quite
early in the evening. These cases are commonly observed at CIBA during
persistent anticyclonic situations. The result is that 4T2m is positive within
the 6-h pre-fog time interval of these fog events, since it also comprises day-
time with increasing temperatures. However, many of the cases of 0 K <
4T2m < 2 K are also observed during nighttime or soon after sunrise and
could correspond to other small-scale processes, such as moistening, wind
speed dropping or quick mixing at the surface after sunrise.
In the case of RH2m, pre-fog distributions are more shifted to high val-
ues at CESAR (Figure 4.4 (b)) than at CIBA (Figure 4.5 (b)). The difference
between the shape of the frequency distribution for all the data and for the
pre-fog periods is sharper at CIBA than at CESAR, meaning that at CESAR
RH2m is not a recommended predictor of fog formation, because the relative
humidity is almost always very high.
In general, the values found for U10m at CESAR (Figure 4.4 (c)) and CIBA
(Figure 4.5 (c)) are higher than for the Paris area in M14, which could be
due to local differences and heterogeneities between sites. In any case, the
pre-fog frequency distributions are clearly shifted to lower values compared
to the ones obtained for all the data (black lines).
The case of FIR is also representative of conditions leading to radiative fog
formation (Figure 4.4 (d) and Figure 4.5 (d)), with pre-fog frequency distri-
butions centred in clearly negative values (clear-sky conditions). Frequency
distribution for all data has two maxima, one of them centred around 0 W
m-2, indicating cloudy conditions. This centre is more pronounced at CESAR
than at CIBA, because it is a site usually more affected by cloudy conditions.
On the other hand, the same frequency histograms have been determined
for the friction velocity (u∗) (Figure 4.4 (e) and Figure 4.5 (e)) and 1h visibil-
ity tendency at 2 m (4VIS2m) (Figure 4.4 (f) and Figure 4.5 (f)) in order to
analyse the skill of these variables as predictors for fog detection. The pre-
fog distribution of u∗ is considerably shifted with respect to the distribution
for all the data at both sites (even more than for U10m), which suggests that
this variable can be useful for fog prediction. The skill of the M14 method
for fog forecasting including u∗ instead of U10m is analysed in Section 4.3.2.
Although this variable is not operationally available at most routine weather
stations, this analysis is useful to determine if instruments measuring turbu-
lence (sonic anemometers) could be useful for fog forecasting. The useful-
ness of 4VIS2m is also discussed in Section 4.3.2.
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Determination of thresholds values
The threshold values for these variables are determined in M14 from the
analysis of the 6-h pre-fog frequency histograms. However, M14 do not de-
fine an objective way for the definition of these thresholds, but after a careful
inspection of their Figure 4 (in Menut et al. (2014)), it can be determined that
they selected the threshold values after discarding approximately 20%, 25%,
5% and 3% of the 6-h pre-fog line distribution for RH2m, 4T2m, U10m and
FIR respectively. Thus, an evaluation of the usefulness of these percentages
at other sites (CESAR and CIBA) is performed in this work. Thus, these ap-
proximate percentages are used, as well as the 6-h pre-fog distribution at
CESAR and CIBA (Figure 4.4 and Figure 4.5, blue dashed line), determining
a second combination of threshold values for fog formation at CESAR and
CIBA:
a. RH2m must be > 94% at CESAR and RH10m > 88% at CIBA (> 90% in
M14).
b. 4T2m must be < -0.5 °C at CESAR and < 0.5 °C at CIBA (< -0.5 °C in
M14).
c. U10m must be < 4.5 m s-1 at CESAR and < 3.6 m s-1 at CIBA (< 3 m s-1
in M14).
d. FIR must be < -5 W m-2 at CESAR and CIBA (< -10 W m-2 in M14).
These values and their comparison with the threshold values defined for
the Paris area in M14 are included in Figure 4.4 and Figure 4.5 in form of
vertical lines (solid line for M14 values and dashed black line for calculated
values based on M14 percentages and frequency histograms at CESAR and
CIBA). The largest difference between threshold values is found for U10m,
which can be due to local characteristics of the sites, as the proximity of
Paris city (larger roughness length) to SIRTA site, influencing in turbulence
and causing dissipation of fog with lower wind speed. The skill of these two
different combinations of threshold values is compared in the next section
(Section 4.3.2), where the M14 method is also calibrated to provide some of
the most appropriate combinations of threshold values for H-R, F-A and GSS.
Note that vertical green dotted lines in Figure 4.4 and Figure 4.5 indicate the
values obtained in the combination which offers the optimum GSS for each
site.
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4.3.2 Radiation-fog forecasting (M14 method)
In this section, the skill of the M14 method in forecasting radiation fog at
CESAR and CIBA is evaluated through the calculation of performance indi-
cators using the threshold values offered in M14 and the ones calculated tak-
ing into account the pre-fog distributions of CESAR and CIBA. Additionally,
the values needed to improve each performance indicator are investigated
(H-R, F-A and GSS). This is carried out testing possible combinations of rea-
sonable threshold values used for the fog forecasting and calculating their
associated performance indicators. From all these tests, those that provide
high values of H-R and GSS and low values for F-A are selected.
On the one hand, the method is employed using only observations, i.e. the
use of threshold values for key-parameters as radiation-fog predictors is eval-
uated using observations. On the other hand, the method is employed using
WRF output of these variables, i.e. the ability of the model simulating these
favourable conditions for radiation-fog formation (pre-fog) is evaluated.
a) Verification using only observations as predictors
1. CESAR.
Two-years of data (2012 and 2013) (see Table 4.2) are used for the eval-
uation at CESAR. Firstly, the threshold values given in M14 (for Paris) are
used (combination 1 in Table 4.4). With this M14 threshold values, 86.7% of
radiation-fog events are detected with 21% of F-A. These results are slightly
better than those obtained in M14 for the Paris site, since F-A is considerably
reduced (21.7%) compared to the 39% found in M14 for Paris. Secondly, the
same performance indicators are calculated, but taking into account the pre-
fog frequency distribution at CESAR (combination 2, based on percentages
of frequency distributions used for determination of thresholds in M14). The
results for H-R, F-A and GSS are in general slightly better if the values given
in M14 are used. This means that the use of the approximate percentages in-
cluded in pre-fog distributions in M14 applied to the 6-h pre-fog frequency
distributions obtained at CESAR (Figure 4.4) is not worth (other percentages
of the distributions should be used).
Hence, some of the best combinations of threshold values for each per-
formance indicator are explored (H-R, F-A and GSS, combinations 3, 4 and
5 respectively in Table 4.4). These combinations of values differ depending
on the performance indicator considered to evaluate the skill of the method
and in an operational use they will depend on the purposes of the forecaster.
It is observed how it is possible to obtain a 95.5% of well predicted pre-fog
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Table 4.4: Performance indicators for the M14 method using only observations at CESAR:
Hit Rate (H-R), False Alarm (F-A) and Gilbert Skill Score (GSS) for different com-
binations of threshold values. Note that combination 2 (C2) is based on pre-fog fre-
quency histograms at CESAR (Figure 4.4) and on approximate percentages used
in M14. The threshold values for key-parameters on fog formation used for each
combination are also provided. Note that *** indicates that this parameter is not
included as predictor in the corresponding combination.
CESAR H-R/F-A/GSS U10m RH2m FIR 4T2m u∗ 4VIS
(m s-1) (%) (W m-2) (°C) (m s-1) (m)
M14 thresholds (C1) 86.7/21.7/0.049 3 90 -10 -0.5 *** ***
CESAR thresholds (C2) 82.1/30.6/0.029 4.5 94 -5 -0.5 *** ***
Optimum H-R (C3) 95.5/38.9/0.025 4 88 5 0.0 *** ***
Optimum F-A (C4) 29.8/2,0/0.131 1.5 98 -20 -1.5 *** ***
Optimum GSS (C5) 40.4/3.1/0.136 1.5 95 -20 -1.5 *** ***
- RH2m (C6) 43.1/3.7/0.128 1.5 *** -20 -1.5 *** ***
-RH2m-U10m+u∗ (C7) 70.4/12.2/0.074 *** *** -20 -0.5 0.05 ***
-RH2m+4VIS2m (C8) 33.0/1.9/0.150 1.5 *** -20 -1.5 *** -5500
periods, but at the expense of a quite high F-A (38.9%) and vice versa (2%
of F-A but only 29.8% of H-R). If the GSS is considered as the most appro-
priate performance indicator, then the threshold values obtained are 95%,
-1.5 °C, 1.5 m s-1 and -20 W m-2 for RH2m, 4T2m, U10m and FIR respec-
tively. By using these thresholds, it could be able to forecast (nowcast) 40.4%
of radiation-fog events with only 3.1% of false alarm predictions between 6
and 0 hours before the fog onset at CESAR.
On the other hand, analysing the frequency histograms given in Figure 4.4
(b), RH2m does not seem an appropriate predictor in the case of CESAR,
since the humidity is almost always very high (including no pre-fog peri-
ods). In fact, if this variable is removed as a key-variable for fog formation
(combination 6 in Table 4.4), the results obtained to evaluate the method are
similar than if it is included (combination 5 in Table 4.4). The H-R improves
slightly at the expense of an increase in the F-A. Furthermore, the use of ad-
ditional variables as pre-fog indicators have been tested. If U10m is changed
by friction velocity (u∗) and RH2m is removed (combination 7), up to 70.4%
of radiation fog could be forecasted, with only 12.2% of F-A (GSS = 0.074).
In the case of the use of visibility tendency (4VIS2m, combination 8), the
results improve for the F-A and GSS when a threshold of 4VIS2m < -5500
m is used (visibility decreasing during pre-fog periods).
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2. CIBA.
These results are also provided for the fog forecast evaluation at CIBA
(Table 4.5). It should be remembered that in this case, the period comprising
24th December 2014 to 28th February 2015 is used, since radiation (FIR) and
visibility data at CIBA were only available for this period, allowing a more
accurate verification. From 24 December 2014 to 12 January 2015, persistent
anticyclonic systems were present over the Iberian Peninsula, which is a
typical situation in late-autumn/winter. This led to the formation of many
radiation and cbl fog events. In fact, the complete period includes 18 fog
events. However, only 6 of them were considered as radiation-fog events,
since many of the cases were cbl fogs (9). Many of these cbl fog events are
also associated with similar pre-fog conditions of radiation fog, but their
inclusion for the verification is inappropriate, since for example the FIR is
quite high during the hours prior to the onset of these type of fogs, and it
would led to unsuccessful forecasts.
Table 4.5: Performance indicators for the M14 method using only observations at CIBA: Hit
Rate (H-R), False Alarm rate (F-A) and Gilbert Skill Score (GSS) for different
combinations of threshold values. Note that Comb 2 is based on pre-fog frequency
histograms at CIBA (Figure 4.5) and on percentages used in M14. The threshold
values for key-parameters on fog formation used for each combination are also
provided. Note that *** indicates that this parameter is not included as predictor
in the corresponding combination.
CIBA H-R/F-A/GSS U10m RH10m FIR 4T2m u∗
(m s-1) (%) (W m-2) (°C) (m s-1)
M14 thresholds (C1) 64.3/14.0/0.064 3.0 90 -10 -0.5 ***
CIBA thresholds (C2) 73.9/22.3/0.044 3.6 88 -10 0.5 ***
Optimum H-R (C3) 80.9/21.0/0.053 1.8 80 5 1.5 ***
Optimum F-A (C4) 32.5/0.4/0.265 1.5 98 0 -1.5 ***
Optimum GSS (C5) 41.4/0.7/0.303 1.5 98 0 -1.5 ***
-U10m+u∗ (C6) 40.8/0.6/0.309 *** 98 0 0 0.15
In this case, the use of M14 thresholds provides worse values for H-R
(64.3%) compared to CESAR and Paris site (86.7% and 87% respectively),
although the F-A is lower at CIBA (14%). On the other hand, thresholds
calculated from CIBA frequency histograms (combination 2) improve H-R
with respect to the M14 thresholds, but worsening F-A and GSS. H-R can
be enhanced up to 80.9%, and it is possible to reduce the F-A to very low
values (combinations 3 and 4, Table 4.5). In any case, the results are possibly
affected by the evaluation of a period with only 6 radiation-fog events. In
this case, it is not advisable to remove RH10m as a predictor, since its fre-
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quency histogram is quite shifted for pre-fog periods comparing to all-data
(Figure 4.5 (b)). The inclusion of a new additional criterion (u∗ < 0.15 m s-1)
instead of using U10m slightly reduce the F-A (combination 6, Table 4.5).
Again, the determination of the best combination of values to use as thresh-
olds depends on the performance indicator used. Therefore, the selection of
threshold values will depend on the desired balance between H-R and F-A
of specific nowcasting.
b) Verification using only WRF output as predictors
For each site, one month has been simulated with the WRF model using
the configuration detailed in Section 4.2. Here, the ability of this model to
simulate the meteorological conditions leading to radiation-fog formation
(pre-fog conditions) is evaluated, rather than looking at LWC directly (Sec-
tion 4.3.3). Table 4.6 shows the performance indicators obtained from the
fog-forecasting evaluation at CESAR and CIBA. A comparison between re-
sults using the 1st or the 2nd-forecasted-day composition (S1 and S2) is also
provided.
1. CESAR.
At CESAR, November 2011 has been simulated, containing 11 fog events
in total. However, only 5 of them were pure radiation-fog events according
to the Tardif and Rasmussen (2007) classification. The remaining events were
classified as advection fog (4 cases), precipitation fog (1 case) or not classified
(1 event).
The performance indicators obtained are expressed in Table 4.6, using M14
thresholds (combination 1) and using the best possible combination for GSS
and H-R (combinations 5 and 3 respectively) obtained in the observation-
based M14 prediction (Table 4.4). The results for M14 thresholds are better
than those for combination 5. This occurs as a result of the threshold values
used. By using GSS thresholds (combination 5), the model is forced to find
values for U10m < 1.5 m s-1 and 4T2m < -1.5 °C. With these restrictions,
the model only finds 79 and 117 data from a total of 720 (30 days x 24
hours) satisfying αn > 0.9 for U10m and 4T2m respectively. Therefore, the
forecasted cases are fewer and H-R and F-A are quite small. This is because
the model generally overestimates the wind speed during stable situations
and underestimates the temperature amplitude of the diurnal cycle (Betts,
2006; Holtslag et al., 2013; Kleczek et al., 2014). However, the results improve
using the M14 thresholds. This is directly caused by the smoothing of the
criteria (increasing 4T2m and U10m thresholds). The result is an increase in
the H-R and GSS (although there is also an increase in F-A). In any case, the
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Table 4.6: Performance indicators for the M14 method using WRF output at CESAR and
CIBA: Hit Rate (H-R), False Alarm rate (F-A) and Gilbert Skill Score (GSS). Thresh-
old values for Combinations 1, 5 and 3 are expressed in Table 4.4 and Table 4.5 for
CESAR and CIBA respectively. The total number of data that fulfil the criterion
αn > 0.9 is expressed for each variable. Note that total number of data is 740 (30
days x 24 hours).
H-R F-A GSS n°αn> 0.9 n°αn> 0.9 n°αn> 0.9 n°αn> 0.9
CESAR FIR RH 4T2m U10m
1st forecasted day
Comb 1 (M14) 33.3 12.2 0.067 351 643 426 276
Comb 5 (GSS) 3.3 0.8 0.022 304 475 117 79
Comb 3 (H-R) 73.3 34.7 0.053 657 720 536 427
2nd forecasted day
Comb 1 (M14) 20.0 10.5 0.034 351 653 402 249
Comb 5 (GSS) 10.0 0.4 0.086 304 489 161 50
Comb 3 (H-R) 86.7 37.4 0.066 657 720 557 428
CIBA
1st forecasted day
Comb 1 (M14) 33.7 16.0 0.093 429 532 474 505
Comb 5 (GSS) 17.4 7.6 0.063 705 290 474 321
Comb 3 (H-R) 47.8 31.9 0.060 718 632 662 331
2nd forecasted day
Comb 1 (M14) 34.8 17.3 0.089 429 578 479 522
Comb 5 (GSS) 31.5 12.8 0.106 705 391 479 325
Comb 3 (H-R) 59.8 35.7 0.086 718 660 674 325
results are not totally satisfactory, mainly because of the wrong agreement
between observed and simulated onset of fog events. That is, the model
predicts fog events with their pre-fog periods, but these do not agree in time
with the real observed ones. As expected, the H-R increases when using
combination 3 (thresholds defined in Table 4.4 for the observation-based M14
fog forecast which offered the highest values for H-R within a reasonable
range of threshold values). In this case, it is possible to detect up to 86.7%
of radiation-fog events when using the 2nd-forecasted-day composition (S2).
These results are better than those obtained for S1 (73.3% for H-R).
2. CIBA.
The results for CIBA are also expressed in Table 4.6. In this case, January
2012 was simulated. Eighteen radiation-fog events were observed during
this month at CIBA, resulting from the persistence of anticyclonic systems
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over the area. The results are in general worse when they are compared to
those obtained at CESAR, especially for the H-R, which does not exceed 60%
(using combination 3 and output from S2) and at the expense of 35.7% of F-
A. However, GSS values are maximised until 0.106 in the case of combination
3 and using output from 2nd forecasted day, resulting from small values of
F-A (12.8%) and 31.5% of H-R. At CIBA, the same problem is found as in
CESAR for combination 5, i.e. the restrictions forced by using these threshold
values (RH10m > 98%, U10m < 1.75 m s-1 and 4T2m < -0.5 °C) lead to
few data satisfying the criteria. Additionally, the consecutive character of
radiation-fog events at CIBA during January 2012 added complexity to this
period (more discrepancies between onset and dissipation of radiation fog,
and therefore, worse performance indicators). In any case, it is observed how
the use of the output from S2 improves the result in general, which is due
to the better simulation of fog (and pre-fog) periods. This subject will be
discussed in Section 4.3.3.
4.3.3 Radiation-fog forecasting (WRF output (LWC))
In this section, the ability of the WRF model simulating radiation fog di-
rectly (via the model output of LWC) is evaluated, rather than using sta-
tistical methods as in previous sections. The objective of this section is to
determine whether a mesoscale model with the employed configuration is
able to provide successful fog forecasts. To carry out this analysis, daily sim-
ulations of 54 hours each have been conducted. The same months as in the
previous section have been simulated: November 2011 at CESAR (Figure 4.6)
and January 2012 (1st to 30th) at CIBA (Figure 4.7). In these figures, com-
parisons between estimated fog thickness and simulated LWC by WRF are
provided. Additionally, for each site, we include a comparison between re-
sults from the 1st-forecasted day composition (S1) (daily simulations of 0-24
h from model initialization plus 6 h of spin-up) and the 2nd-forecasted day
composition (S2) (daily simulations of 24-48 h from model initialization plus
6 h of spin-up). The objective of this sensitivity experiment is to analyse the
dependence of the results on the total spin-up (note that the total spin-up
for S2 is equivalent to 30 h while is 6 h for S1).
At CESAR, almost all fog events are simulated, except the shallow fog
of day 6 (Figure 4.6). The fog of day 28 is also incorrectly simulated. S2
normally simulated a more vertically developed fog (Figure 4.6 (b)). The
contrary happens for S1 (Figure 4.6 (a)), for example during the case of
the persistent fog formed the afternoon of day 19 and lasting until day 22,
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Figure 4.6: CESAR, November 2011. a) Composition of LWC (g kg-1) simulated by WRF
model each day, using 1st forecasted day (0-24 h from model initialization +
6 h spin-up) (S1). b) Idem, but using 2nd forecasted day (24-48 h from model
initialization + 6 h spin-up) (S2). c) Estimated fog thickness from observations
for the same period. Note that minimum contours (black) of figures a and b
correspond to an approximate visibility of more than 1000 m, following Kunkel
(1984) formula to convert LWC in visibility.
that initial conditions did not include the well-formed fog at the beginning
of the simulation and the model needs to develop the fog in the vertical
after the model initialization. This result demonstrates the critical role of
initial conditions in fog forecasting (Rémy and Bergot, 2010). Besides, the
LWC simulated by WRF for both compositions is usually overestimated and
too much extended in the vertical.
Almost all fog events are also simulated at CIBA (Figure 4.7), although
in this case the results are substantially affected by the spin-up time and
they show significant differences between S1 and S2. It should be noted the
complexity of the simulated month due to the existence of many consecutive
and short-time-separated fog events. Using S1 (Figure 4.7 (a)), the model was
not able to simulate correctly the shallow and consecutive fog events of the
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Figure 4.7: As in Figure 7.6 but for CIBA site, January 2012.
period from day 5 to 15. However, for S2 (Figure 4.7 (b)), the model was
able to simulate the fog events for these days. This fact is mainly related
to the spin-up time and initial conditions; therefore, it will be subsequently
investigated.
As indicated in Table 4.7, S2 simulations reproduce more fog hours than
S1 at both sites (simulated fog hours, 46% more at CESAR and 54% more at
CIBA). This is traduced on an improvement of the correctly simulated fog
hours, specially at CIBA (134/201 for S2 vs 96/201 for S1), although it also
deteriorates the false-alarm rate (incorrectly simulated no-fog hours). These
results are consequence of the ability of the model to produce higher values
of relative humidity for S2 comparing to S1, since the decrease in the surface
temperature during the late afternoon is more correctly simulated for S2,
specially at CIBA. Thus, at CIBA, the temperature bias for S2 is +0.8 °C and
-0.2 °C for S1 during the time interval from 17:00 UTC (approximate sunset
time) to 00:00 UTC for the whole month, while the mean relative humidity
simulated for this time period is 92.9% for S1 and 95.3% for S2 (Table 4.7). At
CESAR, these differences in temperature and relative humidity simulations
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between S1 and S2 are not as important as at CIBA. For these reasons, the
results for S1 and S2 are similar in this case. In the next paragraphs, the
analysis is focused on some specific days at CIBA, in order to analyse with
more detail the previously commented findings.
Table 4.7: Comparison between S1 and S2 radiation-fog simulations of WRF (LWC at the
lowest level) at CESAR and CIBA.
CESAR S1 S2
OBSERVED fog hours 163/720 163/720
SIMULATED fog hours 162/720 237/720
Correctly SIMULATED fog hours (hit) 43/163 50/163
Incorrectly SIMULATED fog hours (miss) 120/163 113/163
Correctly SIMULATED no-fog hours (correct rejection) 438/557 370/557
Incorrectly SIMULATED no-fog hours (false alarm) 119/557 187/557
T2m bias (from 15:00 UTC to 00:00 UTC) -0.8 °C -1.1 °C
Mean relative humidity (from 15:00 UTC to 00:00 UTC) 95.5% 95.9%
CIBA S1 S2
OBSERVED fog hours 201/720 201/720
SIMULATED fog hours 183/720 281/720
Correctly SIMULATED fog hours (hit) 96/201 134/201
Incorrectly SIMULATED fog hours (miss) 105/201 67/201
Correctly SIMULATED no-fog hours (correct rejection) 432/519 372/519
Incorrectly SIMULATED no-fog hours (false alarm) 87/519 147/519
T2m bias (from 16:00 UTC to 00:00 UTC) +0.8 °C -0.2 °C
Mean relative humidity (from 16:00 UTC to 00:00 UTC) 92.9% 95.3%
The very shallow fog formed during the late-afternoon/evening of day 11
and lasting until midday of day 12 was reproduced by the model taking into
account S2 (Figure 4.8 (a)), although its vertical extension was significantly
overestimated. However, the model failed simulating this fog when using S1
(Figure 4.8 (b)). These results are directly related to the underestimation of
relative humidity (Figure 4.8 (d)) (bias of -9% from 18:00 UTC of day 11 to
18:00 UTC of day 12 for S1 and +5% for S2) and overestimation of tempera-
ture attending to S1 (Figure 4.8 (f)) (bias of +3.03 °C for S1 and +0.57 °C for
S2 for this period). This overestimation in temperature by S1 is due to the
inability of the model to forecast the strong nocturnal cooling of day 11 from
15:00 UTC onwards (Figure 4.8 (f), see black ellipse). However, the decrease
in temperature was more intense (and more real) for S2 (Figure 4.8 (e), see
black ellipse), which led to higher values of relative humidity (Figure 4.8 (c))
(overestimation of 5% for the analysed period for S2).
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Figure 4.8: CIBA site. a,b) Estimated fog thickness (m) from observations (blue solid line)
and LWC (g kg-1) simulated by WRF (contours) for the simulation initialized on
01-10-2012 at 12:00 UTC (a) and on 01-11-2012 at 12:00 UTC (b). c,d) Observed
(blue dashed line) and simulated (red solid line) relative humidity (%) for the
simulation initialized on 01-10-2012 at 12:00 UTC and on 01-11-2012 at 12:00 UTC
(d). e,f) Observed (blue dashed line) and simulated (red solid line) temperature
(°C) for the simulation initialized on 01-10-2012 at 12:00 UTC (e) and on 01-11-
2012 at 12:00 UTC (f). Note that vertical dashed lines separate spin-up time (6 h),
first simulated day and second simulated day, as indicated in figure a.
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Therefore this was traduced on the simulation of fog (Figure 4.8 (a)). Al-
though it is not shown, similar results are found for the rest of the days
of this period and this example can be extrapolated to the other days with
shallow fog at CIBA.
The inability of the model to produce enough surface cooling at the begin-
ning of the simulation is due to the stabilization period of the model, which
produces spurious waves to get the model in balance with the provided
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Figure 4.9: CIBA site. Potential temperature (°C) simulated by WRF for the afternoon of day
10 (a and b) and for the afternoon of day 11 (c and d). Upper figures correspond
to S1 (simulation started 6 hours before the vertical dashed line) and lower fig-
ures correspond to S2 (simulation started 30 hours before the vertical dashed
line). Note how fog developed after 18:00 UTC were not simulated by the upper
figures.
This figure compares the potential temperature simulated by the model
from the lowest level up to 400 m agl for S1 and S2 during the period com-
prising from 12:00 UTC to 00:00 UTC for two different days. As shown in
Figure 4.8, the surface cooling is more effective for S2 (Figure 4.9 (b and d)),
while it is weaker for S1 (Figure 4.9 (a and c)), since some oscillations appear
above 200 m agl soon after the model initialization (upper figures, Figure 4.9
(a and c)). One of the consequences of these apparently spurious waves is
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the prevention of the efficient cooling of the lower layers (and therefore the
inability of the model simulating high values of relative humidity and fog).
However, these oscillations are not observed attending to S2 (Figure 4.9 (b
and d)) and the cooling is more efficient at the lower layers. Thus, it is shown
how the model needs more time to start reproducing correctly the conditions
leading to fog onset (enough surface cooling) and to develop fog in the verti-
cal, so longer spin-up times are required to obtain satisfactory simulations of
radiation fog. On the other hand, this result also suggests that the dynamical
downscaling using a physical configuration for the higher-resolution model
more consistent with the global and lower-resolution model could be more
convenient (for example using the same definition for vertical levels), since
this could prevent the formation of the spurious waves formed to get the
mesoscale model in balance with the input provided. This experiment is
out of the scope of the present study, although it is encouraged for future
numerical works.
4.4 summary and conclusions
Six-year data from two contrasting sites (CESAR and CIBA) were used to
perform a robust statistical 6-year climatology of radiation fog and to high-
light differences in the life cycle of radiation fog at both experimental sites.
At CESAR, radiation-fog events are distributed throughout the whole year.
Almost 75% of them are formed less than 6 hours after sunset, they per-
sist a few hours (more than 50% less than 6 hours) and dissipate around
sunrise. These features are determined by the high availability of humidity
at CESAR, helping the formation of radiation fog, especially in spring and
summer after afternoon convective rains. Fog at CESAR is usually quite shal-
low and easy to dissipate around sunrise. However, radiation-fog events at
CIBA occur mainly during late-autumn/winter (the coldest months), when
persistent anticyclones cause clear skies and low-wind conditions. The rela-
tively lower humidity at CIBA makes radiation fog form later in the night
in general, after strong nocturnal surface cooling. These radiation-fog events
are usually more persistent than at CESAR.
Two different radiation-fog forecasting approaches have been evaluated at
both sites. The first one is a statistical method based on the work presented
by Menut et al. (2014) (M14). This method is based on the use of thresh-
old values for different key variables during 6 h preceding fog formation
(RH2m, 4T2m, U10m, FIR). Here, the skill of this method for forecasting ra-
diation fog at CESAR and CIBA has been evaluated, in order to analyse its
robustness at different sites. In general, the results obtained at CESAR and
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CIBA were quite satisfactory. Firstly, the same threshold values obtained at
the Paris area in M14 are used. Then, the frequency histograms of these vari-
ables during pre-fog conditions at CESAR and CIBA are used to calculate
other combinations of threshold values. The threshold values given in M14
(based on evaluation in Paris area) produced in general better performance
indicators than those thresholds calculated taking into account the local cli-
matology of both sites, although at CIBA the Hit Rate (H-R) is improved
using its specific thresholds. Accordingly, a calibration of this method is of-
fered by providing some of the combinations of threshold values needed to
obtain the best fog-forecasting results in terms of H-R, False Alarm (F-A)
rate and Gilbert Skill Score (GSS) at each site within a reasonable range of
threshold values. With this calibration, 95.5% (F-A of 38.9%) of radiation-fog
events are detected at CESAR and 80.9% (F-A of 21%) at CIBA. In the case
of CESAR, the use of RH2m is not necessary, since the humidity is almost
always very high. The use of additional variables (u∗ and 4VIS2m) can be
useful for fog prediction. However, the use of 4VIS2m is not recommended
at CIBA, since radiation fog is usually observed during relatively long peri-
ods with many consecutive events, and pre-fog conditions can coincide with
post-fog conditions of previous events (increasing visibility).
The use of WRF model output as predictor for the M14 method does not
provide satisfactory performance indicators, since the timing of fog is usu-
ally not correctly predicted by the model. The H-R is higher at CESAR (up to
86.7% of predicted pre-fog periods), although at the expense of a quite high
F-A (37.4%). The use of too limiting thresholds for some variables as U10m
and4T2m leads to a limited prediction of fog events, since the model fails in
simulating low-wind and strong cooling conditions. At CIBA, this approach
is even more complicated, since radiation-fog events are usually separated
by short-time intervals (dissipation of a fog event and onset a few hours
later again). This causes a worsening of the performance indicators due to
the difficulties of the model simulating the onset (Steeneveld et al., 2015) and
the persistence of fog (see results from previous chapter, Chapter 3). These
considerations lead to the conclusion that fog-forecasting at both sites using
the M14 method is satisfactory, but it is highly influenced by the selection of
threshold values. In general, the use of too high values for some variables
(for example 4T2m and U10m) led to unsatisfactory H-R, specially in the
case of the M14 method with model output.
Finally, the simulation of fog in terms of LWC has also been evaluated
for one month at each site. In general the WRF model was able to correctly
simulate most radiation-fog events at the expense of sophisticated physical
options and a high resolution (one domain with 300 x 300 points and 2.5 km
of horizontal resolution). A comparison between the 1st (6 h of spin-up + 0
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to 24 hours from model initialization) and the 2nd (6 h of spin-up + 24 to
48 hours from model initialization, equivalent to 30 h of spin-up) forecasted
day is also performed. The 2nd forecasted day (S2) usually offered the best
simulation of radiation fog, since in some cases, some spurious waves pro-
duced after the model initialization avoided the surface cooling necessary
to provide high values of relative humidity. These results evidence the high
sensitivity of the model to the spin-up time and initial conditions during
foggy periods and manifest the necessity of using long and adequate spin-
up times. The findings also contraindicate the downscaling from a coarser
resolution model for fog forecasting and encourage the use of data assim-
ilation. On the other hand, this also suggests the use of higher and lower
resolution models with similar physics and dynamics to avoid the spurious
waves formed during the spin-up.
To conclude, on the one hand the statistical analysis of long datasets al-
lows for improving fog forecasting through the use of statistical methods
(e.g. the M14 method). On the other hand, quality and reliable observations
are needed to improve NWP data assimilation and initial conditions of nu-
merical models. Therefore, it is necessary to preserve the important research
facilities as CIBA and CESAR. This will lead to better forecasts of fog events.
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E S T I M AT I N G F O G - T O P H E I G H T T H R O U G H
N E A R - S U R FA C E M I C R O M E T E O R O L O G I C A L
M E A S U R E M E N T S
Fog-top height (fog thickness) is very useful information for aircraft manoeuvres,
data assimilation/validation of Numerical Weather Prediction models or nowcasting
of fog dissipation. This variable is usually difficult to determine, since the fog-layer
top cannot be observed from the surface. In some cases, satellite data, ground remote-
sensing instruments or atmospheric soundings are used to provide approximations of
fog-top height. These instruments are expensive and their data not always available.
In this work, two different methods for the estimation of fog-top height from field
measurements are evaluated from the statistical analysis of several radiation-fog
events at two research facilities. Firstly, surface friction velocity and buoyancy flux
are here presented as potential indicators of fog thickness, since a linear correlation
between fog thickness and surface turbulence is found at both sites. An operational
application of this method can provide a continuous estimation of fog-top height
with the deployment of a unique sonic anemometer at surface. Secondly, the fog-
top height estimation based on the turbulent homogenisation within well-mixed fog
events (an adiabatic temperature profile) is evaluated. The latter method provides a
high percentage of correctly-estimated fog-top heights for well-mixed radiation fog
events, considering the temperature difference between different levels of the fog.
However, it is not valid for shallow fog (∼ less than 50 m depth), since in these cases,
the weaker turbulence within fog is not able to erode the surface-based temperature
inversion and to homogenise the fog layer.
The content of this chapter is under review in Atmospheric Research journal in the following
article:
ROMÁN-CASCÓN, C., YAGÜE, C., STEENEVELD, G. J., SASTRE, M., ARRILLAGA, J. A. &
MAQUEDA, G. (2015): Estimating fog-top height through near-surface micrometeorological




As it could be appreciated in the previous chapters (Chapter 3 and Chap-
ter 4), it is important to have reliable estimations of observed fog-top height
for comparison with numerical simulations from models, as well as for other
important purposes commented in the introduction of this thesis (Chapter 1).
However, this variable is not always accessible and its knowledge is usually
subjected to data from expensive or not-accessible instruments.
In this chapter, on the one hand, a clear linear correlation between sur-
face turbulence and fog-top height is found. Thus, regression equations are
calculated relating friction velocity and buoyancy flux at surface with fog
thickness data. These relations are statistically calculated by using data from
numerous radiation fog events at CESAR and CIBA. A potential applicability
of this method could provide a continuous estimation of fog-top height dur-
ing radiation-fog events with the deployment of a unique sonic anemometer
close to the surface, which are cheaper instruments than those usually em-
ployed for this purpose.
On the other hand, the estimation of fog thickness using temperature mea-
surements in the vertical is evaluated. This variable normally converge to the
same value at the levels where the fog is present when the fog is sufficiently
well-mixed (Nakanishi, 2000; Porson et al., 2011; Price, 2011). Therefore, ob-
served fog thickness (through visibility measurements at several heights) are
compared to estimated values based on differences between temperature
measured at several levels, in order to check if the temperature convergence
does not occur for shallow fog, as suggested by Price (2011). It is shown how
the performance of the method strongly depends on the fog thickness and
it is not valid for shallow fog. However its application is also limited for
deeper fog (∼ 200 m depth).
To conclude, a long-lasting event of radiation fog at CESAR is analysed,
with the objective of determining the applicability and skill of these methods
during a complete fog cycle.
The chapter is organised as follows: Section 5.2 specifies detailed infor-
mation about the data used from the experimental sites. Section 5.3 shows
the results for both methods and their evaluation for a case-study occurred
at CESAR. Finally, a short discussion and conclusions are presented in Sec-
tion 5.4.
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5.2 data and methodology
This chapter uses data from CESAR, where a 200-m mast stands (Figure 5.1)
with many meteorological instruments from different institutes. However,
only a few of them (indicated in Figure 5.1) were necessary for this study. On
the other hand, it also uses data from CIBA. The height of the mast at CIBA
is 100 m, instrumented at different levels (see also the details in Figure 5.1).
























 VIS, T, Td (2 m); u*, w'θv'  (3 m) 
Parameter CESAR CIBA 
Visibility (VIS) BIRAL SWS 100 BIRAL SWS 100 
Temperature (T) E&E pt1000 – pt500 thermocouples 
Theodor Friedrich 
3032.02 
Dew point temperature (Td) / 
Relative Humidity (RH) 
(Td) – E&E – Vaisala 
HMP243 
(RH) – Theodor 
Friedrich 3032.02 
___ 








T, RH 85 m 
50 m 
____
Figure 5.1: Graphical representation of CESAR and CIBA towers with measurements taken
at each height. Information about the instruments is provided in the upper table.
Due to the necessity of visibility measurements at several heights to per-
form this study, data from fog events within the period from April 2011 to
December 2013 and from 24 December 2014 to 14 January 2015 were anal-
ysed at CESAR and CIBA respectively. The starting date of the periods co-
incides with the implementation of these visibility measurements at each
site. Since the mechanisms governing the different types of fog events dif-
fer, only radiation fog or cloud-base lowering (cbl) fog were analysed here,
which were classified according to Tardif and Rasmussen (2007) classifica-
tion, as done in the previous chapter. Therefore, advection or precipitation
fog events have not been included in this study, since the physical mecha-




5.3.1 Fog thickness estimation from surface turbulent measurements
In this section, it is shown how surface turbulent parameters calculated from
sonic anemometer measurements can provide satisfactory estimations of the
fog-top height.
a) Estimation from friction velocity
Firstly, surface friction velocity (u∗, Equation 2.10) values are calculated from
high frequency measurements of sonic anemometers at both sites. Subse-
quently, u∗ values are averaged into 10-min data and compared with their
associated values of fog thickness for all considered fog events at each site. It
has not been considered only the mature stage of each event but the whole
fog cycle, due to the observed high correlation between the value of this
turbulent parameter and the growing or decaying of the fog layer. Note that
only data when the visibility < 1000 m at 2 m agl are included, i.e., when fog
is reported at the lowest level. Fog thickness was estimated from visibility
measurements at different heights at each site (see Figure 5.1 for differences
between sites) and it is assigned to the midpoint between the maximum
height where the visibility is < 1000 m and the height of the next visibilime-
ter up in the tower (where visibility is > 1000 m). In the case of visibility <
1000 m at the highest level with availability of visibility measurements (200
m agl at CESAR and 100 m agl at CIBA), fog thickness is estimated to be
equal to the corresponding level at each site, since there is no more informa-
tion above these heights, although this can represent an underestimation.
Figure 5.2 shows the mean friction velocity calculated for each fog thick-
ness value (discrete values). Vertical dotted blue lines indicate the uncer-
tainty in the fog thickness, given by the height differences between adjacent
visibilimeters. Horizontal dotted blue lines show the standard deviation of
the set of friction velocity measurements for each fog-top height.
Afterwards, linear adjustments for fog-top height (Zf−t) and u∗ were cal-
culated for each site and are expressed with red dashed lines in both figures,
corresponding to Equation 5.1 at CESAR and Equation 5.2 at CIBA:
Zf−t = 1369 u∗ − 28 (5.1)
Zf−t = 1029 u∗ − 30, (5.2)
where Zf−t is obtained in meters if u∗ is provided in m s-1. The coefficient
of determination (R2) is substantially high for both sites (0.974 at CESAR
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and 0.982 at CIBA), which highlight the linear relation between these two
parameters.
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28 Zf-t = 1369 u* - 
R2 = 0.974
Zf-t = 1029 u* - 30 
R2 = 0.982
Figure 5.2: a) CESAR. b) CIBA. Mean friction velocity (u∗) (m s-1) associated to each dis-
crete value of fog thickness (m) (black solid line). The green dotted-dashed line
indicates the linear regression obtained at the other experimental site (e.g. the
green line above (CESAR) corresponds to the red line below (at CIBA)). Horizon-
tal dotted lines indicate the error bars of u∗ (standard deviation). Vertical dotted
lines indicates the error bars for each fog thickness, determined by the distance
between adjacent visibilimeters in the towers
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The trend is statistically significant in both cases (T-student significance
test with 95% of confidence). Nevertheless, the relatively extensive length of
horizontal error bars should be noted, specially for deeper fog events, which
indicates the spreading over a wide range of values. However, the fluctuating
nature of a turbulent parameter as u∗ and the use of 10-minutes data in this
study make the use of u∗ mean values appropriate for the linear regression.
The intercepts -28 and -30 in Equation 5.1 and Equation 5.2 (the point
where the lines cross the x-axis of Figure 5.2 (a and b)) indicate that a min-
imum turbulence is needed to form radiation fog at CESAR and CIBA re-
spectively. These values are quite similar at both sites (around 0.025 m s -1 at
CESAR and 0.03 m s -1 at CIBA). Hence, according to the linear regression,
no fog will be formed below these thresholds and these are the minimum
turbulence values required to start forming a (very shallow) fog at each site.
Oppositely, u∗ maxima values for deep fog provide an indication of the tur-
bulence required to dissipate the fog, since no fog is observed above these
limits. Although u∗ outliers can appear during fog events, values larger than
0.2 m s-1 at CESAR and 0.15 m s-1 at CIBA are rarely observed and they
can be related to the transformation of fog into low clouds (dissipation at
surface).
Green dotted-dashed lines in Figure 5.2 (a and b) show the regression
line for the other site for a clearer comparison. In the case of CESAR, most
analysed fog events in this study have less thickness than 200 m, and this
height is normally exceeded by fog only for short time intervals. Therefore,
the mean u∗ value obtained for 200-m fog should not correspond to fog
much deeper than 200 m. However, at CIBA many fog events exceeds the
100-m level and therefore the mean u∗ associated with 100-m fog events
could not correspond to fog events with thickness of 100-m, but some tens
of meters more. Consequently, if this could have been considered, the slope
of the line obtained at CIBA (green dotted-dashed line in Figure 5.2 (a) or red
dashed line in Figure 5.2 (b)) would become more similar to the CESAR one
(red dashed line in Figure 5.2 (a) or green dotted-dashed line in Figure 5.2
(b)). In any case, lower values of turbulence are found within radiation fog at
CESAR compared to CIBA values, which can be due to differences between
sonic instruments (GILL-R3 at CESAR and METEK-USA1 at CIBA), or to the
height where they were installed (3 m agl at CESAR and 1.5 m agl at CIBA).
Besides this, the results could also be affected by a possible site-dependence,
such as differences on local heterogeneities, surface humidity affecting the
strength of turbulence (Sastre et al., 2015), etc. Therefore, future comparisons
with other sites with different surface and local characteristics are specially
encouraged.
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Figure 5.3 and Figure 5.4 show the frequency histograms of friction ve-
locity measured for each fog-top height at CESAR and CIBA respectively.
Vertical blue lines indicate the mean of these values (used in Figure 5.2 for
the linear regression), which are relatively close to median values.



















































Figure 5.3: CESAR - Frequency distribution plots for friction velocity measurements (m s-1)
associated to each fog thickness (6, 15, 30, 55, 105, 170, 200 m fog -from top to
bottom-). The blue vertical line indicates the mean value (used in Figure 5.2 (a)
in black solid line), while n indicates the number of data for each fog thickness.
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The number of considered data for each fog thickness is indicated with n,
which is considerably larger for 6-m fog at CESAR (n = 1408) (note that 6-m
fog are defined as those fog events observed at the level of 2 m agl but not
at 10 m agl). This indicates that most fog events at CESAR (formed in spring
and summer after convective rains) are very shallow. Since this number is
quite high, the frequency distribution for 6-m fog at CESAR includes more
outliers and therefore it has a relatively long tail towards larger values of
friction velocity, compared to fog events with other thickness.


































Figure 5.4: CIBA - Frequency distribution plots for friction velocity measurements (m s-1)
associated to each fog thickness (16, 50, 85, 100 m fog -from top to bottom-). The
blue vertical line indicates the mean value (used in Figure 5.2 (b) in black solid
line), while n indicates the number of data for each fog thickness.
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Many of these relatively higher values of turbulence (the tail to the right of
the frequency distribution of 6-m fog) are observed during the quick dissipa-
tion stage of these shallow fog events. Therefore, the mean value of friction
velocity for 6-m fog is slightly larger than the obtained for 15-m fog events
(as seen in black solid line of Figure 5.2 (a)). For deeper fog, the frequency
distributions are shifted to larger friction velocity values at both sites, as also
observed in Figure 5.2.
Note how n is larger for 100-m fog at CIBA (Figure 5.4) than for fog with
other thickness. Therefore, its associated frequency distribution is widened
in comparison with frequency histograms of fog events with other thickness,
as happened with 6-m fog at CESAR. Besides, although 10-min data are used,
u∗ is a very fluctuating parameter and it is recommended to average its value
over larger averaging times (around 1 h) for the calculation of continuous fog
thickness in an operational use.
b) Estimation from buoyancy flux
On the other hand, and as it will be shown later, fog events with the top
above certain height are convectively active and can be considered as well-
mixed fogs. Therefore, the thickness of these fog events is supposed to be
more influenced by the buoyancy generated by the fog itself (mainly due to
the mixing caused by the radiative cooling at the fog top) than by turbulence
near surface. Thus, some scaling parameter more related to the convection
within the fog could become a more appropriate scale to link with the fog
thickness, specially for deep fog. However, for an operational use, the scal-
ing variable should not use information about the height of these buoyancy-
related motions (similar to thermals), which is an usual parameter used for
scaling convective boundary layers. Therefore, parameters as the convective
velocity scale (Stull, 1988) cannot be used since only information about the
buoyancy flux can be obtained from a surface sonic anemometer and no
information about the height of the thermals (the height of the convective
boundary layer or, in this case, the thickness of the fog) will be available.
Hence, buoyancy flux values (w′θ′v) have been linked to their associated fog
thickness. Note that w′θ′v is calculated from vertical velocity and tempera-
ture measurements from a sonic anemometer (which is indeed the virtual
temperature, since it is calculated from the density of the air).
Figure 5.5 (a and b) show the relation between the buoyancy flux and fog
thickness at CESAR and CIBA respectively, calculated following the same
procedure as with u∗ in Figure 5.2. However, in this case the frequency
distributions for this variable for each fog thickness (as in Figure 5.3 and
Figure 5.4, but for w′θ′v) show a more asymmetric distribution and more
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dispersed to extreme values (not shown). Therefore, the use of mean values
is not appropriate and median values for each fog thickness have been used
to plot the curves shown in Figure 5.5 (mean values differ significantly from
median values in this case and the linear regression is worse). The horizontal
errors bars range from percentile 25 to percentile 75, indicating the position
of the central 50% of the data. These error bars are significantly larger than
in the case of friction velocity (Figure 5.2), even when standard deviations
(which include approximately the 67% of the data with respect to the mean)
are shown in Figure 5.2.
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Figure 5.5: a) CESAR. b) CIBA. Buoyancy flux (w′θ′v) (K m s-1) median values associated
to each discrete value of fog thickness (m) (black solid line). Red dashed lines
represent the linear regressions for points considering fog thickness higher than
55-m at CESAR and 50-m at CIBA (corresponding to the equations written in
red). Horizontal dotted blue lines indicate the error bars of w′θ′v, determined by
percentiles 25 and 75 of the set of measurements for each fog thickness. Vertical
dotted blue lines indicates the error bars for each fog thickness.
Small values of buoyancy flux (and mainly negative) are associated with
shallow fog (Figure 5.5), related to the weak convection and to the stable
conditions within them. Therefore, it is difficult to associate w′θ′v values
with fog thickness of shallow fog. However, it should be noted that the most
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negative buoyancy flux is found for fog events of around 50-m depth at
both sites. The explanation to this issue is more difficult and it could be
related to the fact that most of these fog events (around 50-m fog) are in
their initial stage and the negative buoyant motions from the fog-top prevail
over positive motions. This issue could also be related to the fact that 50-
m fog (approximately) is associated with larger values of turbulence than
shallower fog, as observed in Figure 5.2. Thus, this turbulence could help to
the enhancement of the negative buoyancy flux.
However, for deeper, more mixed and mature fog, this descendent motions
do not seem to dominate but positive ones. This fact seems to indicate that
the cooling at the fog top is more important during the development of
the fog than during the mature stage, when the buoyancy flux has a wider
range of values and more shifted to positive (ascending) ones. Besides, many
of these deep fog events are usually persistent during daytime and their
larger and positive values of w′θ′v are also associated with the heating of
the surface caused by the fraction of the solar radiation able to cross the fog
layer and heat the ground. Nevertheless, a near-linear relation is found for
deep fog events (Equation 5.3 at CESAR and Equation 5.4 at CIBA and red
text in Figure 5.5). Two slopes can be differentiated at CESAR: the first one
has been calculated using median values of w′θ′v of 55-m, 105-m and 170-m
fog events while the second one has been calculated with 170-m and 200-m
fog (Equation 5.3). It is somehow logical that the slope of the line linking the
upper points (170-m and 200-m fog) is lower, since the fog top is further from
the ground and variations in the buoyancy flux at surface are somehow less
linked to the conditions at that heights. At CIBA, only a linear regression
(Equation 5.4) is calculated (using 50-m, 70-m and 100-m fog), due to the
lack of data above 100 m.
For fog with u∗ < 0.061 m s-1 (∼ 55-m fog from Equation 5.1) at CESAR and
u∗ < 0.077 m s-1 (∼ 50-m fog from Equation 5.2) at CIBA, Equation 5.1 and
Equation 5.2 should be used, since they will be shallow fog events with no
substantial buoyancy fluxes. Therefore, for fog exceeding a height threshold
(∼ 50 m), the following equations are proposed. At CESAR, if u∗ > 0.061 m
s-1 (∼ 55-m fog from Equation 5.1), then:
Zf−t =

64419 w′θ′v + 135 if w′θ′v 6 5× 10−4 K m s−1
6617 w′θ′v + 166 if w′θ′v > 5× 10−4 K m s−1 .
(5.3)
At CIBA, if u∗ > 0.077 m s-1 (∼ 50-m fog from Equation 5.2), then
Zf−t = 14360 w′θ′v + 66 . (5.4)
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Note that Zf−t is obtained in meters if w′θ′v is provided in K m s-1. In any
case, in this case, the linear regression between w′θ′v and Zf−t is statistically
not significant with a confidence level of 95%, mainly due to the few points
used to calculate it. Besides, this variable is highly oscillating (more than
friction velocity) and an operational use of these equations for the estimation
of fog thickness could be less appropriate than using u∗ alone. R2 values are
lower than those for the friction velocity and the differences between sites
are larger. In addition, the range of the buoyancy flux values varies from
negative to positive values, and therefore, neither mean values nor absolute
values can be used, since the positive buoyancy fluxes are usually larger than
the negative ones.
In brief, the statistic presented in this section suggests the possibility of
using data from sonic anemometers (using u∗ or using u∗ for shallow fog
and w′θ′v for deep fog above certain threshold) deployed at surface to pro-
vide near-real-time estimations of fog thickness (fog-top height). Neverthe-
less, further calibrations are required at other sites to detect site and instru-
ment dependences. This simple and clear method opens a new (as far as the
authors know) manner of estimation of fog-top height with cheaper instru-
ments than usually used. An evaluation of these methods during a represen-
tative case study at CESAR is presented in Section 5.3.3
5.3.2 Fog thickness estimation through temperature convergence (TC method)
The turbulent mixing within fog causes the homogenization of the layer
where the fog is present. The main mechanism proposed in the literature for
such turbulent mixing is the radiative cooling at the top of the fog (Nakan-
ishi, 2000; Porson et al., 2011; Price, 2011), causing dense bubbles of air to fall
and mix the fog layer. However, the heating of the lower levels by conden-
sation processes, heat fluxes from different surfaces and intermittent turbu-
lence (e.g. gravity waves breaking (Duynkerke, 1991)) can also be involved.
The mixing causes the convergence of temperatures at different heights to
approximately the same value. Thus, many studies evaluate the fog thick-
ness through the vertical profile of temperature (e.g., Koracˇin et al., 2001;
Liu et al., 2011; Boers et al., 2013; Bari et al., 2015), estimating it in the
layer where the thermal profile is near neutral or unstable or through the
detection of the capping inversion. Although this method (hereinafter tem-
perature convergence method or TC method) has less applicability than the
turbulent methods presented in the previous section, it is commonly used in
sites with availability of temperature measurements at different heights or
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with atmospheric soundings (ideally at short time intervals within the fog
cycle, as usual in field campaigns).
However, the temperature convergence is not observed in all fog events
and some of them remain with stable stratification during an important part
of their fog cycle or even for the whole life of the fog. Therefore, an evalu-
ation of the real applicability or skill of this method should be done. Price
(2011) detected 18 fog events with temperature convergence from a total
of 38 cases. He suggested that the non-converging fog events were shallow
ones, but he could not test this statement due to the unavailability of real
fog thickness data.
In this section, real fog thickness (obtained from visibility measurements
at different heights) is compared with the estimated thickness from temper-
ature measurements. That is, for the estimated fog thickness, the fog is con-
sidered to be present at a certain height when the difference in potential tem-
perature with the surface level (2 m agl) is less than 1.2 °C (|θ2m− θz| = |∆θ|
< 1.2 °C), where the subscript z indicates the height with available mea-
surements. Thus, the fog thickness is estimated to be equal to the maximum
height where this condition is fulfilled. With the use of the potential tempera-
ture, height-related differences are avoided. One can consider that the use of
saturated virtual potential temperature is more appropriate, since it includes
the effect of the water vapour and liquid water content on the temperature.
However, non-substantial differences were detected between using potential
temperature and saturated virtual potential temperature (not shown). There-
fore, this work is focused on the use of potential temperature, since only
temperature measurements are needed for its calculation, while humidity
and LWC information (for example from visibility) are required to compute
saturated virtual potential temperature. Moreover, this method would lose
applicability if saturated virtual potential temperature was needed.
A potential temperature difference (|∆θ|) of 1.2 °C has been selected to
determine fog presence since it is the value that offers the best estimations
of fog-top height (Table 5.1).
Instrument-related uncertainty of temperature measurements is 0.3 °C,
therefore, the uncertainty between two temperature measurements is 0.6 °C.
However, with a |∆θ| = 1.2 °C, small differences in temperature between lay-
ers and small differences caused by humidity and water content of the air at
different heights are allowed. This strategy was also followed by Price (2011),
who allowed for a difference in temperature between fog layers of 0.8 °C. In
any case, several test were done (Table 5.1) changing this value and the best
results were obtained for |∆θ| = 1 or 1.2 °C. Although some improvements
are observed using other thresholds for certain fog thickness estimations, it
is always at the expense of a worsening of the results for other fog thickness,
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Table 5.1: Percentage of correctly estimated fogs at CESAR using the temperature-
convergence (TC) method for several values of differences in potential temper-
ature (|∆θ|) for fogs with different thickness and for all fog events (last column).
Hit (%)
|∆θ| 6-m 15- 30-m 55-m 105-m 170-m 200-m All
(°C) fogs fogs fogs fogs fogs fogs fogs fogs
0,6 97,7 2,4 8,9 32,9 50 62,2 12,2 64,7
0,8 96,1 4,1 12,2 39,2 58,9 68,6 33,8 67,3
1 93,7 6,1 15,4 46,8 64,8 75,3 45,6 68,6
1,2 89,9 8,5 18,5 48,1 70 82,9 54,9 68,6
1,4 84 11,4 23,6 51,9 71,9 83,9 61,2 67,1
1,6 75,8 14,2 26,4 54,4 71,9 84,3 64,4 63,6
while on average |∆θ| = 1.2 °C offers the best hit rate for all fog events (69.8%
of correctly estimated fog thickness) and better values than |∆θ| = 1 °C for
deeper fog (see Table 5.1).
Focusing on |∆θ| = 1.2 °C, percentages of success for each fog thickness
have been calculated after the comparison of real fog thickness and esti-
mated fog thickness using the temperature convergence method (Figure 5.6).
That is, an evaluation of the percentage of times of correctly-estimated fog
thickness is performed, by using only potential temperature at different
heights.
This evaluation has been done over a total of 95 fog events (radiation and
cloud-base lowering fog) at CESAR and using 10-min data, which makes a
total of 2569 data points evaluated. The number of data points evaluated
for each fog thickness is the same than those shown in Figure 5.3 with n.
Therefore, 6-m fog was the most predominant, with a total of 1408 data.
This evaluation has not been performed at CIBA due to the differences in
heights between visibility sensors and thermometers (see Figure 5.1).
Figure 5.6 shows how using this method, the fog-top height of 89.9% of 6-
m fog is well estimated, and only the remaining percentage is overestimated.
This high value of success is determined by the fact that this is the lowest
considered level. 6-m fog is associated with strong surface-based thermal
inversions and the potential temperature at 10 m agl is considerably higher
than at 2 m agl. Hence, the method considers no-well mixed fog at 10 m
agl and estimates the fog to be between the first level (2 m) and the sec-
ond one (10 m), but not above this (i.e., 6 ± 4 m), since it considers that
the fog is not established at the second level (10 m). However, the percent-
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Percentage of success (%) for estimated fog thickness with TC Method for different fog thickness (m)













































Figure 5.6: Percentage of success when estimating fog thickness with the TC method for
each real observed fog thickness at CESAR. Text around points indicate the per-
centage of overestimated and underestimated values.
age of success for 15-m fog is quite low (8.5%), with an underestimation of
86.2% of fog-top height. That is, estimated thickness for 15-m fog is almost
always underestimated, since the potential temperatures at the first and the
second level do not converge to approximately the same value (less than 1.2
°C of difference). The same occurs for 30-m fog, although improving slightly
the percentage of success (18.5%). However, for deeper fog, the percentage
of success of correct estimations improves considerably, with a maximum
of 82.9% of well estimated fog thickness for 140-m fog. That is, tempera-
ture convergence does not occur for shallow fog events, which are linked to
strong thermal inversions and low levels of turbulence and the TC method
is not valid.
However, the temperature convergence at the levels where the fog is estab-
lished is observed for deeper fog, maintaining a considerable difference of
temperature with the immediately upper level where the fog is not present.
Nevertheless, a decrease in the hit (54.9%) is observed for 200-m fog, with an
underestimation of 45.1% of fog. That is, the potential temperature at 200-m
does not converge to the 2 m value in all the cases when the fog is observed
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at the 200 m level. This result suggests that the upper layer of this thick fog
is somehow decoupled from the conditions at lower layers.
Figure 5.7 shows the dispersion plot for the values of ∆θ versus u∗ for
observed 200-m fog. Blue points indicate the cases associated with a correctly
estimation of fog thickness with the TC method (|∆θ| < 1.2 °C or ∆θ > -1.2
°C), while red points show the cases when the TC method underestimates
the fog thickness due to a |∆θ| > 1.2 °C (or ∆θ < -1.2 °C). In the latter cases,
the differences in temperature between 200 m agl and 2 m agl are large
and negative, or in other words, the thermal inversion is not broken up
to the level of 200 m agl, even when the fog is present there. These cases
are associated with less surface turbulence (u∗) than those when the 200-
m fog is well estimated (blue points). The mean friction velocity for the
correctly estimated 200-m fog events is 0.17 m s-1, while it is 0.13 m s-1 for
the incorrectly estimated ones (Figure 5.7).


























 for 200-m fogs
 
 
∆θ > -1.2 ºC (Thickness correctly estimated with TC method)
∆θ < -1.2 ºC (Thickness underestimated with TC method)
Mean values for correctly estimated thickness (∆θ = -0.43 ºC) (u
*
 = 0.17 m s-1)
Mean values for underestimated thickness (∆θ = -3.08 ºC) (u
*
 = 0.13 m s-1)
Figure 5.7: ∆θ (θ2m − θ200m) versus u∗ for 200-m fog. Blue points indicate ∆θ > -1.2 °C
and red points ∆θ < -1.2 °C. The stars with the respective colors indicate their
mean values for ∆θ and u∗.
In the underestimated cases (red points in Figure 5.7), the visibility at 200
m agl is higher than at 2 m agl (not shown). That is, although the visibility is
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< 1000 m, the reduction in visibility is not as large as at lower levels and the
fog is less dense at the upper layers than below. However, for the correctly-
estimated cases (blue points in Figure 5.7), the visibility is always lower at
the fog top than at lower levels, as a result of the lower temperature corre-
sponding to that height (in absolute values), leading to more condensation
and thus, more LWC.
Figure 5.8 shows a conceptual picture of types of radiation fogs according
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Figure 5.8: Conceptual picture of types of radiation fog according to their thermal vertical
profile and results of Section 5.3.2.
The first one corresponds to shallow fog (type A), usually associated to
surface-based thermal inversions, when the mean u∗ is relatively low (∼ 0.05
m s-1) and not large enough to cause the homogenization of the fog layer,
leading to a sub-adiabatic (stable) thermal profile. The other two cases cor-
respond to deeper fog (∼ 200 m depth), but they differ in the mean u∗ mea-
sured at surface. The non-well-mixed deep fog (type B) is characterised by
mean u∗ values of around 0.13 m s-1. In these cases, the fog is observed at
the higher level (200 m), where the visibility is lower than 1000 m but larger
than at lower layers. However, turbulent values are not strong enough to mix
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the higher fog-layer and the stable thermal inversion is still present at these
levels. Therefore, the temperature is larger at the top and the LWC is usually
lower than at lower levels. However, during well-mixed deep fog (type C),
the turbulent values measured at surface are relatively larger (∼ 0.17 m s-1),
leading to an effective homogenisation of the fog layer even at the highest
levels. Therefore, the temperature at the highest levels is lower and the LWC
is higher, associated with more condensation.
5.3.3 Evaluation of a case study at CESAR
An analysis of observed and estimated fog thickness during a long-lasting
fog event at CESAR is presented in this section. The case study corresponds
to the fog formed during the afternoon of 19 November 2011 at CESAR
and lasting until midday of 22 November 2011. This fog event has been
chosen among all available cases because it is a long-lasting case with a
gradual formation (dissipation) of the fog, slowly increasing (decreasing) its
thickness and it also has a long mature stage of more than 24 hours. All these
reasons make this case to be very appropriate to check the performance of
the estimation of fog thickness through surface turbulent measurements (u∗
and w′θ′v) and from temperature measured at different heights (TC method
or |∆θ|). Note that this event was previously removed from the dataset used
to obtain the results shown in the previous section in order to perform an
independent verification of the skill of these methods.
Figure 5.9 (a) shows the comparison between observed real thickness (from
visibility measurements at different heights, black line) and the estimated
ones using the TC method (red dotted line), u∗ (blue line, Equation 5.1), and
a combination of u∗ for shallow fog and w′θ′v for deeper fog (green dotted
line, Equation 5.1 and Equation 5.3). In the latter case, u∗ and Equation 5.1
have been used when u∗ < 0.061 m s−1 (corresponding to fog of approxi-
mately less than 50 m depth), while w′θ′v and Equation 5.3 have been used
when the friction velocity is above this threshold, using two different slopes
depending on the buoyancy flux threshold indicated in Equation 5.3.
Regarding the u∗-based estimation (blue line in Figure 5.9 (a)) using the
equation presented in Figure 5.2 (a) (Equation 5.1), the general evolution
of fog thickness is well estimated, with a relatively good estimation when
the fog is growing or dissipating (from above), following the behaviour of
observed u∗ (Figure 5.9 (c)). However, during the mature stage (from day
20 at 12:00 UTC to day 21 at 18:00 UTC approximately), this method tends
to underestimate the fog thickness, which is most of the time constant (170
m) with some periods when the fog-top height is oscillating between 170
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and 200 m agl (or more). In any case, this underestimation is sometimes
within the uncertainty of observed fog events (170 ± 30 m). Besides this,
the underestimation is quite constant, which suggest that correction factors
could be added for thick fog (e.g. adding +40 m to the result obtained for
fog thicker than approximately 100 m).
Green dotted line shows the estimation of fog thickness using u∗ for non-
well mixed fog and w′θ′v for convective fog or fog exceeding a critical value
of u∗, as commented before. Hence, the green dotted line coincides with
the blue line for shallow fog. However, for deeper fog, there is normally an
overestimation, especially around midday, when the surface buoyancy flux
is directly influenced by the heating of the ground caused by the part of the
short wave radiation able to cross over the fog layer. However, this increase
in the buoyancy flux (Figure 5.9 (d)) is not translated in a direct increase in
fog thickness in the reality and in this particular case thew′θ′v - Zf−t relation
does not work satisfactorily during the daytime. However, during the mature
stage and in nighttime conditions, the method provides a quite satisfactory
estimation of the fog-top height (see for example from 18:00 UTC of day 20
to 06:00 UTC of day 21).
With respect to the temperature-based estimation (TC method) of fog
thickness (red dotted line in Figure 5.9 (a)), the results are in general quite
satisfactory, although the method underestimates the fog thickness when the
fog is shallow, especially during the formation stage, when the vertical tem-
perature profile is still stable and the inversion is not broken by the turbulent
mixing within the fog (Figure 5.9 (b)). There is also an underestimation when
the fog is fluctuating between two different levels, as happened for example
around 06:00 UTC of day 20, when the fog thickness was oscillating between
55 and 105 m depth. In this case, it seems that the fog is not well established
at the higher level and the temperature does not converge to the same value
at that level. The same happens in the mature stage during the periods when
the fog top is oscillating between 170 and 200 m agl (or more) (e.g. around
12:00 UTC of day 21). In these cases, the temperature at the highest level (200
m agl) is almost always considerably higher and it does not decrease to the
values of lower layers (see Figure 5.9 (b)), meaning that although the visibil-
ity is less than 1000 m at 200 m agl, the upper layer is not completely well
homogenised and the temperature remains higher, which would correspond
to fog of type B in Figure 5.8.
The evaluation performed for this case study offers similar results than
those from the statistical analysis provided in Section 5.3.1 and Section 5.3.2.
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Figure 5.9: CESAR fog event. a) Comparison between real fog thickness (black line) and the
estimated with temperature-convergence (TC) method (red dotted line), with
friction velocity measurements and Equation 5.1 (blue line) and with u∗ (Equa-
tion 5.1) for fog with u∗ < 0.061 m s-1 and buoyancy flux and Equation 5.3 for
fog with u∗ > 0.061 m s-1 (green dotted line). b) Potential temperature (°C). c)
Friction velocity (m s-1). d) Buoyancy flux (K m s-1).
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5.4 summary and conclusions
The problem of having reliable information of fog thickness (fog-top height)
is addressed in this study. On the one hand, a set of radiation (and cloud base
lowering) fog events are used to correlate surface turbulence with fog thick-
ness at two experimental sites (CESAR and CIBA). Fog thickness follows
a linear correlation with surface friction velocity at both sites, with slight
differences between sites. Therefore, linear equations are obtained for the
estimation of fog-top height through surface friction velocity measurement
for each site (Zf−t = 1369 u∗ - 28 at CESAR and Zf−t = 1029 u∗ - 30 at CIBA).
These equations show high values of correlation coefficients (R2 = 0.974 and
0.982 respectively). Additionally, the buoyancy flux measured at the surface
is proposed for convectively active fog (exceeding an u∗ threshold of approx-
imately 0.07 m s-1), since fog thickness also shows a significant correlation
with this parameter. However, although a linear correlation is obtained, the
error bars suggest this parameter to be noisier than u∗ and it oscillates from
large positive to slightly negative values. In addition, the evaluation of this
method for a case study demonstrates how the use of the buoyancy flux usu-
ally overestimates the fog thickness during daytime, when the surface heat
flux is larger due to the fraction of solar energy able to cross the fog layer
and reach the surface.
On the other hand, the estimation of fog thickness through the temperature-
convergence method is evaluated at CESAR. This method is based on the tur-
bulent homogenization of well-mixed fog, which makes the potential temper-
ature converge to approximately the same value at the heights where the fog
layer is present. Thus, fog-top height is defined as the maximum height (z)
where |∆θ| = θ2m − θz is lower than 1.2 °C. It is shown how this method of-
fers satisfactory results for deep fog (∼ 100 m or more). However, the method
is unsuccessful for shallow fog, since they are associated with surface-based
thermal inversions and the turbulence within them is not enough to break
the stability. Besides, it seems that the upper layer in very deep fog (∼ 200 m)
is somehow decoupled from the lower layers in some cases, associated with
relatively low-moderate values of surface friction velocity (∼ 0.13 m s-1). In
these cases, visibilities lower than 1000 m are observed at the top of the fog
but the mixing from lower layers is not completely effective.
These results are tested with a long-lasting fog event observed at CESAR.
The results suggest how these methods are valid options for estimating fog
thickness in near-real time conditions during a complete fog cycle. However,
the temperature-convergence method is not valid for shallow fog (especially
during growing fog) and it tends to slightly underestimate fog thickness dur-
ing periods when the fog is deeper. On the other hand, u∗ is demonstrated as
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a powerful parameter for the estimation of fog-top height if some corrections
are applied during deeper-fog events.
The presented results can be useful when trying to estimate fog thickness
from a unique sonic anemometer deployed at surface or a set of thermome-
ters at different heights. However, further calibrations and studies at other
sites are required to detect site-dependence and instruments-dependence is-
sues.
PART II - GRAVITY WAVES
Oscillations are natural features of stable (calm) environments, but




N E A R - M O N O C H R O M AT I C D U C T E D G R AV I T Y WAV E S
A S S O C I AT E D W I T H A C O N V E C T I V E S Y S T E M C L O S E T O
T H E P Y R E N E E S
Near-monochromatic GWs associated with a mesoscale convective system (MCS)
were detected during the BLLAST field campaign on 21 June 2011. These GWs
are analysed using available instrumental data (e.g. an array of microbarometers, a
microwave system Humidity And Temperature PROfiler (HATPRO) and an ultra-
high-frequency (UHF) wind profiler). Pressure oscillations of up to 0.5 hPa were
recorded after a pronounced pressure drop of 1.4 hPa, identified as the MCS wake
low. Wavelet analysis and evaluated wave parameters confirm the occurrence of
such GWs (period ∼ 9 min, horizontal wavelength ∼7 km), which propagated from
southwest to northeast, i.e. in the same direction of propagation as the MCS. Obser-
vational evidence suggests the downdraughts associated with the rear-inflow jet at
the wake low zone of the MCS as the most likely generator mechanism of the GWs.
However, the complex orography and proximity of the Pyrenees to the field cam-
paign could also play an important role. Wave propagation was possible through the
ducting mechanism, favoured by the existence of a critical level in a wind-sheared
environment around 2000 m agl. Wave-like motions related to the passage of the
GWs were also observed in other atmospheric parameters close to the surface and
within the lower troposphere. The effects of GWs on the surface fluxes have also
been analysed through MRFD methods.
The content of this chapter has been published as:
ROMÁN-CASCÓN, C., YAGÜE, C., VIANA, S., SASTRE, M., MAQUEDA, G., LOTHON, M.
& GÓMARA, I. (2015): Near-monochromatic ducted gravity waves associated with a convec-





The current scientific interest in GWs was previously introduced in Chap-
ter 1. Regarding GWs associated with convective systems, several studies
have shown that GWs can influence the formation and evolution of convec-
tive systems (e.g. Uccelini, 1975; Balachandran, 1980; Nicholls and Pielke,
2000) and produce widespread damage due to their associated wind gusts.
These cases are specially important because they can be responsible for local
and unexpected severe winds (Loehrer and Johnson, 1995; Bernardet and
Cotton, 1998; Coleman and Knupp, 2009), which is a potential danger for
aviation (Fujita and Caracena, 1977; Manasseh and Middleton, 1995; Miller,
1999, 2000).
Some of these GWs are associated with wake low zones of MCSs. A wake
low is a relative surface pressure minimum observed at the rear part of a
MCS during its mature or dissipation stage, near the back edge of the trail-
ing stratiform precipitation region (figure 1 in Houze et al. (1989)). Together
with the wake low, the thunderstorm surge and the thunderstorm high have
also been identified as MCS features (Fujita, 1955; Johnson, 2001). The de-
crease in surface pressure associated with wake lows can be considerably
important, reaching several hPa in a few minutes (Fujita, 1963; Schneider,
1990). The reasons for such a quick and intense pressure drop have been
discussed over the years (Fujita, 1955, 1963; Pedgley, 1962; Williams, 1963;
Johnson and Hamilton, 1988) and conclusions from these studies agree that
the subsidence due to the descending rear-inflow jet at the rear part of MCSs
causes an adiabatic warming that makes the surface pressure decrease (John-
son and Hamilton, 1988). This pressure drop and its subsequent increase
have been observed in many squall lines, bow echoes or MCSs in general
(Loehrer and Johnson, 1995; Johnson, 2001). Some of these studies have re-
lated observed GWs to wake lows. For instance, Bosart and Seimon (1988)
analysed a case study of an intense GW related to a squall-line wake low,
which caused strong fluctuations in pressure and intense wind gusts at the
surface. Bauck (1992) also studied large pressure drops of 3 - 6 hPa associ-
ated with long-distance propagating GWs, which caused important vertical
displacements and intense wind gusts.
However, the presence of clear and stable oscillations in the surface pres-
sure records over a few wave cycles associated with these wake lows has
been reported less frequently in the literature, mostly due to the lack of pre-
cise, high-resolution pressure data. This chapter presents a singular and com-
prehensive observational study of near-monochromatic and ducted GWs as-
sociated with the wake low of a MCS detected in a highly instrumented
site near the Pyrenees. Among the measurements used, the combination of
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data from three high-resolution microbarometers, an ultra-high frequency
(UHF) wind profiler and a microwave system Humidity And Temperature
PROfiler (HATPRO) radiometer allowed to perform a deep analysis and to
offer substantiated hypotheses about the origin, propagation and effects of
the GWs.
This chapter is laid out as follows: Section 6.2 explains in detail the BLLAST
data used for the analysis. Results are provided in Section 6.3 and the main
conclusions and a short summary are shown in Section 6.4.
6.2 data and methodology
Data used in this study have been obtained from different meteorological
instruments deployed during the BLLAST field campaign.
One of the objectives of the field campaign was to learn more about
the GWs that could develop during the evening transition to the noctur-
nal boundary layer. Therefore, fair-weather days were preferred for analysis,
due to the better development of the convective boundary layer and a clear
view of the evolution of the residual and stable nocturnal boundary layers
that developed later. However, several rainy and stormy days occurred dur-
ing the field campaign and this study focuses on one of them. Besides the
instrumentation from the BLLAST field campaign, additional barometers
located in the surroundings of Lannemezan (Pic du Midi observatory and
Tarbes-Lourdes-Pyrenees Airport (LFBT)) were used to determine the horizon-
tal propagation and generation of the analysed GWs.
The sites used to track the GW propagation have been renamed from A - E
in this chapter, according to their distance from site A (Table 6.1). Note that
site D corresponds to the Pic du Midi Observatory. This astronomical and
meteorological observatory is situated approximately 25 km southwest from
Site A at 2877 m asl at the Pic du Midi, which is a sharp mountain detached
some kilometres to the north from the Pyrenees massif main line of the
Spanish - French border, where the highest peaks are located (Figure 6.1).
A triangular array of three high-resolution PAROSCIENTIFIC microbarom-
eters (Model 6000 - 16B; Cuxart et al. (2002)), separated by about 150 m and
at 1 agl, was deployed at site A in Lannemezan, with the objective of study-
ing gravity waves. The triangular configuration was used to characterize
wave events by methods based on wavelet decompositions (Torrence and
Compo, 1998; Terradellas et al., 2001; Viana et al., 2009, 2010, 2012), allowing
the calculation of wave parameters (period, wavelength, phase velocity and
direction of propagation) (see Section 2.2.1). A sampling rate of 2 Hz was
used, which enabled a resolution of around 0.002 hPa.
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Table 6.1: Information about sites of barometers used to track GW propagation.
Site Original site Location Distance and direction Time resolution
from Site A / resolution
Site A Microbarometer A 43°07’ 25.5” N Reference site 0.5 s/
BLLAST 00°21’ 47.9” E 0.002 hPa
Site B Edge site 43°07’ 53.4” N 1 km NNW 0.05 s (av 10 s)/
BLLAST 00°21’ 35.2” E 0.0001 hPa (LICOR)
Site C Moor site 43°05’ 24.5” N 4 km S 10 s (av 1 min)/
BLLAST 00°21’ 42.6” E 0.01 hPa
Site D Pic du Midi Obs. 42°56’ 07.6” N 25 km SW 1 min/
00°08’ 24.2” E 0.1 hPa
Site E LFBT Airport 43°10’ 59.7” N 30 km WNW 1 min/
00°00’ 06.1”W 0.1 hPa
As described above, surface pressure measurements from other barome-
ters placed at different locations (sites B, C and E) were also used. Although
the available resolution, accuracy and sampling rate of these instruments
were significantly lower than those for the microbarometers, they were quite
useful to determine the extension and propagation of the GWs.
In order to determine the duct layer where the GWs were propagating, the
vertical wavenumber (m) (see Section 6.3.3 and Equation 6.1) was calculated
using wind measurements from an UHF wind profiler and temperature mea-
surements from the HATPRO radiometer. The UHF wind profiler, a PCL1300
UHF profiler manufactured by Degreane Horizon, is a pulsed Doppler radar
working with a transmitted frequency of 1274 MHz and a peak power of 2.5
kW. This instrument worked with a good temporal resolution (3.5 - 6 min)
and offered two modes: the low mode and the high mode. The low mode
was based on a 150 m pulse length and on 95 level gates spaced every 75 m,
starting at 100 m from the radar. Although the high mode offers measure-
ments at higher levels, the low mode data were used in this study for the
calculation of the vertical wavenumber (m), due to the higher radial resolu-
tion and because the GWs detected in this work propagated mainly below
2000 m agl. Wind profiles from UHF measurements were compared with
measurements from another UHF wind profiler located 5 km apart from the
former. This comparison (not shown) served to provide additional quality
control data. Both UHFs showed similar values, but with a coherent time lag
between observations, which agreed with the storm direction and speed of
propagation.
The HATPRO profiling passive microwave radiometer (Löhnert et al., 2009;
Löhnert and Maier, 2012) is able to measure temperature and humidity with
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Figure 6.1: a) Geographical location of BLLAST site (Lannemezan) and surroundings. Land
topography (in meters) is given in light green to dark red shadings. b) Zoomed
area (dashed rectangle from (a)) with location of barometers used to track GWs
propagation. Source: the Global Land One-km Base Elevation Project (GLOBE).
high temporal and spatial resolution. The instrument admits two different
scanning modes: full troposphere and PBL profiling. Although the vertical
resolution of the PBL profiling is higher, the full troposphere profiling mode
has been used in this study, due to the higher temporal resolution (∼ 2.5 min).
The analysis of the MCS covers the period from 20:00 - 22:00 UTC on 21 June
2011, while the GWs were observed from 21:25 - 22:05 UTC. Quality control
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flags for HATPRO radiometer data indicated unreliable measurements for
periods from 20:00 - 21:00 UTC, due to high values of liquid water path
(rain), which meant that these data could not be used. Rain was weaker
from 21:00 to 21:30 UTC and the quality control flags indicated reduced
quality data, which had to be used with caution. However, from 21:30 UTC
onwards, the data showed the highest quality level and, since these data did
not show appreciable differences from data from 21:00 to 21:30 UTC, data
from 21:00 UTC onwards were used for calculation of the vertical wavenum-
ber. Nevertheless, for the analysis of temperature oscillations related to the
GW passage, only temperature fluctuations produced during the highest
quality data period were taken into account.
Additional measurements from higher frequency instruments (Table 6.2)
were used to detect oscillations in other meteorological parameters, to anal-
yse the meteorological conditions near the surface and to perform MRFD
(Howell and Mahrt, 1997; Viana et al., 2009) methods (see Section 2.2.1).
Table 6.2: Information about additional instruments located close to the surface.
Instrument Model Height (agl) Freq.
Thermometers Campbell HMP45 2, 15, 30, 45, 60 m 0.1 Hz
Anemometers
Wind monitor Young 05103 15 m 0.1 Hz
Vector Instrument W2009 45 m 0.1 Hz
Sonic anemometers Campbell Csat3 3D 45 m 10 Hz
METEK USA 1 (MRFD) 2 m 20 Hz
6.3 results
6.3.1 Mesoscale convective system overview
The analysed GWs were associated with a MCS that crossed the experimen-
tal area from 20:00 - 22:00 UTC on 21 June 2011 (Figure 6.2 and Figure 6.3).
Figure 6.2 (a and b) shows an overview of the convective activity during the
afternoon over different regions over and around the Pyrenees, with several
thunderstorms formed at the northern and southern sides of the mountains.
Operational forecasters at the Spanish National Weather Service (AEMET)
reported auspicious conditions for deep, severe and organized convection
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over the northeast area of the Iberian Peninsula, due to the existence of a
pre-frontal unstable line.
Figure 6.2: RADAR composites of cumulative precipitation (mm) over the 15 min preceding
each hour between 17:00 and 22:00 UTC (a) - (f). Points indicate Sites A and D.
An extensive and organized convective system finally developed during
the afternoon (Figure 6.2 (b and c) and Figure 6.3 (a and b)) very close to the
Pyrenees. These figures show a well-defined convective line of more than 150
km composed of several individual thunderstorms that crossed the Pyrenees
and caused intense precipitation over different areas. This MCS moved from
southwest to northeast while weakening (see evolution of precipitation in
Figure 6.2) and reached Lannemezan at 20:00 UTC.
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Figure 6.3: Satellite images at 18:00 UTC (a), 19:00 UTC (b) and 20:00 UTC (c) on 21 June
2011. Panels a and b are from visible satellite images of Meteosat RGB Seg-
ment 5. Panel c is from AVHRR Channel 4 (thermal) of the NOAA 16 satel-
lite (Copyright NERC Satellite Receiving Station, Dundee University, Scotland,
http://www.sat.dundee.ac.uk).
The rain-gauge at the experimental site reported a total precipitation of
5.9 mm from 20:15 - 21:30 UTC (see Figure 6.6 (b) later), although some
drizzle was also reported until 22:00 UTC according to RADAR images and
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flag indicators of the HATPRO radiometer. Although a detailed analysis of
the MCS structure and processes is beyond the scope of this study*, the
evolution in surface pressure observed at site A from 19:45 UTC onwards
shown in Figure 6.4 (a, thick line) is consistent with the following processes
associated with the typical structure of MCSs and squall lines:
1. The increase in surface pressure from 19:45 - 20:30 UTC has been iden-
tified as the thunderstorm high or mesohigh. This increase in pressure
was caused by the cooling from evaporation of the rain during the
former and more active part of the MCS.
2. The pressure drop at 21:05 UTC has been associated with the wake
low at the rear part of the MCS, in a region of stratiform precipitation
Figure 6.2 (e and f). This decrease in pressure was a consequence of
the adiabatic warming (decrease in density) caused by downdraughts
associated with the descending rear-inflow jet of the storm (Johnson
and Hamilton, 1988). The decrease of rain rate at these times could
also contribute to the pressure drop through the ceasing of evapora-
tion (cooling) of the rain. The commented-on downdraughts were in
turn favoured by the cooling effect, due to precipitation evaporation at
higher levels (Lindzen, 1974; Raymond, 1975; Jewett et al., 2003), but
since at that point there was not enough evaporative cooling to com-
pensate for the adiabatic warming caused by the downdraughts, a net
warming occurred and a rapid decrease was observed in the surface
pressure records.
Figure 6.4 (a) also shows surface pressure (thin line) measured at the Pic
du Midi Observatory (site D). The fact that surface pressure variations are
not observed at site D, compared with site A, indicates that the main contri-
butions were due to processes occurring below the height of the Pic du Midi
Observatory. Nevertheless, part of the surface pressure drop due to the wake
low was also slightly observed at site D at 20:50 UTC. This fact indicates that
adiabatic warming could be produced not only below 2877 m asl, but also
at higher levels.
*See figure 25 of Johnson and Hamilton (1988) and Johnson (2001) for more information
about squall lines and MCS structures.
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Figure 6.4: a) Surface pressure (hPa) measured by microbarometer A in Lannemezan (Site
A, thick line) and by the barometer (+225 hPa) at the Pic du Midi Observatory
(Site D, thin line) for 21 June 2011. b) Microbarometer A filtered pressure (hPa).
c) Wavelet energy density per period and time unit (hPa2 s-1).
6.3.2 Gravity waves analysis
The most interesting feature of this event, from our point of view, was ob-
served in the surface pressure records of the microbarometers (Figure 6.4 (a),
thick line). At 21:05 UTC, surface pressure from the three microbarometers
showed a drop of 1.4 hPa in a few minutes, followed by several fluctuations
of 0.4 - 0.5 hPa from 21:25 - 22:05 UTC. A 45-min Butterworth high-pass
filter has been applied to the microbarometer data to remove the synoptic
tendency and the daily cycle, so that only higher frequency fluctuations in
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surface pressure are considered (Figure 6.4 (b)). Figure 6.4 (c) shows the
wavelet energy per period and time unit: a clear energy increase is appre-
ciated during the wave-like event, centred on periods of around 9 min. It
is worth mentioning that most case studies of GWs related to convective
activity described in the literature have longer periods (e.g. Lindzen, 1974;
Uccelini, 1975; Alexander et al., 2000) than the GWs analysed here. Subse-
quently, wave parameters (Table 6.3) have been evaluated from the filtered
surface pressure records using the exact location of the three microbarome-
ters and phase differences analysis (Terradellas et al., 2001). This calculation
has been done for the range of periods and times over which the wavelet
analysis showed the strongest signal, i.e. from 21:30 - 21:45 UTC and for pe-
riods between 8 and 10 min. These parameters show a short range of values,
which suggests a nearly monochromatic wave event. For the 9 min period,
they indicate a wavelength of approximately 7 km, a phase speed of around
12.5 m s-1 and a direction of propagation of approximately 50°(from south-
west to northeast). After calculating the direction of propagation, it seems
reasonable to assume that these GWs were formed somewhere southwest
from the microbarometer location (site A) and propagated in the storm’s
direction of movement.
Table 6.3: Wave parameters calculated from wavelet analysis.
Wave parameter Range of values from 21:30 UTC to 21:45 UTC
Period [7 - 11] min
Wavelength [6500 - 8000] m
Phase speed [12 - 14] m s-1
Direction of propagation [45 - 60] °
Data from several barometers located at different distances from site A
have been analysed in order to track the GW propagation. Figure 6.5 (a)
shows the filtered pressure from measurements of neighbouring barome-
ters in Lannemezan and Figure 6.5 (b) shows the same at further locations
(see Table 6.1 for locations). According to these data, it can be affirmed that
the wave propagated for at least 5 km (presumably a greater distance) and
was first detected at site C (at the southernmost barometer in Lannemezan),
which proves that the GW propagation had a northward component of move-
ment, in accordance with wavelet-derived parameters. Surface pressure from
further locations (sites D and E) does not show apparent GW oscillations.
However, a decrease in surface pressure followed by an increase is clearly
visible and could be an indicator of the passage of the wake low. This surface
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Figure 6.5: a) Filtered surface pressure (hPa) at nearby locations in Lannemezan: site A (thin
red line), site B (dashed blue line) and site C (black thick line). b) Idem for further
locations: site D (thin blue line) and site E (black thick line).
pressure drop was observed at site D approximately 25 min before than
at site A and at site E 10 - 15 min later than at site A. According to the
location of these instruments, these time lags amongst the observations agree
relatively well with the speed of the storm (estimated to be approximately
15 m s-1 from RADAR images). It should be noted that site D corresponds
to the Pic du Midi Observatory, situated at over 2800 m asl. Since GWs have
been determined to propagate mainly below 2000 m agl (or 2600 m asl), as
will be shown later, this could also be one of the reasons why these wave-like
motions were not observed in the surface pressure records of the barometer
at site D. Moreover, the fact that the wake low was observed at site E but
not the GW oscillations suggests that not all directions from the source area
were favourable for wave propagation.
It is therefore concluded that GWs were formed somewhere between 4
km (site C) and 25 km towards the southwest direction from site A. The 25
km limit has been imposed due to the lack of observation of GWs at site D
and since there are mountains higher than the top height, where wave prop-
agation was feasible from this limit towards the southwest. Vertical velocity
measured by the UHF wind profiler (Figure 6.6 (a)) shows a region of strong
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negative velocities from 21:00 - 21:30 UTC from the surface to approximately
2500 m agl and a more specific region of even stronger vertical velocities (-9
to -10 m s-1) around 1500 - 2500 m agl from 21:15 - 21:25 UTC. Although it
is hard to disentangle whether the UHF vertical velocities were caused by
air downdraughts, the velocity of the raindrops or a combination of both
effects, these stronger vertical velocities do not coincide with the maximum
rain rates observed at the site according to the information provided by the
rain-gauge (Figure 6.6 (b)) and RADAR images (Figure 6.2). Therefore, these
negative vertical velocities can indicate downdraughts regions of the MCS
and, as commented before, have been related to the surface pressure drop
and proposed to be responsible for GW initiation.
Figure 6.6: a) Vertical velocity (m s-1) measured by the UHF wind profiler at site A. The
surface pressure time series from microbarometer A is overlaid for reference
(black line). b) Rain measured at site A (mm).
The association between GWs and wake lows has been previously doc-
umented in several studies and agrees quite well with the case study pre-
sented herein. However, it is difficult to point out whether the processes
associated with the wake low zone of the MCS were the only ones involved
in GW formation. The possible topographic effect of this mountainous area
could play an important role in the final formation of the GWs. The Pic
130 chapter 06
du Midi is the closest high mountain of the Pyrenees to Lannemezan in the
southwest direction, although it is detached from the main line of the highest
peaks, which are around the France - Spain border. Since GWs were propa-
gated in a layer below 2000 m agl and were not observed at site D, it can be
concluded that the main mountain massif of the Pyrenees (located farther
south from the Pic du Midi, see Figure 6.1) was not directly involved in GW
formation. On the other hand, the GW formation could have been influenced
by a combination of the effects of wake low downdraughts and the orogra-
phy between Pic du Midi and Lannemezan, i.e. by the lee side of the Pic du
Midi, by lower mountains between the Pic du Midi and Lannemezan or even
by the southern border of the Plateau of Lannemezan. However, the specific
role of the mountains is very difficult to determine with the available data.
Specific numerical simulations with simplified 2D and 3D models or even
with NWP models could add valuable information to this point.
6.3.3 Wave ducting
A mechanism that favours GW maintenance and propagation should exist
when there is not a continuous source of energy. It is known as wave duct-
ing and occurs when a reflecting layer at some height causes vertical wave
reflection, thus allowing the horizontal propagation of the GWs trapped be-
tween two levels in a layer known as the duct layer (Lindzen and Tung, 1976).
According to the wave-ducting theory, the properties of a wave duct can be
obtained from the Taylor - Goldstein equation (Nappo, 2012):
d2w ′
dz2
+m2w ′ = 0 , (6.1)
whence w ′ is the perturbation of the vertical velocity w, z is the height











Here, N2 is the square of the Brunt - Väisälä frequency (Equation 1.2) ,
ci = c−U, the intrinsic phase velocity (c) relative to the mean flow projected
on the direction of wave propagation (U), Uzz is the second derivative with
respect to height of the mean wind in the direction of propagation of the
wave, kh is the horizontal wavenumber (Equation 6.3):





Where λ is the wavelength of the GWs and H is a height scale of the
atmosphere, sufficiently large to neglect the fourth term on the right-hand
of Equation 6.2.
The vertical wavenumber (m) will show real values in regions where the
horizontal propagation of the wave is favoured and therefore positive values
of m2 will indicate a possible duct layer, while negative values will indicate
regions where the waves become evanescent. Hatched areas in Figure 6.7
indicate negative values of m2, while non-hatched areas denote positive val-
ues of m2. These values have been calculated using quality-controlled tem-
perature profiles from the HATPRO radiometer, wind from the UHF wind
profiler and the values of wave parameters evaluated in Section 6.3.2 for kh
and c. The phase speed of the GWs has been assumed as constant (c = 12.5 m
s-1), as well as the horizontal wavenumber (kh = 8.3 x 10 -4 m, corresponding
to a wavelength of 7500 m). The direction of propagation of the GWs (50°)
was used for projecting the horizontal wind in this direction. Positive val-
ues of m2 show a well-defined layer where wave propagation was possible,
determined by an intense wind shear existing above approximately 2000 m
agl (Figure 6.7), which served as an effective reflecting layer with a critical or
steering level, i.e. a level wherein the wind speed of the main flow equals the
phase speed of the GWs (Lindzen and Tung, 1976). In this case, the bottom
layer of the wave duct was the ground.
Calculated values of m2 are positive for the whole available vertical profile,
also before the arrival of the pressure drop or wake low and prior to the
record of the wave-like motions in surface pressure; however, it was just
after the arrival of this wake low (after 21:15 UTC) that GWs were detected,
coinciding with a confinement of the duct layer (where m2 shows positive
values) in the lowest atmospheric levels. Figure 6.7 also shows the horizontal
wind speed for the event and it proves that the duct layer defined between
the surface and approximately 2000 m agl was mainly determined by the
wind profile, with an intense wind shear existing at the rear part of the
MCS, just behind the wake low.
On the other hand, a further exploration of the filtered pressure records
and wavelet analysis (Figure 6.4 (b and c)) shows a temporary decrease in
the period (from 9 to 6 min) of the wave- like disturbances at 21:45 UTC,
which coincides with a narrowing of the duct layer where the wave was able
to travel (Figure 6.7). This narrowing was in turn conditioned by the position
of the critical level found around 2000 m agl, which temporarily descended
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Figure 6.7: Wind speed (m s-1) measured by the UHF wind profiler at site A. Hatched areas
indicate negative m2 values, while non-hatched areas indicate positive m2 values,
marking the duct layer. The surface pressure time series from microbarometer A
is overlaid for reference (white line).
from 2000 to 1800 m agl approximately. This coincidence suggests that the
thickness of the duct layer could have influenced the frequency of the GWs
concerned.
6.3.4 GW effects close to the surface and in the lower troposphere
GWs perturb the environment where they propagate and cause oscillations
in other meteorological parameters besides surface pressure. The relative
phases and amplitudes of these parameters are described by polarization
equations from linear wave theory (see for example Fritts and Nastrom,
1992; Nappo, 2012). In this case study, temperature and humidity oscilla-
tions associated with the passage of the GWs were observed in the lower
troposphere (Figure 6.8). A certain phase lag is observed between these os-
cillations and surface pressure fluctuations, in agreement with the expected
pi /2 phase relationship from linear wave theory. However, due to the non-
perfect monochromaticity of the GWs and the low time resolution of the
HATPRO radiometer measurements, it is difficult to assess how closely this
polarization relation is fulfilled.
The observed oscillations suggest that the air parcels were vertically nar-
rowed (maxima of pressure) and spread (minima of pressure) alternately by
the action of the GWs. The vertical narrowing of the layer caused displace-
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Figure 6.8: Temperature (K) (a) and relative humidity (%) (b) measured by the HATPRO
radiometer. The surface pressure time series from microbarometer A is overlaid
for reference (black line).
ments of upper air parcels (colder and with higher relative humidity) to
lower layers and the spreading associated with minima of surface pressure
caused the opposite effect. Near-saturation values of relative humidity indi-
cate approximately the position of the cloud base; the oscillations detected in
these records (around 3500 m agl) suggest that the GWs could shape and pro-
duce a wave-like cloud base. The effect of the GWs was also noted in wind
measurements below 2000 m agl: this layer was characterized by light winds
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and slight and alternating changes in wind direction (not shown). Higher
frequency data from instruments at site A were used to check whether the
oscillations in these meteorological parameters were also encountered near
the surface. A combination of cooling produced by the evaporation of the
rain water at the surface and radiative cooling during sunset most likely
caused the formation of a surface-based temperature inversion from 20:00
UTC onwards (Figure 6.9).
Figure 6.9: Potential temperature (°C) profiles from 60-m tower measurements at different
times (20:00 UTC, solid black line; 20:15 UTC, dashed blue line; 20:30 UTC, dot-
ted red line; 20:45 UTC, dash - dotted green line).
Later, the arrival of GWs to the site caused oscillations in wind speed,
wind direction, temperature and vertical velocity measurements at differ-
ent heights close to the surface. Figure 6.10 shows examples of the relation-
ships found between surface pressure and other surface parameters at 45
m: (a) wind speed projected in the same direction of propagation as the
GWs (50°), (b) wind direction, (c) temperature and (d) vertical velocity per-
turbation (Equation 6.4), where the mean of the vertical velocity has been
calculated from 21:15 to 20:00 UTC:
w ′ = w−w . (6.4)
The observed oscillations in the wind speed projected in the same direc-
tion as the GWs have the same periodicity as the surface pressure records.
This suggests that the effect of the GWs during narrowing (maxima in pres-
sure) was to force the main flow to approach their own direction of prop-
agation, as can also be seen in the changes in wind direction (closer to the
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Figure 6.10: Time series of meteorological parameters at 45 m (dashed black line) and sur-
face pressure (solid blue line) during the GW event. a) Wind speed projected
in the same direction as GW propagation (m s-1). b) Wind direction (°). c) Tem-
perature (°C). d) Vertical velocity perturbation (m s-1).
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southwest during maxima). This relation between wind (projected in the di-
rection of wave propagation) and pressure fluctuations can be obtained from





where ρ0 is the air density. It can be observed that if phase speed (c) is
larger than the main flow projected in the direction of wave propagation
(U), oscillations in pressure and wind are expected to be in phase, as seen
in Figure 6.10 (a) (a similar relationship was found in Viana et al. (2009)).
Although some temperature oscillations near to the surface seem also to be
related to the GW effect (Figure 6.10 (c)), these oscillations are more diffi-
cult to study further, since they are also affected by small changes in wind
direction (local advection) and turbulence in highly heterogeneous terrain
and not only by the vertical narrowing/spreading of the layer affected by
GWs. Finally changes in the perturbation of the vertical velocity measured
by a sonic anemometer at 45 m agl are also observed, as seen in other stud-
ies (Viana et al., 2009; Birch et al., 2013). Maxima in pressure correspond to
minima in the vertical velocity measurements and vice versa.
Surface pressure records and oscillations observed in these parameters
at other heights have also been compared (not shown) and in some cases
they show similar agreements as for 45-m measurements. Although some
of these relations agree qualitatively well with the aforementioned phase
relationships obtained from the polarization equations (mainly the phase
between pressure and wind), other phase relationships are not achieved, in
accordance with the results obtained in Viana et al. (2009). As Nappo (2012)
pointed out, turbulence in the surface layer affects wave perturbations. Al-
though, for simplicity, linear theory is applied to these waves, gravity waves
in the planetary boundary layer are seldom linear (Finnigan, 1988) and, con-
sequently, the theoretical phase relationships are difficult to observe. In any
case, a detailed analysis of the polarization equations is outside the scope of
this study.
In addition, MRFD analysis (see Section 2.2.1) has been applied to high-
frequency data from a sonic anemometer located at 2 m agl in order to
study the effects caused by the propagation of GWs on the surface fluxes.
The MRFD method (Howell and Mahrt, 1997) is applied when attempting to
distinguish the contribution of the different temporal scales to the fluxes and
it usually allows separation of turbulence from larger-scale contributions to
the fluxes, such as gravity waves. Each vertical section of these figures shows
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the MRFD analysis performed every 60 s, using time series of 820 s and
gradually dividing these time series until time series of 0.1 s.
Figure 6.11: Multi-Resolution Flux Decomposition (MRFD) of (a) friction velocity
(m s-1) and (b) kinematic heat flux (K m s-1) at 2 m agl. The surface
pressure time series from microbarometer A is overlaid for reference
(black line in (a) and white line in (b)).
High values of friction velocity are observed in Figure 6.11 (a) until 20:45
UTC, due to relatively high winds associated with the passage of the more
active part of the MCS, with important contributions of scales between 1 and
300 s (turbulent). Afterwards, the turbulence decays significantly as a conse-
quence of the decrease in wind speed and the stabilization of the layer. The
surface-based thermal inversion formed caused an increase in the kinematic
vertical heat flux (Figure 6.11 (b)) around 21:30 UTC. Although the turbu-
lence remained relatively weak during GW propagation over the site, it in-
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creased with the GW arrival at 21:20 UTC, probably due to the effect of the
GWs generating turbulence by nonlinear effects and the oscillations in wind
speed. In addition, an increase in the contribution to the friction velocity
and heat flux occurred for temporal scales larger than 300 s during the wave
event. These temporal scales coincide with the order of magnitude of the cal-
culated period of the GWs (around 9 min). One should also note the positive
values encountered for the vertical heat flux observed during the wave event,
frequently known as counter-gradient fluxes when they are found in stable
environments, since they indicate an upward heat flux. Counter-gradient
fluxes have been associated with wave-breaking activity during stable condi-
tions in the PBL (Nai-Ping et al., 1983; Yagüe and Redondo, 1995; Chimonas,
1999). In this case, these counter-gradient fluxes from higher temporal scales
coincided with the GWs and coexisted with the co-gradient (positive vertical
heat fluxes) turbulent heat fluxes from lower temporal scales.
6.4 summary and conclusions
Near-monochromatic GWs associated with a MCS were detected on 21 June
2011 during the BLLAST field campaign in Lannemezan (France). These
GWs have been analysed in detail, taking advantage of the large amount of
available data. The clearest manifestation of these GWs was observed in the
surface pressure records measured by an array of three high- resolution mi-
crobarometers, showing clear sinusoidal oscillations of 0.4 - 0.5 hPa. Wavelet
analysis has been performed and wave parameters have been evaluated, sug-
gesting the occurrence of GWs propagating from southwest to northeast
with a period of around 9 min, a wavelength of 7 km and a phase speed
of around 12.5 m s-1. These wave-like motions were preceded by a surface
pressure drop of 1.4 hPa, which has been identified as the wake low of the
MCS. The location of the pressure drop at the rear part of the MCS, the neg-
ative values of vertical velocity measured by the UHF wind profiler and the
resemblance to the structure of many other documented MCSs support this
wake low hypothesis. The downdraughts related to the wake low have been
proposed to be the most likely mechanism responsible for GW initiation in
a stably stratified atmosphere. GW tracking was performed with additional
barometers placed at different locations and showed that not all directions
were favourable for wave propagation. Although the orography between the
Pic du Midi and Lannemezan could have played an important role in the final
formation of GWs, this effect could not be analysed further due to the lack of
measurements between the Pic du Midi and Lannemezan. The propagation
of the GWs in the southwest - northeast direction was favoured by the exis-
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tence of a duct layer defined by positive values of m2 (vertical wavenumber)
between the surface and 2000 m agl. The thickness of the duct layer was de-
termined mainly by the wind profile, characterized by a wind sheared zone
with a critical level around 2000 m agl. This critical level caused the vertical
reflection of the GWs and permitted their horizontal propagation. The un-
common properties of these GWs compared with those usually associated
with convection seemed to be possible in part because of the relatively low
position of the wind shear and the critical level, i.e. these observations sug-
gest some proportionality between the position of the critical level and the
dimensions and properties of the GWs.
GW effects were also observed in the wind, temperature and humidity
time series close to the surface and within the lower troposphere. The con-
tributions of the different temporal scales to the surface fluxes (evaluated
through MRFD analyses) were also affected by GW passage, which pro-
duced an increase in turbulence at certain moments, an important contri-
bution to the fluxes from larger temporal scales and counter-gradient fluxes.
Although a detailed analysis was possible in this study, some questions
still remain open, especially those concerning GW origin and the role of
orography. Numerical simulations and the observational analysis of similar
case studies at this site as well as at other locations not affected by mountains
would add valuable information to these unresolved questions.
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G R AV I T Y WAV E S A S S O C I AT E D W I T H D R A I N A G E F L O W S
A N D T H E I R I N T E R A C T I O N S W I T H T U R B U L E N C E
The interactions among several SBL processes occurring just after the evening transi-
tion of 2 July of 2011 have been analysed using data from instruments deployed over
the area of Lannemezan (France) during the BLLAST field campaign. The near-calm
situation of the afternoon was followed by the formation of local shallow drainage
flows (SDFs) of less than 10 m meters depth at different locations. The SDF stage
ended with the arrival of a stronger wind over a deeper layer more associated with
the mountain-plain circulation, which caused mixing and destruction of the SDFs.
Several gravity wave-related oscillations were also observed on different time series.
Wavelet analyses and wave parameters were calculated from high resolution and
accurate surface pressure data of an array of microbarometers. These waves propa-
gated relatively long distances within the SBL. The effects of these phenomena on
turbulent parameters (friction velocity and kinematic heat flux) have been studied
through MRFD methods performed on high frequency data from sonic anemometers
deployed at different heights and locations. With this method, the different time-
scales involved in each turbulent parameter were detected and separated from wave
contributions, which becomes very important when choosing averaging-windows
for surface flux computations using eddy covariance methods. The extensive instru-
mentation allowed to highlight in detail the peculiarities of the surface turbulent
parameters in the SBL, where several of the noted processes were interacting and
producing important variations in turbulence with height and between sites along
the sloping terrain.
The content of this chapter has been published as:
ROMÁN-CASCÓN, C., YAGÜE, C., MAHRT, L., SASTRE, M., STEENEVELD, G. J., PARDY-
JAK, E., VAN DE BOER, A. & HARTOGENSIS, O. (2015): Interactions among drainage flows,





As commented in Chapter 1, one of the reasons of the poor understanding
of SBLs is the existence of the so-called submeso or submesoscale motions
(Mahrt, 2009), which coexist with weak or very weak surface fluxes condi-
tions (Mahrt et al., 2012). These motions (which include wave-like motions
in the SBL) do not belong to the mesoscale neither to turbulent or micromete-
orogical scales. They are usually defined as submeso motions (Mahrt, 2014),
comprising scales of less than 2 km, although this limit can be quite sub-
jective. The separation (spectral gap) of these non-turbulent motions from
turbulence is not always clear. Therefore, wrong estimations of surface tur-
bulent fluxes are common in SBLs (Vickers and Mahrt, 2003; Voronovich
and Kiely, 2007; Viana et al., 2009, 2012), especially over heterogeneous or
complex terrain (Martínez et al., 2010; Seaman et al., 2012), where the inter-
actions among local features and these phenomena complicate the analysis.
The processes involved in the formation of these structures are hard to iso-
late and the appearance of these motions is often sporadic and unexpected
in many cases.
Some small-scale gravity waves (GWs) and drainage flows can be included
in the submeso motions; they can significantly change the stable and typical
conditions of calm and clear nights through the generation of intermittent
turbulence in the SBL (Nappo, 1991; Sun et al., 2002, 2004, 2012; Van de
Wiel et al., 2003; Mahrt, 2011, 2014; Vindel and Yagüe, 2011). They can also
change the vertical and horizontal gradients of scalars and consequently the
turbulent fluxes observed near surface. The theoretical study of these phe-
nomena has been demonstrated to be very complex (Stull, 1988; Sorbjan,
1989; Fernando and Weil, 2010; Mahrt, 2014; Sun et al., 2015b), and some ap-
proximations done with laboratory experiments (Hopfinger, 1987; Riley and
Lelong, 2000; Ohya et al., 2008) do not include troublesome factors of the
real atmosphere. Therefore, the understanding of these processes through
the observational analysis of real case studies becomes very important, es-
pecially when high-quality micrometeorological data are available for this
purpose.
On the other hand, drainage flows are thermal circulations generated by
the differential cooling between surface air masses in sloped or complex
terrain under low synoptic forcing, when local conditions gain importance
(Whiteman, 2000; Monti et al., 2002; Soler et al., 2002, 2014; Adachi et al.,
2004). They are also typical SBL motions and manifest as sudden changes in
wind direction, a temperature drop (due to the cooler current) or increasing
winds at certain heights, among other effects (Yagüe et al., 2006; Viana et al.,
2010; Udina et al., 2013). Several field campaigns have recently increased
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interest in these thermal circulations at different scales: e.g. METCRAX 2006
(Whiteman et al., 2008), COLPEX (Price et al., 2011), PCAPS (Lareau et al.,
2013) or METCRAX II (Lehner et al., 2015b).
Drainage flow definitions include a wide range of possible spatial scales
(Bossert and Cotton, 1994; Martínez et al., 2010). Katabatic and mountain-
plain flows are mountain-scale phenomena across and along valleys respec-
tively, while density currents are usually associated with relatively flat ter-
rain. Mountain breezes or katabatic winds (Whiteman, 2000) have been stud-
ied in many zones of the world (e.g. Alps (Rotach et al., 2004; Nadeau et al.,
2013) or Salt Lake Valley (Doran et al., 2002; Monti et al., 2002)). However,
shallow drainage flows (SDFs) or density currents have been less studied
(Mahrt et al., 2001; Soler et al., 2002; Udina et al., 2013; Oldroyd et al., 2014;
Lehner et al., 2015a), in part because of their smaller scale, that often makes
them more difficult to detect. Their proximity to the surface and their abil-
ity to change the surface conditions make them important and interesting
phenomena worthy of analysis in SBL studies.
This chapter deals with an SBL case study characterized by SDFs gener-
ated at different locations just after the near-calm situation of the evening
transition during the BLLAST field campaign. These SDFs are later broken
up by the arrival of a larger-scale and deeper mountain-plain wind, causing
mixing among different layers close to the surface. At the same time, several
wave-like oscillations were detected in different time series, related to the
passage of GWs. Although these phenomena are common in SBLs, it is not
easy to find clear evidence of their existence given the fine horizontal and
vertical resolutions required for such observations. Thus, only a few studies
have reported in detail cases like the one here presented, as for example in
Sun et al. (2015a).
In this work, the physical mechanisms behind these evening transition
processes are elucidated, which was one of the goals of BLLAST campaign.
Moreover, the analysis techniques employed to carry out this study have
been shown to be appropriate for performing detailed studies of these local
nocturnal-boundary-layer processes.
This chapter is divided as follows: Section 7.2 explains the features and lo-
cation of the instrumentation and the techniques employed to carry out the
study; Section 7.3 presents results in several subsections; Section 7.4 sum-
marises this chapter and highlights the more important results and conclu-
sions, while also making recommendations for future studies.
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7.2 data and methodology
7.2.1 BLLAST
Data from the BLLAST (Lothon et al., 2014) campaign have been employed in
this study. During this campaign, intense observational periods (IOPs) were
identified as days with fair weather and weak synoptical forcing. On these
days, additional measurements were performed: tethered balloons, aircrafts,
unmanned aerial vehicles (UAVs) flights or extra soundings. A total of 12
IOPs resulted from the field campaign. This chapter focuses on a case study
corresponding to the 2nd of July 2011 (IOP 10), specifically the period cor-
responding from approximately 18:00 UTC to 22:00 UTC. The observation
of GWs, shallow flows and mountain-plain winds over these hours makes
this day very interesting. Different sites with several research objectives and
instrumentation were defined during the BLLAST field campaign around
Lannemezan. Figure 7.1 shows an approximate location of the sites where
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Figure 7.1: a) Topographic map of Pyrenees area around BLLAST (m asl). b) Topographic
map of BLLAST area (m asl). c) Aerial view of BLLAST sites (except Area 2).
NOTE - Figures a and b from Routine ASTER Global Digital Elevation Model from
NASA Land Processes Distributed Active Archive Center (LP DAAC). Figure c from
Google Earth.
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Table 7.1 is a summary with information about these sites and Table 7.2
specifies the instruments used.
Table 7.1: Characteristics of BLLAST sites considered in this study.
Super-Area Area Site Location Height asl
SUPER-AREA 1
Micro Area
Micro A Site 43°07’ 26,8” N 00°21’ 46,9” E 602 m
Micro B Site 43°07’ 25,9” N 00°21’ 53,1” E 600 m
Micro C Site 43°07’ 22,2” N 00°21’ 49,2” E 601 m
Skin-tower Site 43°07’ 25,1” N 00°21’ 50,4” E 600 m
60-m tower Site 43°07’ 27,1” N 00°21’ 45,1” E 602 m
Divergence Area
Divergence Site 43°07’ 39,1” N 00°21’ 56,3” E 590 m
Tethered Site 43°07’ 40,6” N 00°22’ 03,1” E 594 m
Edge Area
Grass Site 43°07’ 52,5” N 00°21’ 33,9” E 582 m
Wheat Site 43°07’ 56,1” N 00°21’ 37,3” E 582 m
Boundary Site 43°07’ 54,1” N 00°21’ 35,6” E 582 m
SUPER-AREA 2 Area 2
Corn Site 43°05’ 25,1” N 00°21’ 29,6” E 646 m
Moor Site 43°05’ 24,9 ” N 00°21’ 42,6” E 646 m
Table 7.2: Instrumentation used in each site.
Area Site Instruments
Micro Area
Micro A Site Microbarometer PAROSCIENTIFIC
Micro B Site Microbarometer PAROSCIENTIFIC
Micro C Site Microbarometer PAROSCIENTIFIC
Skin-tower Site 8-m tower Site (thermometers, wind vanes)
60m-tower Site 60-m tower Site (thermometers, wind vanes)
Divergence Area
Divergence Site 8-m tower (thermocouples, sonic anemometers)
Tethered Site Tethered balloon (thermometers, wind vanes)
Edge Area
Grass Site 8-m tower (thermometers, sonic anemometers and P (LICOR))
Wheat Site 8-m tower (thermometers, sonic anemometers)
Boundary Site Sonic anemometer
Area 2 Corn Site Pressure data from LICOR barometer
Drainage flows were mainly investigated at the Divergence Site (addition-
ally at the Micro and Edge Areas), while the GWs analysis from surface
pressure records was mainly performed using high-resolution and accurate
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data from an array of three microbarometers deployed at the Micro Area.
Finally, the analysis of surface turbulent parameters was investigated using
data from sonic anemometers installed at different heights on an 8-m tower
at the Divergence Site and at the Edge Area, which in turn was composed
of three different sites (Wheat Site, Grass Site and the border between these
two sites, renamed Boundary Site in this study to avoid confusion).
7.2.2 Methodology
The physical processes studied in this work have been analysed through
the combination of several techniques applied to measurements from differ-
ent instruments. Initial comparisons were made among time series of atmo-
spheric variables from instrumentation located at several heights and loca-
tions. It is instructive to compare the behaviour of these records among sites
because they can sometimes suggest some very local processes happening
at a certain site but not at another. Moreover, more complex techniques have
been applied.
Firstly, phase differences and wavelet analyses (see Section 2.2.1) were
performed on pressure data from an array of microbarometers in order
to analyse the detected GWs. Subsequently, a comparison of the effects of
SDFs, mountain-plain winds and GWs over surface turbulence have been
performed using MRFD methods (see Section 2.2.1). The availability of sev-
eral sonic anemometers at different sites and heights allowed to explore the
spatio-temporal behaviour of turbulence in detail. MRFD is also used to eval-
uate the relevant turbulent scales and to separate them from larger scales.
Additionally, the WRF (see Section 2.2.2) model has been used as a com-
plement for the determination of the origin of the wind observed at 20:30
UTC, since this question could not be resolved solely with the available ob-
servational data. In this study, the WRF-ARW version 3.5.1 of the model was
used, with three two-way nested domains centred in Lannemezan (France)
and a horizontal resolution of 9, 3 and 1 km respectively with 50 vertically
distributed terrain following eta levels. The model was initialized at 00:00
UTC of 2nd July with NCEP-FNL operational global analysis data (1° res-
olution). It ran for 30 hours (6 hours of spin up) with a time step of 30 s.
Yonsei University scheme was used for the PBL parameterization and MM5
similarity for the surface layer scheme. The Noah Land Surface Model was
used with input land use and soil category data from USGS. RRTM and
Dudhia schemes were selected for the representation of radiation (longwave
and shortwave respectively) and the WRF Single-Moment 3-class parameter-
ization was used for the microphysics.
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7.3 results
7.3.1 General analysis
The 2nd of July of 2011 was characterized by a weak surface pressure gradient
over the south of France, which led to the predominance of light northerly
winds during the afternoon (mixed stage in Figure 7.2 (a)) and a near-calm
period approximately one hour before astronomical sunset (19:40 UTC).
















































































Figure 7.2: Time series from sonic anemometers and thermocouples measurements at the
Divergence Site. a) Wind speed (m s-1). (b) Wind direction (°). (c) Temperature
(°C). Filtered surface pressure from Micro A is overlaid for reference (thin dotted
black line.)
The wind speed decreased close to the surface around 18:55 UTC (Fig-
ure 7.2 (a), near-calm stage). This site will be the reference site for the SDF
analysis due to the availability of six sonic anemometers from 0.8 m to 8 m
agl. This situation of near-calm is propitious for the appearance of SDFs with
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a markedly SSE-SE component in the BLLAST area*, which is the direction
of most of the local slopes where the instrumentation of the field campaign
were deployed. These density currents are caused by the differential cooling
between near-surface air masses at different locations in sloped terrains. The
sharp wind direction turning of this case study was well observed close to
the surface around 18:55 UTC (Figure 7.2 (b)), while measurements at higher
heights (more than 8 m agl, not shown) indicated a more gradual turning
with time until 20:00 - 20:30 UTC. The wind direction veering near the sur-
face was accompanied by a marked wind speed increase. Stronger winds
were encountered at lower levels with maxima close to the surface (around
2-3 m agl) and wind intensity decreasing with height. This is the clear pic-
ture of a slight SDF blowing from more elevated terrains to lower elevations
in a layer close to the ground. The onset of this SDF coincides with the es-
tablishment of a surface-based thermal inversion (Figure 7.2 (c)), although a
more dramatic decrease in temperature is observed at the lowest levels ap-
proximately when the SDF arrives (18:40 - 19:00 UTC), as is expected when a
cold density current appears. This decrease was especially noticeable at very
low levels (below 1 m agl), which caused the enhancement of the temper-
ature gradient between the ground and higher heights and the increase of
stability close to the surface. The SDF was decoupled from the above flow by
an upper low-wind layer and by the wind direction differences with height
(blue line in Figure 7.3).














Wind speed (m s-1)





























Figure 7.3: Wind speed (a) (m s-1) and wind direction (b) (°) vertical profiles during SDF
and mountain-plain wind. Measurements from Divergence 60-m tower sites.
* Up to four days of BLLAST field campaign showed SDFs after the near-calm period of the
afternoon.
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Nevertheless, surface heterogeneities and differences in local slopes be-
tween BLLAST sites led to differences in thickness and persistence of the
SDFs from one location to another (Figure 7.4), even blocking its formation
at some places (as Grass and Wheat Sites, both at the Edge Area) where
these SDFs were poorly observed or lasted only for a few minutes.








































































Figure 7.4: Wind speed (m s-1) measured at different heights at the Grass Site (a), Wheat
Site (b) and Skin tower Site (Micro Area) (c).
The SDF stage ended between 20:00 and 20:30 UTC with the arrival of a
stronger and deeper wind from SE (Figure 7.2 (a) and red line in Figure 7.3,
mountain-plain wind stage). This increase in wind was more noticeable at
45 and 60 m agl (not shown) and caused the breaking of the SDF and mixing
(increase in temperature) at lower levels (Figure 7.2 (c)). The WRF model has
been used to determine the origin and characteristics of this wind. Results
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from this mesoscale model simulation indicate that the wind was originated
in the southerly located Pyrenees mountains and channelled through the
valleys (not shown). The depth of this wind is shown in Figure 7.5, where
maximum in wind speed is observed around 80 m agl. This is a clear indi-
cator of the relatively shallow nature of this flow (compared to winds more
related to synoptic scales). Therefore, SDFs were disrupted by the arrival
of another drainage flow, deeper, stronger and with different characteristics
than the former. However, the WRF simulation was neither able to resolve
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Figure 7.5: WRF wind speed (m s-1) over Lannemezan from 17:00 UTC of 2nd July to 02:00
UTC of 3rd July from surface to 2000 m agl. The results indicate the appearance
of the mountain-plain wind in the lowest meters.
7.3.2 Pressure observations
The previously described situation of decoupled layers in the lower PBL
favours the formation of GWs generated by wind shear in a stable envi-
ronment. The formation of the SBL around 18:00 UTC is characterized by
an increase in the wave-like behaviour of the absolute and filtered pressure
records from microbarometers (Figure 7.6 (a and b)). As commented in Sec-
tion 2.2.1, periods greater than 45 minutes have been removed for the surface
filtered pressure (Figure 7.6 (b)) using a high-pass Butterworth filter, in order
to avoid the pressure tendency and the diurnal cycle.
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Figure 7.6: Absolute (a) and filtered (b) surface pressure (hPa) measured by microbarometer
A. c) Morlet wavelet-based energy density (hPa2 s-1). Wave event 1 is indicated
with red rectangles (black in c) and Wave event 2 with dashed black rectangles.
Note: these figures are almost identical for microbarometers B and C.
Two different events can be isolated from the energy increases observed
in the wavelet analysis (Figure 7.6 (c)). The first one corresponds to almost
four cycles of 20-25 minutes of period observed during the SDF stage (from
19:00 UTC to 20:25 UTC approximately, red boxes in Figure 7.6 (a to b)). The
second event is characterized by several oscillations of shorter periods with
two notable cycles of greater amplitude from 20:30 UTC to 21:30 UTC, i.e.
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after the destruction of the SDF by the arrival of the deeper wind (dashed
black boxes in Figure 7.6 (a to b)). Wave parameters for these wave-like struc-
tures have been evaluated using phase differences analysis (see Section 2.2.1)
and are shown in Table 7.3. Both events are analysed in depth in the next
subsections.
a) Wave event 1 (SDF)
Wave parameters have been evaluated from phase differences analysis (see
Section 2.2.1) (Terradellas et al., 2001; Viana et al., 2009). This evaluation
indicates that values for the first part of Event 1 are not well defined (Ta-
ble 7.3, from 19:25 to 20:00 UTC), meaning that these oscillations are not clear
enough due to the superimposition of other structures and motions, which is
a common feature of the real atmosphere. Only the third cycle (from 20:05 to
20:25 UTC) shows a shorter range of wave parameters (Table 7.3), indicating
clearer wave structures with well-defined parameters: direction of propaga-
tion from W towards E, phase speed of around 18 m s-1 and approximate
wavelength between 23 and 30 km.
Table 7.3: Gravity waves parameters evaluated from filtered surface pressure records of
three microbarometers. Uncertainty is indicated inside brackets (range of values).
Note how uncertainty is lower for wave event 2.
Time Period Wavelength Phase speed Direction
(UTC) (min) (km) (m s-1) of propagation (°)
Wave event 1 1925 - 2000 20 - 25 not well defined not well defined not well defined
2005 - 2025 22 - 24 [23 - 30] [17 - 19] [80 - 90]
Wave event 2 2035 - 2055 10,5 - 12 [12 - 15] [18 - 20] [75 - 95]
2105 - 2130 16 -21 [7 - 10] [6 - 9] [32 - 42]
On the other hand, all these oscillations (cycles) of surface pressure were
also observed at Area 2 and at the Edge Area (Figure 7.7), which were located
respectively at 3.8 km (to the south) and 1 km (to the north) from the Micro
A Site. The resolution and accuracy of the barometers (LICOR barometers,
except the microbarometers at Micro Site) located at these sites were not the
most appropriate to apply phase differences analysis. However, they were
used to confirm that these wave-like oscillations were not confined to one
specific place and that they were not limited to local SDFs, only observed at
some places. Additionally, terrain height variance among sites (up to 70 m
of difference between Area 2 and Edge Area, see Table 7.1) and the existence
of some buildings and forests between sites indicate that the propagation of
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SDFs was perturbed, while the propagation of the wave-like motions in the
pressure signals is clearly observed. With these outlines, the hypothesis that
GWs are generated at the top or within the SDF is therefore discarded, while
propagation of GWs in a deeper layer becomes more likely.





















Surface pressure at different sites
 
 
Micro Area - Micro A Site
Area 2 - Corn Site (+ 4.45 hPa)
Edge Area - Grass Site (- 3.6 hPa)
Figure 7.7: Absolute pressure (hPa) observed at three different sites of BLLAST: Micro A
Site at Micro Area (black line), Corn Site at SS2 Area (red line, 3.8 km S from
Micro A Site) and Grass Site at the Edge Area (blue line, 1 km NNW from Micro
A Site). Note that 4.45 (3.6) hPa have been added (subtracted) to the original
value at Corn site (Grass site) in order to compare the records.
Figure 7.8 (a and b) show vertical profiles of both wind speed and wind
direction obtained from the combination of measurements from the descent
of a tethered balloon from 19:52 UTC to 19:58 UTC and tower measurements
at 19:55 UTC. These profiles indicate a relatively strong wind shear not only
at very shallow levels (as seen before due to the SDF), but also up to 100
m agl, with winds blowing from S-SE at surface and from NE above 50 m
agl. Note also the slight LLJ around 100 m agl. The Brunt-Väisälä frequency
(NBV , Equation 1.2) (Figure 7.8 (d)) has been calculated using temperature
data from these sources (Figure 7.8 (c)) and it shows continuous stable con-
ditions (SBL) up to approximately 200 m agl. This means that, theoretically,
the GWs observed by the microbarometers could propagate from surface up
to this height and are trapped in this layer.
It is difficult to explain the physical mechanism leading to the formation
of the observed GWs with the available data, therefore, several hypotheses
are offered. The first one is the intense wind shear (both in direction and
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speed of the wind) between layers in the lowest atmosphere. The conver-
gence of SDFs from S-SE and the previous NE winds or the interaction of
these shallow flows with the complex orography in a region located more to
the south are other hypotheses for the GWs generation. Besides this, other
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Figure 7.8: Vertical profiles considering combinations of measurements from 8-m tower mea-
surements (from 1 m to 8 m agl), 60-m tower measurements (15 m agl) and the
tethered balloon’s descent measurements (from 30 m up to 300 m agl) approxi-
mately at 19:55 UTC. a) Wind speed (m s-1). b) Wind direction (°). c) Temperature
(°C). d) Brunt-Väisälä frequency (NBV , Equation 1.2) (s-1).
Wave-related oscillations in other surface parameters (wind speed, wind
direction and temperature) were also observed at all the locations (see Fig-
ure 7.2 and Figure 7.4), which indicate the effect of the GWs by alternat-
ing horizontal divergence and convergence patterns. Although the agree-
ment between surface pressure and other parameters oscillations is quite
good in some cases, linear polarization equations have been not applied to
these records because of the existent difficulties when trying to isolate ’clean’
records in a real atmosphere like the case presented here. These difficulties
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have also been reported in other works (e.g. Nappo, 2012; Mahrt, 2014; Sun
et al., 2015b).
b) Wave event 2 (mountain-plain wind)
Evaluated parameters for the second wave event show differences compared
to the first one. In this case, the event is characterized by values with little
variation (Table 7.3), especially for the two noteworthy oscillations which
caused the highest energy signal observed in the wavelet energy analysis.
This indicates a clear propagation and an absence of perturbations from
other motions. These surface pressure oscillations were also observed at sites
separated more than 4 km (Figure 7.7), which also gives an idea of their
horizontal propagation.
The higher amplitudes observed in the surface pressure compared to wave
event 1 could be due to changes in the depth of the duct layer or stable layer
where the GWs were propagating (see comment in the discussion journal,
Román-Cascón et al. (2015e) or the case study presented in Chapter 6). That
is, the Brunt-Väisälä frequency vertical profile at this stage is likely different
than the one shown in Figure 7.8 (d) (at 19:55 UTC), but this fact could not
be checked due to the unavailability of tethered balloon or radio-sounding
data after 20:00 UTC.
The oscillations observed in surface pressure from 20:35 UTC onwards are
related to oscillations in other parameters, such as wind speed (Figure 7.2
(a)), wind direction (Figure 7.2 (b)) or temperature (Figure 7.2 (c)). The wind
during this stage is characterised by a wave-like behaviour related to the
passage of the GWs, as is observed when compared to filtered surface pres-
sure records (dotted black line in Figure 7.2). Although the oscillations in
wind speed have approximately the same period as the oscillations in pres-
sure, the agreement between maxima and minima of both variables is not
constant, while the turning of wind due to the GWs is more obvious. In
this case, maxima in surface pressure coincides with turnings of wind to the
south and minima in pressure with turnings to the east direction. These os-
cillations have an approximate amplitude of 30-45°. Regarding temperature
close to the surface, oscillations of several degrees of amplitude were also
observed at different heights and sites (see for example Figure 7.2 (c) at the
Divergence site). These oscillations are again moderately correlated to sur-
face pressure, as in wave event 1. The variations in temperature and wind
caused by the GWs at some levels led to a complex evolution of the gradients
of these parameters with height, which in turn becomes very important for
the surface fluxes and turbulence close to the surface, analysed in the next
section.
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7.3.3 Surface turbulence: height differences
The dependence of turbulent parameters on height has been analysed using
sonic anemometers at three heights (0.80, 2 and 8 m agl) installed in an 8-m
tower at the Divergence Site. Large differences were observed in wind and
temperature records between near-ground and upper levels (Figure 7.2) due
to the microscale and local behaviour of the SDFs observed at some locations.
The turbulent parameters were affected by these differences and the general
evolution shows several peculiarities which are analysed hereinafter through
MRFD techniques.
For a clearer interpretation of the following figures, one must keep in mind
that the x-axis shows the time in UTC and vertical axis indicates temporal
scales (logarithmic), while the colour bar shows the magnitude of the friction
velocity or kinematic heat flux. Therefore, colours indicate the contribution
of different temporal scales to the total value of each turbulent parameter.
a) Friction velocity
A wide range of temporal scales contributed to the friction velocity (Fig-
ure 7.9) during the mixed stage (until 18:30 UTC approximately). However,
the smallest scales (below 1 s) were more predominant at 0.8 m agl than at 8
m agl, due to the effect of the surface ground generating very small eddies.
Moreover, larger scale eddies (from 10 s to 800 s) were more relevant at 2
and 8 m agl.
The near-calm stage was especially noticeable at the lowest level (0.8 m
agl), where a decrease for timescales below 200 s is clearly observed (around
18:45 UTC), as a consequence of the decrease in wind and stabilization of
the layers very close to the ground. There is still an observed peak for con-
tributions from larger scales (more than 300 s), which is probably the result
of larger eddies from the residual layer still present above.
The formation of the SDF after the near-calm stage (around 19:00 UTC) en-
hanced the turbulence very close to the surface (0.8 m agl). However, friction
velocity values remained very low for almost all scales at 2 m agl (SDF maxi-
mum of wind), while some turbulence is observed at 8 m agl. This indicates
the generation of turbulence by the SDF very close to the ground and above
the shallow flow, but not in the middle of the flow (see also comment on
Román-Cascón et al. (2015e), discussion stage of the paper associated with
this chapter). This is the result of the SDF wind profile (Figure 7.3), with
maximum around 2-3 m agl and with wind speed shear vanishing right at
this maximum.
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a) Friction velocity (m s
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Figure 7.9: Multi-resolution flux decomposition (MRFD) of the friction velocity (m s-1) at 0.8
m agl (a), 2 m agl (b) and 8 m agl (c) at the Divergence Site.
A wave-like pattern is also observed in the evolution at this stage, i.e. the
friction velocity MRFD analysis shows alternating increases and decreases
for scales between 0.5 and 20 s, especially at 0.8 m agl (Figure 7.9 (a)). This
pattern is associated with the GW-related oscillations seen in the wind speed
time series.
The SDF wind shear from 2 to 8 m agl disappeared around 20:00 UTC,
when wind speed at all levels converged to the same value. This is trans-
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lated to an increase in the friction velocity at 2 m agl, where the minimum
was observed during the previous SDF stage. The decrease in wind shear
above 2 m agl also caused an observed decrease in turbulence at 8 m agl
around 20:00 UTC. Later on, the arrival of the mountain-plain wind caused
the complete destruction of the SDF and the wind shear at low levels de-
creased considerably. In this case, the mountain-plain wind generated turbu-
lence more effectively at all levels, without the clear minimum observed in
the SDF stage.
Contributions to the friction velocity from larger scales are also observed
from 19:30 UTC onwards, associated with the wave event 1. In this case,
contributions from 60 to 800 s are separated from smaller scale turbulence
(around 2 s) by the spectral gap at 20-60 s approximately. That is, the ab-
sence of a continuous signal in the MRFD indicates that these contributions
to the friction velocity are due to different mechanisms. Since wave scales
are not supposed to contribute significantly to the turbulent mixing, these
scales should not be included in a total flux calculation and an averaging
window of no more than 20-60 s should be used during this period. How-
ever, there is still an open question about the possibility that some of these
contributions to the friction velocity from scales between 60 to 800 s are in
fact also turbulence, but are generated by the GWs themselves, in which case
they should be included in a total turbulent flux calculation. In any case, the
conclusions obtained from this case study and from this data set should not
be applied to other data sets, due to the complexity of the studied event and
local features (see comment of scientific discussion in Román-Cascón et al.
(2015d)).
b) Kinematic heat flux
Kinematic heat flux at different heights (Figure 7.10) changes from upwards
to downwards at different times. This change happens first at the lower level
and then more than half an hour later at 8 m agl, as result of the progressive
stabilization of the layers upwards from the surface. After this moment (and
already with negative fluxes), there is an increase in the negative fluxes ob-
served at 18:15 UTC, especially at 0.8 and 2 m agl and of scales between 1
and 100 s (green colours in Figure 7.10 (a and b)), as a consequence of the in-
crease in the temperature gradient of the low levels. Later on, the kinematic
heat flux magnitude decreases again (yellow colours in Figure 7.10), which
is directly related to the strong decrease in wind speed during the near-calm
period.
The SDF stage is characterized by an increase in the contribution of small
scales (around 1 s) to the surface kinematic heat flux very close to the ground
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(at 0.80 m agl, green and blue colours in Figure 7.10 (a) from 19:00 UTC
to 20:00 UTC) due to the SDF-related increase in friction velocity seen in
the previous section. However, at 2 and 8 m agl, this stage is characterized
by very low kinematic heat fluxes (near 0, orange colours) because both
temperature and wind gradients are smaller at these heights.
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Figure 7.10: Multi-resolution flux Decomposition (MRFD) of kinematic heat flux (K m s-1)
at 0.8 m agl (a), 2 m agl (b) and 8 m agl (c) at the Divergence Site.
Considering the height of 0.8 m agl (Figure 7.10 (a)), it should be noted
that the temporal scales (around 1 s) contributing to the turbulence in this
SDF period are smaller when compared to the scales observed before the
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arrival of the density current. The mean wind speed at 0.8 m agl (not shown)
was of approximately 1 m s-1 from 18:00 UTC to 18:30 UTC and of 1.5 m
s-1 during the SDF stage (19:00 UTC to 20:30 UTC). If the frozen eddies
hypothesis of Taylor (Stull, 1988) is applied to convert temporal scales to
length scales for both periods, approximate eddy sizes of 5 m and 1.5 m are
obtained respectively. In fact, the turbulence generated near surface due to
the SDF is observed only in the lowest levels, but not at higher levels, while
during the period previous to the near-calm situation (18:00 UTC to 18:30
UTC), this increase in turbulence was also observed at 2 m agl and up to 5
m agl (not shown). The same can be concluded from friction velocity MRFD
(Figure 7.9) and it is indicative of the small eddies generated by the SDF
by friction with the ground compared to the predominant eddies during
low-winds-stable situations (period previous to the near-calm situation).
Finally, the arrival of the mountain-plain wind causes an increase in tem-
perature at all levels except 8 m agl (Figure 7.2 (c)), meaning that the wind
is causing mixing among the lowest levels and breaking the SDF. That is, air
from aloft is brought to lower levels and therefore the temperature increases,
but this increase is progressive with height; it takes place sooner and it is
more pronounced at higher heights, enhancing the temperature gradient be-
tween levels located very close to the ground. This fact and the increase in
wind lead to an enhancement of the negative surface kinematic heat fluxes
at 0.8 m agl (blue colours in Figure 7.10 (a)) at 20:15 UTC. However, the mix-
ing at the highest level (8 m agl) causes the homogenization of the layer and
therefore the heat flux does not increase (Figure 7.10 (c)) at 8 m agl. Later on,
several increases and decreases in the heat flux are observed (especially at
0.80 m agl), corresponding to the wave-like behaviour of this period. As seen
in the friction velocity MRFD, the turbulent scales are well separated from
non-turbulent motions by a spectral gap around 10 s. Again, the selection
of a higher averaging window could cause an overestimation of the fluxes,
since large scales could be associated with GWs.
7.3.4 Surface turbulence: site differences
The difficulties estimating surface fluxes over heterogeneous terrain are well
known, especially during very stable situations. In this section the evolution
of turbulent parameters is compared through MRFD performed over mea-
surements of three nearby sonic anemometers located at the so-called Edge
Area. These instruments were strategically deployed on different land use
sites and separated around 60 m among them, allowing to analyse the ef-
fect of the different roughness lengths and land use over surface turbulence.
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These sonic anemometers were installed at 2 m agl over grass (10 cm height
approximately), wheat (80 cm height approximately) and over the border
between them. This border (boundary site) was composed by denser vegeta-
tion (harder) and a small ditch (see van de Boer et al. (2014) and comment
on Román-Cascón et al. (2015d) for more information and figures about the
Edge Area).
a) Friction velocity
The near-calm period is observed at all the places some minutes before 19:00
UTC but with slight differences in the starting time (Figure 7.11). The SDF
was not effectively formed at the Edge Area (see Figure 7.4 (a and b)), and
therefore, a clear related increase in surface turbulence was neither observed
at the Grass Site, nor at the Wheat Site. However, certain increase in turbu-
lence is observed at the boundary between these places (Figure 7.11 (c) from
19:00 to 19:45 UTC) and reveals the turbulence enhancement effect of this
border.
The wind records at the Grass Site were clearly characterized by a wave-
like behaviour during this stage with a maximum observed at the lowest
levels (less than 5 m agl) around 19:30 UTC, which indicates an attempt of
settling of some SDF (see Figure 7.4 (a)). This increase in wind does not cause
a direct increase in mechanical turbulence at the Grass Site (Figure 7.11 (a)),
but it does it over the Boundary Site (Figure 7.11 (c)). This increase is possibly
a consequence of the crash between a shallow flow from SE (from Grass Site)
and the denser and higher vegetation at the Boundary Site. Beyond this point
(at the Wheat Site) this increase is again not observed, except for very small
scales (below 1 s). This fact is contrary to the processes observed at the Grass
Site, where these small contributions were almost suppressed from 18:30 to
20:15 UTC, as a result of very small winds observed at the Grass Site during
this period. These low winds observed at the Grass Site could be in turn
affected by the maize field located upwind (to the south, see comment on
Román-Cascón et al. (2015c) in the discussion stage of the paper associated
to this chapter).
With the arrival of the mountain-plain wind around 20:15 UTC, the turbu-
lence slightly increases at the Grass and Wheat Site, while there is a marked
increase at the Boundary Site (Figure 7.11 (c)), highlighting again the impor-
tant effect of this obstacle between both places generating turbulence. In this
stage, the very small-scale turbulence increase was observed at both sites,
although it is more noticeable at the Wheat Site. The important increase in
wind observed at the Grass Site some minutes before 20:30 UTC (Figure 7.4
(a)) is the cause of this enhancement observed in the friction velocity MRFD.
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Figure 7.11: Multi-resolution flux decomposition (MRFD) of the friction velocity (m s-1) at
Grass (a), Wheat (b) and Boundary (c) Sites (located at Edge Area and at 2 m
agl).
However, reasons for the specific scale-contributions in this case are dif-
ficult to determine and are probably related to the roughness length of the
different surfaces. It seems that unlike in the SDF stage, the grass roughness
is acting efficiently in the generation of turbulence, mainly because of the im-
portant increase in wind speed observed at 2 m agl at 20:25 UTC (Figure 7.4
(a)), where the wind changes radically with the arrival of the mountain-plain
wind.
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Finally, the effects of the observed GWs are also present at all the sites,
with important large-scale contributions for scales higher than 100 s and
especially for scales of the order of minutes, as seen also before at the Diver-
gence Site (Figure 7.9). However, the GWs effects are not only observed over
these large-scale contributions; there is a clear wave-like behaviour in tur-
bulent scales (intermittent turbulence) during the whole period, with maxi-
mum followed by minimum contributions for all the involved scales. This is
the result of the alternating horizontal divergence and convergence patterns
of the SBL caused by the waves. That is, the oscillations observed in temper-
ature and wind profiles at different heights are causing alternating increases
and decreases in the temperature and wind gradients, which is consequently
translated into these changes in surface fluxes.
b) Kinematic heat flux
Large differences have also been found among surface kinematic heat fluxes
analysed at these three nearby but different places (Figure 7.12). It is interest-
ing to note that the kinematic heat flux changes from upward to downward
considerably later at the Wheat Site than at the other sites. The wheat was
drier in this season and therefore the daytime convection is more intensive
and the decay takes longer. Consequently, the increase in negative surface
kinematic fluxes due to the stabilization of the layer around 18:00 UTC at
the other sites is not observed at the Wheat Site. The characteristics of the
wheat canopy could also play a role limiting the effect of the radiative cool-
ing by the wheat itself.
The near-calm period just before 19:00 UTC is well observed at all sites, es-
pecially at the Grass Site, where the diffusion of heat was almost completely
suppressed for all scales. Later on, during the SDF stage, there is a tendency
toward very small kinematic heat fluxes over wheat and grass surfaces (yel-
low colours), while an increase in the negative heat fluxes is observed at
the edge between the sites (Boundary Site, Figure 7.12 (c)), as also seen and
explained in the previous section (greater friction velocity).
The consequences of the arrival of the mountain-plain wind are also very
different depending on the site. Contrary to expected, a reduction of the sur-
face fluxes is observed when the wind increases, and only small scales are
contributing to diffuse the heat downward at the Grass Site (yellow colour
below 3 s versus orange colour for contributions between 3 to 60 s, from
20:15 UTC onwards). Although the mechanical turbulence slightly increased
at this time (Figure 7.11 at 20:15 UTC), the kinematic heat flux drop was
probably caused by the mixing that occurred at higher levels, leading to a
reduction of the temperature gradient. In contrast, the effect of the mountain-
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Figure 7.12: Multi-resolution flux decomposition (MRFD) of kinematic heat flux (K m s-1)
at Grass (a), Wheat (b) and Boundary (c) Sites (located at Edge Area and at 2
m agl).
plain wind over the Wheat site was to cause the enhancement of the nega-
tive kinematic heat fluxes, the explanation of which is hard to determine,
since the temperature gradient behaviour was similar at the Grass Site (not
shown).
The gap between turbulent and larger scales is very well-defined at these
sites during the whole period. There are clear alternations between posi-
tive and negative values (red and blue colours) of large scales, which is
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a distinctive characteristic of GWs (Viana et al., 2009, 2010). The spectral
gap is especially well marked at the Boundary Site (Figure 7.12 (c)), where
a change from negative (turbulence) to positive contributions (probably re-
lated to waves) is observed around 60 s from 19:00 UTC onwards. In this case,
an inappropriate choice of the averaging interval when using eddy covari-
ance methods to estimate turbulent parameters could lead to an important
underestimation or even be the cause of the counter-gradient fluxes found
sometimes in SBLs.
7.4 summary and conclusions
Several stable-boundary-layer processes occurring along the afternoon and
evening transition during the 2nd of July 2011 (IOP 10) of the BLLAST field
campaign have been analysed in detail taking advantage of the large amount
of accurate and high frequency instrumentation deployed over the area of
Lannemezan (France).
Shallow drainage flows (SDFs) were formed just after the near-calm period
of the afternoon at different locations due to small local slopes. The forma-
tion of these density currents led to untypical wind profiles, with maxima
in wind speed around 2-3 m agl, decreasing winds with height and marked
changes in wind direction among different levels. These SDFs (not observed
at all the sites due to heterogeneities of the area) were eroded by the arrival
of a mountain-plain wind. This deeper wind was more associated with the
scale of the Pyrenees and caused partial mixing and the establishment of
new wind and temperature profiles.
Time series of pressure, wind and temperature showed a wave-like pattern
during the SDFs stage and during the mountain-plain wind. The availabil-
ity of precise and high-frequency data of surface pressure from an array
of microbarometers allowed to evaluate wave parameters, which indicated
a shorter (more precise) range of values for gravity waves (GWs) parame-
ters during the mountain-plain wind, with smaller wavelengths and phase
speeds. These GWs were observed at different locations, indicating a non-
local character and a clear propagation. Tethered balloons and tower mea-
surements indicated stable stratification at least up to 200 m agl, wind direc-
tion changing with height and even a weak LLJ around 100 m agl. This wind
shear or even the LLJ effects are proposed to be involved in the generation
of these GWs, which in any case were trapped within the SBL. However, the
effect of the nearby hilly terrain could also be important.
Finally, the effects of these different processes on the surface turbulent
parameters (friction velocity and kinematic sensible heat flux) have been
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studied in detail using MRFD techniques from sonic anemometers data at
different heights and sites. The microscale and shallow nature of some of
these processes is underscored by the differences found at several heights.
The selection of the height of the sensor could lead to underestimations of
surface fluxes or turbulent parameters when density currents are present in
very shallow layers, specially if sonic anemometers are located at the SDF
wind-maximum height (minimum in turbulence). The dependence of these
turbulent parameters on the land-use and terrain is also highlighted through
the comparison among the MRFD at the grass, wheat and at the boundary
between both sites.
MRFD is shown to be a powerful tool to determine the averaging-window
needed to compute turbulent parameters or fluxes from the spectral gap ob-
served between turbulent and larger-scale motions, as done in Nappo et al.
(2008) or Durden et al. (2013), where GWs scales are removed from the flux
computation in order to avoid overestimation of fluxes. Otherwise, possi-
bly wrong estimations of momentum (overestimation) and heat (overestima-
tion, underestimation or even false counter-gradient) turbulent fluxes can be
assumed. However, there is still an open question about the possible over-
lapping between wave scales and wave-generated turbulence (separated by a
spectral gap from turbulence of smaller scales created by other mechanisms).
In this case, part of these larger scales should be definitely included (Ver-
cauteren and Klein, 2014), since their turbulent behaviour would contribute
to the diffusion of scalars. These considerations must be taken into account,
especially when analysing SBLs over heterogeneous terrain and during the
evaluation of numerical models performance with field measurements.
CONCLUDING REMARKS
Things in life are normally oscillating and sometimes foggy. Both can




C O N C L U S I O N S A N D F U T U R E W O R K
This last chapter presents the most relevant conclusions obtained from this thesis
and their applicability. Besides, a point-by-point listing of the specific conclusions
obtained after every chapter of results is provided, in order to facilitate the reading
of these findings. Possible future work points are also provided for each issue.
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8.1 general conclusions and applicability
The main objective of this thesis was to gain knowledge about two SBL phe-
nomena (gravity waves and radiation fog), with special emphasis on their
interactions with turbulence. Thus, some new helpful insights for the physi-
cal understanding and forecasting of these phenomena have been provided:
• It has been shown how the numerical forecasting of radiation fog with
the WRF model can be improved through the specific selection of
physical parameterizations, obtaining successful predictions, although
some deficiencies of the model have also been highlighted. Radiation-
fog forecasting through statistical methods (M14) is also a valid alter-
native, specially for nowcasting with observations. These results are
expected to be useful for NWP modellers and operational forecasters
that try to improve the forecast of this phenomenon. The differences be-
tween shallow and deep radiation fog are also shown in terms of their
different vertical profiles of temperature and through their distinct val-
ues of surface turbulence. Thus, the fog-top height can be estimated
from surface turbulent measurements. This result opens a new way
for the estimation of this variable with a sonic anemometer deployed
at surface, which could be operationally implemented, for example at
airports or at the World Meteorological Organization (WMO) stations.
• The observational analysis of two case studies of GWs has served to
understand how these phenomena can be formed and propagated in
the atmosphere. In one of the cases, the ducting mechanism was de-
scribed and the features of the GWs were associated to the thickness
of the duct layer, while the GWs formation was linked to the wake
low located at the rear part of a MCS. The other case study showed
how drainage flows of different scales governed the structure and evo-
lution of the SBL during the evening transition at the BLLAST site,
while at the same time GWs appear to coexist with them and propa-
gate in the whole SBL. It is expected that the descriptions provided in
this thesis will serve to improve the representation of these processes
in NWP models. The analysed GWs influenced notably the turbulence
at different heights and sites. These structures were clearly separated
from small-scale turbulence by a spectral gap, which should be taken
into account when calculating surface fluxes. However, there is still
an open question about the diffusive or non-diffusive character of the
structures linked to GWs, whose time scales are lower than the GWs
ones but higher than those of the turbulent motions.
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8.2 specific conclusions and future work
This section allows the reader to have a quick point-by-point look of the
specific conclusions obtained after each chapter of results.
Chapter 3 - WRF sensitivity experiments (Román-Cascón et al., 2012).
• OBJECTIVE:
- To determine the ability of the WRF model simulating radiation fog
under different physical options of the model.
• CONCLUSIONS:
- The results depended on the analysed case study (the physical param-
eterizations do not behaved equal for shallow or deep fogs).
- The model normally overestimates the nocturnal surface temperature.
However, the mixing ratio is also overestimated in many cases, lead-
ing to a successful prediction of fog (combination of errors leading to
correct relative humidity values).
- The model normally overestimates the fog vertical extension.
- Sensitivity experiments to physical parameterizations:
– PBL: MYNN and QNSE provide better results for fog modelling.
– Gravity-settling option: it produces shallower fog (more realistic).
– Surface-layer: no-significant influence.
– Microphysic: Lin et al. and Goddard improve fog forecasting.
– Land-surface: RUC improves the results for shallow fog.
• FUTURE WORK:
- To focus on the technical configuration of the model (horizontal reso-
lution, number of domains, nesting or not, spin-up, etc.).
- To perform experiments including data assimilation.
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Chapter 4 - Forecasting radiation fog (Román-Cascón et al., 2015a).
• OBJECTIVES:
- To evaluate and extend the M14 method at two contrasting sites.
- To evaluate the ability of WRF simulating radiation fog.
- To develop a radiation-fog climatology for the studied sites.
• CONCLUSIONS:
- The results of applying M14 at CESAR and CIBA were quite satisfac-
tory, especially for nowcasting using observations.
- The threshold values of the key-variables for fog formation can be
modified to improve the hit-rate (H-R) or false-alarm rate (F-A), de-
pending on the purposes of the forecaster.
- The use of WRF model output as predictors for the M14 method does
not provide satisfactory performance indicators.
- The WRF model was able to simulate radiation fog at the expense
of sophisticated physical options and high resolution, although the re-
sults were highly sensitive to the spin-up time:
– Long and adequate spin-up times are required to let the model to
get in balance with the initial conditions.
– The downscaling from a coarser model is contraindicated and the
use of data assimilation encouraged, as well as the use of higher
and lower resolution models with similar physics and dynamics.
This could avoid the spurious waves formed during the spin-up.
- CESAR: radiation-fog events are distributed throughout the whole
year, they form soon after sunset and are not persistent.
- CIBA: radiation-fog events occur mainly during late-autumn/winter.
They form later in the night in general (after strong nocturnal surface
cooling) and they are more persistent than at CESAR.
• FUTURE WORK:
- To apply M14 method in near-real time and continuous mode at CIBA
or CESAR with relatively simple programs (work in progress).
- To use a similar statistical approach, but with neural networks, using
the information of more variables (work in progress).
- To use data assimilation or higher and lower resolution models with
similar physics and dynamics.
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Chapter 5 - Estimating fog-top height (Román-Cascón et al., 2015f).
• OBJECTIVES:
- To provide new methods for the estimation of fog-top height through
surface turbulent measurements.
- To evaluate the skill of the estimation of fog-top height through verti-
cal profiles of temperature (TC method).
• CONCLUSIONS:
- Fog thickness can be estimated with a unique sonic anemometer de-
ployed at surface, since it follows a linear correlation with surface fric-
tion velocity and buoyancy flux (for convectively active fog).
- The use of w′θ′v overestimates the fog thickness during daytime.
- TC method offers satisfactory results for deep fog (∼ 100 m or more),
but it is unsuccessful for shallow and some very deep fog events.
- The upper layer in very deep fog (∼ 200 m) is somehow decoupled
from the lower layers in some cases associated with relatively low-
moderate values of surface friction velocity. Thus, the TC method tends
to slightly underestimate fog thickness during these cases.
• FUTURE WORK:
- Further calibrations and studies at other sites are required to detect
site/instrument dependences and to contrast the equations obtained
for the estimation of fog-top height based on turbulent measurements.
- The characterization of the turbulence at different heights within fog
would add valuable information for the understanding of its life cycle.
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Chapter 6 - GWs associated with a MCS (Román-Cascón et al., 2015g).
• OBJECTIVES:
- To analyse observationally near-monochromatic oscillations detected
in surface pressure records.
• CONCLUSIONS:
- The detected GWs were preceded by a surface pressure drop, identi-
fied as the MCS wake low.
- The wave parameters presented a short range of values, indicating
near-monochromatic GWs.
- The downdraughts related to the wake low are proposed to be the
most likely mechanism generator of GWs, although the complex orog-
raphy of the area could also play an important role.
- The GWs were propagated horizontally and they were ducted in a
layer between ground and 2000 m agl. This height was determined by
a wind sheared zone with a critical level.
- The observations suggest some proportionality between the position
of the critical level (thickness of the duct layer) and the dimensions and
parameters of the GWs.
- Associated wave-like oscillations were also detected in the wind, tem-
perature and humidity time series close to the surface and within the
lower troposphere.
- The GWs passage produced an increase in turbulence, flux-contribution
from larger temporal scales and counter-gradient heat fluxes.
• FUTURE WORK:
- To analyse similar case studies in sites with availability of similar
instrumentation. Thus, the duct layer can be determined and we could
obtain a better understanding of its relation with the GWs features.
- To determine whether events with these features are only observed
close to mountainous areas or if they can be associated with MCS
formed over flat terrain. This can provide information about the role
of the mountains in such events.
- To carry out ideal simulations with numerical models (with controlled
orography) specially developed for the representation of these type of
GWs, in order to gain knowledge about the formation mechanisms.
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Chapter 7 - GWs related to drainage flows (Román-Cascón et al., 2015b).
• OBJECTIVES:
- To analyse in detail the interactions between evening transition pro-
cesses and turbulence in the SBL.
• CONCLUSIONS:
- Local SDFs form at BLLAST site due to small slopes.The mountain-
plain wind is more associated with the scale of the Pyrenees and arrive
later, causing mixing at the lowest levels.
- The GWs were observed at different locations, indicating a non-local
character and a clear propagation. They were trapped in the SBL but it
was not possible to specify the formation mechanisms.
- The selection of the height of the sensor could lead to underestima-
tions of surface fluxes when density currents are present in very shal-
low layers, especially if sonic anemometers are located at the SDF wind-
maximum height (minimum in turbulence). These turbulent parame-
ters are also highly variable in a heterogeneous area such as BLLAST.
- Possibly wrong estimations of momentum (overestimation) and heat
(overestimation, underestimation or even false counter-gradient) turbu-
lent fluxes can be assumed if the averaging-window for flux computa-
tion is not correctly determined from the spectral gap.
- Structures with temporal scales lower than those of the GWs usually
appear associated with the GWs (sometimes manifested as counter-
gradient buoyancy fluxes). These scales are separated from the turbu-
lent ones by a well-defined spectral gap. There is still an open question
about the diffusive or non-diffusive character of these structures. Thus,
it is not clear if they should be included in a total flux computation.
• FUTURE WORK:
- In my opinion, it is crucial to know if the GW-related structures (larger
than turbulence but lower than GWs scales) are turbulent and diffusive
or coherent and non-diffusive for a correct estimation of surface fluxes
in SBLs. To study this, further analyses should be done over cases like
the one presented in this thesis.
- To extend the study for the BLLAST area in order to find a general
pattern in the generation of GWs during similar weak-synoptic condi-
tions and to focus on the vertical velocity-surface pressure correlation
to better understand the wave-turbulence interactions.
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L I S T O F A C R O N Y M S
agl above ground level
asl above sea level
BLLAST Boundary-Layer Late Afternoon and Sunset Turbulence
CBL convective boundary layer
cbl cloud base lowering
CCN cloud condensation nuclei
CESAR Cabauw Experimental Site for Atmospheric Research
CIBA Research Site for the Lower Atmophere (Centro de Investigación de la Baja Atmósfera)
ECMWF European Centre for Medium-range Weather Forecasts
F-A false-alarm
GSS Gilbert skill score
GW gravity wave
HATPRO Humidity And Temperature PROfiler
H-R hit rate
IOP intensive observational period
LEVD Valladolid-Villanubla airport (ICAO code)
LFBT Tarbes-Lourdes-Pyrenees airport (ICAO code)
LWC liquid water content
NCEP National Centre for Environmental Prediction
NWP numerical weather prediction
M14 Menut et al. (2014)
MCS mesoscale convective system
MRFD multi-resolution flux decomposition
MYNN Mellor-Yamada Nakanishi and Niino
MYJ Mellor-Yamada-Janjic
PBL planetary boundary layer
QNSE Quasi-Normal Scale Elimination
RH relative humidity
RRTM Rapid Radiative Transfer Model
SBL stable boundary layer
SDF shallow drainage flow
SL surface layer
UHF ultra-high frequency
UTC Coordinated Universal Time
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