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a b s t r a c t
The traditional lot-sizing problem is to find the least cost production lot-sizes in several
time periods. We consider the lot-sizing model together with simultaneous selection of
suppliers, which have variable and fixed costs. We study the underlying polytope. We
provide valid inequalities for the uncapacitated case and we give sufficient and necessary
conditions for facet-defining inequalities. We also give a full description of the underlying
polyhedron. For the general capacitated case, we show how to derive several families of
valid inequalities from standard lot-sizing valid inequalities.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The lot-sizing problem has been extensively studied in the past. The book Pochet and Wolsey [1] provides an excellent
treatment of various topics on lot-sizing. Since the early work on lot-sizing in late nineteen fifties, the model has been
enhanced mostly in the direction of considering multi-item multi-stage problems.
In this work we consider the single-item single-stage lot-sizing problem with supplier selection. We assume that a set
of suppliers is given and in each time period we decide lot-sizes and a subset of suppliers to use. With each supplier we
associate the variable cost corresponding to the actual cost of the material and the fixed cost of using a particular supplier.
Let T = {1, . . . , t} be the set of production periods and let N = {1, . . . , n} be the set of suppliers. The single-item lot-sizing
problem with supplier selection (LSSS) is formulated as the following mixed integer program
min

i∈T
hisi +

i∈T

j∈N
(pi + cji)wji +

i∈T
fpiyi +

i∈T

j∈N
fsjizji
si−1 + xi = di + si i ∈ T (1)
xi ≤ Ciyi i ∈ T (2)
xi =

j∈N
wji i ∈ T (3)
wji ≤ Kjizji i ∈ T , j ∈ N (4)
s0 = st = 0
x ≥ 0, w ≥ 0, s ≥ 0
y binary, z binary.
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Here, xi, si represent the lot-size and stock in period i, yi indicates whether a production set-up cost must be incurred in
period i, wji represents the amount sourced from supplier j in period i, and zji indicates whether a fixed sourcing cost must
be incurred with supplier j in period i. Values hi, pi, fpi, and di are the holding cost, variable production cost, production
set-up cost, and demand in period i, respectively. Quantities cji and fsji represent the variable and fixed sourcing set-up cost
for supplier j in period i. C ’s and K ’s are production and supplying capacities, which without loss of generality we assume
are integral. This model assumes that for each unit we need one unit of supply. Note that this is without loss of generality
since otherwise we scalew and adjust K ’s accordingly. We assume that di is a positive integer for each i ∈ T .
This model is clearly an extension of the single-item single-stage model. On the other hand, it is a special case of
the two stage model, where inventory at the second stage is not present. We first study the polyhedral structure of the
uncapacitated case. We give a family of inequalities that completely describe the underlying polytope. We prove necessary
and sufficient conditions for facet inducing inequalities.We also derive families of valid inequalities for the capacitated case.
These inequalities are based on valid inequalities for the standard lot-sizing polytope and valid inequalities for the single
node fixed-charge network flow polytope.
The most relevant work to ours is the work by Barany et al. [2] on the single-item single-stage uncapacitated lot-sizing
problem. The authors give a full description of the underlying polyhedron. The version of LSSSwithout fixed production costs
and without capacities on production and suppliers has been studied by Aghezzaf and Wolsey [3]. Bhatia and Palekar [4]
give a description of the extreme vertices for the same case. Next we briefly review some recent lot-sizing research focusing
mostly on integer programming aspects. Constantino [5] gives a description of the convex hull of feasible solutions to a
relaxation of the problem with lower bounds on order and production levels. Pochet and Wolsey [6], Constantino [7], and
Agra and Constantino [8] consider the case with backlogging and start-ups. Belvaux and Wolsey [9] introduced models for
various practical lot-sizing problems and a specialized branch-and-cut optimization system. For the single-item single-stage
capacitated lot-sizing problem, [10–13] focus on valid inequalities based on different relaxations. Valid inequalities for the
constant order capacities case are given by Pochet and Wolsey [14], Pochet [10], and Leung et al. [15].
In Section 2 we study the uncapacitated case and we present polyhedral related results. Section 3 gives valid inequalities
for the capacitated case.
2. A polyhedral study of the uncapacitated case
In this section, we study the underlying polyhedron of the LSSS for the case without production or supplier capacities.
For any i ∈ T , j ∈ T , j ≥ i we denote dij = jk=i dk. In addition for ease of notation we define [l] = {1, 2, . . . , l} for an
integer l.
Let
S∞ =

(y, w, z) ∈ Bt × Rtn × Btn|
l
i=1

j∈N
wji ≥ d1l l = 1, . . . , t − 1
i∈T

j∈N
wji = d1t
j∈N
wji ≤ dityi i ∈ T
0 ≤ wji ≤ ditzji i ∈ T , j ∈ N

.
Here B = {0, 1}. Note that we have eliminated the inventory and the production variables from the formulation by using
(3) and si =ij=1(xj − dj), which follows from (1). Let P∞ be the convex hull of S∞.
2.1. Facet-defining inequalities
We first study the facial structure of P∞. Before identifying facet-defining inequalities, we need to determine the
dimension of P∞.
Proposition 1. The dimension of P∞ is 2nt + t − 2.
Proof. Note that y1 = 1 andi∈T j∈N wji = d1t are valid equalities and therefore the dimension is less than or equal to
2nt + t − 2. It is easy to exhibit 2nt + t − 1 affinely independent feasible solutions. 
In the next proposition, we give new valid inequalities.
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Table 1
A small example.
l S U Inequality
3 {1, 3} U1 = {2},U3 = {2} w21 + w23 + 13z11 + 7z13 + 9y2 ≥ 13
3 {1, 2} U1 = {2},U2 = ∅ w21 + 13z11 + 9z12 + 9z22 + 7y3 ≥ 13
3 {1, 2, 3} U1 = {2},U2 = {2},U3 = {1, 2} w21+w22+w13+w23+13z11+9z12 ≥ 13
2 {1, 2} U1 = {1, 2},U2 = ∅ w11 + w21 + 2z12 + 2z22 ≥ 6
2 {1} U1 = {2} w21 + 6z11 + 2y2 ≥ 6
Proposition 2. Let l ≤ t, S ⊆ [l], and for every i ∈ S let Ui ⊆ N. Then
i∈S

j∈Ui
wji +

i∈S
dil

j∈N\Ui
zji +

i∈[l]\S
dilyi ≥ d1l (5)
is a valid inequality for P∞.
The proof that these inequalities are valid is given in Section 3 since it follows from a more general result.
Example. Consider the instance with two suppliers, i.e. N = {1, 2}, and four time periods. The demand vector is d = (4, 2,
7, 3). Selected inequalities (5) are given in Table 1.
We now show that all of these inequalities are facet-defining. 
Theorem 1. Let l ≤ t, S ⊆ [l], and for every i ∈ S, let Ui ⊆ N. Then inequalities (5) are facet-defining for P∞ if and only if
l < t,U1 ≠ ∅, and 1 ∈ S.
The proof is given in Appendix A. Note that for l = 1, . . . , t − 1 the inequalitylk=1j∈N wjk ≥ d1l is equivalent to
(5) with S = [l],Ui = N for each i ∈ S. In addition, for j ∈ N, i ∈ T the inequality wji ≤ ditzji is equivalent to (5) with
l = t, S = T , and Ui¯ = N for i¯ ∈ T \ {i} and Ui = N \ {j}. Finally, for i = 2, . . . , t the inequality

j∈N wji ≤ dityi is equivalent
to (5) with l = t and S = T \ {i},Uk = N for every k ∈ S.
2.2. Complete polyhedral description
Let
Q =

(y, w, z) ∈ Rt × Rtn+ × Rtn|

i∈T

j∈N
wji = d1t (6a)
i∈S

j∈Ui
wji +

i∈S
dil

j∈N\Ui
zji +

i∈[l]\S
dilyi ≥ d1l l ∈ T , S ⊆ [l],Ui ⊆ N for every i ∈ S (6b)
0 ≤ yi ≤ 1 i ∈ T (6c)
0 ≤ zji ≤ 1 i ∈ T , j ∈ N (6d)
0 ≤ wji i ∈ T , j ∈ N

. (6e)
Our main result states that Q = P∞. The case without production fixed costs, i.e. no y variables, has been studied by
Aghezzaf andWolsey [3], where a full polyhedral description is given. The case with a single supplier, i.e. n = 1, is discussed
in [2]. Both of these approaches reformulate the problem as a special facility location problem, which has the integrality
property for specific objective functions. Unfortunately in our case such a reformulation does not yield integral vertices for
the appropriate objective functions. Thereforewe had to resort to a different technique due to Lovasz [16], which has already
been used in the lot-sizing context, [17,18].
Theorem 2. Q = P∞.
Proof. For an arbitrary non-zero cost vector (fp, c, fs), letM(fp, c, fs) be the set of all optimal solutions for
min
 
i∈T ,j∈N
cjiwji +

i∈T
fpiyi +

i∈T ,j∈N
fsjizji|(y, w, z) ∈ S∞

.
We show thatM(fp, c, fs) satisfies one of the inequalities (6b)–(6d) at equality, as long as (fp, c, fs) is not a multiple of (6a)
or y1 = 1. By adding a multiple of (6a), we can assume that c ≥ 0, that there exists j ∈ N, i ∈ T with cji = 0, and that c ≠ 0.
Since y1 = 1 is a valid inequality, we can assume that fp1 = 0. We consider the following three cases.
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Case 1. There exists i ≥ 2 such that fpi < 0. Then clearlyM(fp, c, fs) ⊆ {(y, w, z)|yi = 1}.
Case 2. There exists j ∈ N, i ∈ T such that fsji < 0. ThenM(fp, c, fs) ⊆ {(y, w, z)|zji = 1}.
Case 3. Now we assume that fp ≥ 0, fs ≥ 0.
Let
R = {i ∈ T |fpi = 0 and there exists j ∈ N with cji = fsji = 0}.
If R ≠ ∅, let l = mini∈R i− 1. Otherwise, let l = t .
Consider first the case l = 0. In this case there exists j ∈ N such that cj1 = fsj1 = fp1 = 0. The solution wj1 = d1t , zj1 =
1, y1 = 1 and zero everywhere else is feasible and has objective value 0. Therefore every vector in M(fp, c, fs) yields the
objective value 0. Since c ≠ 0, there exists j ∈ N, i ∈ T with cji > 0. We concludeM(fp, c, fs) ⊆ {(y, w, z)|wji = 0}.
From now on we assume l ≥ 1. We define
S = {i ∈ [l]|cji + fsji > 0 for all j ∈ N}.
Then [l] \ S = {i ∈ [l]| there exists j ∈ N such that cji = fsji = 0}. Note that by definition of l, we have that if i ∈ [l] \ S, then
fpi > 0. For i ∈ S, we define
Ui = {j ∈ N|cji > 0}.
Then N \ Ui = {j ∈ N|cji = 0}. Note that if j ∈ N \ Ui, by definition of S, we have fsji > 0. We show that (6b) with these
choices is the required inequality.
Since there exists j ∈ N, i ∈ T with cji = 0, either S ≠ T , or S = T and there exists i ∈ S with Ui ≠ N . This yields that
(6b) is not equivalent to (6a).
We show thatM(fp, c, fs) satisfies (6b) at equality by considering 4 subcases, amongwhich one subcasewill turn out to be
impossible. We first prove two claims. Let eji be the unit vector corresponding to j ∈ N, i ∈ T and (y∗, w∗, z∗) ∈ M(fp, c, fs).
Claim 1.

i∈[l]\S y
∗
i ≤ 1.
Proof. Let y∗h1 = y∗h2 = 1 for h1 < h2, h1 ∈ [l] \ S, h2 ∈ [l] \ S. Let k ∈ N be such that ckh1 = fskh1 = 0, which exists by
choice of S, and we denote λ =j∈N w∗jh2 . Consider
w = w∗ + λekh1 −

j∈N
w∗jh2 · ejh2 ,
z = z∗ − z∗kh1ekh1 + ekh1 ,
y = y∗ − eh2 .
The term

j∈N w
∗
jh2
ejh2 setswjh2 = 0 for every j ∈ N . The term−z∗kh1ekh1 + ekh1 imposes zkh1 = 1. This is a feasible solution
since we do not produce anything in time period h2. The cost of this solution is at least fph2 > 0 lower than the cost of
(y∗, w∗, z∗), which is a contradiction. 
Claim 2. We have

i∈S

j∈N\Ui z
∗
ji ≤ 1.
Proof. Let us assume that z∗ph1 = z∗qh2 = 1 for h1 < h2, h1 ∈ S, h2 ∈ S, p ∈ N \ Uh1 , q ∈ N \ Uh2 , or h1 = h2 ∈ S, p ∈
N \ Uh1 , q ∈ N \ Uh1 , p ≠ q. If w∗ph1 = 0, then w = w∗, z = z∗ − eph1 , y = y∗ is a better solution, which is a contradiction.
Hence,w∗ph1 > 0, and therefore y
∗
h1
= 1, z∗ph1 = 1. Consider
w = w∗ + wqh2eph1 − wqh2eqh2 ,
z = z∗ − eqh2 ,
y = y∗.
This is a feasible solution with objective value lower than (y∗, w∗, z∗) by fsqh2 > 0, which is a contradiction. 
Now we explore 4 cases.
Subcase 3.1. y∗i = 0 for all i ∈ [l] \ S and z∗ji = 0 for all i ∈ S, j ∈ N \ Ui.
We claim that

i∈S

j∈Ui w
∗
ji = d1l. If l = t , this is clear and therefore we assume l < t . Since

i∈S

j∈Ui w
∗
ji =l
i=1

j∈N w
∗
ji ≥ d1l, we assume that the equality does not hold, i.e.

i∈S

j∈Ui w
∗
ji > d1l. Let j˜ be such that cj˜,l+1 =
fsj˜,l+1 = 0. Let
h = argmaxi∈S{i| there exists j ∈ Ui withw∗ji > 0}.
Such h clearly exists. Let us pick k ∈ Uh such that w∗kh > 0, and let ε = min{w∗kh,

i∈S

j∈Ui w
∗
ji − d1l} > 0. We define a
new solution:
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yi =

y∗i if i ∈ T \ {l+ 1}
1 if i = l+ 1 z ji =

z∗ji if i ∈ T , j ∈ N,
(j, i) ≠ (j˜, l+ 1)
1 if i = l+ 1, j = j˜
wji =

w∗ji if i ∈ T , j ∈ N,
(j, i) ≠ (k, h), (j, i) ≠ (j˜, l+ 1)
w∗kh − ε if j = k, i = h
w∗ji + ε if i = l+ 1, j = j˜.
This is a feasible solution with objective value at least ckh · ε > 0 lower than the objective value of (y∗, w∗, z∗), which is
a contradiction.
We then have
i∈S

j∈Ui
w∗ji +

i∈S

j∈N\Ui
dilz∗ji +

i∈[l]\S
dilyi =

i∈S

j∈Ui
w∗ji = d1l
and hence (y∗, w∗, z∗) satisfies (6b) at equality.
Subcase 3.2. y∗i = 0 for all i ∈ [l] \ S and there exists h ∈ S, k ∈ N \ Uh such that z∗kh = 1.
By Claim 2, h is unique. We first argue that y∗h = 1. If y∗h = 0, thenw∗kh = 0, butw = w∗, y = y∗, z = z∗ − ekh is a lower
cost solution by the amount fskh > 0, which is a contradiction.
Next we state two more claims.
Claim 3. w∗ji = 0 for all i ≥ h, i ∈ S, j ∈ Ui.
Proof. Ifw∗ji > 0 for some i ≥ h, j ∈ Ui, then consider the solution z = z∗, y = y∗, w = w∗ + w∗jiekh − w∗jieji. This is clearly
a feasible solution with strictly lower objective value since cji > 0, ckh = 0, which is a contradiction. 
Claim 4. We have
i∈S
i≤h−1

j∈N
w∗ji = d1,h−1.
Proof. Clearly

i∈S
i≤h−1

j∈N w
∗
ji ≥ d1,h−1. Assume we have strict inequality. Let
q = argmax i∈S
i≤h−1
{i| there exists j ∈ Ui withw∗ji > 0}.
Such q always exists. Let us pick p ∈ Uq such that w∗pq > 0. Let ε = min{w∗pq,

i∈S
i≤h−1

j∈Ui w
∗
ji − d1,h−1} > 0. We define a
new solution z = z∗, y = y∗, w = w∗ − εepq + εekh, which is feasible, and since cpq > 0, ckh = 0, it has lower cost. This is a
contradiction. 
From Claims 2–4, we obtain
i∈S

j∈Ui
w∗ji +

i∈S

j∈N\Ui
dilz∗ji +

i∈[l]\S
dily∗i =

i∈S
i≤h−1

j∈Ui
w∗ji + dhl
=

i∈S
i≤h−1

j∈N
w∗ji + dhl = d1,h−1 + dhl = d1l.
Subcase 3.3. There exists h1 ∈ [l] \ S with y∗h1 = 1 and there exists h2 ∈ S, k2 ∈ N \ Uh2 such that z∗k2h2 = 1.
By Claim 1, h1 is unique. By Claim 2, h2 is unique. Let k1 ∈ N be such that ck1h1 = fsk1h1 = 0. Let us assume first h1 < h2.
Consider
w = w∗ + wk2h2ek1h1 − wk2h2ek2h2 ,
z = z∗ − z∗k1h1ek1h1 + ek1h1 − ek2h2 ,
y = y∗.
This is a feasible solution with objective value lower by fsk2h2 > 0, which is a contradiction.
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Now let h1 > h2. Let λ =j∈N w∗jh1 . Consider
w = w∗ + λek2h2 −

j∈N
w∗jh1ejh1 ,
z = z∗,
y = y∗ − eh1 ,
which has lower cost by the amount fph1 > 0. Hence this is not possible. The case h1 = h2 is also not possible since h1 ∈ [l]\S
and h2 ∈ S. We conclude that Definition 3.3 cannot happen.
Subcase 3.4. There exists h ∈ [l] \ S with y∗h = 1 and z∗ji = 0 for all i ∈ S, j ∈ N \ Ui.
We have the following two claims.
Claim 5. w∗ji = 0 for all i ∈ S, i > h, j ∈ Ui.
Proof. Let k ∈ N be such that ckh = fskh = 0. Ifw∗ji > 0, then consider the solution
z = z∗ − z∗khekh + ekh,
y = y∗,
w = w∗ + w∗jiekh − w∗jieji.
This is a feasible solution with strictly lower objective value since cji > 0, ckh = 0. This is a contradiction. 
Claim 6. We have
i∈S
i≤h−1

j∈N
w∗ji = d1,h−1.
Proof. The proof of this claim is identical to the proof of Claim 4 except that we define
z = z∗ − z∗khekh + ekh,
y = y∗,
w = w∗ − εepq + εekh.
This is a lower cost solution since ckh = 0, cpq > 0, and fskh = 0. 
By Claim 1, h is unique. Together with Claims 5 and 6, we obtain
i∈S

j∈Ui
w∗ji +

i∈S

j∈N\Ui
dilz∗ji +

i∈[l]\S
dily∗i =

i∈S
i≤h−1

j∈Ui
w∗ji + dhl
=

i∈S
i≤h−1

j∈N
w∗ji + dhl = d1,h−1 + dhl = d1l.
The setM(fp, c, fs) again satisfies (6b) at equality.
This concludes the proof of Theorem 2. 
2.3. Separation
In this section we derive a separation algorithm for (5). Let (y∗, w∗, z∗) be an arbitrary vector. For l = 1, . . . , t , we
first find Uli for each i ∈ [l], where j ∈ Uli if and only if w∗ji ≤ dilz∗ji . Next we define Sl ⊆ [l], where i ∈ Sl if and only if
j∈Uli w
∗
ji + dil

j∈N\Uli z
∗
ji ≤ dily∗i . For a violation we check
i∈Sl

j∈Uli
w∗ji + dil

j∈N\Uli
z∗ji

+

i∈[l]\Sl
dily∗i < d1l. (7)
If (7) holds, then

i∈Sl

j∈Uli wji+

i∈Sl dil

j∈N\Uli zji+

i∈[l]\Sl dilyi ≥ d1l is violated. The fact that if (7) does not hold,
then (5) are not violated by (y∗, w∗, z∗) can easily be checked.
3. Valid inequalities for the capacitated case
In this section we derive valid inequalities for the general case under bounded production and sourcing capacities.
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3.1. Deriving valid inequalities from standard lot-sizing inequalities and single node fixed-charge network flow inequalities
Let
Scap =

(y, w, z) ∈ Bt × Rtn+ × Btn|
l
i=1

j∈N
wji ≥ d1l l = 1, . . . , t − 1
i∈T

j∈N
wji = d1t
j∈N
wji ≤ Ciyi i ∈ T
wji ≤ Kjizji i ∈ T , j ∈ N

.
We assume that Kji <∞, Ci <∞ for every i ∈ T , j ∈ N . We study valid inequalities for the convex hull of Scap, which is the
underlying set to the LSSS problem after eliminating inventory variables s and production variables x. Valid inequalities are
derived from valid inequalities of the standard lot-sizingmodel and a specially structured single node fixed-charge network
flow problem.
To this end, for l ∈ T we denote
SLSl =

(y, x) ∈ Bl × Rl+|
k
i=1
xi ≥ d1k k = 1, . . . , l− 1
l
i=1
xi = d1l
xi ≤ Ciyi i = 1, 2, . . . , l

,
which is the standard lot-sizing feasibility set with respect to the first l time periods. For each i ∈ T , l ∈ T , l ≥ i, we denote
C¯il = min{Ci, dil}, K¯jil = min{Kji, dil} and let
Ril =

(w¯, z¯, x¯, y¯) ∈ Rn+ × Bn × R+ × B|

j∈N
w¯j + x¯ = C¯il
C¯ily¯ ≤ x¯
w¯j ≤ Kjilz¯j j ∈ N

.
Note that this is the single node fixed-charge network flow model with variable upper bounds and a single variable lower
bound. We next show how to construct valid inequalities for Scap from valid inequalities of SLSl and Ril. For ease of notation,
we do not show dependency of coefficients on l except for C¯il and K¯jil.
Theorem 3. Let
l
i=1 πixi +
l
i=1 µiyi ≥ π0 be a valid inequality for the convex hull of SLSl , l ∈ T with π ≥ 0 and let
j∈N α
i
jw¯j + βix¯ +

j∈N ζ
i
j z¯j + σiy¯ ≥ γi be a valid inequality for the convex hull of Ril with βi > 0, αi ≥ 0 for every i ∈ [l].
Then
l
i=1

µi − πiσi
βi

yi +
l
i=1

j∈N
πiα
i
j
βi
wji +
l
i=1

j∈N
πiζ
i
j
βi
zji ≥ π0 −
l
i=1

πiC¯il + πiσi
βi
− πiγi
βi

is a valid inequality for the convex hull of Scap.
Proof. Let us fix l ∈ T and let (y, w, z) ∈ Scap. Let us denote xi =j∈N wji.
By definition (y, x) ∈ SLSt . It is easy to see that there exists (y,x) ∈ SLSl with xi ≥xi, yi =yi for each i ∈ [l]. In addition,
there exists the corresponding w¯ such that w¯ji ≤ wji for each j ∈ N, i ∈ [l]. Note thatxi ≤ C¯il and wji ≤ K¯jil. Let us denote
x¯i = C¯il −xi and y¯i = 1−yi for every i ∈ [l].
We have
l
i=1 πixi +li=1 µiyi ≥ π0, or equivalently
l
i=1
πi(C¯il − x¯i)+
l
i=1
µi(1− y¯i) ≥ π0. (8)
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In addition, for every i ∈ [l]we have ((w¯ji)j∈N , (zji)j∈N , x¯i, y¯i) ∈ Ril and therefore since βi > 0, we obtain
x¯i ≥ 1
βi

γi −

j∈N
αijw¯ji −

j∈N
ζ ij zji − σiy¯i

. (9)
Combining (8) and (9) we obtain
l
i=1
πi
βi

γi −

j∈N
αijw¯ji −

j∈N
ζ ij zji − σiy¯i

≤
l
i=1
πiC¯il +
l
i=1
µi(1− y¯i)− π0.
After substituting back y¯i = 1− yi, we obtain
l
i=1

µi − πiσi
βi

yi +
l
i=1

j∈N
πiα
i
j
βi
w¯ji +
l
i=1

j∈N
πiζ
i
j
βi
zji ≥ π0 −
l
i=1

πiC¯il + πiσi
βi
− πiγi
βi

.
Since w¯ji ≤ wji and πiα
i
j
βi
≥ 0, the claim easily follows. 
Note that by adding multiples of

i∈T

j∈N wji = d1t and

j∈N w¯j + x¯ = C¯il we can without loss of generality assume
that π ≥ 0, and βi ≥ 0, αi ≥ 0 for i ∈ [l]. Therefore the only true restriction is that βi ≠ 0 for every i ∈ [l].
We can now prove Proposition 2 by using Theorem 3 as follows. Given l, S, S ⊆ [l], the (l, S) inequality
i∈S
xi +

i∈[l]\S
dilyi ≥ d1l
is a valid inequality for the convex hull of SLSl , [2]. Note that in the uncapacitated case we can set Ci = Kji = dit and therefore
C¯il = K¯jil = dil. It is straightforward to see that for every i and l and subset Ui ⊆ N inequality
j∈Ui
w¯j + x¯+ Cil

j∉Ui
z¯j ≥ Cil
is valid forRil. Elementarymathematics shows that Proposition 2 follows directly fromTheorem3byusing these inequalities.
3.2. The single node fixed-charge network flow inequalities
We first study valid inequalities for Ril. This set is a special case of the single node fixed-charge network flow problem.
Many valid inequalities are known for these sets, [19–21]. Valid inequalities for Ril are based on relaxing

j∈N w¯j + x¯ = C¯il
either to

j∈N w¯j + x¯ ≤ C¯il or

j∈N w¯j + x¯ ≥ C¯il. We list valid inequalities based on the latter relaxation and we show that
the former relaxation does not yield required inequalities.
Proposition 3. Let

j∈N α
i
jw¯j + βix¯+

j∈N ζ
i
j z¯j + σiy¯ ≥ γi be a facet-defining inequality for the convex hull of
R≤il =

(w¯, z¯, x¯, y¯) ∈ Rn+ × Bn × R+ × B|

j∈N
w¯j + x¯ ≤ C¯il, C¯ily¯ ≤ x¯, w¯j ≤ K¯jilz¯jfor all j ∈ N

with βi ≥ 0. If this is not one of the inequalities listed in the definition of R≤il , then βi = 0.
Proof. Since the inequality in the proposition is facet-defining and it is not a multiple of the inequalities listed in the
definition of R≤il , it follows that there exists (w¯, z¯, x¯, y¯) ∈ R≤il such that x¯ > C¯ily¯ and

j∈N α
i
jw¯j+ βix¯+

j∈N ζ
i
j z¯j+ σiy¯ = γi.
Consider now (w¯, z¯, x¯− ϵ, y¯) for an ϵ ≥ 0. There exists an ϵ > 0 such that this vector is in R≤il . However

j∈N α
i
jw¯j+βi(x¯−
ϵ)+j∈N ζ ij z¯j + σiy¯ = γi − ϵβi < γi, which contradicts the validity of the inequality unless βi = 0. 
Proposition 3 states that strong valid inequalities based on R≤il cannot be used in Theorem 3. On the other hand, results
based on the single node fixed-charge network flow relaxation
R≥il =

(w¯, z¯, x¯, y¯) ∈ Rn+ × Bn × R+ × B|

j∈N
w¯j + x¯ ≥ C¯il, C¯ily¯ ≤ x¯, w¯j ≤ K¯jilz¯j for all j ∈ N

can be used.
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Proposition 4. Let Ui ⊆ N be such that λi = C¯il − j∈Ui K¯jil > 0. In addition, let L1i = {j ∈ N \ Ui : K¯jil > λi} and
L2i = N \ (Ui ∪ L1i ). Then
λi ≤ x¯−

j∈Ui
K¯jil

y¯+ λi

j∈L1i
z¯j +

j∈L2i
w¯j
is a valid inequality for R≥il .
Proposition 5. Let Ui ⊆ N be such that λi =j∈Ui K¯jil − C¯il > 0 and |Ui| > 1. Then
j∈Ui
(K¯jil − λi)+ ≤ x¯− λi(|Ui| − 1)y¯+

j∈N\Ui
w¯j +

j∈Ui
(K¯jil − λi)+z¯j
is a valid inequality for R≥il .
The inequality in Proposition 4was developed by Van Roy andWolsey [19]. By lifting a larger family can be obtained, [20],
which is not listed here due to the complexity of the statement. Proposition 5 is derived in [21] and the lifting extension can
be found in the same publication.
3.3. A family of valid inequalities for LSSS
Valid inequalities for SLSl have been derived by Atamtürk andMunoz [13], Loparic et al. [12], andMiller et al. [11]. Most of
these inequalities are very complex to state since they require the notion of a cover and they require definitions of complex
functions. To give an example of Theorem 3 we select the bottleneck inequalities from Atamtürk and Munoz [13].
For a fixed l ∈ T , let V = {v1, . . . , vp} ⊆ [l], where vp < vp−1 < · · · < v1 < l. We also define v0 = 0 and d0l = 0. For
i = 1, . . . , p let αi = argmin0≤j≤i−1{dvj,l +
i
k=j+1 Cvk}.
Proposition 6. For i = 1, . . . , p let λ¯i = dvαi ,l +
p
j=αi+1 Cvj − dvp,l. Let V be such that λ¯p > 0. Then
p
i=1
min{Cvi , (Cvi − λ¯i)+}(yvi − 1)+

i∈[l]\V
xi ≥ d1,vp−1
is valid for the convex hull of SLSl .
Under some technical conditions, these inequalities are facet-defining for SLSl and they can be lifted, [21].
Next we show how to combine Theorem 3, Propositions 4–6 to obtain a family of valid inequalities for Scap.
Theorem 4. Let V be as in Proposition 6. For each i ∈ [l]\V let us select Ui ⊆ N. Let LC = {i ∈ [l]\V : λi = C¯il−j∈Ui K¯jil ≥ 0}
and LR = {i ∈ [l] \ V : λi = j∈Ui K¯jil − C¯il > 0}. Note that [l] = V ∪ LC ∪ LR. In addition, for each i ∈ LC let
L1i = {j ∈ N \ Ui : K¯jil > λi} and L2i = N \ (Ui ∪ L1i ). For i ∈ LR we require |Ui| > 1. The inequality
i∈LR
λi(|Ui| − 1)yi +

i∈LC

j∈Ui
K¯jil

yi +
p
i=1
min{Cvi , (Cvi − λ¯i)+}yi
+

i∈LR

j∈N\Ui
wji +

i∈LC

j∈L2i
wji +

i∈LR

j∈Ui
(K¯jil − λi)+zji +

i∈LC

j∈L1i
λizji
≥ d1,vp−1 +
p
i=1
min{Cvi , (Cvi − λ¯i)+} −

i∈LR

C¯il − λi(|Ui| − 1)−

j∈Ui
(K¯jil − λi)+

(10)
is valid for the convex hull of Scap.
Proof. We use Theorem 3. The valid inequality for the convex hull of SLSl is given by Proposition 6. For i ∈ LC we use
Proposition 4 and for i ∈ LR we use Proposition 5. It is easy to see that the right-hand side terms corresponding to i ∈ LC
cancel out. 
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Other valid inequalities for Scap can be obtained along the same lines by considering additional valid inequalities for SLSl
from [11–13].
Example. Consider the following example given by C = (4, 5, 8, 2, 3), d = (5, 3, 5, 1, 2) and t = 5, n = 5. Let us select
V = {2, 3}, l = 4 and therefore v2 = 2, v1 = 3. Since (10) involves only the sourcing capacities for i ∈ [l] \ V , we
specify (Kj1)j = (5, 1, 8, 2, 1), (Kj4)j = (1, 3, 1, 2, 1). We have (C¯i4)i = (4, 5, 6, 1) and (K¯j14)j = (5, 1, 8, 2, 1), (K¯j44)j =
(1, 1, 1, 1, 1).
It is easy to check that α1 = 0, α2 = 1, λ¯1 = 4, λ¯2 = 2. Let us select U1 = {2, 4} and U4 = {1, 4, 5}. Therefore
LR = {4}, LC = {1}, and λ1 = 1, λ4 = 2. In addition, L11 = {1, 3} and L21 = {5}.
The resulting inequality reads
8y1 + 4y2 + 3y3 + 4y4 + w24 + w34 + w51 + z11 + z31 ≥ 17. 
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Appendix A. Proof of Theorem 1
We first demonstrate that if l < t,U1 ≠ ∅,U1 ≠ N , and 1 ∈ S, then (5) is facet-defining. We show this by exhibiting
2nt + t − 2 affinely independent vectors. Each vector has positive production in at most three time periods and therefore
we encode vectors as (vi, vj, vk), where i, j, k are time periods with positive production. For any time period l, we have
vl = (yl, z1l, z2l, . . . , znl, w1l, w2l, . . . , wnl). Since U1 ≠ ∅, we may rearrange the suppliers so that the first supplier is in U1.
Hence without loss of generality, 1 ∈ U1. If U1 ≠ N , the 2nt + t − 2 vectors are:
αi1 = (v1, vi, vl+1), v1 = (1, e1, d1l · e1), vi = (1, 0, 0), vl+1 = (1, e1, dl+1,t · e1) i ∈ S \ {1}
αi1 = (v1, vi, vl+1), v1 = (1, e1, d1,i−1 · e1), vi =

1,

j∈N
ej, di,l · e1

, vl+1 = (1, e1, dl+1,t · e1) i ∈ [l] \ S
α′ij = (v1, vi, vl+1), v1 = (1, e1, d1,i−1 · e1), vi = (1, ej, dil · ej), vl+1 = (1, e1, dl+1,t · e1) i = 2, . . . , l, j ∈ N
α′′ij = (v1, vi, vl+1), v1 = (1, e1, d1,i−1 · e1), vi = (1, ej, dit · ej) vl+1 = (1, 0, 0) i ∈ [l] \ S, j ∈ N
α′′ij = (v1, vi, vl+1), v1 = (1, e1, d1,l · e1}, vi = (1, ej, 0), vl+1 = (1, e1, dl+1,t · e1) i ∈ S \ {1}, j ∈ Ui
α′′ij = (v1, vi, vl+1), v1 = (1, e1, d1,i−1 · e1), vi = (1, ej, dil · ej) i ∈ S \ {1}, j ∉ Ui
βi1 = (v1, vl+1, vi), v1 = (1, e1, d1l · e1), vl+1 = (1, e1, dl+1,t · e1), vi = (1, 0, 0) i = l+ 2, . . . , t
β ′ij = (v1, vl+1, vi), v1 = (1, e1, d1l · e1), vl+1 = (1, e1, dl+1,t · e1), vi = (1, ej, 0) i = l+ 2, . . . , t, j ∈ N
β ′′ij = (v1, vl+1, vi), v1 = (1, e1, d1l · e1), vl+1 = (1, e1, dl+1,i−1 · e1), vi = (1, ej, dit · ej) i = l+ 2, . . . , t, j ∈ N
λj = (v1, vl+1), v1 = (1, ej, d1l · ej), vl+1 = (1, e1, dl+1,t · e1)j ∈ N
λ′j = (v1), v1 = (1, ej + e2, d1t · e2) j ∈ U1
λ′′j = (v1), v1 = (1, ej, d1t · ej) j ∉ U1
ϑ1 = (v1, vl+1), v1 = (1, e2, d1t · e2), vl+1 = (1, 0, 0)
ϑ ′j = (v1, vl+1), v1 = (1, e2, d1t · e2), vl+1 = (1, ej, 0) j ∈ N
ϑ ′′j = (v1, vl+1), v1 = (1, e1, d1l · e1), vl+1 = (1, ej, dl+1,t · ej) j = 2, . . . , n.
It is easy to see that these vectors are in P∞ and they satisfy (5) at equality. To argue that the above vectors are affinely
independent, we consider the matrix consisting of these vectors as rows. For each i = 2, . . . , lwe order the vectors so that
vector αi1 is followed by vectors α′ij and then α
′′
ij . Within each of α
′
ij and α
′′
ij , vectors are ordered in increasing order first with
respect to i then with respect to j. We denote the matrix consisting of these vectors by M1. We order vectors βi1, β ′ij, β
′′
ij in
a similar fashion to form matrix M2. Next we append M2 to M1 to form M3 and add the remaining vectors in the order in
which they are listed above to the end ofM3. We denote this matrix byM .
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For example, consider the case where t = 5, l = 3, n = 2, S = {1, 2}, and U2 = {1}. The matrixM is as follows,
1 1 0 d13 0 1 0 0 0 0 1 1 0 d45 0
1 1 0 d11 0 1 1 0 d23 0 1 1 0 d45 0
1 1 0 d11 0 1 0 1 0 d23 1 1 0 d45 0
1 1 0 d13 0 1 1 0 0 0 1 1 0 d45 0
1 1 0 d11 0 1 0 1 0 d25 1 0 0 0 0
1 1 0 d12 0 1 1 1 d33 0 1 1 0 d45 0
1 1 0 d12 0 1 1 0 d33 0 1 1 0 d45 0
1 1 0 d12 0 1 0 1 0 d33 1 1 0 d45 0
1 1 0 d12 0 1 1 0 d35 0
1 1 0 d12 0 1 0 1 0 d35
1 1 0 d13 0 1 1 0 d45 0 1 0 0 0 0
1 1 0 d13 0 1 1 0 d45 0 1 1 0 0 0
1 1 0 d13 0 1 1 0 d45 0 1 0 1 0 0
1 1 0 d13 0 1 1 0 d44 0 1 1 0 d55 0
1 1 0 d13 0 1 1 0 d44 0 1 0 1 0 d55
1 1 0 d13 0 1 1 0 d45 0
1 1 0 0 d13 1 1 0 d45 0
1 1 1 0 d15
1 0 1 0 d15
1 0 1 0 d15 1 0 0 0 0
1 0 1 0 d15 1 1 0 0 0
1 0 1 0 d15 1 0 1 0 0
1 1 0 d13 0 1 0 1 0 d45

.
Wenowshow that thismatrix can be transformed into anupper-triangularmatrix. Since y1 = 1 in every feasible solution,
this suffices. For i = 2, . . . , lwe subtract each vector α′ij α′′ij , j ∈ N from αi1. For each j ∈ N we replace α′′i1 with the difference
of the newα′i1 andα
′′
i1. The same procedure is applied toβi1, β
′
i1, β
′′
i1 for i = l+2, . . . , t . Additionally, the following procedure
has to be applied for vectors α′ij wint i ∈ [l] \ S. For each such i, we subtract vector α′ij from α′iN for each j = 2, . . . ,N − 1.
Next we replace α′i1 with the sum of−α′i1 and all α′ij for j = 2, . . . ,N − 1. Finally, we swap α′iN and α′i1.
Let us focus now on the last 4n rows. Consider vectors λj, λ′j, λ
′′
j . We subtract each vector listed after λ1 from λ1 and then
we move λ1 to between ϑ ′j and ϑ
′′
j . Now we apply the same procedure used with α
′s and β ′s to the remaining vectors in
λj, λ
′
j, λ
′′
j .
For the remaining vectors, we first reorder the vectors by moving λ1 and ϑ ′′j to the top. Next we replace vector ϑ
′′
j with
the sum of ϑ ′j and ϑ
′′
j for each j ∈ N and then subtract each vector after λ1 from λ1. At the end, we subtract ϑ ′′j from ϑ ′j for
each j ∈ N .
To finalize the transformation, we move the columns corresponding to v1 to the end of the matrix and we move the
columns corresponding to vl+1 to the end of the matrix. It is easy to see that this yields an upper-triangular matrix.
If U1 = N , then let period p be in S with Up ≠ N or [l] \ S. In this case, the 2nt + t − 2 vectors we need remain the same
except for the following vectors.
If p ∈ [l] \ S, let
λ′j = (v1, vl+1), v1 = (1, 1, d1l · ej), vl+1 = (1, e1, dl+1,t · e1) j ∈ N
ϑ1 = (v1, vp, vl+1), v1 = (1, e1, d1,p−1 · e1), vp = (1, e1, dpt · e1), vl+1 = (1, 0, 0)
ϑ ′j = (v1, vp, vl+1), v1 = (1, e1, d1,p−1 · e1), vp = (1, e1, dpt · e1), vl+1 = (1, ej, 0) j ∈ N.
If p ∈ S, let q ∈ N \ Up and
λ′j = (v1, vl+1), v1 = (1, 1, d1l · ej), vl+1 = (1, e1, dl+1,t · e1) j ∈ N
ϑ1 = (v1, vp, vl+1), v1 = (1, e1, d1,p−1 · e1), vp = (1, eq, dpl · eq), vl+1 = (1, 0, 0)
ϑ ′j = (v1, vp, vl+1), v1 = (1, e1, d1,p−1 · e1), vp = (1, eq, dpl · eq), vl+1 = (1, ej, 0) j ∈ N.
In both cases, the proof for affine independence is very similar to the proof for the case with U1 ≠ N and is therefore
omitted.
The remaining case of S = [l] and Ui = N for every i ∈ S is easy to verify that the induced inequality is facet-defining. In
this case (5) is equivalent to

i∈[l]

j∈N wji ≥ d1l.
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Now we show necessity of conditions for (5) to be facet-defining. If 1 ∉ S, theni∈[l]\S dilyi = d1ly1 +i∈[l]\S\{1} dilyi.
Inequality (5) becomes
i∈S

j∈Ui
wji +

i∈S
dil

j∈N\Ui
zji +

i∈[l]\S\{1}
dilyi ≥ 0,
which is implied by the nonnegativity constraints.
Assume now 1 ∈ S. If U1 = ∅, inequality (5) becomesi∈Sj∈Ui wji +i∈S\{1} dilj∈N\Ui zji +i∈[l]\S dilyi ≥ 0, which
is again implied by the nonnegativity constraints.
Let 1 ∈ S and U1 ≠ ∅. If l = t , inequality (5) is identical toi∈S(j∈Ui wji + ditj∈N\Ui zji) +j∈T\S dityi ≥ d1t . Fromt
i=1

j∈N wji = d1t , we derive
d1t =

i∈S

j∈N
wji +

i∈T\S

j∈N
wji =

i∈S

j∈Ui
wji +

j∈N\Ui
wji

+

i∈T\S

j∈N
wji.
Since dityi ≥j∈N wji for each i ∈ T \ S and ditzji ≥ wji for each i ∈ S, j ∈ N \ Ui, we have
i∈S

j∈Ui
wji + dit

j∈N\Ui
zji

+

j∈T\S
dityi ≥

i∈S

j∈Ui
wji +

j∈N\Ui
wji

+

i∈T\S

j∈N
wji = d1t
and therefore (5) is implied.
References
[1] Y. Pochet, L. Wolsey, Production Planning by Mixed Integer Programming, Springer, New York, NY, 2006.
[2] I. Barany, T. Roy, L. Wolsey, Uncapacitated lot-sizing: the convex hull of solutions, Mathematical Programming Studies 22 (1984) 32–43.
[3] E. Aghezzaf, L. Wolsey, Modelling piecewise linear concave costs in a tree partitioning problem, Discrete Applied Mathematics 50 (1994) 101–109.
[4] M. Bhatia, U. Palekar, Lot sizing problems with strong set-up interactions—a variable redefinition approach, IIE Transactions 33 (2001) 357–370.
[5] M. Constantino, Lower bounds in lot-sizing models: a polyhedral study, Mathematics of Operations Research 23 (1998) 101–118.
[6] Y. Pochet, L. Wolsey, Lot-size models with backlogging: strong reformulations and cutting planes, Mathematical Programming 40 (1988) 317–335.
[7] M. Constantino, A cutting plane approach to capacitated lot-sizing with start-up costs, Mathematical Programming 75 (1996) 353–376.
[8] A. Agra, M. Constantino, Lot-sizing with backlogging and start-ups: the case of Wagner–Whitin costs, Operations Research 25 (1999) 81–88.
[9] G. Belvaux, L. Wolsey, Modelling practical lot-sizing problems as mixed-integer programs, Management Science 47 (2001) 993–1007.
[10] Y. Pochet, Valid inequalities and separation for capacitated economic lot sizing, Operations Research Letters 7 (1988) 109–115.
[11] A. Miller, G. Nemhauser, M. Savelsbergh, On the capacitated lot-sizing and continuous 0–1 knapsack polyhedra, European Journal of Operational
Research 125 (2000) 298–315.
[12] M. Loparic, H. Marchand, L. Wolsey, Dynamic knapsack sets and capacitated lot-sizing, Mathematical Programming 95 (2003) 53–69.
[13] A. Atamtürk, J. Munoz, A study of the lot-sizing polytope, Mathematical Programming 99 (2002) 43–65.
[14] Y. Pochet, L. Wolsey, Lot-sizing with constant batches: formulation and valid inequalities, Mathematics of Operations Research 18 (1993) 767–785.
[15] J. Leung, T. Magnanti, R. Vachani, Facets and algorithms for capacitated lot sizing, Mathematical Programming 45 (1989) 331–359.
[16] L. Lovasz, Graph theory and integer programming, Annals of Discrete Mathematics 4 (1979) 141–158.
[17] M. Loparic, Y. Pochet, L. Wolsey, The uncapacitated lot-sizing problem with sales and safety stocks, Mathematical Programming 89 (2001) 487–504.
[18] Y. Pochet, L. Wolsey, Algorithms and Reformulations for Lot Ssizing Problems, in: DIMACS Series in Discrete Mathematics and Theoretical Computer
Science, vol. 20, American Mathematical Society, 1995, pp. 245–293.
[19] T. Van Roy, L. Wolsey, Valid inequalities for mixed 0–1 programs, Discrete Applied Mathematics 14 (1986) 199–213.
[20] Z. Gu, G. Nemhauser, M. Savelsbergh, Lifted flow cover inequalities for mixed 0–1 integer programs, Mathematical Programming 85 (1999) 439–467.
[21] A. Atamtürk, Flow pack facets of the single node fixed-charge flow polytope, Operations Research Letters 29 (2001) 107–114.
