Connecting thermodynamic and dynamical anomalies of water-like
  liquid-liquid phase transition in the Fermi-Jagla model by Higuchi, Saki et al.
ar
X
iv
:1
70
9.
03
22
4v
3 
 [c
on
d-
ma
t.s
of
t] 
 17
 Fe
b 2
01
8
Connecting thermodynamic and dynamical anomalies of water-like liquid-liquid phase
transition in the Fermi–Jagla model
Saki Higuchi,1, ∗ Daiki Kato,1, ∗ Daisuke Awaji,1 and Kang Kim2, †
1Graduate School of Science and Technology, Niigata University, Niigata 950-2181, Japan
2Division of Chemical Engineering, Department of Materials Engineering Science,
Graduate School of Engineering Science, Osaka University, Toyonaka, Osaka 560-8531, Japan
(Dated: October 3, 2018)
We present a study using molecular dynamics simulations based on the Fermi–Jagla potential
model, which is the continuous version of the mono-atomic core-softened Jagla model [J. Y. Abra-
ham, S. V. Buldyrev, and N. Giovambattista, J. Phys. Chem. B, 115, 14229 (2011)]. This model
shows the water-like liquid-liquid phase transition between high-density and low-density liquids at
the liquid-liquid critical point. In particular, the slope of the coexistence line becomes weakly neg-
ative, which is expected to represent one of anomalies of liquid polyamorphism. In this study, we
examined the density, dynamic, and thermodynamic anomalies in the vicinity of the liquid-liquid
critical point. The boundaries of density, self-diffusion, shear viscosity, and excess entropy anomalies
were characterized. Furthermore, these anomalies are connected according to the Rosenfeld’s scaling
relationship between the excess entropy and the transport coefficients such as diffusion and viscosity.
The results demonstrate the hierarchical and nested structures regarding the thermodynamic and
dynamic anomalies of the Fermi–Jagla model.
I. INTRODUCTION
Liquid polyamorphism resulting from liquid-liquid
phase transitions (LLPTs) of a one-component liquid
system is an importance scenario associated with vari-
ous anomalous properties of liquid water.1–8 This sce-
nario suggests that the first-order phase transition distin-
guishes between two liquid states with different densities,
namely, a high-density liquid (HDL) and a low-density
liquid (LDL). The polymorphs eventually vanish at the
liquid-liquid critical point (LLCP), which is known as a
second critical point that is different from the liquid-gas
critical point. In addition, the anomalies in liquid states
and the possible scenario of the LLPT have been widely
studied in other substances such as silicon,9–13, silica14–18
germanium19–21, germania22, and phosphorous.23,24
To clarify the universal mechanism of the LLPT in
liquid water, intensive simulation studies have been car-
ried out using realistic water models, and the results
have generated much controversy.25–40 Other simulation
studies on LLPTs and water-like anomalies utilize the
short-ranged and isotropic pair potential, which is con-
trary to the above-mentioned model of rigid-body water
molecules. The family of such potential models is known
as “core-softened potentials,” which originate from the
studies by Stell and Hemmer.41,42 and those by Jagla43–45
In comprehensive and extensive numerical studies, the
core-softened potential models serve as good reference
models to reveal the underlying mechanism of LLPTs
and water-like anomalies.46–74 The core-softened poten-
tial generally involves two potential minima with differ-
ent length scales, which mimics the effective potential
between two water pentamers.55,75,76 Furthermore, the
two-scale Jagla potential is proposed, which consists of a
repulsive hard-core potential and an attractive potential
comprising two linear ramps. It has been demonstrated
that this potential exhibits the LLPT and the associated
water-like anomalies in density, diffusion, structures, and
thermodynamic functions.48–50
The hard-core part in the Jagla potential is de-
scribed by a step function, which requires an event-driven
method for molecular dynamics simulations. As an al-
ternative, the Fermi–Jagla (FJ) model has recently been
proposed for simulations based on finite discrete time-
step molecular dynamics.77–81 The hard-core part of the
model is described by a soft-core potential and the two-
ramp part is replaced with two Fermi distribution func-
tions. It has been demonstrated that the FJ model
also exhibits the water-like anomalies such as anomalous
trends in thermodynamic and dynamic behaviors. In ad-
dition, the LLPT and LLCP can be determined from a
pressure-temperature phase diagram. Contrary to the
original Jagla potential, the slope of the coexistence line
between the HDL and LDL phases becomes slightly neg-
ative, which is expected to be one important character-
istic of the liquid-water anomaly. The similar negative
slope associated with the LLPT has been observed in
simulations using ST2 model48–50 and Jagla-like poten-
tials.53,71,72
In this paper, we report the molecular dynamics sim-
ulation results obtained with the FJ model, which are
along the previous study77. We not only reproduce pre-
viously reported results including LLPT and LLCP, but
also provide further numerical results. First, the dynamic
anomaly of the FJ model was comprehensively character-
ized by the shear viscosity and the self-diffusion coeffi-
cient. The quantification of two transport coefficients
allowed us to examine the breakdown of the Stokes–
Einstein (SE) relationship, as in the literature of glass-
forming liquids. We revealed that the degree of the SE
breakdown depends on the density, i.e., HDL or LDL.
This implies that the SE breakdown is related to the con-
cept of fragility, which characterizes a degree of Arrhenius
2behavior in the temperature dependence of the glassy dy-
namics. Next, the thermodynamic anomaly was identi-
fied by the density dependence of excess entropy that was
calculated from thermodynamic integration calculations,
in contrast to the two-body excess entropy approxima-
tion. The connection between anomalies in thermody-
namics and transport coefficients was demonstrated us-
ing Rosenfeld’s excess entropy scaling relationship.82,83
This scaling analysis was useful to predict the nested
dome-like structures of various anomalies observed in
pressure-temperature or density-temperature phase dia-
grams of liquid water and silica.7,56,84,85 Recently, analo-
gous nested structures were obtained using the Stillinger–
Weber potential for mW water, silicon, and germanium
using Rosenfeld’s scaling analysis.86,87 For core-softened
potentials, the water-like nested structure of anomalies
have been intensely explored.51,52,59,64–70 However, these
potential models exhibit positive slopes of the coexistence
lines between the HDL and LDL phases. Thus, it is sig-
nificant to explore the effect of the negative slope on the
cascade anomalies in the FJ model. In this paper, we de-
scribe the nested structures of observed anomalies in the
FJ model, which, to the best of our knowledge, had yet
to be examined. The hierarchical order of the anomalies
is similar to that observed in the water-like anomalies:
the excess entropy anomaly precedes dynamic anomalies,
which precede the density anomaly.84
This paper is organized as follows: details of the molec-
ular dynamics simulation using the FJ model are ex-
plained in Sec. II; numerical results of the simulation
are presented and discussed in Sec. III; conclusions of
the study are presented in Sec. IV.
II. MODEL AND SIMULATION METHODS
We carried out molecular dynamics simulations for a
one-component liquid system using the FJ potential.77–81
Particles of mass m interact via
φ(r) = ǫ

(a/r)n + A0
1 + exp
[
A1
A0
(r/a−A2)
] − B0
1 + exp
[
B1
B0
(r/a−B2)
]

 , (1)
TABLE I. Parameters in Fermi–Jagla potential
n A0 A1 A2 B0 B1 B2
20 4.56 28.88 1.36 1.00 3.57 2.36
with fixed parameters n, Ai, and Bi (i = 0, 1, 2), whose
values are presented in Table I. The parameters a and
ǫ represent the length and energy scales, respectively, of
the potential.
Our simulation system is composed of N identical par-
ticles (N = 1728) in a cubic box of volume V under
periodic boundary conditions. Throughout this paper,
the numerical results are presented in units of a, ǫ/kB,√
ma2/ǫ for length, temperature, and time, respectively,
where kB is the Boltzmann constant, and T is the tem-
perature. Accordingly, the pressure p, diffusion constant
D, and shear viscosity η are presented in units of ǫ/a3,
a/
√
m/ǫ, and
√
ǫ/m/a2, respectively. A time step of
∆t = 0.001 and a cut-off length rc = 4.0 for the potential
were used in the simulations. The investigated number
densities and temperatures were ρ = N/V ∈ [0.2, 1.0]
and T ∈ [0.11, 0.80], respectively. We performed molecu-
lar dynamics simulations with an NVE ensemble for 106
steps at each thermodynamic state to calculate various
thermodynamic and dynamic quantities after equilibra-
tions for 106 steps in an NVT ensemble. This time scale
t = 103 is sufficiently long to quantify transport coeffi-
cients such as diffusion constant D and shear viscosity
η.
As performed in Ref. 77, we first calculated the
pressure-volume (p-V ) curve for various states to deter-
mine the phase diagram. From the p-V curve (data not
shown), it can be seen that the thermodynamically un-
stable states in the liquid phase developed with decreas-
ing temperature, and the associated LLPT, which distin-
guishes the HDL and LDL phases, was determined.
To examine the dynamic properties, the diffusion con-
stant D was calculated from the Einstein relation,
D = lim
t→∞
〈∆r(t)2〉
6t
, (2)
where 〈∆r(t)2〉 = (1/N)〈
∑N
i=1(ri(t) − ri(0))
2〉 is the
mean square displacement. Here, ri(t) is the i-th par-
ticle position at time t. In addition, the viscosity η was
calculated from the stress correlation function,
ηαβ(t) = 〈σαβ(t)σαβ(0)〉 (α, β = x, y, z) (3)
where σαβ(t) is the stress tensor at time t. From the
Green–Kubo formula, the shear stress η was quantified by
obtaining the averaged integral of the off-diagonal com-
ponent,
η =
1
3kBTV
∫ ∞
0
(ηxy(t) + ηxz(t) + ηyz(t))dt. (4)
Note that we generated five independent trajectories to
obtain the convergence of the stress correlation func-
tion. Furthermore, the long-time behavior of the av-
eraged stress correlation function, (ηxy(t) + ηxz(t) +
3ηyz(t))/3, was fitted by the stretched exponential func-
tion, Gp exp[−(t/τη)
β ], with the plateau modulus Gp, the
stress relaxation time τη, and the stretched exponent β.
Furthermore, the thermodynamic anomaly was charac-
terized by the excess entropy, Se, which is defined as the
difference between the total entropy, S, and its ideal gas
component, Si. The excess entropy was calculated fol-
lowing the procedure of the thermodynamic integration
described in Ref. 88. In practice, the calculation consists
of two integrations. Starting from the excess entropy at
the reference point (Vref , Tref), S
e
ref , the excess entropy
at the point (V, Tref) is given by the integration along an
isotherm:
Se(V, Tref)− S
e
ref =
U(V, Tref)
Tref
+
∫ V
Vref
pe
Tref
dV ′, (5)
where pe and U denote the excess pressure and the po-
tential energy, respectively. Next, the entropy at any
temperature is obtained by the integration along the iso-
chore:
Se(V, T ) = Se(V, Tref) +
∫ T
Tref
CV (T
′)
T ′
dT ′, (6)
where CV is the heat capacity. In our calculations, the
reference point was chosen as (ρref
−1, Tref) = (5.8, 2.0).
In addition, it is necessary to evaluate the excess entropy
at the reference point, Seref/NkB = [Uref/N+p
e
refVref/N−
µeref ]/Tref .
87 Here, µeref denotes the excess chemical poten-
tial at the reference point, which was determined by the
Widom particle insertion method.89 The estimated val-
ues are Uref/N ≈ −2.648, p
e
ref ≈ −0.091, µ
e
ref ≈ −2.249,
and Seref/NkB ≈ −0.464.
III. RESULTS
The phase diagram of the FJ model is shown in Fig. 1.
This phase diagram reproduces the previous results of
Refs. 77 and 80 with the LLCP, (pc, Tc) ≈ (0.35, 0.18),
and the coexistence line dp/dT ≈ −0.08, between the
HDL and LDL phases. The weak but negative slope of
the coexistence line implies that the degree of ordering in
the HDL phase (high-pressure region) is lower than that
in LDL phase (low-pressure region). This is due to the
Clausius–Clapeyron equation, dp/dT = ∆S/∆V , where
the volume difference, ∆V = VLDL − VHDL > 0, leads to
the entropy difference, ∆S = SLDL− SHDL < 0, between
the two phases. Furthermore, this behavior is similar to
that observed in simulations of liquid water model, while
the opposite slope is obtained in the Jagla potential,
which is a discontinuous version of the FJ model.48 This
indicates that a small difference in the core-softened po-
tential causes such significant change in the slope dp/dT .
In fact, recent numerical simulations revealed that the
phase diagram near the LLCP is largely affected by the
depth and the distance of the potential minimum in the
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FIG. 1. Pressure-temperature phase diagram of the Fermi–
Jagla model. The water-like liquid-liquid transition critical
point at (pc, Tc) ≈ (0.35, 0.18) is represented by a red circle.
The black line represents the boundary temperatures, below
which crystallization spontaneously occurs. From the critical
point, a coexistence line with a weak negative slope, dp/dT ≈
−0.08, between the high-density liquid and low-density liquid
phases is represented by a red line. The blue, green, cyan,
and orange curves represent the loci of the maximum and
minimum temperature for the density ρ, diffusion D, shear
viscosity η, excess entropy Se, respectively. The open and
closed symbols correspond to the maximum and minimum
temperatures, respectively, at constant pressure.
Jagla model.53,71–73 Identifying the origin of the nega-
tive/positive slopes of LLPT coexistence lines in core-
softened potentials remains elusive. The anomalous re-
gion regarding the density is also described by the locus
of the density maximum points in Fig. 1. The overall be-
havior is in accordance with that reported in the previous
studies.77,80
The anomalous properties in transport coefficients
such as diffusion constant D and shear viscosity η were
investigated. Figures 2(a) and 2(b) show the density de-
pendence of D and η, respectively, at various tempera-
tures. The anomalies are characterized by the regions
(∂D/∂ρ)T > 0 and (∂η/∂ρ)T < 0. In Fig. 1, the anoma-
lous regions regarding D and η are represented by the
loci of the maximum and minimum points of D(ρ) and
η(ρ). These anomalies appear at similar thermodynamic
states; however, the region of the diffusion anomaly is
slightly larger than that of the viscosity anomaly. In both
cases, the transport anomalies surround the anomalous
region of the density maximum, as shown in Fig. 1.
These calculations also provide the information on the
breakdown of the SE relationship, D ∼ η/T , between
the diffusion constant D and the shear viscosity η. The
breakdown of the SE relationship is evident in various
glass-forming liquids.90–93 This hydrodynamic anomaly
is also demonstrated in simulations and experiments on
supercooled water.94–101 For the Jagla potential model,
the fractional SE relationship, D ∼ (τ/T )−ζ , with the
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FIG. 2. Density ρ dependence of (a) diffusion constant D, (b) shear viscosity η. (c) Relationship between diffusion constant
D and shear viscosity η divided by temperature T for various number densities ρ. The straight line satisfies the SE relation,
D ∼ (η/T )−1. The dashed line represents the fractional SE formula, D ∼ (η/T )−ζ with the exponent ζ = 0.85.
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FIG. 3. (a) Density ρ dependence of excess entropy Se/NkB. (b) Reduced diffusion constant, D
∗, and (c) shear viscosity, η∗, as
a function of excess entropy, Se/NkB. The dashed lines are the Rosenfeld’s scaling relationships: (a) D
∗ = aD exp(bDS
e/NkB);
(b) η∗ = aη exp(bηS
e/NkB). The dashed lines are described with the slopes (bD, bη) = (0.9,−0.9) (high density) and (bD, bη) =
(0.6,−0.4) (low density).
exponent ζ < 1 was demonstrated, where the viscosity η
is replaced by the structural relaxation time τ .97 The va-
lidity of such replacement becomes debatable when mak-
ing an accurate assessment of the SE relationship.92,93
Thus, the quantification of η is necessary to characterize
the SE relationship using the core-softened potentials.
In Fig. 2(c), the relationship D ∼ (η/T )−ζ in the FJ
model is examined. At ρ−1 = 5.0, the temperature de-
pendence exhibits a weak violation of the SE relation-
ship with ζ . 1. In contrast, the breakdown of the SE
relationship becomes noticeable at higher densities with
ζ ≈ 0.85. This change in the exponent ζ from LDL to
HDL indicates the connection between the violation of
SE relationship and the fragility, that is, the degree of
the Arrhenius behavior in the dynamic property accord-
ing to Angell’s classification.2 In fact, the temperature
dependence of D in HDL deviates from the Arrhenius be-
havior with decreasing temperature, whereas that in LDL
follows the Arrhenius temperature dependence.77,80 The
connection between the fragility and the violation of the
SE relationship was also demonstrated in glass-forming
liquids.91,102–104
Next, the thermodynamic anomaly was examined from
the density dependence of the excess entropy, Se(= S −
Si), which is shown in Fig. 3(a). As outlined in Refs. 7,
51, 86, and 87, the entropy anomaly is associated with
the density anomaly from the thermodynamic relation,(
∂ρ
∂T
)
p
= ρ2
(
∂ρ
∂p
)
T
(
∂S
∂ρ
)
T
, (7)
and the thermodynamic stability condition, (∂ρ/∂p)T >
0. Since the temperature and density dependence of the
ideal gas entropy is expressed as Si/NkB = − ln ρ+ c(T )
with the temperature dependent constant c(T ), the rela-
tion [
∂Se
∂(ln ρ)
]
T
=
[
∂S
∂(ln ρ)
]
T
+ 1, (8)
can be obtained. Thus, the density anomaly is charac-
terized by [
∂Se
∂(ln ρ)
]
T
> 1. (9)
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FIG. 4. Partial derivative of excess entropy, Se, with respect
to density, ln ρ, at constant temperature, T , against density,
ρ. The solid, dashed, dotted, and dot-dashed lines represent
the onset values of structural, diffusion, viscosity, and density
anomalies, respectively.
In Fig. 1, the anomalous region is described by the loci of
the maximum and minimum of Se(ρ). It has been demon-
strated that the anomalous region of the excess entropy is
observed at the outermost boundary over the density and
transport anomalies. Thus, the excess entropy anomaly
is associated with the structural order anomaly caused by
the LLPT between the HDL and LDL phases. In fact,
the excess entropy, Se, is conventionally approximated
as the two-body excess entropy S2 calculated from the
integral of the radial distribution function g(r).
To correlate the observed density, dynamical, and en-
tropy anomalies, the scaling relationship between the
transport coefficients and the excess entropy in the FJ
model was examined. More specifically, Rosenfeld’s scal-
ing was utilized in an exponential form,
X∗ = aX exp(bXS
e), (10)
between an arbitrary dimensionless transport coefficient
X∗ and the excess entropy Se.82,83 In Eq. (10), aX
and bX are the parameters. The reduced diffusion con-
stant and shear viscosity can be expressed as D∗ =
Dρ1/3/(kBT/m)
1/2 and η∗ = ηρ−2/3/(mkBT )
1/2, re-
spectively. Figures 3(b) and 3(c) shows the semi-log
plots of D∗ and η∗ against Se for different isotherms.
In addition, Rosenfeld’s scaling relationship in Eq. (10)
is examined. Instead of a single exponential scaling,
two separate branches are observed. One corresponding
to high density (non-anomalous) region and the other
corresponds to low density (anomalous) region. Simi-
lar two-branched scaling of Rosenfeld’s relationship has
been demonstrated in recent studies using the Stillinger–
Weber potential.86,87 Note that the absolute values of the
coefficients bD and bη become larger with increasing the
density. This tendency is seemingly contrary to results
reported in Refs. 86 and 87.
The slope obtained from the plot of Rosenfeld’s scal-
ing relationship enables us to examine the relationship
between the excess entropy anomaly and the transport
anomalies in the FJ model. As reported in Ref. 51, the
region of the transport anomaly is represented by the
partial derivative of the excess entropy Se with respect
to the logarithmic density ln ρ,[
∂Se
∂(ln ρ)
]
T
> c, (11)
where the constant c is given by the slope of Rosen-
feld’s scaling relationship. In practice, the conditions
c = 1/3bD and c = 2/3|bη| correspond to the diffu-
sion and viscosity anomalies, respectively. On the other
hand, c = 0 represents the criterion of the excess entropy
anomaly. Furthermore, c = 1 corresponds to the con-
dition for the onset of density anomaly, as indicated in
Eq. (9). In Fig. 4, the partial derivative [∂Se/∂(ln ρ)]T
is plotted as a function of the density ρ at various tem-
peratures. The values of c for the criteria of the excess
entropy, diffusion, viscosity, and density anomalies are
also represented by the horizontal lines. Note that the
high density values of the slope of the Rosenfeld’s scal-
ing are used for both the diffusion and the viscosity (see
Figs. 3(b) and 3(c)). This analysis allows us to estimate
the onset of the anomalies in the p-T phase diagram from
non-anomalous branches.86,87 In fact, the order of the
anomalies in Fig. 1 from the outermost boundary to the
innermost boundary is consistent with that demonstrated
in Fig. 4, that is, the anomaly in the excess entropy
is followed by the diffusion anomaly, then the viscosity
anomaly, and, finally, density anomaly. The hierarchy of
the water-like anomalies of the FJ model is thus unveiled
by the demonstrated nested dome-like structures.
IV. CONCLUSIONS
We performed molecular dynamics simulations using
the FJ model, which is one of the core-softened poten-
tials with two length scales. Our results show a water-
like LLPT between the HDL and LDL phases in the p-T
phase diagram, which is consistent with the results of pre-
vious studies,77,80 In particular, the slope of the LLPT
line is weakly negative, which is an important charac-
teristic of the liquid-water anomalies. We also demon-
strated that the density anomaly boundary emerges from
the LLCP.
We numerically calculated the transport coefficient
such as self-diffusion and shear viscosity. From these cal-
culations, the dynamic anomalies in the FJ model were
thoroughly characterized. In addition, the violation of
the SE relationship was clarified in the FJ model. The
connection between the fragility and the degree of SE
breakdown was demonstrated, which is analogous to that
exhibited in glass-forming liquids.
Furthermore, we characterized the thermodynamic
anomalies from the excess entropy, which was obtained
6by the thermodynamic integration. From these calcula-
tions, the dynamic and thermodynamic anomalies were
thoroughly characterized as the dome-like boundaries in
the phase diagram. The nested structure of the anomaly
boundaries implies the connection between the thermo-
dynamic and dynamic anomalies arising from the LLCP.
To unveil the connection, we utilized the Rosenfeld’s
scaling relationship between the excess entropy and the
dimensionless transport coefficients. The slope of the
exponential representation of the scaling is related to
the criteria for the appearance of the anomalies in the
phase diagram. The elucidated results are in accordance
with the density dependence of the partial derivative of
the excess entropy with respect to the logarithmic den-
sity along isotherms. The anomalous regions of the FJ
model, showing the negative slope of the coexistence line
between HDL and LDL, follow the hierarchy of density,
then diffusion, viscosity, and, finally, structure with in-
creasing the temperature. This order is also compatible
with that observed in the liquid-water model and other
water-like liquids.51,84
It is worth mentioning that analogous nested struc-
tures have been reported using Stillinger–Weber poten-
tial for the models of mW water, silicon, and germa-
nium.86,87 These studies revealed that the hierarchy is
inverted between diffusion and excess entropy, that is,
the anomalous region of diffusion covers those of density
and excess entropy. This sequence is consistent with that
observed in silica.85 In addition, the silica-like hierarchy
has been obtained by increasing the potential depth of
the attraction part in other core-softened potential.69 Al-
though the form of this potential resembles the FJ model,
the similarity and the differences is still elusive. Further
investigations extending to the generalization of the FJ
model are currently underway.
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