In [12] Petrunin proves that a compact metric space X admits an intrinsic isometry into E n if and only if X is a pro-Euclidean space of rank at most n, meaning that X can be written as a "nice" inverse limit of polyhedra. He also shows that either case implies that X has covering dimension at most n. The purpose of this paper is to extend these results to include both embeddings and spaces which are proper instead of compact. The main result of this paper is that any pro-Euclidean space of rank at most n is proper and admits an intrinsic isometric embedding into E n+ . Since every n-dimensional Riemannian manifold is a pro-Euclidean space of rank at most n, this result is a partial generalization of (the C version of) the famous Nash isometric embedding theorem from [10] .
Introduction
A general, but di cult, question is to determine whether or not a given metric space admits an isometric embedding into Euclidean space E n . A closely related problem is to nd necessary and su cient conditions under which such an isometric realization exists. A common technique used in all branches of mathematics is to prove a desired result for some class of "nice" objects, and then to generalize this result to more general objects by expressing them as some sort of "limit" of these nice objects. This is the method of attack that we will employ in this paper.
The most famous results in this area of mathematics are the Nash isometric embedding theorems for Riemannian manifolds [10] and [11] . One could then try to use these results in the limiting idea mentioned above, and indeed both Petrunin [12] and Le Donne [6] observed that one can use the C Nash isometric embedding theorem to prove that every n-manifold equipped with a sub-Riemannian metric admits an isometric embedding into E n+ . But in general, it can be di cult to express a general metric space as a limit of Riemannian manifolds because of both the nice local topology of manifolds and because of the nice metric structure provided by the smooth Riemannian metric. A Euclidean polyhedron P is a metric space endowed with a locally nite (simplicial) triangulation T such that each n-dimensional simplex τ ∈ T is a nely isometric to an n-simplex in E n . Euclidean polyhedra are sometimes referred to as polyhedral spaces in the literature. Such spaces are "nice" due to the local constant curvature, but they provide a little more exibility than manifolds because the triangulation may contain singularities of arbitrary codimension. There is a very nice string of results concerning piecewise-linear (pl) isometries of n-dimensional Euclidean polyhedra in E n , and the author would like to list references [14] , [1] , and [5] for the interested reader. These results, speci cally a result due to Arseniy Akopyan, led to the following result of Petrunin found in [12] : A preliminary version of Akopyan's result, in Russian, can be found at: http://www.moebiuscontest.ru/ les/2007/akopyan.pdf. An English translation can be found in [8] .
A metric space X is said to be a compact pro-Euclidean space of rank at most n if it can be represented as an inverse limit of a sequence of Euclidean polyhedra {P i } ∞ i= , where each polyhedron has dimension ≤ n. This inverse limit is taken in the category of compact metric spaces and short (1-Lipschitz) maps. A pro-Euclidean space refers to an inverse limit as above, but where the polyhedra are locally nite instead of compact. Also, an "intrinsic isometry" is a slightly more general notion of the more common "path isometry". For more precise de nitions, please see section 2.
Note that Theorem 1 ts the model described above. It proves the existence of an isometry of a metric space into E n by considering it as an appropriate limit of "nice spaces" (Euclidean polyhedra) which we already have results about. The above results about Euclidean polyhedra all deal with pl isometries that are, in general, not embeddings though. This of course can be seen by the dimension of the ambient Euclidean space. One can think of these results as "origami type" foldings of the polyhedra into the same dimensional Euclidean space. Obviously, E n is the smallest dimensional space that one could construct such foldings into.
In [7] the author used Akopyan's result to prove the following:
Theorem 2. Let P be an n-dimensional Euclidean polyhedron, let f : P → E N be a short map, and let ε > be arbitrary. Then there exists an intrinsic isometric embedding h : P → E N which is an ε-approximation of f ,
Remark 3. Theorem 2 can be slightly generalized to allow the ε to vary as you move away from some xed point. This generalization can also be found in [7] . But this fact will only play a small role in this paper, so we present the current version for simplicity.
The main purpose of this short note is to use Theorem 2 to extend Petrunin's result to include (intrinsic) isometric embeddings. The secondary purpose is to extend from the setting of compact to proper metric spaces, which is mostly trivial but has a subtle detail at one spot.
The following is the main result of this paper:
Main Theorem. Let X be a pro-Euclidean space of rank at most n. Then X is proper, dim(X) ≤ n, and X admits an intrinsic isometric embedding into E n+ .
Of course, the conclusion that dim(X) ≤ n is directly from Petrunin's result. It is well known (see [2] and [3] ) that a complete metric space which is an ultralimit of proper metric spaces is also proper. Then since a pro-Euclidean space is, in particular, an ultralimit of locally-nite polyhedra, what needs to be shown is that any pro-Euclidean space is complete. This is reasonably clear since all of the maps involved are Lipschitz, but in any case this will be discussed further in section 2. So the real essence of our Main Theorem is that every pro-Euclidean space of rank at most n admits an intrinsic isometric embedding into E n+ . This will be proved in section 3. In Theorem 1 Petrunin provides necessary and su cient conditions for a compact metric space to be realized isometrically as a subspace of E n . So in this vein, one would like a converse to our Main Theorem.
Petrunin's method of proof in [12] is to take ner and ner cubulations of E n , and to construct the polyhedra in the inverse limit by gluing together isometric copies of these cubes along their common boundaries. But one needs to insert multiple copies of each cube corresponding to how many times the image of X intersects this cube. Since Theorem 1 only considers the case of X compact, there is no issue here. But when trying to extend to a wider range of spaces, the assumption of X being proper is necessary to ensure that the corresponding polyhedra are locally nite. Applying this method to our setting only provides a partial converse because the dimension of the corresponding polyhedra will be n + instead of n. But if we de ne a pro-Euclidean space of nite rank to be a pro-Euclidean space where the dimensions of the polyhedra in the inverse limit are bounded above by some natural number N, then we have: Let Y denote R with the origin removed, equipped with its natural length metric. Since Y is not complete, Y is not proper and therefore is not a pro-Euclidean space of nite rank. But Y obviously admits an intrinsic isometric embedding into R . This demonstrates that the assumption of being proper is necessary in Corollary 4.
Assume that X is proper, dim(X) ≤ n, and that X admits an intrinsic isometric embedding into E n+ .
Then using a variant of Whitney's triangulation technique from [13] , one can approximate the image of X by n-dimensional Euclidean polyhedra. But it is not clear how to construct the short maps between the various spaces, or even if the metrics of the polyhedra converge to the metric of X in the limit. At the time of this writing, the author can ensure that the metrics of these polyhedra converge to a metric on X which is biLipschitz equivalent to the original metric on X. An open question then is whether or not such a space X is a pro-Euclidean space of rank at most n. This is not obviously true (at least to the author), in that a priori there may exist proper n-dimensional subspaces of E n+ which can only be approximated (in the metric sense) by polyhedra whose dimension is greater than n. One last note is that, in [4] , Gromov proves that every n-dimensional Riemannian manifold M admits a path isometry into E n (note the same dimension). Then using Theorem 1 it can be seen that M is a proEuclidean space of rank at most n. Our Main Theorem then is a partial generalization of (the C version of) the famous Nash isometric embedding theorem found in [10] which states: every n-dimensional Riemannian manifold admits a C isometric embedding into E n+ . 
Preliminaries . Pullback Metrics and Intrinsic Isometries
Parts of this subsection closely follow [12] . Let (X, d X ) and (Y, d Y ) be metric spaces and f : X → Y a continuous map. f is short if for any two points
Now, given two points x, x ∈ X, a sequence of points x = x , x , ...,
where the in mum is taken over all ε-chains from x to x . It is not hard to see that for any ε > pull f ,ε is almost a metric on X. The only issue is the possibility that pull f ,ε (x, x ) = for some x ≠ x . But pull f ,ε is clearly monotone nonincreasing with respect to ε. So it makes sense to de ne the limit
where this limit may be in nite. pull f is called the pullback metric for f .
A map f : X → Y is an intrinsic isometry if
for all x, x ∈ X. The following Lemma is the key ingredient used by Petrunin to prove Theorem 1. It is stated without proof in [12] , but since it plays such an important role we will give a short proof here for completeness.
Lemma 6. Let X and Y be metric spaces with X compact and let a continuous map f
: X → Y be such that sup x,x ∈X pull f (x, x ) < ∞.
Then for any λ > there exists δ = δ(f , λ) > such that for any short map h
The key to proving Lemma 6 is the following Lemma, which is proved in [12] .
Lemma 7. Let X and Y be metric spaces, X compact, and f , h : X → Y be two continuous maps. Let δ > and assume that d Y (f (x), h(x)) < δ for all x ∈ X.
Then for all x, x ∈ X we have that
where pack ε X denotes the maximal number of points in X at a distance more than ε from each other.
Proof of Lemma 6. Let λ > . Because X is compact and since sup
x,x ∈X pull f (x, x ) < ∞, there exists ε > with
for all x, x ∈ X. Choose δ < λ pack ε X . Using Lemma 7 we have that for all x, x ∈ X:
Let (X, d) be any metric space and let α : [a, b] → X be a path. The length of α, denoted (α), is de ned by
where the supremum is taken over all partitions a = t < t < . . . < tn = b of [a, b] (and with no bound on n). A map f : X → Y between metric spaces is called a path isometry if f "preserves the length of paths", i.e. if (α) = (f • α) for all paths α in X. Clearly, the notions of 'path isometry' and 'intrinsic isometry' are very similar. In [12] Petrunin justi es the statement that, in general, being an intrinsic isometry is slightly stronger than being a path isometry. Nevertheless, Le Donne proves in [6] that the two notions are equivalent if both X and Y are proper geodesic metric spaces. As we will soon see, this is the setting that we will be dealing with in section 3. So there is no ambiguity if the reader just considers path isometries instead of intrinsic isometries in the proof of the Main Theorem.
One last comment about the length functional . It is well-known that is lower semicontinuous, meaning that if (αn) is a sequence of paths which uniformly converge to the recti able path α (meaning that (α) < ∞), then lim n→∞ (αn) ≥ (α). To see that this inequality can be strict, consider a "zig-zag" sequence of paths which have constant length but converge to a path with strictly shorter length. The point here though is that Lemma 6 is the analogue to this statement in the setting of a "sequence of maps between spaces" instead of a "sequence of paths within a space". Lemma 6 implies that if f : X → Y is a "recti able map" with X compact, and if a sequence of maps (h i ) from X to Y converges uniformly to f , then pull f (x, x ) ≤ lim i→∞ pull h i (x, x ). What tends to be di cult is proving the reverse inequality. The reason that we require our maps to be short in what follows is in order to circumvent this di culty.
. Euclidean polyhedra and pro-Euclidean spaces
Parts of this subsection again directly follow [12] , and moreover the interested reader should consult [12] for some useful comments and insights not presented here.
A metric space P is called a Euclidean polyhedron if there exists a locally nite simplicial triangulation of P such that each k-dimensional simplex is a nely isometric to a non-degenerate k-simplex in E k . Such spaces are sometimes called polyhedral spaces in the literature, although this term may also refer to polyhedra whose simplices have some ( xed) curvature di erent from . The dimension of P is equal to the dimension of the maximal simplex in any triangulation of P. It is clear that, due to being locally nite, Euclidean polyhedra are proper metric spaces (meaning that closed bounded sets are compact). Also, it was proved by Moussong in [9] that Euclidean polyhedra are necessarily geodesic metric spaces, meaning that the distance between any two points is realized by the length of some path between those two points.
is an inverse system of proper metric spaces X k and short maps φ l,k :
for all k, the function φ k,k equals the identity map on X k .
A metric space X is the inverse limit of the system (φ l,k , X k ), denoted X = lim ←− X k , if both of the following two conditions hold:
1. X consists of all sequences (x k ) such that x k ∈ X k for all k and φ l,k (x l ) = x k for all l ≥ k 2. The distance in X between x = (x k ) and x = (x k ) is de ned by
for all l ≥ k. Also note that, by necessity, each projection map must be short.
Finally, a metric space X is called a pro-Euclidean space of rank at most n if X is the inverse limit of the system (φ l,k , P k ) where each P k is a Euclidean polyhedron with dimension ≤ n. Note that every pro-Euclidean space is complete. To see this, consider a Cauchy sequence (x k ) ⊆ X. Since ψ i is Lipschitz for all i, the sequence (ψ i (x k )) ⊆ P i is also Cauchy. But P i is complete, and so this sequence has some limit y i ∈ P i . Then y = (y i ) is a well-de ned point of X, and lim
Finally, it is well known that a complete space that is the ultralimit of proper geodesic spaces is also proper and geodesic (see either [2] or [3] ). One can also consult the previous two references for the de nition of an ultralimit, but all that is important here is that being a pro-Euclidean space is stronger than being an ultralimit of polyhedra. Therefore, this proves the following Lemma.
Lemma 8. Every pro-Euclidean space is proper and geodesic.

Proof of the Main Theorem
Proof of the Main Theorem. Since X is a pro-Euclidean space, we know that X is proper. We rst proceed under the assumption that X is compact. Afterward, we indicate how to alter the proof for when X is proper.
Let X be a pro-Euclidean space of rank at most n and let (P i , φ j,i ) be the inverse system associated to X, where P i is an n-dimensional (locally nite) Euclidean polyhedron for all i. For each i let ψ i : X → P i be the projection map, and recall that every map associated with this system is short. For a picture, see the upper half of Figure 1 .
Given ε i+ > and a pl intrinsic isometric embedding f i : P i → E n+ , by Theorem 2 there exists a pl intrinsic isometric embedding f i+ :
A diagram of all of the aforementioned maps is given in Figure 1 . What needs to be shown is that the values for ε i can be chosen in such a way that the sequence (h i ) converges uniformally to an intrinsic isometric embedding.
To see that the sequence (ε i ) can be chosen so that the sequence (h i ) converges to an embedding we use a technique similar to one used by Nash in [10] . Consider the collection of sets
Since X = lim ←− P i and because Ω i is compact, for every i ∈ N there exists i such that ψ i (x) ≠ ψ i (x ) for all (x, x ) ∈ Ω i . We also require that i > (i − ) which satis es the above. Thus,
Observe that µ i > . If we require that
then no point pair in Ω i can come together in the limit. Eventually any pair of distinct points is contained in some Ω i , which completes the proof that the map h is injective.
The fact that the sequence (ε i ) can be chosen so that the sequence (h i ) converges uniformally to an intrinsic isometry is identical to the proof by Petrunin in [12] , but will be included here for completeness.
Since each of the maps f i and φ i+ ,i are short by assumption, we have that each h i is short. It is therefore clear that h is short, i.e. that pull h (x, x ) ≤ d X (x, x ) for all x, x ∈ X. To show the reverse inequality, at each stage of the limiting process choose ε i+ > so that ε i+ < min ε i , δ f i , i 
