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Abstract
A dynamic Boltzmann machine (DyBM) has been proposed as a model of a spik-
ing neural network, and its learning rule of maximizing the log-likelihood of given
time-series has been shown to exhibit key properties of spike-timing dependent
plasticity (STDP), which had been postulated and experimentally confirmed in
the field of neuroscience as a learning rule that refines the Hebbian rule. Here, we
relax some of the constraints in the DyBM in a way that it becomes more suitable
for computation and learning. We show that learning the DyBM can be consid-
ered as logistic regression for binary-valued time-series. We also show how the
DyBM can learn real-valued data in the form of a Gaussian DyBM and discuss its
relation to the vector autoregressive (VAR) model. The Gaussian DyBM extends
the VAR by using additional explanatory variables, which correspond to the eli-
gibility traces of the DyBM and capture long term dependency of the time-series.
Numerical experiments show that the Gaussian DyBM significantly improves the
predictive accuracy over VAR.
1 Introduction
The dynamic Boltzmann machine (DyBM) [14, 15] has recently been proposed as a model of a
spiking neural network whose learning rule that maximizes the log likelihood of given time-series
exhibits key properties of spike-timing dependent plasticity (STDP). In STDP, the amount of the
change in the synaptic strength between two neurons that fired together depends on the precise
timings when the two neurons fired. STDP supplements the Hebbian rule [8] and has been experi-
mentally confirmed in biological neural networks [4]. Although the basic capability of the DyBM
in learning time-series has been demonstrated in [15], its application has been limited to relatively
simple tasks with low dimensional and binary-valued time-series data.
Here, we relax some of the constraints that the DyBM has required in [14, 15] in a way that it
becomes more suitable for computation and learning. The primary purpose of these constraints in
[14, 15] was to mimic a particular form of STDP. Our relaxed DyBM generalizes the original DyBM
and allows us to interpret it as a form of logistic regression for time-series data.
We also discuss how the DyBM can deal with real-valued time-series in the form of a Gaussian
DyBM, which is analogous to how Gaussian Boltzmann machines [11, 17, 9] deal with real-valued
patterns as opposed to Boltzmann machines [1, 10] for binary values. Our Gaussian DyBM can
be related to a vector autoregressive (VAR) model. Specifically, we show that a special case of the
Gaussian DyBM is a VAR model having additional variables that capture long term dependency
of time-series. These additional variables correspond to DyBM’s eligibility traces, which represent
how recently and frequently spikes arrived from a neuron to another.
In addition, we demonstrate the effectiveness of the Gaussian DyBM through numerical experi-
ments. We train the Gaussian DyBM and let it predict the future values of the time-series in a purely
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Figure 1: A connection from a (pre-synaptic) neuron i to a (post-synaptic) neuron j in a DyBM.
online manner with a stochastic gradient method [7]. Namely, at each moment, we update the pa-
rameters and the variables of the Gaussian DyBM by using only the latest values of the time-series,
and let the DyBM predict the next values of time-series. The Gaussian DyBM can also be trained
in a distributed manner in that each parameter can be updated using only the information that is
locally available around the unit associated with that parameter. The experimental results show that
the Gaussian DyBM can reduce the predictive error by up to 20 % against the corresponding VAR
without noticeably increasing computational cost.
The primary contribution of this paper is in the way that we relax the constraints in the original
DyBM. This relaxation allows us to represent the energy of the DyBM in a simple expression with
matrices and vectors. Because the form of the energy completely determines the dynamics of the
DyBM, our expression allows us to understand how the DyBM, a model of a spiking neural network,
learns binary-valued time-series in a form of logistic regression. The relaxation also allows us to
relate the Gaussian DyBM to VAR.
1.1 Related work
There has been a significant amount of the prior work towards understanding STDP from the per-
spectives of machine learning [12, 3, 16]. For example, Nessler et al. show that STDP can be un-
derstood as approximating the expectation maximization (EM) algorithm [12]. Nessler et al. study a
particularly structured (winner-take-all) network and its learning rule for maximizing the log likeli-
hood of given static patterns. On the other hand, the DyBM and the Gaussian DyBM do not assume
particular structures in the network, and the learning rule having the properties of STDP applies for
any synapse in the network. Also, the learning rule of the DyBM and the Gaussian DyBM maxi-
mizes the log likelihood of given time-series, and its learning rule does not involve approximations
beyond what is assumed in stochastic gradient methods.
2 Extending the dynamic Boltzmann machine
We start by reviewing the DyBM as well as its learning rule that exhibits the key properties of STDP.
We then relax some of the constraints of the DyBM so that it has more flexibility in performing
computation and learning time-series in a form of logistic regression.
2.1 The dynamic Boltzmann machine
A DyBM is an abstract model of a spiking neural network, where a (pre-synaptic) neuron is con-
nected to a (post-synaptic) neuron via a first-in-first-out (FIFO) queue and a synapse (see Figure 2.1).
At each discrete time t, a neuron i either fires (x[t]i = 1) or not (x
[t]
i = 0). The spike travels along
the FIFO queue and reaches the synapse after conduction delay1, d. In other words, the FIFO queue
has the length of d− 1 and stores, at time t, the spikes that have been generated by the pre-synaptic
neuron from time t− d+ 1 to time t− 1.
1For simplicity, we assume that the conduction delay is uniform for all connections, as opposed to variable
conduction delay in [15]. See also [6, 13] for ways to tune the values of the conduction delay.
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Figure 2: The value of a synaptic or neural eligibility trace as a function of time. For a synaptic
eligibility trace at a synapse, the bars represent the spikes arrived from a FIFO queue at that synapse.
For a neural eligibility trace at a neuron, the bars represent the spikes generated by that neuron.
Each synapse in a DyBM stores a quantity called a synaptic eligibility trace2. The value of the
synaptic eligibility increases when a spike arrives at the synapse from the FIFO queue; otherwise, it
is decreased by a constant factor. Specifically, at time t, the value of the synaptic eligibility trace,
α
[t]
i , that is stored at the synapse from a pre-synaptic neuron i is updated as follows:
α
[t]
i = λ (α
[t−1]
i + x
[t−d+1]
i ), (1)
where λ is a decay rate and satisfies 0 ≤ λ < 1. Figure 2.1 shows an example of how the value of
the synaptic eligibility trace changes depending on the spikes arrived at the synapse. Observe that
α
[t]
i represents how recently and frequently spikes arrived from a pre-synaptic neuron i and can be
represented non-recursively as follows:
α
[t−1]
i =
t−d∑
s=−∞
λt−s−d x[s]i . (2)
Each neuron in a DyBM stores a quantity called a neural eligibility trace3. The value of the neural el-
igibility increases when the neuron fires; otherwise, it is decreased by a constant factor. Specifically,
at time t, the value of the neural eligibility trace, γ[t]i , at a neuron i is updated as follows:
γ
[t]
i = µ (γ
[t−1]
i + x
[t]
i ), (3)
where µ is a decay rate and satisfies 0 ≤ µ < 1. Observe that γ[t]i represents how recently and
frequently the neuron i has fired and can be represented non-recursively as follows:
γ
[t−1]
i =
t−1∑
s=−∞
µt−s x[s]j (4)
A neuron in a DyBM fires according to the probability distribution that depends on the energy of the
DyBM. A neuron is more likely to fire when the energy becomes lower if it fires than otherwise. Let
Ej
(
x
[t]
j |x[:t−1]
)
be the energy associated with a neuron j at time t, which can depend on whether j
fires at time t (i.e., x[t]j ) as well as the preceding spiking activities of the neurons in the DyBM (i.e.,
x[:t−1]). The firing probability of a neuron j is then given by
Pj(x
[t]
j |x[:t−1]) =
exp
(− Ej(x[t]j |x[:t−1]))∑
x˜∈{0,1}
exp
(− Ej(x˜|x[:t−1])) (5)
2For simplicity, we assume a single synaptic eligibility trace, as opposed to multiple ones in [15], at each
synapse.
3We assume a single neural eligibility trace, as opposed to multiple ones in [15], at each neuron.
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for x[t]j ∈ {0, 1}. Specifically, Ej
(
x
[t]
j |x[:t−1]
)
can be represented as follows:
Ej
(
x
[t]
j |x[:t−1]
)
= −bj x[t]j + ELTPj
(
x
[t]
j |x[:t−1]
)
+ ELTDj
(
x
[t]
j |x[:t−1]
)
, (6)
where bj is the bias parameter of a neuron j and represents how likely j spikes (j is more likely to
fire if bj has a large positive value), and we define
ELTPj
(
x
[t]
j |x[:t−1]
) ≡ −∑
i
ui,j α
[t−1]
i x
[t]
j (7)
ELTDj
(
x
[t]
j |x[:t−1]
) ≡∑
i
vi,j β
[t−1]
i x
[t]
j +
∑
k
vj,k γ
[t−1]
k x
[t]
j , (8)
where β[t−1]i represents how soon and frequently spikes will arrive at the synapse from the FIFO
queues from i to j:
β
[t−1]
i ≡
t−1∑
s=t−d+1
µs−t x[s]i . (9)
In (7), the summation with respect to i is over all of the pre-synaptic neurons that are connected to j.
Here, ui,j is the weight parameter from i to j and represents the strength of Long Term Potentiation
(LTP). This weight parameter is thus referred to as LTP weight. A neuron j is more likely to fire
(x[t]j = 1) when α
[t−1]
i is large for a pre-synaptic neuron i connected to j (spikes have recently
arrived at j from i) and the corresponding ui,j is positive and large (LTP from i to j is strong).
In (8), the summation with respect to i is over all of the pre-synaptic neurons that are connected to
j, and the summation with respect to k is over all of the post-synaptic neurons which j is connected
to. Here, vi,j represents the strength of Long Term Depression from i to j and referred to as LTD
weight. The neuron j is less likely to fire when βi is large for a pre-synaptic neuron i connected to
j (spikes will soon and frequently reach j from i) and the corresponding vi,j is positive and large
(LTD from i to j is strong). The second term in (8) represents that a pre-synaptic neuron j is less
likely to fire if a post-synaptic neuron has recently and frequently fired (γk is large), and the strength
of this LTD is given by vj,k. Notice that the timing of a spike is measured with respect to when the
spike reaches synapse, where the spike from a pre-synaptic neuron has the delay d, and the spike
from a post-synaptic neuron reaches immediately.
The learning rule of the DyBM has been derived in a way that it maximizes the log likelihood of
given time-series with respect to the probability distribution given by (5) [15]. Specifically, at time
t, the DyBM updates its (plastic) parameters according to
bj ← bj + η
(
x
[t]
j − 〈X [t]j 〉
)
(10)
ui,j ← ui,j + η α[t−1]i
(
x
[t]
j − 〈X [t]j 〉
)
(11)
vi,j ← vi,j + η β[t−1]i
(〈X [t]j 〉 − x[t]j )+ η γ[t−1]j (〈X [t]i 〉 − x[t]i ) (12)
for each of neurons i and j, where η is a learning rate, x[t]j is the training data given to j at time t, and
〈X [t]j 〉 denotes the expected value of x[t]j (i.e., firing probability of a neuron j at time t) according to
the probability distribution given by (5).
In (10), bj is increased when x
[t]
j = 1 is given to j, so that j becomes more likely to fire (in
accordance with the training data), but the amount of the change in bj is small if j is already likely to
fire (〈X [t]j 〉 ≈ 1). This dependency on 〈X [t]j 〉 can be considered as a form of homeostatic plasticity.
In (11), ui,j is increased (LTP gets stronger) when x
[t]
j = 1 is given to j. Then j becomes more
likely to fire when spikes from i have recently and frequently arrived at j (i.e., α[·]i is large). This
amount of the change in ui,j depends on α
[t−1]
i , exhibiting a key property of STDP. In particular,
ui,j is increased by a large amount if spikes from i have recently and frequently arrived at j.
According to the second term on the right-hand side of (12), vi,j is increased (LTD gets stronger)
when x[t]j = 0 is given to a post-synaptic neuron j. Then j becomes less likely to fire when spikes
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from i are expected to reach j soon (i.e., β[·]i is large). This amount of the change in vi,j is large if
there are spikes in the FIFO queue from i to j and they are close to j. According to the last term of
(12), vi,j is increased when x
[t]
i = 0 is given to the pre-synaptic i, and this amount of the change
in vi,j is proportional to γj (i.e., how frequently and recently the post-synaptic j has fired). This
learning rule of (12) thus exhibits some of the key properties of LTD with STDP.
2.2 Giving flexibility to the DyBM
It has been shown in [15] that the DyBM in Section 2.1 has the capability of associative memory
and anomaly detection for sequential patterns, but the applications of the DyBM has been limited to
simple tasks with relatively low dimensional time-series. Here, we relax some of the constraints of
this DyBM in a way that it gives more flexibility that is useful for learning and inference.
Specifically, observe that the first term on the right-hand side of (8) can be rewritten with the defini-
tion of β[t−1]i in (9) as follows:∑
i
vi,j β
[t−1]
i x
[t]
j =
∑
i
t−1∑
s=t−d+1
vi,j µ
s−t x[s]i x
[t]
j (13)
=
∑
i
d−1∑
δ=1
v
[δ]
i,j x
[t−δ]
i x
[t]
j , (14)
where we let v[δ]i,j ≡ vi,j µ−δ . Here, v[δ]i,j represents how unlikely j fires at time t if i fired at time
t − δ. The parametric form of v[δ]i,j ≡ vi,j µ−δ assumes that this LTD weight decays geometrically
as the interval, δ, between the two spikes increases.
In the following, we relax this constraint on v[δ]i,j for δ = 1, . . . , d − 1 and assumes that these
LTD weights can take independent values. Then the energy of the DyBM with N neurons can be
represented conveniently with matrix and vector operations:
E(x[t]|x[:t−1]) ≡
N∑
j=1
Ej(x
[t]
j |x[:t−1]) (15)
= −b>x[t] − (α[t−1]λ )>Ux[t] +
d−1∑
δ=1
(x[t−δ])>V[δ] x[t] + (x[t])>V γ[t−1]µ , (16)
where b ≡ (bj)j=1,...,N is a vector, U ≡ (ui,j)(i,j)∈{1,...,N}2 is a matrix, and other boldface letters
are defined analogously (a vector is lowercase and a matrix is uppercase). For eligibility traces
(α[t−1]λ and γ
[t−1]
µ ), we append the subscript to explicitly represent the dependency on the decay
rate (λ and µ). The functional form of the energy completely determines the dynamics of a DyBM,
and relaxing its constraints allows the DyBM to represent a wider class of dynamical systems.
Notice that the last term of (16) can be divided into two terms:
(x[t])>V γ[t−1]µ = (γ
[t−1]
µ )
>Vx[t] (17)
= (α[t−1]µ )
>Vx[t] +
d−1∑
δ=1
(x[t−δ])>Vˆ[δ] x[t], (18)
where α[t−1]µ is the same as the vector of synaptic eligibility traces but with the decay rate µ, and
Vˆ[δ] ≡ µ−δV. Comparing (18) and (16), we find that, without loss of generality, the energy of the
DyBM can be represented with the following form:
E(x[t]|x[:t−1]) = −
(
b> +
d−1∑
δ=1
(x[t−δ])>W[δ] +
L∑
`=1
(α
[t−1]
λ`
)>U`
)
x[t], (19)
where we define W[δ] = −V[δ] − Vˆ[δ]. The energy in (19) reduces to the original energy in (6)
when W[δ] = −µ−δV − µδV>, U1 = U, U2 = −µdV>, λ1 = λ, λ2 = µ, and L = 2. With
5
L > 2, one can also incorporate multiple synaptic or neural eligibility traces with varying decay
rates in [15]. Equivalently, we can represent the energy using neural eligibility traces, γµ` , instead
of synaptic eligibility traces, αλ` , as follows:
E(x[t]|x[:t−1]) = −
(
b> +
d−1∑
δ=1
(x[t−δ])>W[δ] +
L∑
`=1
(γ[t−1]µ` )
>V`
)
x[t]. (20)
2.3 Logistic regression for time-series with the DyBM
We now show that we are actually learning a kind of a logit model for time-series by learning a
DyBM. Let
m[t] ≡ b> +
d−1∑
δ=1
(x[t−δ])>W[δ] +
L∑
`=1
(α
[t−1]
λ`
)>U`. (21)
Then we can write (6) as Ej(x
[t]
j |x[:t−1]) = −m[t]j x[t]j .
The firing probability in (6) can now be expressed as
Pj(x
[t]
j |x[:t−1]) =
exp(m
[t]
j x
[t]
j )
1 + exp(m
[t]
j )
(22)
for x[t]j ∈ {0, 1}. Namely, m[t]j represents the negative energy associated with a neuron j on the
condition that j fires at time t, and j is likely to fire at t if m[t]j is positive and large. Recall that m
[t]
j
depends on x[:t−1].
The form of (22) implies that the DyBM is a kind of a logit model, where the feature vector,
(x[t−d+1], . . . ,x[t−1],α[t−1]λ ,α
[t−1]
µ ), depends on the prior values, x[:t−1], of the time-series. By
applying the learning rules given in (10)-(12) to given time-series, we can learn the parameters of
the DyBM or equivalently the parameters of the logit model (i.e., b, W[δ] for δ = 1, . . . , d− 1, and
U` for ` = 1, . . . , L) in (22).
3 Gaussian dynamic Boltzmann machines
In this section, we show how a DyBM can deal with real-valued time-series in the form of a Gaussian
DyBM. A Gaussian DyBM assumes that x[t]j follows a Gaussian distribution for each j:
pj(x
[t]
j |x[t−T,t−1]) =
1√
2pi σ2j
exp
(
−
(
x
[t]
j −m[t]j
)2
2σ2j
)
, (23)
where m[t]j is given by (21), and σ
2
j is a variance parameter. This Gaussian distribution is in contrast
to the Bernoulli distribution of the DyBM given by (5).
We now derive a learning rule for the Gaussian DyBM in a way that it maximizes the log-likelihood
of given time-series x[·]:∑
t
log p(x[t]|x[:t−1]) =
∑
t
N∑
i=1
log pi(x
[t]
i |x[−∞,t−1]), (24)
where the summation over t is over all of the time steps of x[·], and the conditional independence
between x[t]i and x
[t]
j for i 6= j given x[:t−1] is the fundamental property of the DyBM shown in
[15].
The approach of stochastic gradient is to update the parameters of the Gaussian DyBM at each step,
t, according to the gradient of the conditional probability density of x[t]:
∇ log p(x[t]|x[:t−1]) = −
N∑
i=1
(1
2
∇ log σ2i +∇
(
x
[t]
i −m[t]i )2
2σ2i
)
, (25)
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where the equality follow from (23). From (25) and (21), we can derive the derivative with respect
to each parameter.
These parameters are thus updated as follows4:
bj ← bj + η
x
[t]
j −m[t]j
σ2j
, σj ← σj + η
((
x
[t]
j −m[t]j
)2
σ2j
− 1
)
1
σj
, (26)
w
[δ]
i,j ← w[δ]i,j + η
x
[t]
j −m[t]j
σ2j
x
[t−δ]
i , ui,j,` ← ui,j,` + η
x
[t]
j −m[t]j
σ2j
α
[t−1]
i,λ`
(27)
for ` = 1, . . . , L, δ = 1, . . . , d − 1, and (i, j) ∈ {1, . . . , N}2, where η is the learning rate. In
(26)-(27), m[t]j is given by (21), ui,j,` is the (i, j) element of U`, and αi,λ` is the i-th element of
αλ` .
The maximum likelihood estimator of x[t] by the Gaussian DyBM is given by m[t] in (21). The
Gaussian DyBM can thus be understood as a modification to the standard VAR. Specifically, the last
term in the right-hand side of (21) involves eligibility traces, which can be understood as features of
historical values, x[:t−d], and are added as new variables of the VAR model. Because the value of
the eligibility traces can depend on the infinite past, the Gaussian DyBM can take into account the
history beyond the lag d.
4 Numerical experiments
We now demonstrate the advantages of the Gaussian DyBM through numerical experiments. The
purpose of our experiment is to demonstrate the effectiveness of the eligibility traces of the Gaus-
sian DyBM. Specifically, we train the Gaussian DyBM with a one dimensional sequence, which is
generated according to the following noisy sine wave:
x[t] = sin(2pi t/100) + ε[t] (28)
for each t, where ε[t] is independent and identically distributed with the standard Gaussian distribu-
tion. All of the experiments are carried out with a Python 2.7 implementation on a Linux machine
having 32 cores of POWER8 and 64 GB memory.
We consider a Gaussian DyBM, with the representation (20), having a single unit (N = 1), which
is connected to itself with a FIFO queue of length d and has a neural eligibility trace of decay rate
µ. We vary d and µ in the experiment. This Gaussian DyBM makes a prediction, m[t], according to
m[t] = b+
d−1∑
δ=1
w[δ] x[t−δ] + v γ[t−1], (29)
where γ[t−1] ≡∑∞s=1 µs−d x[t−s], and (b, w, v) is the set of parameters of the Gaussian DyBM. For
µ = 0, we define γ[t−1] = x[t−d], and this Gaussian DyBM reduces to a VAR model with d lags.
We train the Gaussian DyBM in an online manner. Namely, for each step t, we give a pattern,
x[t], to the Gaussian DyBM to update its eligibility trace, FIFO queue, and parameters, and then
let the Gaussian DyBM predict the next pattern, x[t+1]. This process is repeated sequentially for
t = 1, 2, . . .. Here, the parameters are updated according to natural gradients (38)-(39). The learning
rate, η, in (38)-(39) is adjusted for each parameter according to AdaGrad [7], where the initial
learning rate is set η = 0.001. Throughout, the initial values of the parameters and variables,
including eligibility traces and the values in the FIFO queues, are set 0 except that we initialize
σ2j = 1 for each j to avoid division by 0.
Figure 3 shows the predictive error of the Gaussian DyBM. Here, the prediction,m[t], for the pattern
at time t is evaluated with mean squared error, MSE[t] ≡ 1100
∑50
s=t−50(m
[t] − x[t])2, and MSE[t]
is further averaged over 100 independent runs of the experiment to make the curves in the figure
4In Appendix A.1, we derive learning rules based on natural gradients [2].
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Figure 3: Squared error of prediction and learning time of Gaussian DyBMs and VAR models.
(a)-(b) For each step t, the squared error is averaged over 100 independent runs. Decay rate µ is
varied as in the legend, and the red curve (µ = 0) corresponds to a VAR model. Conduction delay
d is varied across panels. (c) The learning time per a run of 1,000 steps is plotted against delay d.
Gaussian DyBMs and VAR are indistinguishable in the figure.
smooth. Due to the noise ε[t], the best possible squared error is 1.0 in expectation. We vary µ as
indicated in the legend and d as indicated below each panel.
Although the accuracy of the prediction with the Gaussian DyBM depends on the choice of µ,
the figure shows that the Gaussian DyBM (with µ > 0; black curves) generally outperforms the
corresponding VAR model (µ = 0; red curves) and reduces the error by up to 20 %. The gain that the
Gaussian DyBM has over the VAR stems solely from the use of the eligibility trace, γ[t−1], instead
of the lag-d variable, x[t−d]. The results for longer conduction delay can be found in Appendix A.2.
A Gaussian DyBM performs relatively well even with d = 1, because, unlike VAR, history beyond
d = 1 is taken into account in eligibility traces. The figure shows that VAR performs significantly
better with d = 16 and becomes comparable to the Gaussian DyBM with d = 1. A larger d,
however, comes at the expense of increased computational complexity. Here, notice that a Gaussian
DyBM has essentially equivalent computational complexity as the corresponding VAR, as we use
a single decay rate (L = 1). Figure 3(c) indeed shows that the Gaussian DyBM runs as fast as the
VAR, and their learning time grows linearly with respect to the delay d. In general, for a densely
connected Gaussian DyBM, per-step computational complexity is O((L + d)N2), where L is the
number of decay rates, d is the maximum conduction delay, and N is the number of neurons. The
computational complexity is reduced to O((L+ d)M N) when each neuron is connected to at most
M neurons.
5 Conclusion
A DyBM is a model of a spiking neural network, and we have shown how the DyBM can be used
to learn binary or real-valued time-series. For binary-valued time-series, the DyBM can be seen as
logistic regression for predicting the next (spiking) pattern on the basis of the history of (spiking)
patterns. The DyBM deals with real-valued time-series in the form of a Gaussian DyBM, and we
have seen that the Gaussian DyBM extends a VAR model by including eligibility traces as additional
explanatory variables, which allow the Gaussian DyBM to capture long term dependency of time-
series. Our experimental results demonstrate the effectiveness of the eligibility traces in increasing
the predictive accuracy.
The Gaussian DyBM is only one way to deal with real values by a DyBM. In particular, a DyBM
may assume the distribution in the exponential family [17] instead of the Gaussian distribution. The
Gaussian DyBM may also be extended to allow nonlinear hidden units. In [5], we will extend this
preliminary manuscript and study a Gaussian DyBM with such extensions.
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A Supplementary material for Gaussian dynamic Boltzmann machines
A.1 Natural gradients
Consider a stochastic model that gives the probability density of a pattern x as p(x; θ). With natural
gradients [2], the parameters, θ, of the stochastic model are updated as follows:
θt+1 = θt − ηtG−1(θt)∇ log p(x; θ) (30)
at each step t, where ηt is the learning rate at t, and G(θ) denotes the Fisher information matrix:
G(θ) ≡
∫
p(x; θ)
(∇ log p(x; θ)∇ log p(x; θ)>) dx. (31)
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Due to the conditional independence in (24), it suffices to derive a natural gradient for each Gaussian
unit. Here, we consider the parametrization with mean m and variance v ≡ σ2. The probability
density function of a Gaussian distribution is represented with this parametrization as follows:
p(x;m, v) =
1√
2pi v
exp
(
− (x−m)
2
2v
)
. (32)
The log likelihood of x is then given by
log p(x;m, v) = − (x−m)
2
2v
− 1
2
log v − 1
2
log 2pi. (33)
Hence, the gradient and the inverse Fisher information matrix in (30) are given as follows:
∇ log p(x; θ) =
( x−m
v
(x−m)2
2v2 − 12v
)
(34)
G−1(θ) =
(
1
v 0
0 12v2
)−1
=
(
v 0
0 2v2
)
, (35)
The parameters θt ≡ (mt, vt) are then updated as follows:
mt+1 = mt + ηt (x−mt) (36)
vt+1 = vt + ηt
(
(x−mt)2 − vt
)
. (37)
In the context of a Gaussian DyBM, the mean is given by (21), where m[t]j is linear with respect to
bj , wi,j , and ui,j,`. Also, the variance is given by σ2j . Hence, the natural gradient gives the learning
rules for these parameters as follows:
bj ← bj + η
(
x
[t]
j −m[t]j ), σ2j ← σ2j + η
(
(x
[t]
j −m[t]j )2 − σ2j
)
, (38)
w
[δ]
i,j ← w[δ]i,j + η
(
x
[t]
j −m[t]j )x[t−δ]i , ui,j,` ← ui,j,` + η
(
x
[t]
j −m[t]j )α[t−1]i,λ` , (39)
which can be compared against what the standard gradient gives in (26)-(27).
A.2 Additional results of experiments
Figure 4 shows additional results of the experiments shown in Figure 3. Now, the conduction delay
varies from d = 32 to d = 64. Learning the noisy sine wave (28) becomes rather trivial with
d > 50, because the expected value of the noisy sine wave with the period of 100 satisfies E[x[t]] =
−E[x[t−50]]. Namely, 29 can exactly represent this noisy sine wave by setting w[50] = 1 and other
parameters zero.
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Figure 4: The results with longer conduction delay d for the experiments in Figure 3.
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