The maximum energy dissipation principle (MEDP), for dynamics fracture systems far from equilibrium, proposed by Slepyan was modified. This modification includes a decoupling between the injected and dissipated energies by adding a time delay and a description of the ruggedness produced by dissipation patterns. A time delayed energy conservation equation is deduced and dynamical equations that describe the dynamical system evolution were obtained in analogous way to the Slepyan's calculations. The conditions for the rising of the instability process were presented by a bifurcation map. These results show that the theoretical framework proposed can describe the instability process along with dissipation patterns formation. This proposal was applied to dynamics fracture where it was possible to explain the results obtained by FinebergGross for the fast crack propagation in PMMA. For unstable or dynamical crack propagation it is shown the L. M. Alves (B) GTEME -Grupo 
Introduction
The relationship between micro and macro level is the subject of many discussion in physics and engineering (Fannes et al. 1994; Sih 1973; Slepyan 1992; Mishnaevsky 1996; Wnuk and Arash 2008) . The phenomenon of energy transfer between these two scales is one of the open problems in physics and involves several phenomenologies (Fannes et al. 1994) , where the fracture is just one of them (Wnuk and Arash 2008; Gumbsch 1995 Gumbsch , 1996 Gumbsch et al. 1997) . The study of the microscopic mechanisms related to the fracture phenomenon has been the subject of several discussions, revisions and modifications (Willis 1967; Krostrov and Nikitin 1970; Walton 1987; Tan and Yang 1995; Mishnaevsky 1996; Gumbsch 1995 Gumbsch , 1996 Gumbsch et al. 1997; Wnuk and Arash 2008) such in the approaches as in their content. Increasingly, one have tried to understand this phenomenon from the micro scale to the macro scale. Related to this problem some mechanical systems display instability behavior along with the phenomenon of dissipative structures and patterns formation (Fineberg et al. 1991; Sharon et al. 1995; Herrmann 1985) . It has been found that this occurs as a response to extreme energy input events, and cracks formation is a good illustration for that purpose (Herrmann 1985; Slepyan 1992) .
It is well known the existence of dissipation patterns in Nature (Ball 2007 ) and particularly on fracture of materials (Fineberg et al. 1991 (Fineberg et al. , 1992 Sharon and Fineberg 1999; Sharon et al. 1995 Sharon et al. , 1996 . Over the years of research on physics of fracture it was realized that in the processes of unstable crack propagation, where instability and catastrophic situations occur, structures and branched patterns are produced as shown by Fineberg et al. (1991 Fineberg et al. ( , 1992 . This phenomena can only be described by a suitable dynamic theory involving the formation of fractals or multifractals. However, there is not yet a complete treatment in Mechanics and Non-equilibrium Thermodynamics able to describe all this phenomenology, from the unstable dynamics until to the growth of a dissipation structure or the fractal pattern formation (Slepyan 1992 (Slepyan , 1993 Washabaugh and Knauss 1994; Alves and Lobo 2006; Mokross 2005) .
But a fundamental question is the following: Is it possible to predict the crack patterns on fast crack growth?
To answer that former question, one needs to consider the possibility to include together in the same theoretical framework: (i) the non-linear equations of a dynamical system; (ii) a fundamental thermodynamics dissipation principle to describe the instability process able to generate equations that supply iterated maps which can finally represent a pattern. Thus with this purpose one can use the dynamic fracture and add a modified version of the maximum dissipation principle (MEDP) proposed by Slepyan (1992 Slepyan ( , 1993 to forecast the experimental results found by Fineberg et al. (1991 Fineberg et al. ( , 1992 . Slepyan (1992 Slepyan ( , 1993 formulate a Thermodynamic Principle of Maximum Energy dissipation for fast cracks instability studies. The procedure proposed by Slepyan (1992 Slepyan ( , 1993 , considered that the dissipation tends to a maximum value due to the maximization of entropy at time intervals increasingly smaller. In addition, any solicitation imposed to the system above the rate at which this transfer is possible, it will produce instability which tends to bring the system to a maximum dissipation and utter chaos. Slepyan (1992 Slepyan ( , 1993 observed that, in dynamic fracture of brittle materials, macrolevel crack speeds correspond (except in some special cases) to maximum energy dissipation, maximum of the energy transfer to the microlevel per unit time. This phenomenon was referred to micro-instabilities accompanied highspeed cracks (Fineberg et al. 1991 (Fineberg et al. , 1992 Sharon and Fineberg 1999; Sharon et al. 1995 Sharon et al. , 1996 . Slepyan (1993) described very carefully the class of systems for which he applied this principle. The term which Slepyan used, principle of maximum energy dissipation rate, is not applicable without the complementary consideration of the time delay between the velocities at the level micro and macro. In his basic example of dynamic crack running through elastic medium, it is supposed that energy release rate plus energy surface crack times velocity is balanced with dissipation. In other words, maximum dissipation corresponds to the fastest energy decrease. This is in full agreement with the intuitive expectation that the system chooses the path on the energy landscape along which energy decays in the fastest way. However none complementary equating that allow directly to the mathematical description of the dissipation structure was obtained.
Similarly to the Slepyan (1992 Slepyan ( , 1993 proposition, in this work we intended to reconsider the problem paying greater attention to various microlevel phenomena and their role in the energy dissipation to generalize Slepyan's principle of maximum energy dissipation rate. By assuming a MEDP for the fracture systems far from equilibrium, it is possible to obtain the dynamic evolution equations which describe the process in the system, somehow similarly to Slepyan's results (Slepyan 1992 (Slepyan , 1993 .
Therefore, this work presents a unified approach to dissipative fracture phenomena that take into account the formation of fractals through dynamic scaling of these patterns and a Principle of Maximum Energy dissipation (MEDP). Within the formalism here developed, it is possible to describe the dynamics of fractal growth, from initial instability until the formation of the pattern produced by the dissipation phenomenon. Introducing a term corresponding to structure formation in addressing the MEDP, one obtains the condition where the roughness begins to emerge in the dynamic instability phenomenon. The model was applied to dynamic fracture and it was possible to interpret the results obtained by Fineberg et al. (1991 Fineberg et al. ( , 1992 for rapid crack propagation in PMMA and other materials. In summary, gathering different phenomenological visions such as the elastodynamics, nonlinear dynamics, nonequilibrium thermodynamics and statistical physics of fractals it was thus possible to explain, analytically, the experimental results reported by and Fineberg et al. (1991 Fineberg et al. ( , 1992 , through a modification in the MEDP proposed by Slepyan (1992 Slepyan ( , 1993 , and confirming earlier predictions made by the logistic map equation (Alves and Lobo 2006; Mokross 2005) .
The motivation of this work is based on the present absence of a non-equilibrium description for the complete phenomenological sequence, from the dynamics of instability to the growth of the dissipation structure or formation of fractal patterns. In order to contribute for filling such gap, and leading to a clarification of the involved thermodynamics, equations on maximum energy dissipation in fracture dynamics are developed.
Therefore the objectives of the present paper is: (i) present a proposal for modification of Slepyan MDP; (ii) implement the proposal to an example phenomenologically verifiable system; (iii) highlight the chaotic nature of the dynamic fracture; (iv) present a complete non-equilibrium phenomenological sequence to preview patterns using the fast crack growth as an example; (v) present prospects to connect several phenomenology to build a unified scenario for chaos theory. This paper is organized as follows: In the Sect. 2 we present the theoretical framework considering the dissipation structure as being a branched fractal. In the Sect. 2.1 it is presented the limiting aspects of the classical development of the equations for the dynamics fracture mechanics and the fast crack growth problem, showing the lapsed time between the cross-correlations found by Fineberg et al. (1991) . In the Sect. 2.2 it is presented the instability problem with alternative dissipation modes. In the Sect. 2.3 it is presented the heuristic justification of the multifractal branched patterns in dissipations problems. In the Sect. 2.4 It is shown the evidences of a time delay at the microscopic level of a dynamic fracture and an equation to calculate theoretically the time delay. In the Sect. 2.5 was postulated a principle of maximum energy dissipation from Slepyan's principle which was modified using the basic assumption that there is a delay in the time on rates and speeds between the input and output of the system. In the Sect. 2.6 it is presented the conservation energy theorem with a time delay. In the Sect. 2.7, it is presented the instability dynamics equations and corresponding dynamic evolution equations were obtained. These equations describe the dynamics of the system from the generated instability which is responsible to the formation of structures and fractal patterns. In the Sect. 2.8 consequently in this section it is shown that the time delay between the input and output speeds gives rise to the appearance of iterated equations presented which in turn lead to the logistic maps which describe the evolution dynamics of the system. In the Sect. 3 an application to dynamic fracture was implemented and the obtained analytical results were compared with the already observed experimental instabilities in the phenomenon of fast cracking. Furthermore in the Sect. 4 we discussed the results obtained and we concluded that the above proposed delay of velocities in the description of the instability is adequate to describe the process of energy dissipation, leading naturally to the mathematical description of fractal patterns formation, and explaining the fracture instability in high speed regime. The theoretical framework described in this paper makes an essential and unifying step in physics of fracture towards solving a critical outstanding problem.
Theoretical framework
2.1 The fast crack growth on the elastodynamic fracture problem
Consider the elastodynamic fracture problem in a semiinfinite brittle plane plate with an edge crack being fractured by traction under Mode-I loading stress in elastodynamic crack growth conditions, where a free energy fluxφ (t) is injected into the material through a crack tip as shown in the Fig. 1 . In the dynamic fracture problem the elastodynamic non-stationary energetic balance is given by the following equation:
whereφ (t) is the balance in the injected free energy flux, and˙ is the injected energy flux itself, given by: integrated in the boundary surface S (t), whereu i is the time rate of the deformation vector and T i = σ i j n j is the tension vector of the stress tensor σ i j in the normal direction n j and the strain energy U :
integrated in the compact region R, where W ε i j is the strain energy density of the strain tensor ε i j and kinetic energy K is given by:
where ρ is the specific mass (or density) of the material To solve the Eq. (1) one need to substitute the equations from (2) until (4) in the following way:
rewriting one has:
This equation relates the elastodynamic energy flowφ, which generates the cracks, by a difference between the energy flux due to elastodynamic stress field and elastodynamic rate of energy released in the formation of crack and kinetic energy rate produced by the growth of the crack. The non-stationary solution to the elastodynamic energy released rate, for the dynamic fracture problem, is given by:
where G 0D is the elastodynamic energy release rate, G 0 is the quasi-static limit of the elastic energy release rate,v 0 is the crack growth velocity, L 0 (t) is the crack length, g
is a function that depends on the velocity, v 0 in the direction of the crack growth 1 and the Rayleigh waves velocity, c R and f (t) is temporal function.
The classical solution of the dynamic fracture problem presented in the Eq. (7) cannot explain the instability and the branching phenomenon in the fast crack growth, as found by Fineberg et al. (1991 Fineberg et al. ( , 1992 . Fineberg and co-workers performed experiments on fast crack growth (Fineberg et al. 1991 (Fineberg et al. , 1992 for different brittle materials, such as, PMMA, soda-lime glass, etc., revealing many new defiant aspects to the fracture dynamic theory, related to unstable crack growth that has been challenging the scientific community in the mathematical description of instability process that it happens in these materials. They observed the: (i) existence of a critical velocity starting from which the instabilities begins; (ii) the unattainability of Rayleigh waves velocity by the cracks; (iii) the crack branching; consequently (iv) the fractal pattern presented by the cracks and (v) the dissipation energy by the system and (vi) measured the correlation between the fluctuations in the crack growth velocity and the ruggedness of generated surfaces. (vii) They found a time correlation is given by a time delay, τ (of the order to the stress relaxation time), present during the whole fracture process in the materials used by them.
The critical velocities at which the instability begins are of 340 and 1100 m/s, respectively, and both are values that correspond the approximately 0.34 of its respective superficial Rayleigh waves velocity, c R , in these materials, whose values are 975 and 3370 m/s for PMMA and soda-lime glass and a time delay of 3.0 μs and 1.0 μs respectively. This means that at these velocities the characteristics lengths of the process zones of these materials are of the order of l 0 = 3.0 μs × 340 m/s ∼ = 1.02 mm and l 0 = 1.0 μs × 1100 m/s ∼ = 1.10 mm for PMMA and for the glass respectively, also agreeing with other experimental result found by Fineberg et al. (1991 Fineberg et al. ( , 1992 .
In spite of this experimental observation can be associated to the stress relaxation phenomenon and properties in viscoelastic materials, they were unable to relate it physically to the onset of the instability phenomena itself. Therefore the need for a correct mathematical description of the instability process in crack growth represents one of the interesting challenges in dynamic fracture.
Instability problem with alternative dissipation modes
Some kinds of dissipative system, after its saturation limit it begins to degrade through different alternative forms of dissipation. This kind of system, could be called Dissipative System with Rupture by Overload (DSRO). This discussion is still very general and needs to be delimited by some process carried out on the system, which can be slow or fast, linear or non-linear to proceed with the discussion about instability. Taking for example, the mechanical loading of the later deformation in the case of a solid can lead the system to fracture, whose forms of energy dissipation are diverse. As far as new energy levels are achieved dissipation can happen in different ways, because different energy barriers encountered at each hierarchical level of energy accumulation (energy barriers at multiple scales) can be overcome as more energy is provided to the system. In this case the system must be considered at least closed (changing energy at least) so that the externally injected energy generate alternative forms of dissipation as the barrier of each phenomenon can be overcome.
The thermodynamics of the system says that it should go to the minimum lower energy state and the kinetics of the phenomenon says that it must dissipate the more "efficient" and as quickly as possible. The result is therefore a state in which such alternate forms of dissipation as heat, sound, etc. are created including generating dissipation patterns in the form of cracks, gelling, etc.
In a fracture dynamics framework an dissipative system is able to accumulate a certain amount of elastic energy in its structure to an upper limit of saturation, or rupture. Above such limit value, the triggering of the catastrophic processes occurs, such as mechanical disruption. In practical terms this means that, in the case of a solid, the fracture stress and elastic modulus, as well as other properties, will specify the volumetric capacity for the accumulation of mechanical energy in the material. Such systems are prone to generate instabilities when the external request reaches its maximum load limit. Such systems display characteristic interaction lengths between the particles, giving rise to characteristic times for the transfer rates of internal energy system with limit values which must not be exceeded. Those systems generally exhibit properties that depend on critical factors (such as critical length, critical speed, critical power, critical volume, critical pressure, critical temperature). Beyond such thresholds these systems may exhibit phase transitions or instability phenomena. The study of such driven non-equilibrium systems hide a rich and unexpected variety of routes by which they can evolve from a relatively simple state towards states of high complexity. Thus, in brief an dissipative system has the following main properties: (i) characteristic interaction time; (ii) characteristic interaction length; (iii) maximum speed of propagation of the phenomenon, limited by time and length of interaction; (iv) limited volume, where the energy will be dissipated; (v) finite volumetric capacity of energy storage.
To promote the instability in dissipative systems is necessary to have a thermodynamic decoupling and an excess between the input and output of the system. Therefore an equating of these two aspects will be made in the next sections.
In such dissipative systems conditioned to an increase in the flow of energy, there is a need to release the energy imposed to it, in the most efficient way possible, using all the dissipation mechanisms available (Cramer et al. 2000) . If the external request will force the system to exceed its maximum limit of accumulation of energy, the entire overload will lead the system to seek new alternative modes of dissipation; rupture is one of the last resources of energy dissipation (Fineberg et al. 1991 (Fineberg et al. , 1992 Sharon et al. 1995; Cramer et al. 2000) . The instability produced by the overload will only reach this limit if the energy supplied exceeds the elastic and plastic storage limit, contained in the chemical bonds of the system. Nevertheless, if there is still an energy balance, such rupture will be branched as a means of dissipating energy throughout the volume (Fig. 2) .
Another reason by which a system can become unstable (not separated from the previous one) is when an external request (overload) occurs at a higher rate than the one the system can support. This produces a delay between input and output energy fluxes (Ausloos 2003 ) of the system, or in other words, the compromise between the velocities of external request and dissipation is broken. Thus, when a delay between the maximum speed of propagation of the phenomenon and the rate of energy transfer to the system occurs, instability will be produced. If the instability is reversible, the dissipation does not reach the rupture. On the other hand, for an irreversible instability, the rupture and subsequent breakage branching in increasingly smaller scales denote a memory effect, producing a self-similar dissipation fractal pattern (Sharon and Fineberg 1999; Sharon et al. 1995 Sharon et al. , 1996 .
Considering that the front of the disaster produced by the breakdown of the system, propagates in a way that it is finding the not yet degenerated regions of the system, these areas will offer a maximum speed or dissipation rate, since there is in principle, a minimum time for the energy transfer between the parts of the system. Then, the system will be forced to break or degrade into the remaining parts still intact, causing branchings at the disaster front. This process turns to take place indefinitely until the entire energy balance in front of disaster has been consumed. Such catastrophe leaves behind a crack, which displays a pattern that characterizes the process of energy dissipation. This pattern can sometimes be associated with a fractal or multifractal geometry, where each successive branching is self-similar or self-affine to the previous one, showing that its propagation reveals a memory effect at scale or branching levels. Therefore, geometrical aspects of a dissipation pattern as a fracture surface, can be analyzed and studied in order to obtain information about the process that generated it (Kopp et al. 2015; Cramer et al. 2000) . The dynamics of cracks or fracture surfaces growth can be abstracted from a purely geometric study of the surface structure, with the purpose of including such dynamics within a class of phenomena already known from nonlinear dynamics and chaos theory (Alves and Lobo 2006) . From the statistical mechanics and nonlinear dynamics points of view the number of accessible states of the system in the phase space greatly increases in the instability processes, generating some type of inherent thermal dissipation and increase in entropy produced in such process.
In brief, the onset of instability has the following consequences: (i) increase in energy dissipation consumption, because the system tries to counterbalance the increase required by the external request; such consumption can reach extreme values, until all alternative modes of dissipation are saturated in their critical magnitudes; (ii) occurrence of maximum efficiency in the energy dissipation, since an increasingly greater amount of energy is required to be dissipated in an increasingly shorter time (increase of dissipation power); (iii) bifurcation and formation of branching patterns in an attempt to optimize the process of dissipation; they follow a frame type most often fractal; (iv) the characteristics of the instability give rise to the existence of a maximum velocity which limits the propagation of any phenomenon and relates to a process for transfer or dissipation of energy, involving the physical dimensions of the system.
In the context of this work, it is useful to explain the dynamics of growth of a fractal using the mathematical framework for a basic structural instability, such as a fault or crack, generating fractal self-affinity (morphological irregularity).
The release of the energy stored in a system occurs under several ways and once the patterns formed follow a specific class (the fractals), one might ask:
-What is common in the relaxation processes? -And what is fundamentally different between spontaneous relaxations below critical thresholds of rupture and forced relaxations above these thresholds, in which are broken the storage limits of the system and dissipation optimization occurs?
With the evolution of non-linear dynamics through the chaos theory and the physics of fractals, assistance for the formulation of new models that may explain the dissipative dynamical processes of dynamic fracture in states far from equilibrium has been given (Xiong 2006; Tan and Yang 1995; Avdeenko 2009 ). It is widely recognized that some patterns formed in nonlinear dynamic processes (excluding those originating in systems and processes in self-organizing systems) are the result of optimization processes of energy dissipation and can be quantitatively characterized making use of fractal geometry (Avdeenko 2009; Herrmann 1985) . The phenomenon of fracture (which ultimately gave rise to the fractal designation (Mandelbrot 1983) undoubtedly incorporates these nonlinear aspects.
Multifractal pattern formation in dissipation process
The instability and the consequent deviation from the straight path, in the case of a crack growth through oscillations and also branches, micro branches, etc.
may arise as a need to dissipate energy more efficiently, increasing the entropy and relieving concentrated stresses. In a general way in the instabilities it is observed that the path followed by dissipation patterns is usually rough and can not be treated by Euclidean geometry. From a geometrical point of view, it is known that a roughened line keeps in its geometry more entropy than a flat line and in some cases may be the thermodynamically lowest energy path and also greater dissipation (Alves et al. 2010 ). However, this condition is necessary but not sufficient, if the involved kinetic conditions are such that the system has to dissipate all the excess of energy by a different kinetic path of dissipation dictated by thermodynamic of irreversible process. Therefore, instability is characterized by the appearance of generalized and configurational forces that generate fluctuations in the values of a quantity tending to move it away from its mean equilibrium value corresponding to the stable or steady state regime, with an increasing of magnitude (amplitude increasing) and an increasing of intensity variation (frequency increasing).
In processes that occur far from equilibrium, the system will seek to dissipate excess energy by moving away from the thermodynamically favorable for the equilibrium by a path where energy rates involved are eliminated as efficiently as possible overcoming energy barriers encountered along the way that will come from the disorientation of the crystal lattice, local temperature fluctuations to complex criteria for efficient energy distribution within the material. The efficiency in energy dissipation is not just about the change in the geometry of a path, but also in search of a more efficient way of energy dissipation.
Particularly in the case of fracture, the various factors that may cause the deviation of crack noise can be due to the energetic barriers, such as, the grain boundaries, second phase particles, crystal imperfections, experimental imperfections (i.e., small misalignments in the loading configuration), interactions of the crack tip with small random inclusions or defects that lie in its path, waves (either reflected or externally generated) interacting with the crack tip, etc. All these numerous factors can be responsible for the K I I (stress intensity factor) perturbations and consequently the rising of the fracture mode II that divert the growth of a crack in a straight line to a kinked crack. However, the bifurcation phenomenon or crack branching is also observed in fast crack growth, which is generated by instabilities, on different crack growth velocities and conditions, creating ruggedness on the fracture surface. Fineberg et al. (1991 Fineberg et al. ( , 1992 ) observed a physical aspect of the fracture surface with fractal ruggedness for different crack growth velocities. This ruggedness is responsible by intermittence is observed in the plot of the crack growth velocity as a function of the time and in function of the crack length. A relation between the ruggedness of the fracture surface and the crack growth velocity was also observed (Fineberg et al. 1991 (Fineberg et al. , 1992 .
In a fast crack growth experiment as that performed by Fineberg and Gross the oscillations produced in the crack growth velocity can make that it reaches velocities lower than the values of Rayleigh waves speed, (v 0 → c R ), and when the correspondent energy into the crack tip is injected beyond this value, it is enough to create new paths for the crack generating branching (Fineberg et al. 1991 (Fineberg et al. , 1992 . Starting from there, if the crack growth continue having an increasing in the energy injected into the crack tip, due to an indefinite loading stress, that is to say, G t → ∞, the instability and branching process stays and it starts to happen in different scales, i.e., for each new crack made by branching, being obtained a self-affine geometric pattern (invariant by scale transformation).
Therefore, as the fracture some systems have the property of invariance by scale transformation (selfsimilarity or self-affinity) where the dissipation phenomena have a "memory effect at scale", and the structures produced on a minimal scale are replicated at higher scales, separated by hierarchical levels of structures, thus defining levels of energy consumption as the phenomenon reproduces itself at each new scale. This way it is observed that the fractal nature of instability and of branching it is nothing else than a physical confirmation that the phenomenology of the process described continues reproducing above in scale, indefinitely, while there is an energy excess into the crack tip. It can also be understood, that the chaotic nature of the fracture possesses a kind of "phenomenological memory" that it repeats in different scales being registered in the fractality of fracture surfaces generated in the dynamic crack growth (Kopp et al. 2015) . The structures formed in such conditions are called fractals or multifractals. Several scientists have shown that the fracture is a phenomenon that follows a fractal scaling (Kopp et al. 2015; Wnuk and Arash 2008; Herrmann 1985) . The fractal scaling presumes a minimum and macro scale interval at which the fracture occurs. Therefore, the dissipation structures and patterns typically exhibit a fractal branched geometry that can be characterized between a finite range of scales, ε (Herrmann 1985; Sharon et al. 1995) ,
where is the observation scale of the structure, δ an intermediary size, l min is the minimal cutoff crack length and the L S is the macroscopic cutoff of the structure as macroscopic crack length, for example. In a branched crack, the number of structural elements, N S is given by:
where q is a multifractal index analogous to the inverse of temperature, D q is the multifractal dimension of the pattern with a unitary energy u S , and the spatial crack density, is given by:
which arises as a consequence of an efficient energy dissipation process searching alternatives modes of dissipation, where this number of minimal cracks, N S is optimized by maximizing the dissipation and minimizing the energy transport (Herrmann 1985) . Considering a dynamic fractal description of the fracture phenomena, given by the temporal derivative of Eq. (9) a macro-micro coupling model of the crack growth process can be made. In this paper, all equations written for the micro level can also be written to the macro level, and so the coupling between the dissipated energy in the macro and micro levels was established by the relationship of dynamic scaling of the formed pattern (assuming in principle as a fractal). Using the instability factor "beta" defined by Sander (1984) a relation between the speeds at the micro and macro scales was established. At the same time, this issue is crucial for fracture dynamics, because Griffith's crack initiation energy criterion is inappropriate in crack dynamics, where, in fact, even the real or effective area of the crack's face is not defined (because it follows a complex geometric pattern that can be considered as a fractal in a first approximation). Once considering patterns formation dependent on scale effects, it is shown that energy rates spent on patterns formation (fractals for example) correspond to a maximum energy transfer per unit of time, at the microscopic level.
It is important remember that the fracture, as well as turbulence and plasticity, are so multi-faced phenomenona, that at first one might think that no universal theory can exist. But if we take, for example, crack branching mentioned here, we see that there are different mechanisms of branching; it could be caused either by energy excess or by material inhomogeneity or by both. At first the corresponding governing equations should be different. Therefore, any "general" statement about the existence of a MEDP should carefully outline the physical situation.
Therefore, if we consider that the fractal growth is a result of an efficient scaling, of a irregular structure, we realize that the growth rate in a fractal is associated to the more fast energy decay that search to return the system to the equilibrium in a way more fast possible. Perhaps, the principle of fastest energy decay can be justified, if small random disturbances are included into consideration. Then, at least in some settings of the problem, the fastest energy decay is perhaps the most likely hypothesis as will be shown in the next sections. Therefore, become plausible assumes the existence of a Maximum Dissipation Principle associated to the process in a material for far from equilibrium conditions. 2.4 The evidences of a time delay at the microscopic level of a dynamic fracture
Assuming the theoretical approximation of an sharp crack with a thin tip, Krostrov and Nikitin (1970) and Christensen (1982) modeled the quasi-static crack growth case in viscoelastic material. They showed that, in spite of the stress field at the crack tip be determined by the instantaneous elastic module, this doesn't depend on the relaxation properties of the material. Similarly, for the dynamic case, analogous considerations has been taken by Willis (1967) and later on extended for Walton (1987) and for Golenievski (1988) showing similar results to the previous case. According to Freund (1990) this asymptotic solution lead to a paradoxical result (Freund 1990; section 1.4.7, p. 52) due the fact that the mathematical description used for the fracture in a short range effect is literally punctual (Freund 1990, section 8.2, p. 446) and usually ideal boundary conditions are considered, when in true there is a formation of a finite process zone in front of the crack tip that depends strongly on the loading conditions. Therefore to solve such paradox he (Freund 1990) suggests that a finite process zone at the crack tip must be considered. Therefore, the introduction a separation zone of finite flaw, extended in the form of a cohesive zone of some length, l 0 ahead of the moving crack tip (Freund 1990) , separate the crack formed of the instantaneous process of crack growth at the crack tip. This cohesive zone accompanies the crack growth process at the crack tip, while the crack opens up gradually in opposition to some cohesive stress within of the this zone. The time, t, required for a crack tip to advance a distance equal to l 0 , as the crack grows with velocity, v o , introduces a process time, given by t = l 0 /v 0 , that must be compared to a characteristic relaxation stress time, τ ∼ t, in the material to determine if the crack growth process is classified as "fast" or "slow" depending on the time, t, requested for the progress of the process zone length in relation to the typical time, τ , of relaxation of the material (Freund 1990) .
Actually, if it is considered that the relaxation time, τ , is much smaller than the time, t, taken by the process zone to move forward the crack, the zone is stable and the relaxation effects don't affect the process as they shown the results of Krostrov and Nikitin (1970) and Christensen (1982) for the quasi-static case (v → 0). But for the case of fast crack growth the time of relaxation, τ , is very large, when compared to the time t, taken by the process zone to move a distance, l 0 . This happens when the crack growth velocity tends to the Rayleigh waves velocity in the material. In this case the relaxation effects become important and the crack becomes unstable dynamically.
The process zone for the fracture phenomenon is related to a minimum crack length (Taylor et al. 2005) and its existence was discovered recently by Taylor et al. (2005) , which is given by:
where K I C is the critical fracture toughness, and σ U T C is the ultimate tensile strength. This minimum crack length together the characteristic crack velocity given by the Rayleigh waves velocity c R gives place to speculate about the existence of a minimum time scale too. It is well known that for any given material a certain time delay exists between the loading and the crack growth, at the beginning of the crack growth, in experiments performed under time-dependent loading conditions (Freund 1990 ). Moreover, this time delay tends to disappear with the crack growth (Freund 1990 ). On the other hand, to simulate the fracture of materials (Petrov and Morozov 1994 ) developed a fracture model in brittle materials that takes into account an incubation time. The idea of interconnected fracture scale levels originates from the concept of a fracture cell implicit in the quasi-static fracture criterion introduced by Neuber and Kerbspannungslehre (1937) and later, but independently, by Novozhilov (1969a, b) and in its later generalization to dynamic fracture by Morozov and Petrov (2000) , Petrov (1991) and Petrov and Morozov (1994) . The generalization to dynamic fracture involves the notion of incubation time, thus introducing a spatialtemporal discretization of the fracture process. The incubation time fracture criterion, originally proposed in Petrov and Morozov (1994) , Morozov and Petrov (2000) and Petrov (1991) for predicting crack initiation under dynamic loading conditions, states that fracture will initiate at a point x at time t when,
Here, τ is the incubation time of the dynamic fracture process (or the fracture micro-structural time). It characterizes the response of the material to the applied dynamic loads; it is constant for a given material in the sense that it does not depend on the geometry of the test specimen, the way the load is applied, or the shape or amplitude of the load pulse. d is a characteristic size of the fracture process cell (zone) and is a constant for the given material and the chosen spatial scale. σ is the normal stress at the point which varies with time and σ c is its critical value (i.e. the ultimate tensile strength evaluated under quasi-static conditions). Incubation time fracture criterion is utilized in order to predict conditions for release of the nodes along the crack path. For slow loading rates and, hence, times to fracture that are essentially bigger than τ, the conditions for crack initiation gives the same predictions as Irwin's criterion of the critical stress intensity factor. For high loading rates and times to fracture comparable with τ all the variety of effects experimentally observed in dynamical experiments can be also received both qualitatively and quantitatively.
In view of these results there are two alternatives to be considered: or the fast crack growth process is described by using the stress field modeled with a retardation time that takes into account the effects of relaxation of the material, or the mathematical description of a small process zone is used that keeps all the information of delay produced by the relaxation of the material, leaving unsolved the instability process, and the previous case is ignored. Historically the latest option has been the solution proposed by Irwin and other scientists to describe the complex effect of the plasticity and the viscoelasticity at the crack tip (Anderson 1995). It is not a surprise that, when intending to study a Mechanics of the Fracture that can be universally applied to any kind of material and to any mode of loading, it should receive another different formulation.
In the experiments performed by Fineberg-Gross (Fineberg et al. 1991 (Fineberg et al. , 1992 they showed that as the crack speed reaches a critical value a strong temporal correlation between velocity, v φ (t), and the response in the form of fracture surface at v S t = d A 0 (t + τ )/dt takes place (having its notation changed, in the present text, to L 0 (t) instead A 0 (t) to designate the fracture surface length). The time delay measured between these two magnitudes present a value about of τ ∼ = 3.0 μs for PMMA and 1.0 μs for soda-lime glass, for example, showing that there is a characteristic value for each material. By other side, Sharon et al. (1995) states that, after a time of 1.0 μs the stress field is recuperated equal to the field stress of a single crack: "Thus 1.0 μs after the death of a side branch of length 1.0 mm, the stress field throughout the singular zone will be that a single crack". Also Washabaugh and Knauss (1994) affirms that "The generation of micro cracks, and thus, presumably, the retardation of crack propagation may be demonstrated by generating a material with controllable cohesive strength (a weak plane) while maintaining all other physical properties". Botsis et al. (1987a, b) pointed out that "a periodical variability of the sizes of the fracture process zone are a result of crack speed oscillations". Therefore, since dynamic fracture involves heat generation it is necessary to take into account the fact that a viscoelastic material such as the one used by FinebergGross (Fineberg et al. 1991 (Fineberg et al. , 1992 shows viscoelastic relaxation phenomena. This is so because the heat developed at the crack tip might have changed the local properties of the material making the hypothesis of viscoelastic relaxation very plausible. In the case of a viscoelastic material, such as PMMA, if a considerable amount of viscoelastic material is formed at the crack tip (size of the order of l 0 ∼ v 0 · τ ), the time delay appears locally remaining because of the existence of the persistent creep phenomenon that takes place at fast dynamic crack growth, as it is evident by the correlation shown in the Fineberg-Gross experiments (Fineberg et al. 1991 (Fineberg et al. , 1992 . Therefore, this may explain the phenomenology behind the time delay obtained by Fineberg et al. (1991 Fineberg et al. ( , 1992 . experiments (Fineberg et al. 1991 (Fineberg et al. , 1992 . Taking into account this strong evidence of time delay between the two magnitudes mentioned above the fast dynamic crack growth can be expressed by the elastodynamic energy release rate, G 0D , at a given time such as it does not depend on the crack velocity at the same moment.
The time delay obtained by Fineberg et al. (1991 Fineberg et al. ( , 1992 attributed to the viscoelastic properties of the material at the crack tip, possibly it develops in three stages:
"A primary creep dominates at short times after application of the load and the strain rate decreases with the time, as the material strain hardens. In the secondary creep stage, the deformation reaches a steady state, where strain hardening and strain softening are balanced. The creep rate is constant in this secondary stage. In the tertiary stage, the creep rate accelerates, as the material approaches ultimate failure. Microscopic failure mechanisms, such as grain boundary cavitation, nucleate in the final stage of the creep" (Anderson 1995).
In the case of the vitreous (glasses) and polymeric materials the viscoelastic properties of the material at the crack tip appear to become evident because at fast crack growth an amount of heat develops at crack tip, and due to the poor heat conductivity, then the temperature rises with possible softening of this material, (in front of the crack tip) as explained above, even at room temperature.
Although the viscoelastic phenomenon happens to the metallic materials only at high temperatures, to the case of polymeric material this phenomenon happens at room temperature, see what says Kanninen: In the case of metals, due to higher heat conduction, the viscoelastic properties only appear when the sample is tested at high temperatures. "Metals will exhibit creep at high temperatures greater than about thirty percent of their absolute melting temperatures" (Kanninen and Popelar 1985) . On other hand, is substantial creep deformation in polymeric structures; for examples, in plastic piping components, can be observed at room temperature.
"There are two competing mechanisms involved in the crack growth that characterize the creep deformation. The blunting of the material in front of the crack tip relaxes the crack tip stress field and tends to retard crack growth. The other mechanism results in an accumulation of creep damage in the form of microcracks and voids that enhance crack growth as they coalesce" (Kanninen and Popelar 1985) .
The softening of the material in front of the crack tip is solely due to local processes and not due the boundary influence. The applied stress, σ f , at the boundary reaches the crack tip with some delay whose mathematical expression can be derived using delayed potentials which entirely account for "elastic relaxations" within the material (Freund 1990 ). This mechanical perturbation has a negligible effect on any relaxational property of the material and the instability due to time delay as presented in the paper herein can only be explained by a viscoelastic effect at the process zone in front of the crack tip.
From the analysis in the previous section the condition to have instability is the existence of a time delay at the crack tip between the input and output energy flux. In accord to Fineberg-Gross (Fineberg et al. 1991 (Fineberg et al. , 1992 , the dynamic fracture problem of fast crack in PMMA, this time delay arises from the heating at the crack tip in viscoelastic material.
What happens at the crack tip for the fracture phenomenon, about the origin physical of the time delay effect between the crack growth velocity and the fracture surface found in the Fineberg-Gross experiments, is due the energy flux to the crack tip that instabilizes the atoms during the breaking of chemical bonds at this region.
Therefore, the instability dynamic process on the fast crack growth and crack branching in brittle materials like the soda-lime glass and PMMA can be explained in the following way: The existence of a time delay, τ , between the energy flux injected into the crack tip,φ (inst) , and the spent energy flux (or the dissipated power, ψ S ) to form the fracture surfaces, produces from a critical velocity, a decoupling between the crack growth velocity, v φ (t), and the rate of formation of the fracture surfaces,
This decoupling is responsible for an indetermination in the crack growth velocity, at crack tip that by its turn gives rise to a dynamic instability in the form of oscillations in the crack growth velocity. This instability produces a rugged fracture surface increasing the consumption of energy. This increase limits the crack growth velocity to a smaller value than the speed of Rayleigh waves in the material, (v 0 ≤ c R ), producing a new delay in relation to fracture surfaces formation rate and increasing still more the decoupling between the injected energy flux and the wornout energy rate to form the fracture surfaces and so forth.
In this paper, in order to explain (Fineberg et al. 1991 (Fineberg et al. , 1992 results one makes use of a physical model in which the retardation time is introduced in an explicit way generalizing the classical formulation of Fracture Mechanics. This is achieved by decoupling the dynamical variables of length and velocity of the crack propagation. It will be shown that this procedure will include the fracture inside the family of phenomena described by non-linear dynamic process (and the whole mathematical development so far accomplished for these processes) with the advantage of using the classic formulation of Fracture Mechanics generalized by the explicit inclusion of time retardation.
The calculation using experimental results shown that this is a characteristic time, with the crack length as will shown in the section Comparison with Experimental Results of this paper. More details of the evidence of the time delay will be treated in another forthcoming paper.
The proposal of a modified maximum energy dissipation principle (MEDP)
The purpose of this section is formulate the variation of stress field and the strain field between two consecutive times separated by a time interval Δt, while a crack and the contour around it advance in the time.
Based on the fact that a "branching arises if the energy release is so high that not all this energy can be absorbed in a unique fracture zone process" (Slepyan 1992) , one assumes that the existence of a dissipa- tion process with a branched pattern must be due to some special non-equilibrium thermodynamic principle valid when instability conditions and the formed structure can be related.
To have a dissipation process with a branched pattern it is necessary to exist some special thermodynamic principle valid for non-equilibrium process where instability conditions and the formed structure can be related. Therefore, the first necessary condition for the formation of a pattern dissipation is the presence of an excess of injected energy with regard to internal energy beyond that the system can support. This excess is responsible for the creation of alternative ways in the formation of the pattern, as branched crack further the main crack. Differently of the equilibrated or steady state where a single crack is formed.
Therefore, considering the irreversible process of a structure formation as shown in the Fig. 3 , where the flow of excess energy that flows to the external medium of the system, is calculated, making use of the excess energy integral, M, along the entire contour, , of the dissipation structure formed (Slepyan 1993) ; namely, assuming that the outward flow exists in the form of sound, heat, radiation, etc., and all the internal process given by the difference between the injected energy flux,φ and the energy rate used to form the pattern, ψ S ≡ dU S /dt, i. e.φ − dU S /dt, which contributes to the formation of a branched fractal structure.
Integrating over a contour of a curve that involves the entire structure we have, that the integral of the energy excess rate is given by:
where is the curve that involves the structure generated by scales as represented in Fig. 3 . With this integral we can write
where φ L φ , v φ is the free energy injected into the system and U S (L S , v S ) is the energy used to form the dissipation pattern. One can observe from Eq. (14) that in order to occur instability the following conditions come out. The quantity in excess ϕ (L , v) can be negative, null or positive, for these three conditions we have:
The integrating of (14) is made in the following way: each stage k the system increases the injected energy, consequently the pattern formed changes its geometrical aspect by a quantity L k in its length. Therefore the excess between the injected and the dissipated energy spent in the formation of the pattern is calculated in each stage, where the new excess is used in the next stage k + 1, as shown in the Fig. 3 .
Note that the contour of excess integral ϕ measures the flow of free energy, as derived from a difference between the total energy flow that enters or leaves the boundary (contour) and the work done in the form of growth of the dissipation structure. This means that the material absorbs energy of some kind, and releases part of this energy kinetically (formation of dissipation structures) and/or thermally (heat release, vibration, sound, etc.) during the rapid growth of structures, which is in according to the relation (14). In order to create one crack branch a thermodynamic special condition must exist as will be shown in the next section. It is observed in several systems that a very high excess in the energy injected can generate a branched dissipation structure for ϕ (L , v) >> 0 in unstable process.
Based on the fact that "the fractal growth of dissipative branched patterns rises in nature in order to maximize the energy transport and minimize the path" (Herrmann 1985) , we can conclude that there is another condition is the extremization of the energy distributed by the structure of the dissipation pattern, because the all the injected energy need to fit inside the system, that will be shown in the next section.
One can admit that the decoupling between these two velocities as responsible by instability process, is given by a time delay τ between them. This time delay can be calculated by the input and the output balance of the energy of the system using thermodynamics arguments, in terms of ratio between the minimal characteristic crack length l min and the maximal possible crack growth velocity, v φ max as:
where v φ max ≈ (2/3) c R and c R the limiting velocity given by Rayleigh waves velocities. In addition one can define a parameter α = G/R which is taken from Griffith-Irwin theory of fracture mechanics. Where G is the elastic energy released rate and R is the crack growth resistance. Another form to calculate the time delay can be made considering the maximum velocity of the pattern formation, v S max giving a similar result to (18) as follow:
The decoupling of velocities by a characteristic time delay can be verified by this equation. This characteristic time τ , is likely to be typical of processes where there is a maximization of power (Odum and Pinkerton 1963) . Considering the existence of a minimum microstructure size, l min and that also exists a maximum growth velocity, v S , it can be concluded that there is a characteristic time as shown in the expression (19) above.
Therefore, it can be conjectured that, for each energy flow,φ L , v φ , imposed to the system, the size of the elementary structure formed, l, (where l min ≤ l ≤ L max ) changes with the flow, generating a multifractal structure in the case where the fractal dimension, D q , or the magnitude τ (q), analogous to the free energy density (Beck and Schlögl 1993) , also varies instantaneously. Then the fractality shall be local and not global, but with a fractal dimension, D q , different for each region. Since the energy dissipation is described by a growth process of multifractal nature, entropy production is no longer a (global) extensive magnitude. In this case the entropy becomes the one given by a not extended type (local) entropy (Tsallis 1988) , for example.
Considering the excess M (L (t) , v (t)) between the supplied energy rate,φ L φ (t) , v φ (t) and the dissipated energy rate, ψ S (L S (t) , v S (t)), which each one is given by:
is the dissipated energy rate as a crack growth, for
is the elastodynamic energy released rate, and L φ (t) , v φ (t) are the length and the speed used to inject the energy and traveled by the application point of the imposed microscopic forces which causes deformations into the dynamical system to inject the energy, v φ (t)· R S t = u S · ρ S t is the dynamic resistance to growth the crack patterns, where u S is the unitary energy spent to form the pattern, and ρ S t is a vectorial density describing the number of elements in the pattern of a given direction and L S t , v S t are the length used to form the pattern and the its respective speed developed by the dissipation pattern as the branched cracks in its growth. From the instantaneous energy balance between the input and output of a dissipative system, and considering the instantaneous energy excess, ϕ (L , v) , delimited by a is the curve that involves the structure" a modified version of the Slepyan's maximum dissipation principle (Slepyan 1992 (Slepyan , 1993 can be proposed as follow:
The structure considered is generated in different steps of iteration, resulting possibly in invariant structure by scale transformation.
The conservation energy theorem with a time delay
In order that the above integral (22) is maximal we must have
Once that there is a time delay the conservations of energy theorem must be observed. It can be deduced from the Eq. (23) where one has:
Considering the existence of this time delay corroborated by the experimental correlations measurements between the oscillations in the crack growth velocity and the surface profile of approximately τ ∼ = 3.0 μs and τ ∼ = 1.0 μs for PMMA and for the glass soda-lime, respectively (Fineberg et al. 1991 (Fineberg et al. , 1992 Sharon and Fineberg 1999; Sharon et al. 1995 Sharon et al. , 1996 the pattern formation velocity v S in the time t is equal to velocity permitted by the instantaneous deformation v φ in a time after t = t + τ , i. e. considering the hypothesis of a time delay, we have:
one has:
Since the flow of energy φ(t) is the amount defined in the Eq. (20) One can obtain from the variational calculation of the Eq. (22) the following energy conservation principle given from (25) 
This is the Conservation Energy Theorem for systems with a time delay which relates the injected power with the dissipated power.
Since there is a delay between the input and output energy fluxes or velocities, then, the solution is to consider the problem as a self-similar or self-affine time solution for the problem, as follow:
Therefore one assumes that in fracture dynamics the instability appears as a consequence of a time delay between the injected energy fluxφ (t) and the dissipated energy flux ψ S t , in the form of fracture surfaces, as the injected energy flux interacts with the dissipated energy flux ψ S t after a time delay, given by the relaxation process into the material, where, t = t + τ .
The instability dynamics equations
The remaining mathematical consideration of the variational principle from the Eq. (22) supplies the following differential equations: (i) for the conditions v S t = v φ (t) ⇒ t = t + τ and τ = 0:
Then the velocity permitted by the instantaneous deformation v φ is given by:
(ii) for the conditions v S t = v φ (t + τ ) => t = t + τ and τ = 0:
Another differential equations of evolution of the dynamical system from Eq. (22)
Then the velocity of formation of the dissipative pattern is given by:
This differential equation shows that the form of the function
is a kind of homogenous function that satisfy the Euler's theorem for fractal or multifractal patterns. According to the fractal theory, if the homogeneity is global, i.e. q = 0 one has a fractal, or if the homogeneity is local, i.e. q = 0, change with regions, one has a multifractal (Beck and Schlögl 1993) . Upon receipt of this differential equations system we can get the functional dependencies of the velocities for the formation of the dissipation structure, developing the differential Eq. (31) in the following way: 
In analogous way made before in the Eq. (34) one can consider that the G φ (t) is too homogenous function of L φ and v φ . Therefore, introducing the following term:
if
is a control parameter has now been redefined unlike (Alves and Lobo 2006) . Observe that the "beta", β parameter is analogous to the instability factor defined by Sander (1984) .
According to Sander (1984) , defining a parameter β by:
where R is a radius of the unstable zone one can define the following situations:
Therefore according with (38), an instability occurs when there is a delay of growth dynamics functions such as, speed and spatial dimension and there are at least two equally probable situations. In this work we show mathematically that these two conditions are equivalent, and originated from a single condition of delayed response of the system and from a search for maximization of entropy, through a Principle of Maximum Energy dissipation (PMED). Therefere, from (36) one has:
Denoting
from Eq. (32) for t = t one gets the classical equation for the crack growth velocity:
and finally from Eq. (40) the following relation between the velocities is then supplied:
and from Eqs. (34) and (37) one gets that:
Therefore from Eq. (43) one has the classical equation for the elastodynamic energy released rate,
This equation is a direct consequence of MEDP.
In agreement to the hypothesis already made for the instability phenomena, then from Eq. (43) it is possible to obtain a logistic equation if there is a time delay between the input and output velocities.
Writing the Eq. (43) in a quadratic form, one has:
Solving the this quadratic the Eq. (46) one has:
For real number one need that
Substituting (44) in (46) on has:
whose solution is:
For the second solution one has:
Comparing (52) with (42) one has:
Or from Eqs. (44) and (48) one has: 
In terms of a discretized process that happens in steps of time, τ , for x k+1 = v φ (t + τ )/ v φ max and x k = v φ (t)/ v φ max one has:
This equation shows that the energy dissipation can also be written in the form of a logistic map with the consequence that critical velocity, instability, bifurcation and crack branching, are not explained by the classical theory of fracture. The interpretation of this equation for the dynamic crack growth is shown in the Fig. 4 . In this figure the injected flux N k = G φ v k interacts with the dissipated flux P k = 2γ v k+1 in a way that the partial fraction of the velocity μx k is balanced by the remaining partial fraction of the velocity 1 − x k .
The energy flux to the crack tip can be represented by Fig. 5a . Observe from this that the MEDP (Slepyan Principle) along with decoupling in time between the velocities provide the mathematical solution for the (55) is given by the plot in the Fig. 5b .
A non-linear instability analysis can be done considering the critical points where x k+1 = x k = x * and x * = v/c R the first critical point is given by
Interpreting in terms of a dynamic process
<1 ⇒ x * < 0 (reversible crack growth) =1 ⇒ x * = 0 (stable reversible crack growth) >1 ⇒ x * > 0 (unstable irreversivble crack growth) (56) In terms of fracture energies rates we have?
For more feed-backed irreversible iterations a doubling period can be obtained from the recursive Eq. (55). Successive iterations of this function can generate a bifurcation map as shown in the Fig. 6 . This map reveal the transition from stable to unstable process for μ = 3, until the system reach the chaos for a value of 3 < μ < 4. The plot of the Fig. 6 can represent the different aspects, such as, mirror, mist and hackle, associated to the stages of the fracture surface of brittle materials, Fig. 7 a Time delay calculated from Eq. (18) using experimental results from Fineberg et al. (1991 Fineberg et al. ( , 1992 ; b Incremented time delay calculated from Eqs. (18), (19) and (58) and using experimental results from Fineberg et al. (1991 Fineberg et al. ( , 1992 found in testing with high velocities or high rates of loading, as PMMA, glass, etc.
Comparison with experimental results
Using the Eq. (41) we can calculate the a time τ v φ max = l min / v φ max (t) between the formation of branches as follow:
Plotting the values of this time as a function of crack length one has the graph obtained on the Fig. 7a . Substituting all the experimental values obtained for Fineberg-Gross in the Eq. (18), for the crack growth velocity of PMMA, it was found a same time delay of τ = 3.0 μs, evidencing that this time is a characteristic for the motion in this material as shown by the Fig. 7a . Similarly, using the Eq. (19) the plot shows that this time is a characteristic time of the crack growth. To verify which this time delay calculated from the experimental results is the sequencial time proportional to the time of crack growth t found in the experiments of Fineberg et al. (1991 Fineberg et al. ( , 1992 , we plot the summation of the time delay τ given by Eq. (18), and the time τ v φ max given by Eq. (58) as a function of the time of the crack growth t. Then we obtained the graph plot in the Fig. 7b .
To fit the experimental results using Eq. (55) the value of "beta" found was:
The critical 
Discussions and conclusions
One proposal to explain the instability process on fast crack growth were made before (Alves and Lobo 2006; Mokross 2005 ) but without any clear experimental comparison. Now in this paper, a fundamental principle was introduced, which allow us to obtain the iterated equations and enabling to foresee the dissipation pattern in a complete mathematical scenario, from nonlinear dynamical equations up to the fractal bifurcation map.
The analysis of the bifurcation diagram given by the logistic map equation, shows that the way found by the material to dissipate the elastodynamic energy excess imposed on it during the fracture process is by generating alternative ways of energy dissipation through the mechanism of rough instabilities and bifurcations. Therefore, it was shown from the results obtained with this proposed model that bifurcation process is in agreement with the assertion made by Gross:
"The bifurcation is a response to the system being driven further from equilibrium and trying to find new ways to dissipate the forcing. This means that studying the details of the pattern can lead both to an increased understanding of the bifurcation and to the system's dissipation process". This seems to be a general feature, since that there are other situations of rupture in matter, as a dielectric breakdown, where dissipation geometric patterns are generated during the electric discharge like the spokes on stormy days, for example.
Since there are several physical systems where the bifurcation happens, this can reflect a general feature of branched phenomena in nature, where geometric patterns are generated to optimize the energy dissipation. Note that the formulated MEDP is completely general. However, this result Eq. (55) follows naturally from Eq. (22) and was deduced as a special case by taking the fracture of a semi-infinite Griffith plate (Alves and Lobo 2006) . Therefore, it depends on the phenomenology in which case the dynamic fracture was applied. Moreover, other iterated functions can be obtained from MEDP, as the phenomenon is generating other maps different from logistic map obtained for the case of semi-infinite Griffith plate.
With the assumption of different forms of energy inputφ L φ (t) , v φ (t) and other hypotheses of the dynamics mechanism provided by the system for the formation of dissipation branched patterns, given by ψ S L S t , v S t , the Eq. (22) can give rise to different bifurcation maps; this will make the whole framework for the proposed principle much more complex than the one presented in this work. Therefore, the purpose of this work is to highlight an entire phenomenological framework that is still "untied" and illustrating it with a known logistic map that can be very well used in the analysis of dynamic fracture. Dubois (2006) created and classified families of iterated functions that generate maps similar to the logistic map. The study of Dubois (2006) can be used to obtain results in balancing the different dynamic systems that exhibit instability and bifurcation.
Still notice that time delay between the input and output fluxes in the system, originated the iterated equations and that on its turn gave rise the instability by means of bifurcation maps. Since Feigenbaum constant (Wagon 1991 ) is universal and common to all of bifurcation maps, one can conclude that a universality of these maps is also associated with the universality of the principle of maximum energy dissipation. As a general principle in Nature dissipation of energy should be maximum while the excess is maximal. Therefore it is possible that other dissipation patterns can be predicted by this modified MEDP using the same mathematical scenario.
