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The surface waters of the Gulf of Mexico (GOM) are a major moisture 
source for North America and play an important role in modulating the 
hydroclimate of the region. Predictions of future changes in surface-ocean 
variability in the GOM and hydroclimatic changes in response to greenhouse gas 
forcing must be placed in context of past changes. However, the instrumental 
record of sea-surface temperature (SST) and salinity (SSS) observations in the 
GOM is too brief to examine climate variability on multidecadal-to-centennial 
timescales; thus, proxy records of SST and SSS variability as encoded in marine 
sedimentary archives must be used to extract information about climate change 
on these timescales. In this work, I produce a near-decadal-resolution record of 
SST and SSS variability in the northern GOM over the last 4,400 years. These 
paleo-records are based on the measurement of the stable isotopic and trace 
metal composition of planktic foraminifer Globigerinoides ruber (White) shells in 
a suite of multicores from the Garrison Basin, northern GOM (26º 40.19’N,93º 
55.22’W). The fidelity of this proxy is assessed by performing geochemical 
measurements on in-situ samples from a nearby sediment trap and by 
 ix 
performing statistical data-model comparisons with a foraminiferal forward 
model that can simulate different calcification depth habitats and seasonal 
productivity. Next, I construct a computational algorithm that characterizes 
uncertainty in foraminiferal reconstructions including age, analytical, calibration, 
ecological, sampling, and preservation errors. The utility of this algorithm is 
shown by applying it to several previously published records. It is also used to 
place the new Garrison Basin SST and SSS reconstructions in a quantitative 
uncertainty framework. I diagnose the controls of multidecadal-to-centennial-
scale SST and SSS variability in the GOM (and establish its relationship with 
Atlantic Ocean circulation) by performing correlation analyses using 
observations, reanalysis datasets, and transient models. Several other marine 
and terrestrial proxy records spanning the last millennium are synthesized to 
document a coordinated linkage between Atlantic Ocean circulation and 
Western Hemisphere precipitation. This work hypothesizes that a century-scale 
linkage between ocean circulation and precipitation variability occurred over the 
last millennium, and perhaps the late Holocene, thereby providing a new 
perspective on long-term climate change. 
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The Gulf of Mexico (GOM) is a significant moisture source for the North 
American continent and plays an important role in modulating the climate of the 
southern United States, Mexico, and the northern Caribbean [Biasutti et al., 
2011; Ryu and Hayhoe, 2014]. GOM waters are also part of North Atlantic 
surface circulation through the Loop Current, a precursor current to the Gulf 
Stream, which brings warm Caribbean waters into the GOM and alters its 
surface-ocean conditions on subannual-to-decadal timescales [Liu et al., 2012b; 
Chang and Oey, 2013; Gopalakrishnan et al., 2013]. The brevity of the 
instrumental record requires the use of proxy data to understand variability of 
the Loop Current and its relationship with GOM climate change on 
multidecadal-to-centennial timescales. Furthermore, there is no consensus 
among general circulation models (GCMs) on how GOM oceanography and 
regional hydroclimate will evolve in response to rising levels of greenhouse 
gases [Biasutti et al., 2011; Liu et al., 2012a; 2012b]. Thus, there is a need to 
develop paleoclimate records that can characterize the century-scale variability 
of surface-ocean conditions in the GOM and thereby have the potential to 
improve future predictions of regional climate change.   
This work reconstructs sea-surface temperature (SST) and sea-surface 
salinity (SSS) from marine sediments in the Garrison Basin, northern GOM (26º 
40.19’N,93º 55.22’W), over the last 4,400 years at ~15-30 year resolution. The 
stable oxygen isotope composition (δ18O) and magnesium-to-calcium (Mg/Ca) 
ratios of planktic foraminifer Globigerinoides ruber (White variety; W) are used as 
proxies of SST and SSS. In this dissertation, I first assess the fidelity of G. ruber 
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(W) geochemistry in recording temperature and salinity, test how these signals 
are preserved in the sedimentary record, and finally reconstruct surface-ocean 
variability in the GOM over the late Holocene.  
This dissertation is divided into three chapters as follows: (1) analysis and 
discussion of in-situ sediment trap observations detailing the ecology of G. 
ruber (W) and its relevance to downcore reconstructions in the GOM; (2) 
development and discussion of a Monte-Carlo-based algorithm that 
incorporates multiple sources of errors to produce SST and SSS estimates with 
appropriate uncertainty constraints; and (3) the application of previous results to 
generate paleo-records of surface-ocean variability in the GOM and the 
diagnosis of their controls and linkages with Atlantic Ocean circulation and 
Western Hemisphere hydroclimate.  
Chapter 1 focuses on the use of stable isotopic measurements on 
different morphotypes of G. ruber (W) to examine their seasonal preferences and 
calcification depth habitats, and ultimately, to test whether the choice of 
morphotype can bias downcore reconstructions. I test these hypotheses using 
sediment trap, core-top, and downcore samples from the northern GOM. These 
results are coupled with a foraminiferal forward model, INFAUNAL [Thirumalai et 
al., 2013], to robustly assess discrepancies in G. ruber (W) productivity and 
depth habitats in the northern GOM. Importantly, in this work, the suitability of 
this species’ geochemistry for reconstructing mean-annual SST and SSS in the 
GOM is confirmed. The results are applied in the subsequent chapters to 
facilitate accurate reconstruction of SST and SSS in the northern GOM. 
Chapter 2 focuses on the construction of a computational algorithm that 
quantifies overall uncertainty in paired Mg/Ca-δ18O data generated from 
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foraminifera including sampling, analytical, calibration, ecological, preservation, 
and age errors. The algorithm, entitled Paleo-Seawater Uncertainty Solver (PSU 
Solver), is also capable of assessing the influence of salinity on Mg/Ca variability 
[Hönisch et al., 2013] and can be applied to records of any resolution, with 
several built-in sea-level curves to correct for the influence of ice-volume on 
δ18O variability. The applicability of PSU Solver, whose input conditions can are 
user-specified, is demonstrated for several previously published records that 
span different timescales. PSU Solver can be coupled to output obtained from 
other codes that characterize uncertainty in foraminiferal reconstructions 
including TURBO2 (bioturbation; [Trauth, 2013]), INFAUNAL (sampling error; 
[Thirumalai et al., 2013]), and BACON (radiocarbon age-depth modelling; 
[Blaauw and Christen, 2011]). I show that the influence of salinity in Mg/Ca and 
the choice of sea-level curve can change the structure of the resulting 
reconstruction and hence affect paleoclimate interpretation.  
Chapter 3 builds on results from the previous two chapters to provide 
robust and accurate reconstructions of SST and SSS variability in the northern 
GOM over the last 4,400 years. These reconstructions are based on paired 
Mg/Ca-δ18O analyses on G. ruber (W) in three independently dated multicores 
from the same cast in the Garrison Basin. A replicated stack record is 
constructed using these three multicore records which is placed in a quantitative 
uncertainty framework and indicates marked centennial-scale SST and SSS 
variability (up to 1ºC and 0.3 PSU). I perform several field correlation analyses 
using observations, reanalysis datasets, and a fully-coupled transient simulation 
of the last millennium to assess and diagnose the controls on GOM surface-
ocean variability and its linkages with global climate variability. With these 
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analyses, I demonstrate that the GOM is ‘part and parcel’ of the greater 
circulation of the Atlantic Ocean and find that on multidecadal-to-centennial 
timescales, the strength of Gulf Stream transport appears to be linked with 
precipitation variability in the Western Hemisphere. This relationship between 
circulation and hydroclimate is investigated in the proxy record by synthesizing 
marine and terrestrial records of the last millennium, including the new Garrison 
Basin reconstructions. The results not only reaffirm the role of a slowdown in the 
Gulf Stream during the Little Ice Age, but also demonstrate a coordinated 
hydroclimate linkage across the Western Hemisphere, a feature of the climate 
system that might have been at play throughout most of last 4,400 years. The 
newly generated records of SST and SSS variability from the northern GOM 
offer new insights into late Holocene climate change that may help us 
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Planktic foraminifer Globigerinoides ruber (G. ruber), due to its abundance 
and ubiquity in the tropical/subtropical mixed layer, has been the workhorse of 
paleoceanographic studies investigating past sea-surface conditions on a range 
of timescales. Recent geochemical work on the two principal white G. ruber (W) 
morphotypes, sensu stricto (ss) and sensu lato (sl), has hypothesized differences 
in seasonal preferences or depth habitats, implying that reconstructions using a 
non-selective mixture of morphotypes could potentially be biased. Here, we test 
these hypotheses by performing stable isotope and abundance measurements 
on the two morphotypes in sediment trap, core-top, and downcore samples 
from the northern Gulf of Mexico. As a test of null hypothesis, we perform the 
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same analyses on couplets of G. ruber (W) specimens with attributes 
intermediate to the holotypic ss and sl morphologies. We find no systematic or 
significant offsets in coeval ss-sl δ18O, and δ13C. We also find comparable 
offsets in the intermediate couplets. Contrary to previous work, coupling our 
results with foraminiferal statistical model INFAUNAL, we find no evidence for 
discrepancies in ss-sl depth habitat or seasonality in the Gulf of Mexico.  
 
1. INTRODUCTION 
The geochemistry of foraminiferal tests from marine sediment is utilized 
extensively as a tool to infer paleoceanographic variability on timescales ranging 
from decades to millennia, thereby playing an integral role in our understanding 
of climate change [Poore et al., 2003; Spero et al., 2003; Schmidt et al., 2004; 
LoDico et al., 2006; Richey et al., 2007; Ganssen et al., 2010; Mohtadi et al., 
2014; Weldeab et al., 2014]. In reconstructing geochemically derived estimates 
of paleoceanographic parameters, attention must be paid to the ecology and 
taxonomy of the foraminifera selected for analysis. Inaccurate identification of 
species could potentially bias or distort reconstructions and add an unknown 
dimension of uncertainty to quantitative estimates of paleoceanographic 
parameters [Srinivasan et al., 1974; Robbins and Healy-Williams, 1991]. 
Planktic foraminifer Globigerinoides ruber (G. ruber) is perhaps one of the 
most widely used species for reconstructing past sea-surface conditions [Poore 
et al., 2003; Spero et al., 2003; LoDico et al., 2006; Richey et al., 2007; Ganssen 
et al., 2010; Mohtadi et al., 2014; Weldeab et al., 2014]. Globigernoides ruber is 
ubiquitous in the mixed layer of tropical/subtropical waters and is known to live 
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throughout the year [Schmidt and Mulitza, 2002; Farmer et al., 2007]. Thus, its 
geochemistry is an attractive proxy for past sea-surface temperature (SST) and 
δ18O of seawater (δ18Osw).  
Apart from its pink chromotype, G. ruber (P), multiple morphotypical 
variants of its white variety, G. ruber (W), have been identified and described in 
micropalentological literature. These include Globigerinoides elongatus 
[d'Orbigny, 1826], Globigerinoides pyramidalis [Van den Broeck, 1876], 
Globigerinoides cyclostomus [Galloway and Wissler, 1927], and the holotypic 
normalform of G. ruber (W), first described as Globigerina rubra 
{dOrbigny:1839vh}. More recently, stable isotopic and trace metal geochemistry 
studies have placed the former three variants under G. ruber sensu lato (sl) while 
the latter has been termed G. ruber sensu stricto (ss), albeit acknowledging a 
large range of transitional forms between the morphotypes [Wang, 2000; Lin et 
al., 2004; Kawahata, 2005; Löwemark et al., 2005; Steinke et al., 2005; Mohtadi 
et al., 2009] (Fig. 1). These studies compared the stable isotopic oxygen and 
carbon composition of the two morphotypes in core-tops, downcore sediments, 
and sediment traps from the South China Sea, Indo-Pacific, and Japanese seas 
[Wang, 2000; Lin et al., 2004; Kawahata, 2005; Löwemark et al., 2005; Steinke et 
al., 2005; Mohtadi et al., 2009].  
Understanding the ecology of modern G. ruber (W) sets up the 
expectation for interpreting signals derived from downcore geochemical 
variations. Previous studies based on core-tops and downcore samples, despite 
small sample numbers (5-23 pairs), inferred that differences in stable isotopes 
were the result of either distinct calcifying depth habitats (ss: ~0-25 m, sl: ~25-
50 m), seasonal preferences (sl: winter-biased), or vital effects between G. ruber 
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(W) ss and sl, and concluded that the sl morphotype was a cold-biased 
specimen [Wang, 2000; Kawahata, 2005; Löwemark et al., 2005; Steinke et al., 
2005]. These results have critical implications for paleoceanographic 
reconstructions using a non-selective mixture of the two morphotypes, as they 
can be biased or distorted due to the averaging of signals from different depths 
or seasons. The sediment trap studies, where the age of the samples are known 
with weekly/monthly precision, were more equivocal in their conclusions, finding 
little-to-no differences in the stable isotopes [Lin et al., 2004; Mohtadi et al., 
2009]. Hence it is important to study both the modern ecology and 
geochemistry of these morphotypes using large sample numbers and different 
sampling archives in order to quantify the degree of bias that may occur due to 
morphotypical variability in G. ruber (W). 
In this work, we study the stable isotopic differences between coeval ss 
and sl from core-tops, downcore samples, and a sediment trap in the northern 
Gulf of Mexico (Fig. 2; Table 1). As a geochemical test of the null hypothesis, we 
also analyze mixed G. ruber (W) couplets with morphologies intermediate to the 
ss and sl holotypes (hereafter ‘intermediate’ G. ruber (W) tests) to systematically 
investigate the composition of different G. ruber (W) subsets: if the geochemical 
composition of all subsets are comparable, we fail to reject the null hypothesis 
that morphotypical variability has a significant effect on G. ruber (W) 
geochemistry; if they are consistently different, then we reject the null 
hypothesis and conclude that morphotypical variability has a significant effect 
on G. ruber (W) geochemistry. We couple these results with INFAUNAL, a 
recently published foraminiferal statistical model [Thirumalai et al., 2013], to gain 
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insight into the use of the two morphotypes as paleoceanographic recorders in 
the Gulf of Mexico. 
2. METHODS 
2.1. Specimen Selection  
We chose G. ruber (W) sensu stricto (ss) and sensu lato (sl) specimens in 
the 212-	We chose G. ruber (W) sensu stricto (ss) and sensu lato (sl) specimens 
in the 212-300µm size   for all sampling archives. Sensu lato (Fig. 1a, b) was 
characterized as a kummerform having three compressed spherical chambers in 
the final whorl where the final chamber was smaller and flattened compared to 
the others, forming a moderate to high trochospiral form, with a rounded primary 
aperture situated asymmetrically over the previous suture. Sensu stricto (Fig. 1c, 
d) was characterized as having three spherical chambers in the final whorl that 
progressively increased in size and had a moderate trochospire shape, with 
radial sutures containing supplementary apertures and a primary aperture that 
was wide and more arched than the sl morphotype, symmetric over the previous 
suture. Intermediate specimens include tests with morphotypical variability 
transitional to that between ss and sl (for example, a normalform containing 
compressed chambers in the final whorl and a wide, highly-arched primary 
aperture that sat asymmetrically over the previous suture or a normalform 
containing a narrow, rounded, primary aperture sitting symmetrically over the 
previous suture, with depressed radial sutures with ancillary suture apertures). 
2.2. Stable Isotope Analysis  
We selected 6-20 specimens of each G. ruber (W) morphotype from the 
sediment trap samples and ≥50 specimens for the downcore/core-top samples. 
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Specimens were crushed and homogenized, and cleaned with methanol before 
geochemical analysis. Stable isotopes were measured using a Thermo-Finnigan 
MAT 253TM isotope ratio mass spectrometer coupled to a Kiel IV Carbonate 
Device housed in the Analytical Laboratory for Paleoclimate Studies (ALPS) at 
the Jackson School of Geosciences, University of Texas at Austin. The 1σ 
precision of the stable isotopic measurements in this study based on multiple 
analyses of an in-house carbonate standard (n = 28) is 0.03‰ for δ13C and 
0.06‰ for δ18O, consistent with the long-term precision for this instrumental 
setup (0.06‰ for δ13C and 0.08‰ for δ18O). All stable isotope values are 
reported relative to Vienna Pee Dee Belemnite (VPDB) in standard notation. 
2.3. Year-normalized Flux  
We calculated year-normalized flux from the sediment trap using:  
 
    !"#$%&'	)"*#$	"+	,-.$/)*&-.	0".,%"$',1
21-.&'	$"$-&	"+	-&&	0".,%"$',13
	×	100	%            (1)  
2.4. Binomial Expansion for Intermediate Couplet Combinations 
While computing the mean and standard deviation of the offsets between 
coeval intermediate pairs for an archive, we considered all possible 
combinations by interchanging samples of the intermediate couplets. In offset 
space, this effectively reduces to a change in sign before computing the mean 
and standard deviation of all the offsets in an archive, thereby following a binary 
‘on-off’ pattern. The number of unique combinations n possible for a given 
number of samples s in an archive is obtained by binomial expansion: 
   𝑛 = 23;< + 1      (2)  
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After generating n combinations, we computed the mean (μc) and 
standard deviation (σc) of the offsets for each combination. We report the 
average mean offset of all the combinations with its associated standard 
deviation (⟨μc⟩±σμ; (b1) and (d1) in Table 2) and the average standard deviation of 
all the offsets with its associated standard deviation (⟨σc⟩±σσ; (b2) and (d2) in 
Table 2) in the binomially generated combinations to compare the variability of 
offsets in the intermediate couplets and compare them to the ss-sl offsets. 
2.5. INFAUNAL model  
Bootstrap Monte Carlo simulations (n = 10000) were performed to 
generate a population of means that incorporated analytical uncertainty (±2σ) 
and sampling uncertainty involved with utilizing 50 pseudo-foraminifera in a 
virtual sediment sample representing 50 years using the Individual Foraminiferal 
Approach Uncertainty Analysis (INFAUNAL) model for multi-test foraminiferal 
analysis as described by Thirumalai et al. [Thirumalai et al., 2013]. We applied 
the algorithm to perform picking experiments on a δ18O time series generated 
from temperature and salinity data at depths of 5 m and 55 m using the ECMWF 
ORA-S4 ocean reanalysis dataset [Balmaseda et al., 2012] with data extracted 
from 26.7°N, 93.9°W (the location of our core-top and downcore samples) in the 
Gulf of Mexico. 5 and 55 m depths were chosen from the reanalysis dataset 
because they were the closest to the extremes of the previously hypothesized 
calcification depths (0-25 m for ss and 25-50 m for sl). To ensure the robustness 
of these results, we also performed the same INFAUNAL picking experiments at 
35 m and 45 m. Similar to the resulting offsets between 5 and 55 m, we 
observed that there was a high probability (≥70%) that pseudo-foraminifera 
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calcifying at 5 m versus 45 m can resolve depth-specific δ18O signals. The 
probability of resolving depth-specific signals using idealized pseudo-
foraminifera became lower at 35 m (≥25%), limiting our ability to test hypothesis 
of selective ss-sl calcification depths using a model-data comparison. However, 
all offsets produced by INFAUNAL between 5 and 35 m, 45 m, and 55 m are still 
significantly distinct from zero (p<0.001) and from the δ18O data (p<0.001), the 
latter of which is not significantly different from zero (we also tested this at 100 
and 5000 Monte Carlo simulations and obtained the same outcome). This 
indicates that it is statistically unlikely that most ss and sl specimens are 
calcifying deeper than 35 m. Furthermore, since the mixed layer at the sediment 
trap site extends well beyond 55 m for most months of the year (Fig. 3), our 
results hold that both G. ruber (W) morphotypes in the northern Gulf of Mexico 
calcify in the upper portion of the mixed layer. 
 
3. RESULTS 
We report here 130 δ18O and δ13C measurements on 37 pairs of G. ruber 
(W) ss and sl along with 28 pairs of intermediate G. ruber (W) tests from three 
sampling archives in the northern Gulf of Mexico (Fig. 2): core-tops, downcore 
samples, and a sediment trap (Figs. 1.4, 1.5, and 1.6). Table 1 lists the mean 
and standard deviation of ss-sl measurements in each archive. Here, the mean 
and standard deviation reflect the overall (time-dependent) variability in our 
selected samples of each archive; for example, sediment trap standard 
deviation is high due to the greater variance of annual temperature/salinity in the 
sampling interval. This variability notwithstanding, the mean and standard 
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deviation of the ss morphotypes are similar to the sl morphotypes. To 
statistically test these comparisons, we chose to perform Welch’s t test [Welch, 
1947] (paired t test with unknown and unequal variance) on the ss-sl pairs with 
no a priori assumptions about the variance of the underlying populations 
[Ruxton, 2006]. All populations were found to be normal based on a Shapiro-
Wilk test [Shapiro and Wilk, 1965], except for downcore δ13C of ss and sl, where 
we used the non-parametric Mann–Whitney–Wilcoxon ranksum test [Mann and 
Whitney, 1947]. From this exercise, we failed to reject the null hypothesis for ss-
sl pairs across all archives, that is, the δ18O and δ13C difference between ss and 
sl morphotypes is not statistically significant (p<0.05; Table 1). We also pooled 
all the ss-sl pairs across the different sampling archives and tested for 
regressions using the maximum likelihood estimate method [York et al., 2004] 
incorporating bivariate analytical uncertainty [Thirumalai et al., 2011], where 
1σanalytical = 0.08‰ in δ18O, and 0.06‰ in δ13C. Within uncertainty, both δ18O and 
δ13C slopes and intercepts were not significantly different (p<0.05) from the 1:1 
line, where the slope is unity and intercept is zero (Fig. 5). 
We use offsets between coeval samples as a metric to statistically 
compare the ss-sl measurements with the intermediate couplets. The absolute 
offsets between coeval ss-sl samples ranged from 0-0.52‰ in δ13C and 0-
0.56‰ in δ18O, while the intermediate couplets ranged from 0-0.50‰ in δ13C 
and 0.01-0.53‰ in δ18O (See Table 3 for the range in each archive). The mean 
ss-sl offset and standard deviations in all archives are not systematic, and 
closely cluster around zero. We tested for mean ss-sl offsets significantly 
different from zero using a Student’s t test in a Monte Carlo framework (n = 
5000) to account for analytical error at the 95% confidence level (i.e. ±2σanalytical) 
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incorporated as a Gaussian distribution. All archives failed the test with 
probabilities ≥70% that both carbon and oxygen stable isotopic offsets were not 
significantly distinct from zero thus corroborating our initial Welch t test 
outcomes and regression analysis that ss-sl couplets have statistically similar 
variability in stable isotopic composition. 
As the intermediate G. ruber (W) pairs are interchangeable amongst 
coeval couplets (their transitional form inhibits selective categorization), we 
generated all possible combinations of the couplets in each archive using 
binomial expansion (See Methods for details). Next, we computed the mean (μc) 
and standard deviation (σc) of the offsets for each combination. To gain insight 
into the variability of the intermediate couplets, we report the average mean 
offset of all the combinations with its associated standard deviation (⟨μc⟩±σμ; (b1) 
and (d1) in Table 2) and the average standard deviation of all the offsets with its 
associated standard deviation (⟨σc⟩±σσ; (b2) and (d2) in Table 2) in the binomially 
generated combinations. We note that the average standard deviation of the 
intermediate G. ruber (W) offset (⟨σc⟩), a measure of non-morphotypical 
variability, is statistically similar to the corresponding mean and standard 
deviation of the ss-sl offset within analytical error (p<0.05; Table 2).  
Apart from stable isotope analysis, the sediment trap allows us to 
quantify the monthly abundance of each morphotype. Over our sampling 
interval, in general, we observe the sl morphotypes to be more abundant than 
the other morphotypes. Concerning seasonal preferences, the census data 
indicate that neither ss, sl, nor the intermediate G. ruber (W) specimens prefer 
any particular season in our sampling window (Fig. 6).  Moreover, we found no 
persistent season where one morphotype dominates over the others.  
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Ruling out a seasonal bias in morphotype, we investigated whether the ss 
and sl morphotypes had preferential calcifying depth habitats as suggested in 
previous studies: ss preferring 0-25 m and sl preferring 25-50 m. To assess the 
potential for resolving depth-specific signals in marine sediment, we applied 
INFAUNAL [Thirumalai et al., 2013] at surface and subsurface depths in the Gulf 
of Mexico to construct idealized virtual sediment samples for the two habitats. 
We constructed two 50-year-long pseudo-δ18Ocarbonate time series using monthly 
temperature and salinity from the ECMWF ORA-S4 reanalysis dataset 
[Balmaseda et al., 2012] at depths of 5 m (ss) and 55 m (sl; see Figs. 1.7). These 
depths were chosen based on those available in the ORA-S4 dataset that were 
closest to the extremes of the previously hypothesized calcification depths (we 
also performed the experiment using 35 m and 45 m depths; see Methods). 
Next, we performed bootstrap Monte Carlo picking experiments (n = 10000) on 
these virtual sediment samples with 50 pseudo-foraminifera to determine 
whether the offset produced in INFAUNAL would be comparable to the offset 
observed in the ss-sl data. We chose 50-year-long time series and 50 pseudo-
foraminifera for the experiment based on approximately equivalent sample 
resolution and number of foraminifera analyzed in the core-top and downcore 
samples (the high temporal resolution and abundance of the sediment trap 
samples does not allow for a one-to-one downcore analog). The INFAUNAL 
results indicated that 50 foraminifera picked from the 5 m pseudo-δ18Ocarbonate 
time series and 50 from the 55 m time series could resolve these depth-specific 
signals with a high probability (≥90%) and that the offset between the picked 
means of the idealized time series was significantly distinct from zero (p<0.001). 
However, this idealized population of offsets is significantly different than the ss-
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sl offset observed in the core-top and downcore δ18O data (p<0.001), the latter 
of which is not distinct from zero (p<0.05; Fig. 8). 
 
4. DISCUSSION AND CONCLUSION 
Our observations and statistical tests indicate that there are neither 
significant nor systematic stable isotopic differences between G. ruber (W) ss 
and sl populations across three different sampling archives in the Gulf of Mexico 
(Fig. 5). The variability in δ13C and δ18O of both morphotypes is statistically 
indistinguishable (Table 1). The intermediate G. ruber (W) samples display very 
similar variability and contain intra-sample variability comparable to the ss-sl 
populations (Table 2), thereby preventing us from rejecting the geochemical test 
of the null hypothesis. Taken together, our observations imply that 
morphotypical variability in G. ruber (W) has little if any control on its δ13C and 
δ18O composition.  
Though the δ13C variability in the sediment trap samples is seemingly 
chaotic, the δ18O variability is distinctly controlled by climate. Despite steep 
rates of change in SST during boreal spring and fall at the northern Gulf of 
Mexico (~10°C seasonal cycle), the δ18O of both morphotypes in the sediment 
trap samples reliably capture SSTs (Fig. 4). The same is true for the intermediate 
couplets. In examining coeval offsets, the δ18O standard deviation is reduced by 
~50% compared to the overall standard deviation of each morphotype (~0.6‰ 
vs. ~0.2‰; Tables 1 and 2), whereas the overall δ13C standard deviations are 
similar to that of the offset (~0.2‰ vs. 0.2‰; Tables 1 and 2). This implies that 
intra-morphotype δ13C is as variable as inter-morphotype δ13C, a result that is in 
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line with previous studies highlighting the complex controls on stable isotopic 
carbon in foraminifera [Spero and Williams, 1989; Spero et al., 1997]. We 
observe similar variability in the intermediate G. ruber (W) couplets (±0.23‰), 
supporting this interpretation. 
What are the ecological implications of our observations concerning the 
habitat of G. ruber (W) morphotypes and its effect on paleoceanographic 
reconstructions? From our sediment trap flux data, we find no evidence that ss, 
sl, or the intermediate G. ruber (W) samples prefer one season over another (Fig. 
6). The data also indicate that no particular morphotype is persistently more 
abundant than any other morphotype. This supports the inference that all 
morphotypes of G. ruber (W) live throughout the year and that 
paleoceanographic records generated using the species should be 
representative of annual conditions, substantiating previous studies in the Gulf 
of Mexico [Spear and Poore, 2011; Poore et al., 2013] and elsewhere [Deuser, 
1987]. Using INFAUNAL, we show that pseudo-foraminifera calcifying 
exclusively at 5 m and 55 m can resolve depth-specific δ18O (temperature and 
salinity) signals with a very high probability (≥90% with 50 specimens in 50-year 
sample resolution and ≥70% at 45 m; See Methods and Fig. 9). We also show 
that the resulting distribution of pseudo-foraminifera is significantly different 
from our core-top and downcore data, which is centered on zero (Fig. 8). This 
result implies that ss and sl morphotypes must dwell and migrate to similar 
depths in the Gulf of Mexico. We infer that these depths are restricted to the 
upper portion of the mixed layer due to the excellent correlation between both 
morphotypes and SST in the sediment trap samples (rss = 0.92, rsl = 0.86; Fig. 4). 
Thus, our observations and modeling results unequivocally indicate that G. ruber 
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(W)-based paleoceanographic records, regardless of morphotype, reflect annual 
surface water conditions in the Gulf of Mexico. 
Contrary to previous G. ruber (W)-morphotype studies based on core-
tops and downcore samples in the South China Sea and Japanese seas [Wang, 
2000; Kawahata, 2005; Löwemark et al., 2005; Steinke et al., 2005], our findings 
suggest no morphotype-based biases in utilizing a non-selective mixture of G. 
ruber (W) ss and sl for paleoceanographic reconstructions. Nevertheless, our 
findings are corroborated by previous work utilizing sediment traps in the Indo-
Pacific seas [Mohtadi et al., 2009] and plankton tow samples around Japan 
[Kuroyanagi and Kawahata, 2004], where no geochemical and flux differences 
were observed in the former and sea-surface peaks in abundance for both 
morphotypes were observed in the plankton tows.  We feel that this 
inconsistency may arise either due to the influence of the large latitudinal extent 
of sample selection in the previous studies resulting in dissimilar seasonal cycles 
across all the sampling locations, loose temporal constraints on core-tops 
and/or possibly from limited sample numbers and a non-rigorous treatment of 
uncertainty. For example, we note that the core-top samples from the South 
China Sea in a previous study [Wang, 2000] are obtained from a large latitudinal 
transect spanning from 6°N-22°N where the seasonal cycle changes from a 
tropical (smaller seasonal cycle) to sub-tropical (larger seasonal cycle) setting. 
The thermocline and other oceanographic features are variable over this 
latitudinal range as well [Qu et al., 2000; Liu et al., 2001]. Quantifying this 
spatially varying influence of uncertainty and focusing solely on ss-sl-based 
isotopic variability is non-trivial and outside the scope of this work. Though 
preliminary sediment trap work in the South China Sea region is equivocal [Lin et 
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al., 2004] about the two morphotypes, a more comprehensive spatially-invariant 
sediment trap/plankton tow study would potentially yield more insight into the 
earlier core-top/downcore studies.  
We demonstrate the advantage and application of using a comprehensive 
dataset in tandem with a forward modeling statistical approach to glean insights 
into modern ecological variability. Such data-model comparisons characterized 
with robust uncertainty constraints are useful in discerning the effect of 
ecological parameters on paleoceanographic reconstructions. In this study, we 
show that all lines of evidence (observations, null hypothesis testing, and data-
model comparisons) indicate that G. ruber (W) ss, sl, and intermediate 
morphotypes live throughout the year and dwell in the upper portion of the 
mixed layer in the Gulf of Mexico. Hence, downcore reconstructions using non-
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 Sediment Trap Core-Tops Downcore 
No. of Pairs 17 5 13 
δ18Oss (‰) -1.58 ± 0.64 -1.22 ± 0.32 -1.12 ± 0.21 
δ18Osl (‰) -1.50 ± 0.56 -1.24 ± 0.35 -1.10 ± 0.39 
H Ho Ho Ho 
δ13Css (‰) 0.01 ± 0.21 0.84 ± 0.19 1.06 ± 0.28 
δ13Csl (‰) -0.12 ± 0.2 0.77 ± 0.18 0.92 ± 0.34 
H Ho Ho Ho* 
Table 1. Mean and Standard Deviation of ss-sl Isotopic Measurements in 
Each Sampling Archive with Outcomes of Welch’s t test at p<0.05 level, where 
H = Ho implies null hypothesis cannot be rejected; H = Ha implies null hypothesis 
can be rejected. * - H = Ho based on Mann–Whitney–Wilcoxon due to the non-
parametric nature of underlying populations.   
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Table 2. Mean and Standard Deviation (1σ) of Offsets Between Coeval ss-
sl Samples (a and c) and Corresponding Mean (b1 and d1), Standard Deviation 
(b2 and d2), and their Standard Deviation for all Combinations of Intermediate G. 
ruber (W) Couplets.  
  



















(b2)⟨σc⟩±σσ 0.14±0.01 0.14±0.02 0.26±0.01 














(d2) ⟨σc⟩±σσ 0.23±0.02 0.18±0.02 0.29±0.02 
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 Sediment Trap Core-Tops Downcore 
|∆18Oss-sl| (‰) 0.00 – 0.49 0.02 – 0.28 0.04 – 0.56 
|∆18ONull| (‰) 0.01 – 0.27 0.09 – 0.34 0.05 – 0.53 
|∆13Css-sl| (‰) 0.02 – 0.49 0.00 – 0.35 0.02 – 0.52 
|∆13CNull| (‰) 0.01 – 0.45 0.00 – 0.20 0.04 – 0.50 
Table 3. The Range of Absolute Offsets Between Coeval ss-sl Samples 




Figure 1. Scanning Electron Micrographs of Globigerinoides ruber (White) 
morphotypes. (1) a and b: G. ruber (W) sensu lato; (2) c and d: G. 
ruber (W) sensu stricto. 
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Figure 2. Map of Study Area. Map of mean annual sea-surface temperatures 
(SSTs) in the Gulf of Mexico with locations of sampling archives 
used in the study. Downcore samples are all late Holocene in age 
while all core-top samples are modern. This figure was generated 
using the M_Map mapping package in MATLABTM with SST data 
from HadISST.  
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Figure 3. Monthly Temperature and Salinity Profiles in the Upper 300 m of the 
Northern Gulf of Mexico. Vertical temperature (a and b) and salinity 
(c and d) profiles in the water column at the sediment trap site in the 
northern Gulf of Mexico. Note that the thermocline in most months is 
deeper than 55 m. WOA09 indicates World Ocean Atlas data while 
all other data are from CTD measurements. CTD data up to the 2012 
casts are from Poore et al., 2013.  
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Figure 4.   Stable Isotopic Results from the Sediment Trap. δ18O (a) and δ13C (b) 
of G. ruber (W) sl (blue circles) and ss (red circles) morphotypes 
along with δ18O (c) and δ13C (d) of intermediate G. ruber (W) 
morphotypes (gray squares) reported relative to VPDB (‰) with error 
bars based on analytical precision (±1σ; δ18O – 0.08‰ and δ13C – 
0.06‰) over 2009-2013. Sea-surface temperature (SST) from 
HadISST [Rayner et al., 2003] (orange line) and nearby NDBC Buoy 
SST (27.795°N, 90.648°W – Green Canyon; green dashed line) over 
the same time period are plotted in (a) and (c), scaled according to 
the δ18O axis, based on the slope from Bemis et al., 1998[Bemis et 
al., 1998]. Correlation coefficients are calculated with buoy SSTs 
when available and HadISST-based SSTs when the former are 
unavailable. 
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 Figure 5. Regression Analysis of ss-sl Samples Across Three Sampling 
Archives. G. ruber (W) δ13C (a) and δ18O (b) results for ss (abscissa) 
versus sl (ordinate) from the sediment trap (yellow triangles), core-
top (orange squares), and downcore samples (green circles) with 
error bars based on analytical precision (±1σanalytical; δ13C – 0.06‰ 
and δ18O – 0.08‰). The 1:1 line (black dashed line) along with 
uncertainty limits (grey dashed lines based on ±1σanalytical) is also 
plotted. The maximum likelihood regression lines incorporating 
bivariate uncertainty are: 1) sl-δ13C = (-0.11 ± 0.06) + (0.96 ± 
0.06)*ss-δ13C and 2) sl-δ18O = (-0.01 ± 0.05) + (0.96 ± 0.04)*ss-δ18O. 
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Figure 6. Year-Normalized Flux. Sediment trap-based year-normalized flux (%) 
measurements for G. ruber (W) sl (blue), ss (red), and intermediate 
(grey) morphotypes. Persistent seasonal preferences or abundance 
of one morphotype over another are not observed. Box containing 
hatched lines indicates a gap in data collection. 
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Figure 7. Pseudo-δ18O Time Series Generated with INFAUNAL. Monte Carlo 
picking experiments were performed on pseudo-δ18O time series at 
5 m (a) and 55 m (b) generated as a function of temperature and 
salinity extracted from the ORA-S4 reanalysis dataset at 26.7°N, 
93.9°W in the northern Gulf of Mexico.  
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Figure 8. Data-Model Comparison of Simulated Offsets with Uncertainty 
Constraints. Monte-Carlo-based histogram of mean offsets from the 
ss-sl data (green) in core-top/downcore samples compared to a 
histogram of mean offsets between pseudo-δ18O time series from 5 
m and 55 m depth generated using INFAUNAL [Thirumalai et al., 
2013] (orange). Both populations incorporate analytical and sampling 
uncertainty and are significantly different from each other (p<0.001). 
Note that the model-offset population is significantly distinct from 




Figure 9. Data-Model Comparison of Simulated Offsets with Uncertainty 
Constraints at Various Depths. Histogram of mean offsets in ss-sl 
data (green histogram) from core-top/downcore samples compared 
with populations of mean δ18O time series at 5 m and 55 m (orange), 
5 m and 45 m (purple), and 5 m and 35 m (yellow) depths generated 
using INFAUNAL. Percentages above the modeled histograms 
indicate the minimum probabilities that depth-specific signals can be 
resolved using picked means of 50 pseudo-foraminifera, as given by 
INFAUNAL. All three model-based histograms are significantly 
different from the data offset (p<0.001) incorporating both analytical 
and sampling uncertainty, and are significantly distinct from zero 
(p<0.001), while the data-based histogram is not different from zero 
(p<0.05).   
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ABSTRACT 
Paired measurements of magnesium-to-calcium ratios (Mg/Ca) and the 
stable oxygen isotopic composition (δ18O) in foraminiferal shells have provided 
significant insights into Cenozoic paleoceanography over the last two decades. 
Temperature and seawater δ18O (δ18Osw, a proxy for salinity and ice volume) 
reconstructions using these measurements have advanced our knowledge of 
past climate change. However, multiple sources of uncertainty exist in 
transferring these depth-based geochemical signals into climate variables within 
a discrete time domain. Here, we develop a computational toolkit entitled Paleo-
Seawater Uncertainty Solver (PSU Solver) that performs bootstrap Monte Carlo 
simulations to constrain these various sources of uncertainty. PSU Solver offers 
simultaneous solutions for temperature and δ18Osw and their respective 
uncertainty envelopes using an iterative approach with user-defined errors, 
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calibrations, and sea-level curves. In this work, we demonstrate the applicability 
of PSU Solver for four published records covering three different timescales: late 
Holocene, the last deglaciation, and the last glacial period. We show that the 
influence of salinity in Mg/Ca and the choice of sea-level curve can change the 
structure of the resulting reconstruction and hence affect paleoclimate 
interpretation. PSU Solver offers an expeditious yet rigorous approach to test 




The magnesium-to-calcium ratio (Mg/Ca) of foraminiferal calcite is widely 
used as a proxy for past water mass temperature on a variety of timescales. 
Commonly, the stable oxygen isotopic composition (δ18O) of foraminiferal shells 
from the same depth in the marine sediment core, also dependent on the 
temperature, is analyzed to isolate the seawater δ18O (δ18Osw) signal, a proxy for 
the salinity of the water mass which can be affected by significant changes in 
global ice volume. This method of coeval measurements on foraminiferal shells 
picked from the same depth interval in a marine sediment core is usually termed 
as coupled or paired Mg/Ca-δ18O analysis [Elderfield and Ganssen, 2000; Lea et 
al., 2000; Nürnberg et al., 2000]. The development of the foraminiferal Mg/Ca 
paleothermometer [Nürnberg et al., 1996; Lea et al., 1999; Dekens et al., 2002; 
Anand et al., 2003] and the resultant application of paired Mg/Ca-δ18O analysis 
has enabled several critical insights into past climate change regarding ocean-
atmosphere processes [Weldeab et al., 2007; Elderfield et al., 2012; Arbuszewski 
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et al., 2013; Moffa-Sanchez et al., 2014a; Marino et al., 2015], abrupt climate 
change [Leduc et al., 2007; Anand et al., 2008; Marcott et al., 2011; Ezat et al., 
2014; Tierney et al., 2015a], and climate sensitivity [Lear et al., 2000; Billups and 
Schrag, 2003; Zachos et al., 2003; Lea, 2004; Medina-Elizalde et al., 2008]. 
The quantitative merit of these interpretations relies on the strength of 
calibrations that detail the relationships between Mg/Ca, δ18O, δ18Osw, 
temperature, and salinity. However, there are multiple sources of uncertainty 
inherent in transferring the paired Mg/Ca-δ18O signal into deconvolved time 
series of temperature and salinity. Propagating analytical, sampling [Thirumalai 
et al., 2013; 2014], and calibration errors [Khider et al., 2015] along with age 
uncertainty [Trauth et al., 1997; Blaauw and Christen, 2011] into a climatic time 
series is complex [Schmidt, 1999a; Rohling, 2000] due to the non-linear nature 
of the associated Mg/Ca and δ18O relationships [Dekens et al., 2002; Anand et 
al., 2003], the potential effect of salinity and post-depositional effects on Mg/Ca 
[Ferguson et al., 2008; Kısakürek et al., 2008; Arbuszewski et al., 2010; Dueñas-
Bohórquez et al., 2011; Hertzberg and Schmidt, 2013; Hönisch et al., 2013; 
Khider et al., 2015], the effect of ice volume on δ18Osw [Shackleton, 1967; Mix and 
Ruddiman, 1984; Shackleton, 1987; Elderfield et al., 2012], and the potential 
non-stationarity of the δ18Osw-salinity relationship [Rohling and Bigg, 1998; Bigg 
and Rohling, 2000; Caley and Roche, 2015; Holloway et al., 2016]. Each of these 
factors can complicate the interpretation of downcore foraminiferal 
geochemistry, depending on the signal-to-noise ratio being reconstructed. As 
the interaction between these different sources of uncertainty is not 
straightforward [Schmidt, 1999a; Rohling, 2000], there is a need to test the 
sensitivity of the reconstructed temperature and salinity signal to these factors in 
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order to derive robust records of climate variability. Furthermore, as these 
relationships are refined with more nuanced observational studies [Arbuszewski 
et al., 2010; Hertzberg and Schmidt, 2013; Hönisch et al., 2013; Thirumalai et al., 
2014; Spero et al., 2015], updated statistical constraints [Tierney et al., 2015a],  
sea-level records of increased resolution and better chronological constraints 
[Grant et al., 2012; Rohling et al., 2014; Schneider, 2014], and improved 
spatiotemporal δ18Osw data coverage [Conroy et al., 2014], there is also a need to 
revisit interpretations of previously published geochemical records. Finally, 
model-data comparisons and large-scale data assimilation [McGregor et al., 
2015; Wang et al., 2015] stand to benefit from comprehensive uncertainty 
analysis of temperature and salinity reconstructions from foraminiferal 
geochemistry.  
In this work, we probabilistically constrain the errors associated with 
temperature, δ18Osw, and salinity reconstructions developed from foraminiferal 
geochemistry. We use bootstrap Monte Carlo simulations to quantify the overall 
uncertainty in these reconstructions which includes age, analytical, calibration, 
and sampling errors in a framework where the effects of salinity on Mg/Ca, and 
the effect of ice-volume on δ18Osw can also be incorporated (Fig. 10). We apply 
our algorithm, entitled Paleo-Seawater Uncertainty Solver (PSU Solver), to 
several previously published reconstructions of sea-surface temperature (SST) 
and salinity (SSS) to demonstrate its utility in testing the robustness of climate 
reconstructions to the aforementioned sources of uncertainty. The aim of this 
study is not to emphasize the advantage or disadvantage of particular sets of 
transfer functions or input conditions for foraminiferal geochemistry. Rather, we 
demonstrate how reconstructions can be affected by various input conditions 
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and aim to provide a platform where users can obtain rigorous uncertainty 
constraints and explore the effect of different combinations of equations on the 
underlying geochemical records. A MATLABTM version of PSU Solver, whose 
runtime is typically less than a minute, is publicly available for future use.  
2. METHODS AND DATA
PSU Solver constrains uncertainty in paired Mg/Ca-δ18O data using a 
bootstrap resampling approach within an iterative Monte Carlo framework 
[Efron, 1979; Hall and Martin, 1988]. Using the paired dataset, user-specified 
errors, and a user-specified set of input conditions, PSU Solver produces n 
realizations of temperature, δ18Osw, and salinity time series, where n is the 
number of Monte Carlo iterations. The median and its errors, represented by the 
68/95th percentiles, are calculated at each time step for the n time series. The 
temperature,  δ18Osw, and salinity time series along with their errors are then 
furnished as output for user interpretation (Fig. 10).  
2.1. Data Input 
As input, PSU Solver is written to accept discrete time data (unevenly or 
evenly spaced) with corresponding Mg/Ca (in mmol/mol) and δ18O (in ‰, VPDB) 
measurements at each timestep. PSU Solver also has the capability to directly 
couple output from BACON, a code that generates numerous age-depth 
distributions for radiocarbon ages based on a Bayesian methodology [Blaauw 
and Christen, 2011]. These age-depth distributions can be used to produce an 
age-depth model (with associated uncertainty) for the core based on user-
specified functions (where the default fit is a spline). If the BACON option is 
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employed, PSU Solver requires a vector of depths as input instead of age-
related timesteps.  
2.2. Error Input 
After the age (or depth) and paired Mg/Ca-δ18O data are entered, the user 
can specify constant or time-varying errors associated with these data including 
1) age error, 2) analytical error, and 3) sampling error. The age error, which is the
mean error around a particular time domain, serves to smooth the resulting time 
series, and can include uncertainty related to bioturbation [Trauth et al., 1997], 
whose range can be quantified from mixing models such as TURBO2 [Trauth, 
2013], and/or the effects of sediment compaction [Huybers and Wunsch, 2004]. 
Thus, even if age uncertainty is constrained by employing the BACON option, 
the age error parameter may be used to quantify time uncertainty related to 
bioturbation and/or compaction. Next, analytical error is prescribed to the 
Mg/Ca (either in mmol/mol or as a percentage) and δ18O (in permil) data. Lastly, 
a sampling error term is entered as a percentage of the analytical error. This 
parameter is mainly related to the the seasonal signal at the core location, the 
ecology and growth habitat of the foraminiferal species utilized, and the number 
of foraminifera used in the reconstruction at each timestep [Killingley et al., 
1981; Schiffelbein and Hills, 1984; Thirumalai et al., 2013]. Forward models such 
as INFAUNAL [Thirumalai et al., 2013] can be used to obtain viable estimates of 
the sampling error term [Schmidt, 1999b; Evans et al., 2013; Thirumalai et al., 
2014; Wicks et al., 2015]. These three sources of error specify the potential 
range of the Monte Carlo sample space at each timestep and become important 
in parameterizing the overall uncertainty.  
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2.3. Initialization 
PSU Solver requires the user to specify a set of input conditions after 
they have entered the downcore data and have prescribed their corresponding 
errors. These include 1) the number of total Monte Carlo simulations to be 
performed, 2) a choice of sea-level curve (or the option to not correct for ice 
volume), and 3) the desired set of climate-geochemistry relationships. We 
recommend that the number of Monte Carlo simulations is kept low (100-500) 
for initial runs of PSU Solver, while they can be increased to a more suitable 
number (1000-10000) after it is ensured that the program functions efficiently. In 
the present version, PSU Solver contains three different sea-level curves which 
can be used for different scenarios: 1) a high-resolution curve based on the 
inversion of ~1,000 global observations spanning the Last Glacial Maximum 
(LGM) and the Holocene [Lambeck et al., 2014] (hereafter L14), 2) a 
probabilistically constrained sea-level curve with independent chronology that 
spans the last 150 kyrs with sufficient resolution to investigate millennial-scale 
events [Grant et al., 2012] (hereafter G12), and 3) a lower resolution curve based 
on regressions using benthic foraminiferal isotopes that spans the past ~430 
kyrs [Waelbroeck et al., 2001] (hereafter W01). PSU Solver can interpolate the 
input sea-level curve to match the input timestep and is also capable of 
accepting a custom sea-level curve as well. The user can also choose to refrain 
from correcting for ice-volume-related changes in δ18Osw and not choose any 
sea-level curve. Finally, as the last step prior to the Monte Carlo simulations (Fig. 
10), the user can choose the inversion equations that are used for the 
reconstructions. These inversions are performed in the following framework 
(using the Symbolic Toolbox in MATLABTM): 
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1. δ18O = f (δ18Osw, T)
2. Mg/Ca = g (T) OR Mg/Ca = h (T, S)
3. δ18Osw = j (S) + k (SL)
where δ18O and Mg/Ca are the measured stable isotopic and trace metal
content of the foraminiferal shell, δ18Osw is the stable oxygen isotopic 
composition of the seawater, T and S are the temperature and salinity of the 
water mass respectively, SL is the sea-level curve utilized and f, g, h, j, and k are 
the transfer functions that describe these relationships. These functions can vary 
based on the type and habitat of the foraminiferal species used, the core 
location and/or depth, the choice of calibration applied, and whether the 
influence of salinity on Mg/Ca is considered. With these set of input-conditions, 
PSU Solver proceeds to iteratively and simultaneously solve these equations to 
produce time series of temperature, salinity, and δ18Osw along with their 
bootstrap-based errors. We stress that we do not recommend one set of 
relationships over the other and urge the user to judiciously choose an 
appropriate set of equations and conditions. 
In summary, PSU Solver accepts the following parameters as user input 
(Fig. 10): 
1. Data input







c. Sampling error 
3. Initialization 
a. Number of Monte Carlo Simulations 
b. Choice of sea-level curve 
c. Transfer Functions 
2.4. Example Datasets 
We applied PSU Solver to four paired Mg/Ca-δ18O records investigating 
sea-surface conditions spanning three different timescales: 1) a late Holocene 
record (Figs. 2.2 and 2.3) from the Gulf of Mexico (GOM; Pigmy Basin [Richey et 
al., 2007]), 2) another late Holocene record (Fig. 13) from the Indo-Pacific Warm 
Pool (IPWP; Makassar Straits [Oppo et al., 2009]), 3) a deglacial record (Figs. 2.5 
and 2.6) from the GOM (Orca Basin [Williams et al., 2010; 2012]), and 4) a record 
from the Caribbean Sea (Colombian Basin [Schmidt et al., 2004]) that captures a 
full glacial cycle. All four of these studies utilized the geochemistry of planktic 
foraminiferal species Globigerinoides ruber, a commonly used proxy for mean-
annual, sea-surface conditions [Fairbanks et al., 1982; Schmidt and Mulitza, 
2002; Farmer et al., 2007; Thirumalai et al., 2014]. While the white variety, G. 
ruber (W) was used in the Makassar Strait, Colombian and Pigmy basin studies, 
a pink variety, G. ruber (P), was used for the deglacial Orca Basin study. Each of 
these studies used a different set of Mg/Ca-SST and δ18O-δ18Osw-SST transfer 
functions (Table 4). We demonstrate the utility of PSU Solver by replicating the 
published datasets and testing the sensitivity of these records to different 
δ18Osw-salinity relationships, different sea-level curves, and the influence of 
salinity on Mg/Ca variability. 
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3. RESULTS AND DISCUSSION
3.1. Late Holocene GOM Record 
Figure 11 displays the original Mg/Ca (orange circles) and δ18O 
measurements (green circles) on G. ruber (W) from core PBBC-1 and the 
resulting temperature and δ18Osw reconstructions (black line) as presented in the 
original study [Richey et al., 2007] (Table 4). Uncertainty envelopes consisting of 
analytical, sampling, and age errors are plotted with the Mg/Ca and δ18O time 
series while the PSU Solver median is plotted along with its uncertainty 
envelope which consists of the previous errors as well as calibration 
uncertainties. In this case, the input conditions were set such that PSU Solver 
would replicate the published dataset: no ice-volume correction, no correction 
for the influence of salinity on Mg/Ca and the same G. ruber-(W)-specific 
transfer functions as used in the study [Bemis et al., 1998; Anand et al., 2003]. 
This exercise demonstrates that PSU Solver is capable of replicating the 
transformations of paired Mg/Ca-δ18O data computed in previously published 
studies.  
We observe discrepancies from published values if we use a transfer 
function h that corrects for the influence of salinity on Mg/Ca [Tierney et al., 
2015a] with all the other conditions remaining the same (Fig. 2.3). Here, we also 
require a definition of a δ18Osw-salinity relationship in order to solve for all the 
unknowns (See Section 2.3). We investigated the use of two different equations 
to describe this relationship including one for the northern Atlantic Ocean (Fig. 
2.3a, b), and another for the tropical Atlantic Ocean (Fig. 2.3c, d) based on a 
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gridded model [LeGrande and Schmidt, 2006]. In both cases, the temperature 
reconstructed using PSU Solver is warmer on average than the published 
values, which do not consider the influence of salinity (0.8°C for the tropical 
Atlantic case and 1.4°C for the north Atlantic case on average). Similarly, the 
reconstructed δ18Osw in both cases is lower than average relative to the 
published values (0.29‰ for the tropical Atlantic case and 0.16‰ for the north 
Atlantic case on average). We also note that the variability (as inferred from 
standard deviations) in both temperature and δ18Osw reconstructions is muted 
compared to the published datasets when an influence from salinity on Mg/Ca is 
considered in the PSU Solver output (Fig. 2.3). While comparing core-top values 
from the PSU Solver output with instrumental observations (yellow stars in Fig. 
11 and 2.3), we find the best match for both temperature and δ18Osw 
reconstructions in the case using the tropical Atlantic δ18Osw-salinity equation 
(Fig. 2.3a, b). However, it should be noted that all PSU Solver outputs for the 
core-top agree with the instrumental data within error. 
3.2. Late Holocene IPWP Record 
We applied PSU Solver to another highly-resolved late Holocene record 
of G. ruber (W) [Oppo et al., 2009] from a gravity core in the IPWP (Fig. 13). We 
first ensured that PSU Solver replicates the published dataset and then derived 
uncertainty constraints for the reconstructions (Fig. 13a, b) using reported 
analytical and errors, and sampling errors calculated using INFAUNAL 
[Thirumalai et al., 2013]. To examine how the influence of salinity on Mg/Ca 
would affect the paleoclimatic reconstructions, we chose a Mg/Ca-temperature-
salinity equation [Tierney et al., 2015a] and a δ18Osw-salinity equation based on 
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biweekly observations from the western Pacific [Morimoto et al., 2002]. In this 
case, reconstructed temperatures from PSU Solver are warmer than the 
reported values (Fig. 13c) whereas δ18Osw estimates are greater (Fig. 13d). 
Though this record ends at ~400 yrs BP (Fig. 13), paired Mg/Ca-δ18O data at the 
top of this gravity core, BJ8-03-34GGC, is comparable to the core-top values of 
multicore BJ8-03-31MCA which overlaps with the instrumental record [Oppo et 
al., 2009]. It is worth noting that the core-top values of the PSU Solver output 
agree better with instrumental measurements (yellow stars in Fig. 13) of mean-
annual temperature [Rayner et al., 2003] and available δ18Osw measurements 
from the IPWP [Epstein and Mayeda, 1953; Bigg and Rohling, 2000; LeGrande 
and Schmidt, 2006]. This contrasts with the interpretation in the original study 
that G. ruber (W) downcore record is representative of the cold, upwelling 
season in the IPWP [Oppo et al., 2009]. However, sediment trap studies in the 
IPWP indicate a year-round preference of the G. ruber (W) species [Kawahata et 
al., 2002; Mohtadi et al., 2009], thereby implying that downcore reconstructions 
should be representative of mean-annual conditions. Thus, by using different 
transfer functions, the PSU Solver output offers a potential reconciliation of the 
observed discrepancy between the sediment trap results and the downcore late 
Holocene record in the IPWP.     
3.3. Deglacial GOM Record 
We plot the results from a replication experiment and two sensitivity 
experiments on the deglacial G. ruber (P) record from the Orca Basin [Williams 
et al., 2010; 2012] in Figure 14. Initially, we replicated the published values with 
transfer functions used in the study [Bemis et al., 1998; Anand et al., 2003] and 
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produced uncertainty envelopes (Fig. 14a, b) using error values reported therein 
[Williams et al., 2010] where we used the W01 sea-level curve. Next, with all 
other parameters being equal, we used L14, a sea-level curve of higher 
resolution that focused on the deglaciation, to correct for the effect of ice-
volume on δ18Osw (Fig. 14c, d). In this case, while the median temperature, 
uncertainty in temperature, and median δ18Osw estimates do not significantly 
deviate from the published values, the δ18Osw uncertainty envelope is visibly 
reduced compared to that produced from the lower resolution sea-level curve 
(compare Fig. 14b with Fig. 14d). At times during the record, this improvement is 
up to 50% of the overall uncertainty range. The median temperature 
reconstruction nor their corresponding uncertainties are affected by choice of 
sea-level input, although, the temperature estimates deviate significantly outside 
uncertainty from published values (Fig. 14e) if the effect of salinity on Mg/Ca 
variability is considered [Tierney et al., 2015a]. Most notably, there are warmer 
SST values during the 16-12 kyr BP interval, with SST running 1-2.5°C higher 
than published values after 14 kyr BP, during the Bølling-Allerød [Williams et al., 
2012]. However, the median δ18Osw reconstruction and their uncertainties for 
these input conditions do not significantly deviate from the previous uncertainty 
estimates (although the range of median values is slightly decreased; Fig. 14f). 
This implies that the structure of δ18Osw variability as reconstructed from the 
paired Mg/Ca-δ18O data is robust, despite different sea-level curves and despite 
the influence of salinity on foraminiferal Mg/Ca ratios.  
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3.4. Late Quaternary Caribbean Sea Record 
To demonstrate the applicability of PSU Solver on longer timescales, we 
applied PSU Solver to a paired Mg/Ca-δ18O record from the Colombian basin 
[Schmidt et al., 2004] that uses G. ruber (W) geochemistry and spans the past 
~130 kyr (Fig. 15). First, we replicated the reported values using the W01 sea-
level curve, errors, and relationships utilized in the original study [Schmidt et al., 
2004] (Fig. 15a, b). This study utilized an Mg/Ca-SST relationship [Dekens et al., 
2002] which is dependent on the depth of the core, a capability that is built into 
PSU Solver. Next, we used an Mg/Ca-SST equation that considered the 
influence of salinity on Mg/Ca variability [Tierney et al., 2015a] and also used the 
G12 sea-level curve as input for PSU Solver (Fig. 15c, d). This exercise yielded 
temperature and δ18Osw estimates offset from the published values with 
discrepancies as large ~4°C in SST and ~1‰ in δ18Osw (Fig. 15), where 
millennial-scale and glacial-interglacial variability in the latter is considerably 
reduced.  Most strikingly, the originally reported LGM-Holocene temperature 
difference is ~2°C compared to ~5°C in the PSU Solver output (Fig. 15c). 
Moreover, the trends in δ18Osw variability over the past ~60 kyr to the present are 
reversed in both cases, where Caribbean Sea δ18Osw values become lower in the 
original dataset over time whereas the values become greater when the effect of 
salinity on Mg/Ca is considered (Fig. 15d). Interestingly, mean annual SST and 
δ18Osw in observations  from the Caribbean Sea [Epstein and Mayeda, 1953; 
Rayner et al., 2003; Robbins et al., 2012] match better with the latter case than 
the former (yellow stars in Fig. 15). Along with improved uncertainty estimates 
and better agreement with modern observations, reconstructed δ18Osw variability 
in the PSU Solver output compared to the originally reported dataset (Fig. 15d) 
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are more muted and are easier to reconcile with theoretical and modeling 
constraints for the LGM [Wunsch, 2003; 2010]. These results arguably render 
the application with the influence of salinity on Mg/Ca variability as a more 
“realistic” reconstruction from the geochemical data. If accurate, since the LGM-
to-Holocene difference of ~5°C is likely too large of a mean annual SST change 
alone [Mix et al., 1999; Waelbroeck et al., 2009], varying seasonality and/or 
productivity of G. ruber (W) in the past [Laepple and Huybers, 2014; 
Timmermann et al., 2014], as opposed to (or along with) mean annual SST 
changes could explain such large reconstructed SST changes. Thus, PSU 
Solver can be applied to records that span multiple marine isotopic stages, and 
that it can assess the sensitivity of such paired Mg/Ca-δ18O records to various 
sea-level curves, calibrations, and the influence of salinity on Mg/Ca variability. 
3.5. Summary of Four Initial Applications 
We have demonstrated the utility of PSU Solver in replicating previously 
published reconstructions with different foraminiferal transfer functions that 
span different timescales and have different sample resolutions. We have shown 
that PSU Solver can identify the robustness of temperature and δ18Osw estimates 
to various sources of uncertainty. Slightly different δ18Osw-salinity relationships 
can alter the reconstructed parameters and their underlying uncertainty (Figs. 
2.3, 2.4), whereas well-dated and highly resolved sea-level curves can 
significantly reduce uncertainty in δ18Osw reconstructions requiring a correction 
due to ice-volume (Fig. 14, 2.6). Input for PSU Solver can be coupled to other 
code utilized in foraminiferal reconstructions such as BACON [Blaauw and 
Christen, 2011], TURBO2 [Trauth, 2013], and INFAUNAL [Thirumalai et al., 2013] 
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whereas the output time series and corresponding uncertainty estimates can be 
readily transformed as necessary including the use of filters [Clemens et al., 
2010], smoothing functions [Marino et al., 2015], or empirical orthogonal 
functions [Anchukaitis and Tierney, 2012]. The underlying code can be suitably 
modified to address problems on timescales or foraminiferal species outside our 
example datasets, including important paleoclimate targets where seawater 
Mg/Ca was different from the modern ocean [O’Brien et al., 2014; Ravelo et al., 
2014; Zhang et al., 2014; Lear et al., 2015] or scenarios where modeling studies 
provide constraints on the stationarity of past δ18Osw-salinity relationships [Caley 
and Roche, 2015; Tindall and Haywood, 2015; Holloway et al., 2016]. 
Importantly, PSU Solver can be useful in large-scale data assimilation studies 
where several paleoceanographic records are being processed with updated 
uncertainty constraints and/or calibrations [McGregor et al., 2015; Tierney et al., 
2015b]. Taken together, we have established that PSU Solver is a toolkit that 
can not only quantify uncertainty in these reconstructions, but can also provide 
important constraints on the interpretation of past seawater δ18O and 
temperature variability. 
4. CONCLUSIONS
We provide an algorithm (PSU Solver) to probabilistically constrain and 
quantify records of temperature and δ18Osw developed from paired Mg/Ca-δ18O 
data in foraminifera. We demonstrate that the application of PSU Solver can 
replicate previous reconstructions, assess robustness to various sources of 
uncertainty, and furnish median estimates and corresponding uncertainty 
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envelopes using a bootstrap Monte Carlo methodology. Using a suite of user-
specified input PSU Solver can incorporate age (including 
bioturbation/compaction), analytical, calibration, and sampling errors in its 
estimates of temperature and δ18Osw variability where the user can also specify 
the influence of salinity on Mg/Ca and select from several published sea-level 
curves. In general, PSU Solver is an uncertainty quantification toolkit that can be 
easily implemented to offer constraints on records developed from foraminiferal 
geochemistry, for paleoceanographers and other scientists interested in past 
changes in ocean history.  
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Richey et al. 
2007 
Mg/Ca = 0.449exp(0.09*T) [Anand 
et al., 2003] 
T = 14.9 - 4.8*(δ18O - 
δ18Osw) [Bemis et al., 
1998] 
Oppo et al. 
2009 
Mg/Ca = 0.38exp(0.09*T) [Anand et 
al., 2003] 
T = 16.5 - 4.8*(δ18O - 
δ18Osw) [Bemis et al., 
1998] 
Williams et al. 
2010/2012 
Mg/Ca = 0.38exp(0.09*T) [Anand et 
al., 2003] 
T = 14.9 - 4.8*(δ18O - 
δ18Osw) [Bemis et al., 
1998] 
Schmidt et al. 
2004 
Mg/Ca = 0.38exp(0.09*(T – 
0.61*Core Depth) [Dekens et al., 
2002] 
T = 16.5 - 4.8*(δ18O - 
δ18Osw) [Bemis et al., 
1998] 
Table 4. Transfer functions used in the example datasets. 
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Figure 10. Flowchart for PSU Solver, a toolkit to constrain past seawater δ18Osw 
and temperature reconstructions that are generated from 
foraminiferal geochemistry using a bootstrap resampling approach 
(red dashed line). The code is written in MATLABTM and has a 
runtime typically under a minute, even for high numbers (>1000) of 
Monte Carlo simulations. 
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Figure 11. Initial application of PSU Solver to a paired Mg/Ca-δ18O record from 
the Gulf of Mexico (Pigmy Basin [Richey et al., 2007]) using the 
geochemistry of G. ruber (W). The published Mg/Ca (orange; a) and 
δ18O (green; b) measurements are shown with age, analytical and 
sampling errors on the left hand side. The published reconstructions 
are plotted on the right (black line with diamonds in c and d) along 
with the PSU Solver output where the SST (red), δ18Osw (blue), and 
corresponding uncertainty envelopes are based on transfer 
functions reported in the original study. Yellow stars indicate mean-
annual SST (1970-2015; HadISST) and available δ18Osw data in the 
northern Gulf of Mexico. Age values are reported in year before 
present (yrs BP). 
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Figure 12. Application of PSU Solver to the late Holocene Gulf of Mexico record 
from the Pigmy Basin [Richey et al., 2007] where different δ18Osw-
salinity relationships are used when the influence of salinity on 
Mg/Ca variability is considered. Both cases use the δ18O-δ18Osw-T 
“high-light” equation [Bemis et al., 1998] and a new Mg/Ca-SST-
SSS calibration equation based on a compilation of cultured data 
[Tierney et al., 2015a]. The tropical Atlantic and northern Atlantic 
equations are derived from a gridded δ18Osw dataset [LeGrande and 
Schmidt, 2006]. Note that the median estimates computed using the 
tropical Atlantic equation yield a better match with mean-annual 
observations (yellow stars), although both cases match the 
observations within overall uncertainty. 
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Figure 13. Application of PSU Solver to a late Holocene record from the Indo-
Pacific Warm Pool [Oppo et al., 2009]. (a) and (b) replicate the 
originally reported SST and δ18Osw values (original data in black; PSU 
Solver SST - red; δ18Osw – blue) using the “low-light” equation [Bemis 
et al., 1998] and an Mg/Ca-SST calibration based on a sediment trap 
in the Sargasso Sea [Anand et al., 2003]. (c) and (d) are the PSU 
Solver output using the “high-light” equation, a compilation-based 
Mg/Ca-SST-SSS calibration equation, and a local δ18Osw-SSS 
relationship [Bemis et al., 1998; Morimoto et al., 2002; Tierney et al., 
2015a]. Yellow stars indicate mean-annual sea-surface observations. 
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Figure 14. Application of PSU Solver to a deglacial record of paired G. ruber (P) 
data from the Gulf of Mexico (Orca Basin [Williams et al., 2010; 
2012]) where different sea-level curves are applied to correct for the 
fractionation of δ18Osw due to ice-volume changes. In (a) and (b) we 
applied a lower-resolution sea-level curve [Waelbroeck et al., 2001] 
based on regressions with benthic isotopes whereas the 
reconstructions in (c) and (d) utilize a higher-resolution deglaciation-
specific sea-level curve [Lambeck et al., 2014]. The reconstructions 
in (e) and (f) were computed considering the effect of salinity on 
Mg/Ca along with the same input conditions as in (c) and (d). Note 
that the uncertainty envelopes in (d) and (e) are reduced compared 
to that in (b). 
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Figure 15. Reconstructed δ18Osw and SST variability (black lines with diamonds) 
from a site in the Caribbean Sea (Colombian Basin [Schmidt et al., 
2004]) based on paired Mg/Ca-δ18O in G. ruber (W) and 
corresponding output from PSU Solver (red – SST; blue - δ18Osw) 
with available mean-annual observations at the core location (yellow 
stars). While (a) and (b) follow a replication exercise in PSU Solver, 
(c) and (d) depict reconstructions where the influence of salinity on 
Mg/Ca variability, and a higher resolution sea-level curve is 
considered as input. Note that the significantly different 
reconstructions using the PSU Solver output in (c) and (d) are a 
better match with the observations and contain improved 
uncertainty estimates.  
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ABSTRACT
The Gulf Stream, a surface ocean current associated with the Atlantic 
Meridional Overturning Circulation (AMOC), is an important medium of heat 
transfer in the global climate system. Yet, its variability on centennial timescales 
is poorly constrained due to insufficient long, high-resolution records. Here we 
present a fully replicated reconstruction of sea-surface temperature and salinity 
from a site the northern Gulf of Mexico sensitive to Atlantic Ocean circulation to 
improve our understanding of climate variability over the last 4,400 years. We 
use a suite of instrumental and proxy records in tandem with modeling 
simulations to demonstrate a link between Gulf Stream strength and Western 
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Hemisphere hydroclimate over the last millennium. Our results suggest marked 
centennial variability (up to 1°C and 0.3 PSU) in the Gulf of Mexico during the 
last 4,400 years and are consistent with a slowdown of the Gulf Stream and a 
more southward intertropical convergence zone during the Little Ice Age. 
1. INTRODUCTION
 The Gulf Stream, a surface current linked with the Atlantic Meridional 
Overturning Circulation (AMOC), transports heat and salt poleward into the 
North Atlantic basin, influencing North American and European climate [Palter, 
2015; Srokosz and Bryden, 2015]. Variability of AMOC and its components on 
decadal-to-centennial timescales constitutes a major source of uncertainty in 
predicting future global climate [Park and Latif, 2008; Srokosz and Bryden, 
2015]. However, comprehensive, continuous observations of AMOC variability 
only span the last decade[Srokosz and Bryden, 2015]. A recent synopsis of 
these measurements [Srokosz and Bryden, 2015] revealed interannual variability 
larger than intermittent, ship-based historical estimates [Bryden et al., 2005] and 
concluded that future observations would yield “inevitable surprises”. Climate 
models predict that on the timescale of centuries, AMOC variability may be even 
larger [Cheng et al., 2013], underscoring the need for proxy data that allows 
quantitative reconstructions of centennial-scale variability associated with 
AMOC, its multiple branches, and its effects on climate.  
Although previous paleoceanographic studies have implicated changes in 
the AMOC as a driver of climate variability on glacial-interglacial and millennial 
timescales [Nürnberg et al., 2008; Marino et al., 2013; Böhm et al., 2014], there 
exist few marine records of sufficient resolution to investigate centennial-scale 
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changes in the late Holocene [Lund et al., 2006; Wanamaker et al., 2012; Moffa-
Sanchez et al., 2014a]. This time period is an important paleoclimatic target to 
understand natural climate and AMOC variability, owing to the relative similarity 
of its background conditions to the preindustrial era. The last millennium in 
particular has emerged as a powerful testbed for model-data intercomparison 
due to well-known external forcings [Landrum et al., 2013] and characteristic 
global oceanic [McGregor et al., 2015] and terrestrial [Ahmed et al., 2013] 
fingerprints of surface temperature variability.  
Over the past millennium, reconstructions of seawater density gradients 
inferred from benthic foraminiferal δ18O from a sediment core transect [Lund et 
al., 2006] below the passage of the Florida Current (purple stars in Fig. 16), a 
precursor current that directly feeds into the Gulf Stream, indicate a ~10% 
decrease in transport volume during the Little Ice Age (LIA; 1450-1850 C.E.) 
[Masson-Delmotte et al., 2013]. If accurate, this reduction in the surface branch 
of AMOC should be evident in ocean circulation systems both upstream and 
downstream of the Gulf Stream [Palter, 2015; Srokosz and Bryden, 2015]. 
Northward of the path of the Gulf Stream, a 14C record of water mass variability 
from the North Iceland shelf (purple star in Fig. 16), interpreted to record 
variations in the North Atlantic Current, corroborates this reduction in Gulf 
Stream circulation during the LIA [Wanamaker et al., 2012]. The Loop Current is 
situated upstream of the Gulf Stream and feeds warm, salty Caribbean waters 
into the Florida Current via the Yucatan Channel [Liu et al., 2012b]. Through 
eddy-shedding processes, the Loop Current also transports water masses into 
the Gulf of Mexico (hereafter GOM) and affects the sea-surface temperature 
(SST), salinity (SSS), and circulation of the region [Liu et al., 2012b; 
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Gopalakrishnan et al., 2013]. No records exist that directly capture the strength 
of the Loop Current over the LIA. Additional marine records are required to 
validate and to track the spatiotemporal expression of Gulf Stream variability 
during time periods that are similar to the pre-industrial era: the LIA and the late 
Holocene.  
Towards this endeavor, we reconstructed SST and SSS variability over 
the last 4,400 years using foraminiferal geochemistry in sediments from the 
Garrison Basin (26° 40.19’N,93° 55.22’W, Blue circle with yellow border in Fig. 
16), northern GOM, to investigate variability related to the Gulf Stream. We 
measured magnesium-to-calcium ratios (Mg/Ca) and the stable oxygen isotope 
composition (δ18Oc) of the planktic foraminifer Globigerinoides ruber (white 
variety; G. ruber (W) hereafter). Based on sediment trap results from a mooring 
close to the core location, we are confident that G. ruber (W) is a suitable 
specimen for reconstructing mean annual sea-surface conditions from its 
geochemistry [Thirumalai et al., 2014]. To assess the fidelity and preservation of 
these proxy signals in the geological record, and to replicate our results, we 
performed paired Mg/Ca-δ18Oc analyses on three multicores from the same cast 
in the Garrison Basin (2010-GB2-MCA, 2010-GB2-MCB, 2010-GB2-MCC; 
hereafter MCA/MCB/MCC; Fig. 17). Radiocarbon measurements on planktic 
foraminifera revealed sedimentation rates of 14-15 cm/kyr allowing for 15-35-
year sampling resolution (Fig. 3.3). We utilized a bootstrap Monte Carlo 
procedure that incorporated the Bayesian posterior distributions of calibrated 
radiocarbon ages, analytical and calibration errors for the δ18Oc and Mg/Ca 
measurements, foraminiferal sampling error [Thirumalai et al., 2013], and 
replication errors to develop stacked records with appropriate uncertainty 
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bounds from the multicore suite (Fig. 17; see Methods and Fig. 19). This iterative 
approach allowed us to simultaneously compute both SST and δ18O of seawater 
(δ18Osw), a proxy for SSS [Lund et al., 2006; Nürnberg et al., 2008; Marino et al., 
2013], over the last ~4,400 years (Fig. 17), and to quantitatively characterize the 
overall uncertainty in our reconstructions. 
2. MATERIALS AND METHODS
2.1. Multicore Collection and Sample Processing 
Multicores 2010-GB2-MCA, 2010-GB2-MCB, and 2010-GB2-MCC 
(hereafter MCA, MCB, and MCC) were collected in the Garrison Basin, northern 
GOM (26º 40.19’N,93º 55.22’W) during the summer of 2010 aboard the R/V 
Cape Hatteras at a water depth of 1776 m. Cores MCA (core depth = 60 cm) 
and MCC (core depth = 58 cm) were both extruded and sectioned every 0.5 cm 
over their entire depths. MCB (core depth = 57 cm) was sectioned at 0.25 cm 
and analyzed up till 18 cm to obtain higher-resolution sampling over the last 
millennium. After extrusion, the mud samples from the three cores were 
disaggregated and gently sieved through a 63μm mesh size sieve using ultra-
pure water, and subsequently dried. X-ray computed tomography and visual 
examinations of the cores revealed minimal bioturbation. 
2.2. Age-Depth Modeling and Uncertainties 
The three cores were independently dated using AMS radiocarbon 
measurements (n = 12: MCA = 6, MCB = 3, MCC = 3: no age inversions; Fig. S1) 
on upper-ocean planktic foraminiferal species (primarily Globigerina sacculifer, 
Globigerinoides ruber (white), and Globigerinoides conglobatus). Each multicore 
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contained intact and excellently preserved sediment-water interfaces and the 
tops of all three cores contained bomb radiocarbon, confirming that the core-
tops contained the most recently deposited sediments and were not 
significantly bioturbated. Resultant sedimentation rates of ~14-15 cm/kyr 
allowed for ~30-year sampling resolution (for MCA and MCC; MCB was 
sectioned every 0.25 cm for ~15-year resolution over the last millennium).  
The radiocarbon dates for each multicore were individually calibrated into 
calendar years using the R code BACON [Blaauw and Christen, 2011]. This code 
uses a Bayesian Monte Carlo Markov Chain (MCMC) methodology to produce 
numerous age-depth models with inherent reservoir-age-based and past-14C-
variability-based uncertainty. In this process, we applied the Marine13 curve 
[Reimer et al., 2013] to calibrate for marine reservoir ages and used a correction 
(ΔR) of -32 ± 25 years, based on coral radiocarbon ages from the nearby (~100 
km) Flower Garden Banks Sanctuary [Wagner et al., 2009]. With post-bomb 
core-top ages and the BACON output, we built 5,000 age-depth models for 
each of the three cores based on a monotonic Monte Carlo procedure that 
included the full extent of their calendar age probability distributions (Fig. 3.3).  
To investigate the robustness of the individual age-depth models against 
the combined ages of all three cores, we calibrated and built a set of 5,000 age-
depth models using all of our ages (n = 12; black line in Fig. 3.3) based on the 
aforementioned procedure. This exercise showed that, within uncertainty, the 
three individual age-depth models were indistinguishable from the combined 
age model and validated the assumption that all three cores from the same 
multicore cast also had the same sedimentation rates. We used the age-depth 
model and inherent uncertainties containing all the ages (most informative) to 
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subsequently transform stratigraphic depth into calibrated ages. To investigate 
the potential effects of bioturbation we used smoothing filters larger than the 
size of our calibrated age error (3 cm - ~150 years) and used TURBO2 [Trauth, 
2013] on our replicated stacks. These results matched each other, revealing that 
centennial-scale variability would still be preserved, despite bioturbation rates, 
which appear to be very minimal in our cores. Thus, through replication and 
error propagation, we constrain all components of age uncertainty, and include 
them in our confidence bounds prior to interpreting our downcore 
reconstructions. 
2.3. Stable Isotopic and Mg/Ca Analyses 
70-100 individual specimens of the white variety of planktic foraminifer 
Globigerinoides ruber (G. ruber (W)) were picked from the 250-300μm fraction in 
each sample for geochemical analysis. This narrow fraction window (50μm) 
minimizes size-based ontogenetic effects [Peeters et al., 1999]. The 
geochemical variability of different morphotypes of G. ruber (W) was found to be 
insignificant in the northern GOM, based on sediment trap, core-top, and 
downcore samples [Thirumalai et al., 2014]. The picked tests were visibly 
inspected for manganese and organic-based contaminants prior to analysis, 
gently crushed, homogenized, and separated into two aliquots for stable 
isotopic and trace metal measurements. 
δ18O and δ13C measurements (n = 408) were carried out using one of the 
aforementioned aliquots (which usually contained enough material for replicate 
analysis) after ultrasonicating briefly in methanol and analyzed on a Kiel IV 
Carbonate Device coupled to a Thermo Scientific MAT 253 Isotope Ratio Mass 
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Spectrometer, housed at the Analytical Laboratory for Paleoclimate Studies 
(ALPS), University of Texas at Austin. The resulting stable isotope values are all 
reported in permil relative to the Vienna Pee Dee Belemnite standard notation 
(‰, VPDB). Two external standards, Estremoz (n = 36) and NBS-19 (n = 50) 
were routinely analyzed to monitor the accuracy of the measurements. The 1σ 
analytical precision of standard analysis during this study was ±0.03‰ for 
carbon and ±0.06‰ for oxygen, consistent with the long-term precision of the 
instrumental setup (0.06‰ for δ13C and 0.08‰ for δ18O). Sampling uncertainty 
was determined to be 0.1‰ for carbon and oxygen, based on inter-sample 
replicate isotopic measurements (n = 100) of different sets of foraminifera from 
the same depth, consistent with forward modeling experiments in the northern 
GOM [Thirumalai et al., 2013; 2014], and incorporated into our overall 
uncertainty analysis.  
Trace element analysis (n = 350) was performed following routine 
foraminiferal cleaning protocols [Barker et al., 2003] and measured using a 
Perkin-Elmer Optima 4300 dual view inductively coupled plasma-optical 
emission spectrophotometer [Olesik, 1991], also housed at the ALPS. All Mg/Ca 
values are reported in mmol/mol. An internal gravimetric standard (n = 90 per 
run; Mg/Ca = 3.2 mmol/mol) was run after every sample to monitor accuracy, 
precision and was used to correct raw Mg/Ca data for drift [Schrag, 1999]. A 
series of gravimetric standards and an external standard (ECRM 752-1) were 
also analyzed with every batch of samples to assess the accuracy and precision 
of the instrument, whose accuracy was confirmed by an interlaboratory 
calibration [Greaves et al., 2008; Hathorne et al., 2013]. We found no 
relationships between Al/Ca and Mg/Ca, nor Fe/Ca and Mg/Ca, and all samples 
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in this study contained less than detectable Mn/Ca. The average 1σ analytical 
precision was ±0.15% (0.010 mmol/mol) for samples in this study, based on 
repeated analysis of standards and 20% sample replicates. The sampling 
uncertainty, inferred from replicate measurements of different sets of G. ruber 
(W) tests from the same sample depth (n = 50), was found to be ±3% (0.10 
mmol/mol). These two sources of uncertainty were incorporated into our error 
propagation analysis. 
2.4. Sea-surface Temperature/ Seawater δ18O Reconstructions and Error 
Propagation 
The paired Mg/Ca and δ18O measurements of G. ruber (W) were used to 
reconstruct sea-surface temperatures (SST) and seawater δ18O (δ18Osw) using 
published calibration equations in a bootstrap Monte Carlo framework [Efron, 
1979; Hall and Martin, 1988; Thirumalai et al., 2013; 2014]. This procedure 
accounts for inherent analytical error, sampling uncertainty obtained from 
replicates and forward modeling experiments in INFAUNAL [Thirumalai et al., 
2013], and age uncertainty as modeled above.  
At each sampling depth, we allowed Mg/Ca and δ18O values to vary 
between their associated combined analytical and sampling uncertainty 
[Thirumalai et al., 2013] to produce probability distributions around the 
measured value (n = 5000). Each sampling depth was also associated with a 
probability distribution of calibrated calendar age (n = 5000). Figure 19 displays 
the uncertainty cloud for Mg/Ca measurements on 2010-GB2-MCA. Using these 
uncertainty distributions, we acquired simultaneous solutions for SST and δ18Osw 
at each depth by inverting the following relationship equations: 
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1. ln(Mg/Ca) = 0.084*T + 0.051*S - 2.54 ([Tierney et al., 2015a])
2. T = 16.5 - 4.8(δ18Oc - δ18Osw + 0.27) (Low-light equation; [Bemis et al.,
1998]) 
3. δ18Osw = 0.55S – 18.98 (North Atlantic; [LeGrande and Schmidt, 2006])
where T is the temperature of the water mass, S is the salinity, and δ18Oc 
is the δ18O of foraminiferal carbonate. The 0.27‰ term is subtracted from the 
δ18Osw term to convert from the VPDB scale to the Vienna Standard Mean Ocean 
Water (VSMOW) scale. All δ18Osw values are reported in permil relative to this 
scale (‰, VSMOW). 
This methodology accounts for the influence of salinity on foraminiferal 
Mg/Ca [Arbuszewski et al., 2010; Hertzberg and Schmidt, 2013; Khider et al., 
2015] by using a newly published equation [Tierney et al., 2015a] that is built 
using a collation of culture-based relationships [Nürnberg et al., 1996; Kısakürek 
et al., 2008; Dueñas-Bohórquez et al., 2011; Hönisch et al., 2013]. A potential 
drawback of using this methodology is the assumption of stationarity in using 
the salinity-δ18Osw relationship back in time [Rohling and Bigg, 1998]. However, 
this assumption should be valid considering the lack of abrupt changes in the 
late Holocene. This assumption is further validated by an isotopic modeling 
study that shows little-to-no salinity bias in the salinity-δ18Osw relationship in the 
GOM during the Last Glacial Maximum and Heinrich Event 1, two time periods 
with significant changes compared to the late Holocene [Caley and Roche, 
2015]. Furthermore, the structure of the resultant δ18Osw and SST reconstruction 
at the Garrison Basin is unchanged even if we use the conventional 
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methodology of a straightforward Mg/Ca-SST relationship [Anand et al., 2003], 
though the absolute magnitudes differ.     
For independence from the assumption of normality (which is generally 
not true for these uncertainty distributions due to age calibration error), after 
inverting for SST and δ18Osw from our multicore-based geochemical records, we 
used the median, and 32-68th and 5-95th percentiles, as the corresponding 
value and its confidence bounds at each sample depth, whose time uncertainty 
was also incorporated into the propagated uncertainty envelope. We also 
investigated a blanket bioturbation-related uncertainty [Trauth et al., 1997] of ~2 
cm and found no differences in the structure of the resultant time series. 
2.5. Stacking Methodology 
We produced a stacked record of Mg/Ca and δ18O variability from the 
three Garrison Basin multicores and resultant stacked records of δ18Osw and SST 
variability over the past 4,400 years, maximizing accuracy in extracting climatic 
signals and minimizing the errors on the reconstructions (Fig. 17). The stacked 
record was also produced in a bootstrap Monte Carlo framework (n = 5,000) 
where the median values from the overall uncertainty probability distributions of 
MCA, MCC, and MCB (when available) are used as the stack values. The 32-
68th, and 5-95th percentiles of this distribution were used as the subsequent 
confidence bounds (Fig. 19). This methodology ‘rewards’ the stack by reducing 
the uncertainty envelope when all three multicore distributions are closer 
together, and ‘punishes’ the stack with larger errors when they are different (Fig. 
17). This ensures that the ensuing uncertainty envelopes minimize 
methodological and geological uncertainties where geochemical values from the 
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same depths in different cores can be dissimilar, a common occurrence in 
foraminiferal-based replication studies of cores from nearby basins [Oppo et al., 
2009; Richey et al., 2009; Mohtadi et al., 2014; Thirumalai et al., 2014]. To our 
knowledge, this is the first study to produce paleoceanographic records from 
the same basin using three multicores from the same cast. No mean offsets or 
corrections were applied to any of the core data to produce stacked records of 
SST and δ18Osw variability.   
2.6. Comparisons with Observations 
We used available measurements of δ18Osw close to the Garrison Basin to 
compare with the stacked δ18Osw reconstruction. These measurements were 
made on surface waters in the northern GOM taken from CTD-casts, analyzed 
on a Thermo Scientific Gasbench II coupled to a Thermo Scientific Delta V 
isotope ratio mass spectrometer housed at the ALPS. Since these 
measurements do not span a complete year, we also included δ18Osw data from 
the proximal Flower Garden Banks to produce a modern data point (orange) 
plotted in Figure 2e. 
Where overlap was available, we compared the Garrison Basin SST stack 
with instrumental observations from the HadISST dataset [Rayner et al., 2003]. 
To facilitate an apples-to-apples comparison, after extracting monthly 
observations from 1870-2010 from the Garrison Basin gridpoint (26.5ºN,93.5ºW), 
we divided the dataset into sets of 30 years (the average sampling resolution of 
the stack). Next, with n = 50 months, we employed a bootstrap picking 
procedure which produced a set of 5,000 distributions for the average of 50 
random months selected from each 30-year set. We used n = 50 months to 
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simulate 50 G. ruber (W) specimens that might have lived during the time period 
[Thirumalai et al., 2013]; this is a conservative estimate of the homogenization 
procedure of the actual 70-100 foraminifera used in the study, however the 
resulting medians for n=30 or n=100 were statistically indistinguishable. The 
median and 95% confidence bounds of these distributions are plotted in orange 
in Figure 2h. 
2.7. Changepoint Algorithm and SST-δ18Osw Running Correlation 
We used a Bayesian changepoint algorithm in MATLAB [Ruggieri, 2012] 
to find the posterior probability of a statistically significant changepoint in the 
median δ18Osw time series. The Little Ice Age peak (Fig. 17e) is statistically robust 
even if we minimize the minimum distance between adjacent change points, or 
the number of changepoints to be detected. 
To perform a running correlation between SST and δ18Osw, we used the 
uncertainty envelopes for each of the respective time series and produced a 
probability distribution of 5,000 running correlation values whose median and 
95% confidence bounds are plotted in purple in Figure 2e. The timestep we 
used was 180-200 years to investigate centennial-scale variability and to 
minimize high-frequency structure in the running correlations. 
2.8. Marine Proxy Screening and Reprocessing 
To investigate regional SST variability over the last millennium, we 
compiled published records from the GOM: Pigmy Basin: PBBC-2 [Richey et al., 
2007], Fisk Basin: PE07-5I and (previously published) Garrison Basin: PE07-2, 
Dry Tortugas: W167-79GGC and Grand Bahama Bank: KNR166-2-118MC-A 
[Lund and Curry, 2006]. As detailed above for the multicores used in this study, 
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we used the 14C ages on each of these cores and reprocessed them through 
BACON to produce calendar age distributions at each depth. Sampling 
uncertainty calculated using INFAUNAL [Thirumalai et al., 2013; 2016] and the 
reported analytical uncertainty was used to produce error distributions for these 
datasets. With the exception of PE07-5I and PE07-2, all other records used 
paired Mg/Ca-δ18O analyses so we could use the same methodological 
uncertainty procedures as above to calculate SST and its uncertainty envelope 
(Fig. 20a). For PE07-5I and PE07-2, we used the straightforward equation of 
Mg/Ca = 0.449e0.09*SST [Anand et al., 2003] along with the low-light equation 
[Bemis et al., 1998] in an iterative bootstrap framework (n = 5000) to calculate 
SST and its associated uncertainty.  
To investigate past δ18Osw variability (Fig. 21), we chose available records 
of surface water δ18Osw spanning the last millennium. Apart from the records 
mentioned above, we used a paired Mg/Ca-δ18O record from the Carolina 
Slopes (CH07-98-MC22) and processed it in the same manner as above 
(BACON->bootstrap) to calculate median δ18Osw and its uncertainty envelope. 
The Dry Tortugas, Great Bahama Bank, and Carolina Slopes had 
companion cores from nearby sites. For Figures 3.5 and 3.6, we used the cores 
with higher sampling resolution for comparison. However, these companion 
cores were similarly reprocessed and showed similar structures to their 
companion cores. This is also seen in Table S2. For centennial-scale 
comparisons, all proxies shown in Fig. 20a and Fig. 21 (including 
precipitation/NADA proxies), were smoothed with a 100-year lowpass filter 
[Cook and Peters, 1981]. The NADA tree ring records were initially smoothed 
with a 10-year lowpass filter, which was eventually filtered again This was also 
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performed in a bootstrap Monte Carlo framework to produce confidence bounds 
on the smoothed time series.  
2.9. Observation-based Correlation Map and Data Analysis 
We used the gridded ORA-S4 monthly salinity dataset (1958-2013) to 
correlate long-term sea-surface salinity (SSS) in the northern GOM (red box in 
Figure 1; 23.5ºN-28.5ºN, 83.5ºW-95.5ºW) with global ocean SSS [Balmaseda et 
al., 2012]. The dataset was annually averaged, filtered with an 8-year lowpass 
filter to infer multidecadal variability and remove sensitivity to interannual 
variability, and then detrended prior to correlation. We used 8 years so as to 
optimize inferring multidecadal variability and to ensure sufficient degrees of 
freedom for correlation analysis due to the length of the dataset. The statistical 
significance of the resulting correlation coefficients was assessed by a one-
tailed Student’s t test at the 99% confidence level. We estimated the effective 
sample size (Neff) by dividing the number of years (N) by the mean characteristic 
time scale (τ), defined as the minimum lag for which the autocorrelation falls 
below 0.2 [Bretherton et al., 1999; Okumura et al., 2012; Goff et al., 2015]. This 
methodology is especially useful where Neff tends to be low. Our significance 
analysis was verified using a Monte Carlo-based methodology [Ebisuzaki, 1997] 
which also yielded similar results. We also performed similar correlations with 
GOM SSS and evaporation-minus-precipitation at every gridpoint from the ERA 
dataset, which yielded low correlations and spatial patterns that were not similar 
to the SSS correlations at every grid point. Furthermore, the correlation between 
Mississippi outflow alone and the northern GOM salinity was also low. Thus, we 
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invoke oceanic current changes as the most plausible explanation for the initial 
correlation analysis.  
Figure 22 was generated in the same manner, correlating 8-yr-
bandpassed SST from the northern GOM box with SST in every grid box from 
the HadISST dataset [Rayner et al., 2003] and the significance calculations were 
performed accordingly as well.  
Using the same methodology, we also correlated long-term (8-year) SSS 
in the northern GOM with land-based rainfall observations using the gridded 
GPCC dataset [Beck et al., 2005] over their time of overlap (1958-2010), which is 
plotted in green/brown in Figure 1. The statistical significance of these 
correlations were also performed as described above.  
2.10. Last Millennium Simulation and Data Analysis 
The Max Plank Institute Earth System Model for paleo-applications (MPI-
ESM-P) contains the atmosphere general circulation model ECHAM6, run at a 
horizontal resolution of spectral truncation T63 (1.875°) with 47 vertical levels, as 
well as the ocean/sea-ice model MPIOM which is run at 1.5° resolution and 
contains 70 vertical layers [Jungclaus et al., 2013; 2014; Moreno-Chamarro et 
al., 2015]. The transient simulation was run from 850 to 2005 following the 
Paleo-Modeling Intercomparison Project Phase 3 (PMIP3) protocols [Schmidt et 
al., 2011; Braconnot et al., 2012] with prescribed external forcing factors 
including volcanic aerosols, greenhouse gases, total solar irradiance, orbital 
parameters, and changes in land-cover [Jungclaus et al., 2013; 2014; Moreno-
Chamarro et al., 2015].  
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For the correlation analysis in Fig. 23, we used a 50-150 year bandpass 
to isolate the variability associated with centennial timescales. Here, we 
extracted monthly precipitation and salinity as simulated by the model from 
1000 CE to 2000 CE and then annually averaged and bandpass-filtered the 
dataset. Statistical significance was assessed in the manner as stated above.  
3. RESULTS AND DISCUSSION
The three Garrison Basin multicores display excellent replication in SST 
and δ18Osw, reflected in the small uncertainty estimates for the corresponding 
stacked records (Fig. 17). Replication greatly minimizes dating, analytical, 
preservation, sampling, ecological, and calibration uncertainties, which become 
significant sources of interpretation bias in time periods with small signal-to-
noise ratios, like the late Holocene. To validate our SST reconstruction, we 
simulated the hypothetical SST variability at the site, by modeling how G. ruber 
(W) tests in a sediment core would record them, by performing INFAUNAL 
[Thirumalai et al., 2013] picking experiments on the HadISST dataset [Rayner et 
al., 2003]. This exercise found a highly skillful match between instrumental SSTs 
and our reconstruction, where overlap is available (orange points and line in Fig. 
17h). Additionally, available measurements of δ18Osw in the northern GOM 
compared with δ18Osw computed at the core-top also validate our downcore 
δ18Osw results (orange datapoint in Fig. 17g) and suggest that both stacked 
reconstructions are robust. Our approach provides tangible estimates of SST 
and SSS variability that can be used for model-data intercomparison. 
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The Garrison Basin stacks indicate marked centennial-scale variability in 
SST and δ18Osw (up to 1°C and 0.25‰ respectively based on the running 
standard deviation of ~200 year bins) throughout the late Holocene. We 
performed centennial running correlations (purple line in Fig. 17h) between the 
stacked reconstructions to track the co-variability of SST and δ18Osw. This 
yielded two distinct periods having high positive median correlations (r > 0.7, 
p<0.001; purple shaded boxes in Fig. 17h): [1] ~650-1100 C. E., characterized 
by rapid and highly variable centennial-scale shifts in SST and δ18Osw, and [2] 
~1450-1650 C. E., during the canonically defined LIA [Masson-Delmotte et al., 
2013], which shows a systematic century-scale cooling and freshening into the 
time period followed by subsequent warming and salinification. The LIA is also 
identified as a period containing a statistically significant changepoint (bottom 
grey histogram in Fig. 17g) in the overall δ18Osw time series using a Bayesian 
methodology [Ruggieri, 2012]. Thus, the LIA emerges as a statistically unique 
time period when the Garrison Basin was cooler by 1 ± 0.2°C and fresher by 
0.23 ± 0.06‰ (equivalent to a 0.5 ± 0.2 PSU reduction in salinity) compared to 
the modern era (post-1850 C. E.). 
We compiled published paleoceanographic records developed using G. 
ruber (W) in the GOM [Lund and Curry, 2006; Richey et al., 2007; 2009] and 
compared them with the new Garrison Basin record to investigate regional 
centennial-scale SST variability over the last millennium (Fig. 20). To do so, we 
used our simultaneous Monte Carlo procedure to model uncertainty in the 
previous studies incorporating their age uncertainty, analytical and calibration 
errors, and number of foraminifera used for each record. The northern GOM 
records (Garrison Basin – this study and a previous one [Richey et al., 2009], 
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Fisk Basin [Richey et al., 2009], and Pigmy Basin [Richey et al., 2007]) all display 
higher SST variability (average 1σlast millennium=0.68±0.06°C) than records from the 
Florida Straits (average 1σlast millennium=0.43±0.18°C; Grand Bahama Bank & Dry 
Tortugas [Lund and Curry, 2006]). However, more variable northern GOM SST 
versus those in the Florida Straits is in line with expectations (Fig. 20b) from 
multidecadal SST variability over the instrumental era [Rayner et al., 2003] and 
suggest that the GOM, as a whole, was between 0.5-1.1 ± 0.7°C (95% 
confidence) cooler during the LIA compared to modern temperatures [Lund and 
Curry, 2006; Richey et al., 2009]. Though our revised estimates of the cooler LIA 
SSTs is less than previous studies [Richey et al., 2009] due to updated 
uncertainty constraints, G. ruber (W)-based SST reconstructions across different 
cores, different basins and different laboratories indicate a ~1°C magnitude 
cooler GOM. 
Following our regional SST synthesis, we compiled available paired 
Mg/Ca-δ18Oc records of G. ruber (W) proximal to the Garrison Basin that 
resolved the LIA and processed the data simultaneously to compute δ18Osw with 
all aforementioned uncertainty considerations (Fig. 21). While the SST stack 
indicates cooler LIA conditions in the Garrison Basin over the last millennium, 
the δ18Osw stack, a proxy for SSS, shows a reduction in salinity that begins 
around ~1350 C. E., is at its freshest at ~1450 C. E., and displays an increasing 
trend into the current era (Fig. 21a). This “fresher” LIA is observed in δ18Osw-SSS 
records from the Dry Tortugas, Great Bahama Bank [Lund and Curry, 2006], and 
the Carolina slopes [Saenger et al., 2011], all downstream of the GOM (Blue 
circles with white boundaries in Fig. 16) considering the path [Srokosz and 
Bryden, 2015] of the Gulf Stream (Fig. 21a-d).  
76
We analyzed long-term (~multidecadal) observations in instrumental 
datasets to place our reconstructions into a global climatic context. The 
HadISST dataset [Rayner et al., 2003] documents 0.4-0.7°C of multidecadal SST 
variability in the northern GOM over the last century (Fig. 20b). On multidecadal 
timescales, SSTs in the northern GOM correlate highly with SST in the Loop 
Current region (Fig. 22). In particular, long-term SST variability here is partly 
impacted by the Loop Current through its eddy shedding processes [Liu et al., 
2012b]: if Loop Current strength is anomalously low (high), then northern GOM 
SSTs are anomalously reduced (increased) due to decreased (increased) eddy 
penetration [Nürnberg et al., 2008; Liu et al., 2012b; Gopalakrishnan et al., 2013]. 
Furthermore, the Loop Current, sitting upstream of where the Gulf Stream 
originates, correlates highly with SST associated with downstream currents, 
indicative of altered ocean currents rather than local wind forcing (Fig. 22). 
Our reconstructions, and the synthesis and uncertainty analysis of other 
regional SST records support a basin-wide, cool GOM during the LIA [Richey et 
al., 2009]. Cooler SSTs during the LIA are consistent with reduced Loop Current 
strength and support the inference of reduced Gulf Stream volume transport 
[Lund et al., 2006]. For example, a recent high-resolution ocean modeling study 
that investigated the influence of reduced AMOC and Loop Current strength on 
GOM SSTs under a future warming scenario [Liu et al., 2012b]: weakened Loop 
Current transport has a cooling effect on GOM SSTs which is particularly 
pronounced in the northern GOM, where the Garrison Basin is located. Although 
the LIA and current anthropogenic warming differ in their dynamical origins 
[Landrum et al., 2013], the Garrison Basin SST stack and other GOM proxy 
records serve to extend our perspective on the effects of Gulf Stream and 
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potentially AMOC changes on regional variability allowing insights into long-term 
climatic processes [Landrum et al., 2013; McGregor et al., 2015]. 
To track the spatial covariance of long-term Garrison Basin SSS 
variations along these sites, we regressed reanalysis SSS data [Balmaseda et 
al., 2012] in the northern GOM (red dashed box in Fig. 16) with SSS across the 
Atlantic Ocean (Fig. 16). The correlation analysis yields a dipolar structure with 
high, significant correlations (|r|>0.7; p<0.01) in the Atlantic Ocean with positive 
correlations (blue patch) in the subtropical north Atlantic, the GOM, and the 
western Caribbean Sea, and negative correlations (red patch) along the northern 
South American coastline and tropical Atlantic Ocean. These correlations cannot 
be explained by changes in local freshwater fluxes and are suggestive of altered 
oceanic currents. The reprocessed δ18Osw-SSS reconstructions appear to match 
this correlation map remarkably well (Fig. 16). The δ18Osw changes over the LIA in 
these records are also coeval with changes in seawater density reconstructions 
from the Florida Straits [Lund et al., 2006], and Greenland ice core δ18O [Vinther 
et al., 2006] (purple stars in Fig. 16) where both records indicate a reduction in 
poleward heat transport during the LIA (Fig. 21e-f). 
Records of past SSS variability in addition to the aforementioned GOM 
and Carolina Banks sediment cores (Fig. 21) also match the correlation map. For 
example, SSS reconstructed from corals in Puerto Rico [Kilbourne et al., 2008] 
and Bermuda [Goodkin et al., 2008] that extend into the 1700s, and paired 
Mg/Ca-δ18Oc analysis on planktic foraminifera from North Atlantic sediment 
cores [Moffa-Sanchez et al., 2014a; 2014b], also show lower δ18Osw during the 
LIA, indicating reduced salinities (blue squares with white boundaries in Fig. 16). 
Unfortunately, the lack of last millennium δ18Osw records from the tropical 
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Atlantic preclude comparison with the correlation map. However, the proxy-
observation match of anomalously fresh SSS in the northern Atlantic Ocean 
bolsters our confidence in implicating a weakened Gulf Stream as an important 
dynamical process during the LIA. 
We examine potential linkages between Western Hemisphere 
hydroclimate and Gulf Stream changes evinced from SSS variability by 
correlating gridded, continental, precipitation data based on rain gauges [Beck 
et al., 2005] and northern GOM SSS on decadal timescales (Fig. 16). Most 
notably, we find an anticorrelation between west African and southern North 
American rainfall when correlated with northern GOM SSS (|r|>0.6, p<0.01). In 
comparing available reconstructions of precipitation during the LIA with our 
correlation map, we find remarkable agreement with the proxy record: tree-ring-
based PDSI reconstructions in southern North America [Cook et al., 2010], and 
stalagmites from southern Mexico [Lachniet et al., 2012] and Peru [Reuter et al., 
2009] capture a wetter LIA (Fig. 21g-i) compared to modern times whereas a 
lake record from southern Ghana [Shanahan et al., 2009], titanium percent in 
Cariaco Basin sediments [Haug et al., 2001], and reconstructed PDSI in the 
southeast U. S. indicate dry LIA conditions (Fig. 21j-l). Additional proxy records 
appear to corroborate this observation as well (brown and green squares in Fig. 
16; Table 5). These mean state changes all appear to be coeval with an 
anomalously fresher northern Atlantic Ocean, indicative of weakened Gulf 
Stream strength. Taken together, these findings indicate a coordinated 
hydroclimate response in the Western Hemisphere that is tightly coupled with 
Gulf Stream and potentially AMOC variability.  
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Though the length of the instrumental record limits us from directly 
analyzing centennial-scale correlations, there is evidence to implicate similar 
atmosphere-ocean processes on multidecadal and multicentennial timescales 
[Mignot and Frankignoul, 2004; Krebs and Timmermann, 2007; Park and Latif, 
2008]. We interpret past periods in the Garrison Basin reconstructions when 
both SST and δ18Osw variability were positively correlated (salty/warm or 
fresh/cool) as periods during which Loop Current strength and its related SST 
variability, advection-related salinity, and freshwater input interacted 
constructively to produce systematic changes in the northern GOM surface 
water δ18Osw. This allows us to contextualize the Garrison Basin records and link 
them to Gulf Stream variability and Western Hemisphere hydroclimate (Fig. 16).  
Coupled general circulation model (GCM) simulations show that 
weakened AMOC and associated reduced heat and salt transport [Mignot and 
Frankignoul, 2004] can arise from sustained sea-ice-ocean feedbacks [Landrum 
et al., 2013] triggered either by external forcing [Krebs and Timmermann, 2007; 
Miller et al., 2012] or through internal atmosphere-ocean interactions [Park and 
Latif, 2008; Mahajan et al., 2011], both of which can result in a southward 
displacement of the Atlantic intertropical convergence zone (ITCZ) [Krebs and 
Timmermann, 2007; Chang et al., 2008]. Despite this southward shift, positive 
SSS anomalies can occur in the tropical Atlantic (and negative anomalies in the 
northern Atlantic) due to reduced freshwater input resulting from decreased 
rainfall in the Amazon and west African regions [Mignot and Frankignoul, 2004]. 
This state of weakened AMOC, with cool and fresh north Atlantic anomalies, can 
induce increased rainfall over the southwest US via atmospheric 
teleconnections associated with the North Atlantic subtropical high overlying the 
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gyre [Enfield et al., 2001; Vellinga and Wood, 2002; Kushnir et al., 2010]. 
Eventually, the tropical positive salinity anomaly in the southern Atlantic 
propagates northward, thereby strengthening meridional oceanic transport 
[Krebs and Timmermann, 2007] and providing the delayed negative feedback. 
This provides a potential mechanism that might reconcile our late Holocene 
paleoclimatic and observational analysis with GCM simulations.  
We investigated this centennial-scale link between salinity and 
precipitation variability in a transient simulation of the last millennium using the 
fully-coupled MPI-ESM-P model with prescribed external forcing [Jungclaus et 
al., 2013; Moreno-Chamarro et al., 2016]. We performed the same correlation 
analysis between GOM SSS in the model and 1) global oceanic SSS and 2) 
continental precipitation simulated by the model, this time on centennial time-
scales (Fig. 23). The resultant correlation map contained features that strongly 
resembled those from the multidecadal correlation analysis performed using 
instrumental datasets (Fig. 16). For example, both analyses revealed a dipolar 
structure in Atlantic Ocean SSS that is consistent with the LIA proxies, and 
thereby supports our hypothesis linking meridional salt transport and tropical 
rainfall [Krebs and Timmermann, 2007]. Both analyses also displayed similarities 
in continental precipitation patterns over western Africa, northern South 
America, and the southwestern United States, which are also consistent with the 
LIA hydroclimate proxies (Fig. 23). However, differences between the correlation 
patterns also exist. Most notably, rainfall correlations over Canada, Europe, and 
western South America, and salinity patterns offshore Europe are in 
disagreement between the model output and the reanalysis data. Future work is 
required to investigate whether these occur due to biases in the model, 
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insufficient observations, or whether these might indicate significantly different 
responses on multidecadal versus centennial timescales. Regardless of these 
discrepancies, the broad agreement between the analyses supports similar 
ocean-atmosphere processes on multidecadal-to-centennial timescales [Mignot 
and Frankignoul, 2004; Krebs and Timmermann, 2007; Park and Latif, 2008] and 
provides additional evidence of a robust century-scale link between circulation 
changes in the Atlantic basin and precipitation in the adjacent continents. 
Finally, in concert with the proxy-synthesis and observational analysis, the 
model output also suggests a slowdown in the Gulf Stream and associated 
precipitation response as a feature of LIA climate.   
The transient simulation indicates that a weaker gyre, increased sea-ice 
cover, and reduced interhemispheric heat transport causes the ITCZ to shift 
southward and produces anomalous rainfall over the Americas [Vellinga and 
Wood, 2002; Kushnir et al., 2010; Schneider et al., 2014]. During the onset of the 
LIA in the transient simulation, fresh anomalies are observed in the Arctic that 
serve to abruptly weaken the subpolar gyre [Moreno-Chamarro et al., 2016]. 
Comparisons with control simulations of the same model indicate that though 
volcanic forcing can aid in inducing such conditions [Miller et al., 2012], internal 
variability of the climate system by itself can produce a weakened subpolar gyre 
[Moreno-Chamarro et al., 2016]. This weakening and resultant reduction in 
meridional oceanic transport induces fresh and cool anomalies in the northern 
Atlantic Ocean, consistent with our proxy synthesis of the LIA. Interestingly, the 
model indicates that such anomalous gyre strength and reduced meridional heat 
transport in the surface ocean  need not be coupled with changes in AMOC-
related deepwater formation [Moreno-Chamarro et al., 2016]. More quantitative 
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and highly resolved proxies of North Atlantic deepwater formation are required 
to refute or confirm whether this was the case during the LIA. However, 
regardless of the specific physical mechanism concerning the onset of the LIA 
[Miller et al., 2012; Landrum et al., 2013; McGregor et al., 2015; Moreno-
Chamarro et al., 2016] and whether AMOC changes were linked with circulation 
changes in the surface ocean, we suspect that the reported oscillatory feedback 
involving the Gulf Stream [Lund et al., 2006; Wanamaker et al., 2012] and 
Western Hemisphere hydroclimate occurred during the last millennium and 
perhaps, over the late Holocene. 
4. CONCLUSIONS
The new, triplicated Garrison Basin paleoclimate records serve to extend 
the historical perspective of GOM sea-surface conditions over the last 4,400 
years and provide important constraints for natural climate variability in the 
region. Robust uncertainty analysis of these reconstructions provides 
confidence in documenting substantial centennial-scale variability in SST and 
δ18Osw whose magnitude model simulations should be tested against. Our proxy 
synthesis not only reaffirms the role of a slowdown in the Gulf Stream during the 
LIA but also demonstrates a coordinated hydroclimate linkage across the 
Western Hemisphere offering new insights into late Holocene climate change 
that may help us understand what could be possible for the future. 
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GOM G. ruber (W) δ
18Osw Fresh Fresh This Study 
Pigmy Basin, 
GOM G. ruber (W) δ
18Osw Fresh Fresh 
Richey et al. 
2007 




Bank G. ruber (W) δ
18Osw Fresh Fresh 
Lund and 
Curry, 2006 
Carolina Slopes G. ruber (W) δ18Osw Fresh Fresh 
Saenger et al. 
2011 
Bermuda D. labyrinthiformis δ18Osw 
Fresh Fresh Goodkin et al. 2008 
Puerto Rico M. faveolata δ18Osw 
Fresh Fresh Kilbourne et al. 2010 
Labrador Sea T. quinqueloba δ18Osw 
Fresh Fresh Moffa-Sanchez et al. 2014 
Precipitation Proxies 
Ghana Authigenic Carbonate δ18O Dry Dry 
Shanahan et al. 
2009 
Cariaco Basin Titanium Percent Dry Dry Haug et al. 2001 
Peruvian Andes Authigenic Carbonate δ18O Wet Wet Bird et al. 2011 
Quelcayya Ice 
Cap Ice Core δ
18O Wet Wet Thompson et al. 1986 






Wet Wet Polissar et al. 2006 
Note: Table 5 is o 
Table 5. continued next page.
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Central Mexico Stalagmite δ18O Wet Wet Lachniet et al. 2012 
Central Mexico Authigenic Carbonate δ18O Wet Wet 
Bhattacharya et 
al. 2015 
Yucatan Stalagmite δ18O Wet Wet Medina-Elizade et al. 2012 
Southwest US Tree-rings Wet Wet Cook et al. 2007 
New Mexico Stalagmite Width Wet Wet Polyak and Asmerom, 2001 
Southeast US Tree-rings Dry Dry Cook et al. 2007 
Table 5. List of proxies utilized in Figure 1. LIA-mean calculated based on mean 
state during LIA (1450-1850 AD) relative to the modern era. 
Expectation during LIA is based on Figure 16.  
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Figure 16. Correlation map between northern Gulf of Mexico SSS (dashed red 
box) and 1) global oceanic SSS (ORA-S4 dataset; red-blue scale) 
and 2) continental precipitation (GPCC dataset; green-brown) with 
locations of proxy records used in the study. Proxy locations are 
marked with circles (sedimentary records), triangles (speleothems), 
dashed boxes (tree-ring compilations), stars (circulation proxies), 
and squares (additional proxies; see Table 5) with color fill indicating 
sign (fresh – blue; dry/wet – brown/green; purple – weakened 
poleward transport) during the LIA. Correlations were performed 
with 8 year lowpass filters to reduce sensitivity to interannual 





Figure 17. Garrison Basin multicore reconstructions (left) and corresponding 
stacked records (right). Individual core Mg/Ca (mmol/mol) and δ18Oc 
data (‰, VPDB), and δ18Osw (‰, VSMOW) and SST (°C) 
reconstructions (blue – MCA, red, MCB, yellow – MCC) plotted with 
median and 68% uncertainty envelope incorporating age, analytical, 
calibration, and sampling errors (left) along with corresponding 
median stacked records with 68% and 95% uncertainty envelopes 
(right). Diamonds in (a) and (e) indicate stratigraphic points sampled 
for radiocarbon. Grey histogram in (g) is the probability distribution 
for a changepoint in the δ18Osw time series. Orange circle in (g) is the 
mean of available δ18Osw measurements in the GOM and orange line 
and uncertainty envelope in (h) is instrumental monthly mean SST 
data processed with foraminiferal sampling procedures 
(supplementary materials). Purple line in (g) is the 100-year running 
correlation between SST and δ18Osw with corresponding uncertainty 





Figure 18. Bayesian posteriors of calibrated ages versus depth for MCA (purple), 
MCB (red), MCC (yellow), and the overall age model (MCX; black) 
using BACON [Blaauw and Christen, 2011]. The full uncertainty 




Figure 19. A demonstration of our uncertainty modeling algorithm where 5000 
Mg/Ca time series from MCA are plotted using a bootstrap Monte 
Carlo framework. We plot the median value and associated 68% and 
95% confidence bounds in the second panel. Dates are plotted in 







Figure 20. (a). Regional comparison of SST records from the Gulf of Mexico over 
the last millennium. Reconstructed SST data (circles connected by 
dotted lines) and 100-year filtered data (thick lines) with 68%, 95% 
uncertainty envelopes are plotted for each record. Previously 
published records are all reprocessed using the same calibration 
and uncertainty calculations as for the Garrison Basin records. Light 
green box highlights the Little Ice Age (1450-1850 C.E.) and blue 
and red dashed lines indicate the mean SST during the respective 
intervals. 3 (b). Proxy locations in the Gulf of Mexico with 
instrumental multidecadal SST variability. Standard deviations of 10-
year filtered SST from the monthly HadISST dataset with proxy 
records overlain as white circles with border colors corresponding to 
above time series, scaled to indicate 1σ variability over the last 
millennium. Note proxy SST variability (northern GOM vs. Florida 
Straits) in line with instrumental SST variability. 
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Figure 21. Comparison of proxies of SSS, precipitation, and poleward heat 
transport over the last millennium. Reconstructed δ18Osw data (circles 
connected by dotted lines) and 100-year filtered data (thick lines) 
with 68%, 95% uncertainty envelopes are plotted for the δ18Osw 
proxies (a-d). 100-year filtered data (thick lines) is plotted for the 
other records (f-l). Light green box in both panels highlights the Little 
Ice Age (1450-1850 C.E.) and blue and red dashed lines indicate the 
mean of the respective intervals. Previously published records are all 
reprocessed using the same calibration and uncertainty calculations 
as for the Garrison Basin records. All proxy locations are displayed 
as circles (sedimentary), triangles (speleothems), dashed boxes 




Figure 22. Correlation map between northern Gulf of Mexico SSTs (black box) 
and global oceanic SST using the gridded HadISST monthly dataset. 
The data were filtered using an 8-year Gaussian filter and detrended 
prior to correlation to reduce sensitivity to interannual variability. 




Figure 23. Model-based correlation map between northern Gulf of Mexico SSS 
(dashed red box) and 1) global oceanic SSS and 2) continental 
precipitation with locations of proxy records used in the study. Proxy 
locations are marked as in Figure 1. Correlations were performed 
with 50-150 year bandpass filters to isolate centennial scale 






The central aim of this dissertation was to reconstruct and investigate 
natural climate variability of the Gulf of Mexico (GOM) surface-ocean on 
multidecadal and centennial timescales. I have used marine sediments in three 
multicores from the Garrison Basin, northern GOM, to reconstruct sea-surface 
temperature (SST) and salinity (SSS) variability over the late Holocene. Using the 
stable oxygen isotopic composition (δ18O) and magnesium-to-calcium ratios 
(Mg/Ca) of Globigerinoides ruber (White variety), I have produced a continuous, 
high-resolution record of SST and SSS variability in the GOM spanning the last 
4,400 years.  
Chapter 1 examined the fidelity of G. ruber (W) and its various 
morphotypes in recording mean-annual SST and SSS changes using sediment 
trap, core-top, and downcore samples. Using abundance data, geochemical 
measurements, and through statistical data-model comparisons I have shown 
that:  
1. G. ruber (W) calcifies in the upper mixed-layer of the ocean and 
lives throughout the year in the GOM.  
2. G. ruber (W) geochemistry is insensitive to the effect of 
morphotypical variability and it is dominantly controlled by climate 
variability.  
The observations and modeling results in Chapter 1 unequivocally 
indicate that G. ruber (W)-based Holocene records, regardless of morphotype, 
reflect annual surface water conditions in the GOM. 
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In Chapter 2, I constructed a new algorithm that characterizes the overall 
uncertainty in temperature and salinity reconstructions generated from paired 
Mg/Ca-δ18O data in foraminifera. The algorithm, entitled Paleo-Seawater 
Uncertainty Solver (PSU Solver), incorporates multiple sources of error in a 
bootstrap Monte Carlo framework to produce median estimates of temperature 
and salinity along with corresponding uncertainty constraints as output. PSU 
Solver has the capability to accept user-specified calibration equations and sea-
level curves, and can be applied to paleoceanographic records of any 
resolution. By applying PSU Solver to several published datasets, I demonstrate 
how the underlying paleoclimate reconstructions can be altered by incorporating 
the influence of salinity on Mg/Ca variability or by using different sea-level 
curves to correct for ice-volume effects on δ18O variability. Using the ecological 
findings inferred from Chapter 1, I apply the methodology behind the PSU 
Solver algorithm to assess the robustness of the Garrison Basin SST and SSS 
reconstructions. High confidence is placed in the accuracy of these 
reconstructions and their uncertainties based on core-top agreement with 
instrumental measurements. 
I focus on the northern GOM SST and SSS reconstructions over the past 
4,400 years in Chapter 3. The three Garrison Basin multicores display excellent 
replication on centennial timescales. The resultant stacked records generated 
from these records indicate marked centennial-scale variability in SST and SSS 
(up to 1°C and 0.3 PSU) with gradual (~600-800 yrs) and abrupt (~100-200 yrs) 
swings throughout the late Holocene. To place these new paleodata in context 
of global processes, I have analyzed observations, reanalysis datasets, and 
model simulations to investigate the multidecadal-to-centennial-scale controls 
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on GOM SST and SSS. These exercises not only confirm the integral link 
between the GOM and Atlantic Ocean circulation via SST and SSS, but also 
establish a linkage between Western Hemisphere precipitation and Atlantic 
Ocean circulation. Using a transient simulation of the last millennium conducted 
with a fully-coupled general circulation model, I find that this centennial-scale 
linkage appears to be a robust feature of model output as well. Multiproxy 
synthesis including oceanic and terrestrial proxies, including the new Garrison 
Basin records, provide further support for such an ocean-atmosphere linkage 
over the last millennium. I hypothesize that such a hydroclimate phenomena 
occurred during the Little Ice Age (1450-1850 CE) where weakened Atlantic 
Ocean circulation associated with reduced Gulf Stream transport caused 
anomalous droughts and pluvials across the Western Hemisphere. Thus, the 
newly generated records of SST and SSS variability from the northern GOM 
offer a fresh perspective into late Holocene climate change that may help us 
understand what could be possible for the future. 
In summary, this dissertation has produced a continuous, high-resolution 
record of SST and SSS variability in the northern GOM over the late Holocene 
and has advanced the foundation for utilizing G. ruber (W) as a proxy in the 
GOM. Using sediment trap core-top, and downcore samples we have explored 
the utility of G. ruber (W) morphotypes in reconstructing SST and SSS signals. I 
have characterized uncertainty in these reconstructions by developing a 
generalized algorithm based on a bootstrap Monte Carlo methodology. Finally, I 
posit a hypothesis involving the linkage between Atlantic Ocean circulation and 
Western Hemisphere precipitation changes on centennial timescales based on 
the Garrison Basin reconstructions. Future work may focus on testing this 
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hypothesis by generating additional, high-resolution paleoceanographic records 
during the late Holocene and by analyzing additional transient model 
simulations. This will contribute significantly towards characterizing natural 
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