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QUANTITATIVE DISTORTION AND THE HAUSDORFF DIMENSION OF
CONTINUED FRACTIONS
DANIEL INGEBRETSON
ABSTRACT. We prove a quantitative distortion theorem for iterated function systems that
generate sets of continued fractions. As a consequence, we obtain upper and lower bounds
on the Hausdorff dimension of any set of real or complex continued fractions. These bounds
are solutions to Moran-type equations in the convergents that can be easily implemented in a
computer algebra system.
1. INTRODUCTION
Let N × Zi be the set of Gaussian integers whose first coordinate is positive, and let I ⊂
N × Zi. Each right-infinite word ω = (ω1, ω2, . . .) ∈ I∞ corresponds to an infinite complex
continued fraction
x =
1
ω1 +
1
ω2 +
1
. . .
.
The set JI ⊂ C of continued fractions formed in this way has zero Lebesgue measure in C.
For I = N × Zi, a number of authors have estimated its Hausdorff dimension (see [5], [14],
[16]). Recently Falk and Nussbaum [4] estimated dimH(JI) ' 1.855 up to some error in the
algorithm.
If I is a proper subset of N the continued fractions are real, and JI ⊂ (0, 1) \ Q. For finite
I , estimates on the Hausdorff dimension of JI go back as far as 1941 [6], and continue to
the present (see [3], [1], [7], [8], [9]). The current state-of-the-art is the Jenkinson-Pollicott
algorithm [11], which can calculate the dimension of J{1,2} accurate to one hundred decimal
places [12]. For infinite I , the Falk-Nussbaum algorithm can be adapted to provide good
estimates [2].
Virtually all the literature on dimension theory for continued fractions uses technical
methods to approximate the spectrum of certain transfer operators defined on suitable spaces
of functions in the complex plane. The Falk-Nussbaum algorithm uses piecewise polyno-
mial interpolation, and the Jenkinson-Pollicott algorithm uses heavy functional analytic ma-
chinery, including the Grothendieck theory of nuclear operators.
In this paper, we give a simple alternative method for estimating the Hausdorff dimen-
sion of complex or real continued fractions. To state the theorem, we first fix some notation.
Let I∗ be the set of finite words on the alphabet I . Each ω ∈ I∗ defines a finite continued
1
ar
X
iv
:2
00
2.
10
23
2v
1 
 [m
ath
.N
T]
  2
4 F
eb
 20
20
2 DANIEL INGEBRETSON
fraction
(1) aω =
1
ω1 +
1
ω2 +
1
. . . +
1
ωn
which can be uniquely expressed as a quotient of relatively prime Gaussian integers
(2) aω =
pω
qω
.
Theorem 1. Let JI be a set of (real or complex) continued fractions. For all k ≥ 1,
T−k < dimH(JI) < T
+
k ,
where t = T±k are the unique solutions to the equations∑
ω∈Ik
q−tω (1 + aω)±2t = 1.
Furthermore, T±k are monotonic in k, and as k →∞,
|T±k − dimH(JI)| = O
(1
k
)
.
Mauldin and Urban´ski [14], [15] studied continued fractions as limit sets of iterated func-
tion system (IFS) generated by maps φb(z) = (b+ z)−1 defined on a closed disk D ⊂ C. For
each finite word ω ∈ In we have a composition
φω = φω1 ◦ · · · ◦ φωn ,
and if there exists K ≥ 1 such that for all ω ∈ I∗ and z, w ∈ D,
K−1 ≤ |φ
′
ω(z)|
|φ′ω(w)|
≤ K,
we say the IFS has bounded distortion. Mauldin and Urban´ski [15] showed that K = 4 suf-
fices for the continued fraction IFS. To prove Theorem 1, we upgrade this to a quantitative
version. First, some terminology from Sullivan [18]: if ω = (ω1, . . . , ωn) is a finite word, we
denote its dual by
ω˜ = (ωn, . . . , ω1).
Theorem 2 (Quantitative distortion). Let {φb : D → D}b∈I be a continued fraction IFS indexed by
I ⊂ N× Zi. For any ω ∈ I∗ and all z, w ∈ D,
(1 + φω˜(0))
−2 ≤ |φ
′
ω(z)|
|φ′ω(w)|
≤ (1 + φω˜(0))2,
and the inequalities are strict unless z = 0 and w = 1 or vice versa.
This suggests a method to generalize Theorem 1 to other IFS; first establish a quantita-
tive distortion result, and use this to estimate the dimension. The tighter the bounds on
distortion, the better the dimension estimates.
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1.1. Organization of the paper. In Section 2, we summarize the IFS theory and its connec-
tion to continued fractions. In Section 3, we prove Theorem 2. In Section 4, we prove Theo-
rem 1 and implement the algorithm in Mathematica to obtain explicit numerical bounds on
the dimension of JI for various alphabets I . We also discuss how the convergence depends
(for better or for worse) on the choice of I .
2. ITERATED FUNCTION SYSTEMS
In this section we will summarize some important definitions and results from the general
theory of infinite conformal IFS. For details, see [14], [13]. We will first state the results for
general IFS. From Section 2.3 through the end of the paper we will specify to the continued
fraction IFS.
Consider a countable family {φi : X → X}i∈I of uniformly contracting injective maps of
a compact metric space. Uniform contraction means that there exists 0 < λ < 1 such that
d(φi(x), φi(y)) ≤ λ d(x, y)
for all i ∈ I and x, y ∈ X . In addition, assume the open set condition: if O = int(X), then
φi(O) ∩ φj(O) = ∅
for all i 6= j. We call such a family an iterated function system or IFS.
2.1. Symbolic coding. Denote by In the words of length n on the alphabet I , the finite
words by I∗, and the right-infinite words by I∞. If ω = (ω1, ω2, . . .) ∈ I∞, for each n ≥ 1 we
have a truncation
ω|n = (ω1, . . . , ωn)
of ω to length n. For each ω ∈ In there is a composition map
φω = φω1 ◦ · · · ◦ φωn .
If ω ∈ I∞, by uniform contraction we have
diam φω|n(X) ≤ λn diamX.
From this and the nesting property
φω|n+1(X) ⊂ φω|n(X),
the coding map pi : I∞ → X given by
pi(ω) =
⋂
n≥1
φω|n(X)
is well-defined, and its image J = pi(I∞) is called the limit set of the system.
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2.2. Topological pressure and Hausdorff dimension. From now on we assume thatX ⊂ C
and the maps φi extend to conformal C1+α diffeomorphisms of an open neighborhood ofX .
We also assume they satisfy the bounded distortion property from the introduction. Under
these assumptions the limit
P (t) = lim
n→∞
1
n
log
∑
ω∈In
|φ′ω(z)|t
exists and is independent of the choice of z. P is called the topological pressure of the IFS,
and t 7→ P (t) is continuous, strictly decreasing and convex on its domain of finiteness. The
pressure is related to the Hausdorff dimension of the limit set by Mauldin and Urban´ski’s
generalization of Bowen’s equation:
dimH(J) = inf{t ≥ 0 : P (t) < 0}.
If there exists a t such that P (t) = 0, then t is unique and coincides with dimH(J). Sys-
tems whose pressure has a unique zero are called regular. Infinite systems whose cofinite
subsystems are all regular are called hereditarily regular.
2.3. Continued fraction IFS. Following [5] [14], we now give a geometric description of the
continued fraction set JI from the introduction.
The inversion map z 7→ z−1 takes the shifted right half-plane H = {z ∈ C : Re(z) ≥ 1}
conformally onto the closed disk D centered at z = 12 with radius
1
2 . The translates {D + b :
b ∈ N × Zi} lie in H , so the inversion maps them to an infinite family of disks in D. See
Figure 1.
-4 -2 0 2 4
-4
-2
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The translates of D by N× Zi The images in D of the trans-
lates under the inversion map
FIGURE 1
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Equivalently, φb(D) ⊂ D for each b ∈ I ⊂ N × Zi, where φb(z) = (b + z)−1. These maps
satisfy the open set condition, have regularity C1+α, and satisfy bounded distortion. Thus
SI = {φb : D → D}b∈I is a conformal IFS, with a caveat– because φ′1(0) = −1 these maps
are not uniformly contracting. This is not a problem though, because (as pointed out in [15])
the maps φb1 ◦ φb2 are uniformly contracting and generate the same limit set, which is what
we are interested in (see Figure 2).
FIGURE 2. Images of some of the second-order iterates of φb1 ◦ φb2(D) for
bj ∈ N× Zi.
The coding map φ : I∞ → D takes a word to its infinite continued fraction expansion, so
the limit set of SI is JI discussed in the introduction. See Figure 3 for an illustration where
#I = 4.
3. QUANTITATIVE DISTORTION FOR CONTINUED FRACTIONS
In this section, we will prove Theorem 2. First we will introduce some notation and prove
some preparatory lemmas.
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The first-order iterates φb1 The second-order iterates φb1 ◦ φb2
FIGURE 3. Images of some iterates of φb where b ∈ {1± i, 2± i}
3.1. Generalized convergents. Let ω ∈ I∞. For each n ≥ 1 and z ∈ C, we have a finite
continued fraction
φω|n(z) =
1
ω1 +
1
ω2 +
1
. . . +
1
ωn−1 +
1
ωn + z
.
Abusing common notation, we call φω|n(z) the nth generalized convergent of pi(ω). It can be
written as a quotient
φω|n(z) =
pω|n(z)
qω|n(z)
.
whose numerator and denominator are linear expressions in z with Gaussian integer coef-
ficients. Classically, the convergents of a finite complex continued fraction are quotients of
Gaussian integers as discussed in the introduction. In the notation of Equation 1, we have
aω|n = φω|n(0),
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so to recover the convergents from the generalized convergents, simply set z = 0. For
1 ≤ n ≤ 3, we can list the generalized convergents as follows.
pω1(z)
qω1(z)
= 1
ω1 + z
,(3)
pω1,ω2(z)
qω1,ω2(z)
= ω2 + z
ω1(ω2 + z) + 1
,
pω1,ω2,ω3(z)
qω1,ω2,ω3(z)
= ω2(ω3 + z) + 1
ω1(ω2(ω3 + z) + 1) + ω3 + z
.
For n ≥ 4, the generalized convergents are generated by the recurrence relations
pω1 = 1, pω1,ω2 = ω2,(4)
pω1,...,ωi = ωipω1,...,ωi−1 + pω1,...,ωi−2 for 3 ≤ i ≤ n− 1,
pω1,...,ωn(z) = (ωn + z)pω1,...,ωn−1 + pω1,...,ωn−2 ,
and
qω1 = ω1, qω1,ω2 = ω1ω2 + 1,(5)
qω1,...,ωi = ωiqω1,...,ωi−1 + qω1,...,ωi−2 for 3 ≤ i ≤ n− 1,
qω1,...,ωn(z) = (ωn + z)qω1,...,ωn−1 + qω1,...,ωn−2 .
These are a straightforward modification of the classical recurrence relations for convergents
of finite continued fractions (see e.g. [10]).
In the form of three technical lemmas, we now present some surprising duality results
that emerge from these recurrence relations.
Lemma 3.1. For all n ≥ 2, ω ∈ In and z ∈ C,
pω1,...,ωn(z) = qω2,...,ωn(z).
Proof. For n = 2 and 3, this can be verified directly using Equation 3. For n ≥ 4, in Equations
4 and 5, notice that pω1,ω2 = qω2 = ω2, and for 3 ≤ i ≤ n, pω|i and qω|i are subject to the exact
same recurrence relation, so the pattern persists. 
Lemma 3.2. For all ω ∈ I∗,
qω(0) = qω˜(0).
Proof. Let ω = (ω1, . . . , ωn), and recall that we write qω for qω(0). By adapting Equation 5,
qω˜ = qωn,...,ω1 is generated by the dual recurrence relation
qωn = ωn, qωn,ωn−1 = ωnωn−1 + 1,(6)
qωn,...,ωn−i = ωn−iqωn,...,ωn−i+1 + qωn,...,ωn−i+2 for 2 ≤ i ≤ n.
We proceed by strong induction on n. The case n = 1 is vacuous, and n = 2 follows from
qω1,ω2 = ω1ω2 + 1 = qω2,ω1 .
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Now assume that qω = qω˜ for all ω with length ≤ n. Together with Equations 5 and 6, the
result follows from the following computation.
qω1,...,ωn+1 = ωn+1qω1,...,ωn + qω1,...,ωn−1
= ωn+1qωn,...,ω1 + qωn−1,...,ω1
= ωn+1 (ω1qωn,...,ω2 + qωn,...,ω3) + ω1qωn−1,...,ω2 + qωn−1,...,ω3
= ω1
(
ωn+1qωn,...,ω2 + qωn−1,...,ω2
)
+ ωn+1qωn,...,ω3 + qωn−1,...,ω3
= ω1
(
ωn+1qω2,...,ωn + qω2,...,ωn−1
)
+ ωn+1qω3,...,ωn + qω3,...,ωn−1
= ω1qω2,...,ωn+1 + qω3,...,ωn+1
= ω1qωn+1,...,ω2 + qωn+1,...,ω3
= qωn+1,...,ω1 .

Lemma 3.3. For all ω ∈ I∗,
qω(1) = qω(0) + pω˜(0).
Proof. Let ω = (ω1, . . . , ωn). By Equation 5,
qω1,...,ωn(1)− qω1,...,ωn(0) = (ωn + 1)qω1,...,ωn−1 + qω1,...,ωn−2 − (ωnqω1,...,ωn−1 + qω1,...,ωn−2)
= qω1,...,ωn−1 .
Because qω1,...,ωn−1 = qω1,...,ωn−1(0), together with Lemmas 3.1 and 3.2 we obtain
qω1,...,ωn(1)− qω1,...,ωn(0) = qω1,...,ωn−1(0) = qωn−1,...,ω1(0) = pωn,...,ω1(0).

Lemma 3.4. For each ω ∈ I∗ and all z ∈ C,
|φ′ω(z)| =
1
|qω(z)|2 .
Proof. Let ω = (ω1, . . . , ωn). By the chain rule,
|φ′ω(z)| =
n∏
i=1
|φ′ωi
(
φωi+1,...,ωn(z)
) |.
Because |φ′b(z)| = |φb(z)|2 for each b ∈ I , the above equation can be rewritten as
|φ′ω(z)| =
(
n∏
i=1
|φωi...,ωn(z)|
)2
=
(
n∏
i=1
|pωi,...,ωn(z)|
|qωi,...,ωn(z)|
)2
.
By Lemma 3.1, all the terms in this product cancel except for the numerator of the first and
the denominator of the last. This leaves
|φ′ω(x)| =
(
|pωn(z)|
|qω1,...,ωn(z)|
)2
= 1|qω(z)|2 ,
because pωn(z) = 1 from Equation 3. 
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Proof of Theorem 2. For each ω ∈ I∗, qω(z) is a linear expression in z, with Gaussian integer
coefficients. It is an exercise in basic complex analysis to show that a function D → R≥0
defined by z 7→ |az+b|– where a, b are Gaussian integers– takes its maximum and minimum
at z = 1 and z = 0, respectively. Then by Lemma 3.4,
1
|qω(1)|2 ≤ |φ
′
ω(z)| ≤
1
|qω(0)|2 ,
for all z ∈ D, and the inequalities are strict unless z = 0 or z = 1. Thus( |qω(1)|
|qω(0)|
)−2
≤ |φ
′
ω(z)|
|φ′ω(w)|
≤
( |qω(1)|
|qω(0)|
)2
for all z, w ∈ X , with strict inequalities unless z = 0 and w = 1 or vice versa. By Lemmas
3.2 and 3.3,
qω(1)
qω(0)
= qω(0) + pω˜(0)
qω(0)
= 1 + pω˜(0)
qω˜(0)
= 1 + φω˜(0)
which concludes the proof. 
4. BOUNDS ON HAUSDORFF DIMENSION
In this section, we will prove Theorem 1 and derive some numerical estimates from it. In
[14], Mauldin and Urban´ski showed that for I = N × Zi, the continued fraction IFS SI is
hereditarily regular. Thus SI is regular for all alphabets I ⊂ N × Zi, and we may calculate
t = dimH(JI) by solving Bowen’s equation P (t) = 0.
Proof of Theorem 1. By the chain rule, for each ω ∈ Ikn we have
φ′ω(0) =
n−1∏
i=1
φ′ω(i−1)k+1,...,ωik
(
φωik+1,...,ωkn(0)
)
.
Applying quantitative distortion,
n∏
i=1
(1 + φωik,...,ω(i−1)k+1(0))
−2 <
|φ′ω(0)|∏n
i=1 φ
′
ω(i−1)k+1,...,ωik(0)
<
n∏
i=1
(1 + φωik,...,ω(i−1)k+1(0))
2.
For all t ≥ 0, summing over all ω ∈ Ikn gives∑
ω∈Ik
|φ′ω(0)|t(1 + φω˜(0))−2t
n < ∑
ω∈Ikn
|φ′ω(0)|t <
∑
ω∈Ik
|φ′ω(0)|t(1 + φω˜(0))2t
n .
By dividing the logarithm of this inequality by nk and taking n → ∞ we obtain P−k (t) <
P (t) < P+k (t), where
P±k (t) =
1
k
log
∑
ω∈Ik
|φ′ω(0)|t(1 + φω˜(0))±2t
 .
By Lemmas 3.2 and 3.4,
|φ′ω(0)| =
1
qω(0)2
= 1
qω˜(0)2
,
10 DANIEL INGEBRETSON
so that
P±k (t) =
1
k
log
∑
ω∈Ik
q−tω (1 + aω)±2t

using the notation in Equations 1 and 2. For all k ≥ 1 the functions P±k have similar prop-
erties to P ; they are decreasing, convex and continuous on their domains of finiteness and
thus have unique zeros T±k satisfying equations stated in the theorem.
We now claim that limk→∞ T±k = dimH(JI). For each k ≥ 1,
P±k (t) ≤
1
k
log
∑
ω∈Ik
|φ′ω(0)|t ±
2t
k
log sup
ω∈Ik
(1 + aω).
Taking k →∞ gives
(7) |P±k (t)− P (t)| = O
(1
k
)
.
Since T±k is the unique zero of P
±
k and dimH(JI) the unique zero of P , the claim follows.
To see that the convergence is monotonic, we will show that T+k is monotone decreasing;
the proof that T−k is monotone increasing is identical. We will use the following fact from
the general theory of IFS (see [14], Theorem 4.1): t = dimH(JI) satisfies∑
i∈I
|φ′i(0)|t ≤ 1.
Because T+k > dimH(JI) for all k, ∑
i∈I
|φ′i(0)|T
+
k < 1.
From this, we have that∑
ω∈Ik+1
|φ′ω(0)|T
+
k (1 + aω)2T
+
k =
∑
ω∈Ik+1
|φ′ω1,...,ωk(φωk+1(0))|T
+
k |φ′ωk+1(0)|T
+
k (1 + aω)2T
+
k
<
∑
ωk+1∈I
|φ′ωk+1(0)|T
+
k
∑
ω1,...,ωk∈Ik
|φ′ω1,...,ωk(0)|T
+
k (1 + aω1,...,ωk)2T
+
k
=
∑
i∈I
|φ′i(0)|T
+
k < 1,
so P+k+1(T
+
k ) < 0. Since P
+
k+1 is strictly decreasing with unique zero T
+
k+1, we conclude that
T+k+1 < T
+
k .
It remains to estimate the speed of convergence. By a theorem of Ruelle [17], t 7→ P (t) is
real analytic. By a Taylor expansion of P (t) in a neighborhood of its zero dimH(JI),
P (t) =
∞∑
i=1
ai(t− dimH(JI))i
= (t− dimH(JI))
(
a1 + a2(t− dimH(JI)) + a3(t− dimH(JI))2 + · · ·
)
,
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where ai are the Taylor coefficients. By Equation 7,
|t− dimH(JI)| =
|P±k (t) +O( 1k )|
|a1 + a2(t− dimH(JI)) + a3(t− dimH(JI))2 + · · · |
≤ const.|P±k (t)|+O
(1
k
)
as k →∞, for t in this neighborhood. Because T±k → dimH(JI) as k →∞, we may substitute
t = T±k to obtain
|T±k − dimH(JI)| = O
(1
k
)
.

4.1. Numerical results. In this section, we give some numerical dimension estimates that
result from implementing the algorithm from Theorem 1 in a computer algebra system. We
use Mathematica running on an ordinary PC, and limit to calculations that run in less than
a minute. Of course, a faster machine will produce better estimates.
Given an alphabet I , we wish to numerically solve the equation
(8)
∑
ω∈Ik
q−tω (1 + aω)±2t = 1
for t, with the largest value of k that computational speed will allow. The values aω,...,ωk are
just the finite continued fractions from Equation 1, and qω1,...,ωk are the denominators of the
convergents in Equation 2, which are generated by the recurrence relations (see [10])
qω1 = ω1, qω1,ω2 = ω1ω2 + 1, qω1,...,ωk = ωkqω1,...,ωk−1 + qω1,...,ωk−2 .
There are (#I)k summands in Equation 8, so we choose the largest k that our computer can
manage in a short time. For various alphabets I , we chart our numerical results for T±k , the
upper and lower bounds on dimH(JI), with our choice of k in each case. For large alphabets,
we take smaller k to speed up the computation.
4.1.1. Complex continued fractions. We begin with complex continued fractions. Limited by
computing power, we restrict to finite alphabets. We use the notation I × Ji ⊂ N × Zi, for
some representative choices of I ⊂ N and J ⊂ Z.
TABLE 1. Complex continued fractions
Alphabet k T−k T
+
k
{2, 3, 4, 5} × {−8, . . . , 8}i 3 1.28512 1.47856
{2, 3} × {−2, . . . , 2}i 5 1.01264 1.13546
{3, 4, 5} × {−8, . . . , 8} 3 1.13013 1.22647
{5, 6, 7, 8} × {2, 3, 4, 5}i 4 0.684495 0.707564
{10, 11} × {10, 11}i 4 0.255398 0.258506
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Notice that the bounds are significantly better when the least element of I is large.
4.1.2. Real continued fractions. We now turn to real continued fractions, by choosing I ⊂ N.
We begin with some finite alphabets. Compare our Table 2 with Table 1 on pg. 16 of [9] and
Table 3 on pg. 1442 of [11].
TABLE 2. Real continued fractions: finite alphabets
Alphabet k T−k T
+
k
{1, 2} 20 0.52417 0.562868
{2, 3} 20 0.334398 0.344864
{5, 6, 7, 8} 12 0.368563 0.373438
{10, 11} 16 0.146668 0.147231
{100, 101, 102, 103, 104} 10 0.193454 0.193556
Again, the bounds improve when the least element of I is large. This feature is actually
shared by the Jenkinson-Pollicott algorithm [11], but their algorithm converges exponen-
tially fast, allowing them to calculate dimH(E2) = 0.531280506 . . . to 100 decimal places,
while we only manage to achieve 0.52417 ≤ dimH(E2) ≤ 0.562868. So for alphabets includ-
ing low numbers (1 is particularly problematic), our algorithm is woefully inferior to theirs.
Fortunately this drops off quickly; even when the lowest value is 2, the upper and lower
bounds differ by ∼ 0.01 for k = 16.
We now turn to infinite alphabets. To numerically solve Equation 8, it is necessary to
introduce a ceiling to approximate the infinite alphabet by a finite one. For instance, for the
even numbers I = 2N, choosing the ceiling 1 × 106 means that we implement the alphabet
{2, 4, 6, . . . , 2× 106} on the computer. Also, we can only compute first approximation k = 1;
this is an unfortunate restriction that a more powerful computer will not require. See Table
3, and compare with the tables in [2].
TABLE 3. Real continued fractions: infinite alphabets
Alphabet Ceiling T−1 T
+
1
2N 1× 106 0.688063 0.856625
3N 1× 106 0.626338 0.662808
4N 1× 106 0.593185 0.609052
7N 1× 106 0.544423 0.54838
10N 5× 105 0.518104 0.519956
100N 5× 105 0.417934 0.417959
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As with the finite alphabets, the algorithm does substantially better when the lowest value
of the alphabet is large. Even with just the first approximation k = 1 we can compute the
dimension for I = 4N up to error ∼ 0.01.
In Table 4 we list some dimension estimates for the cofinite alphabets Fn = N\{1, . . . , n−
1}. Again, we restrict to the first approximation k = 1 and truncate the alphabet at the given
ceiling.
TABLE 4. Real continued fractions: cofinite alphabets
Alphabet Ceiling T−1 T
+
1
F2 1× 106 0.791291 1
F3 1× 106 0.759746 0.841966
F5 1× 106 0.728387 0.757026
F11 1× 106 0.692645 0.700367
F37 1× 106 0.655331 0.656722
F1000 1× 106 0.596801 0.596828
As a final note, the algorithm can be easily implemented for any given subset of N × Zi
with given number theoretic restrictions. For instance, if I ⊂ N is the powers of 2 between
16 and 1,048,576, we have dim = 0.23 accurate to two decimal places.
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