We propose two efficient heuristics for minimizing the number of oligonucleotide probes needed for analyzing populations of ribosomal RNA gene (rDNA) clones by hybridization experiments on DNA microarrays. Such analyses have applications in the study of microbial communities. Unlike in the classical SBH (sequencing by hybridization) procedure, where multiple probes are on a DNA chip, in our applications we perform a series of experiments, each one consisting of applying a single probe to a DNA microarray containing a large sample of rDNA sequences from the studied population. The overall cost of the analysis is thus roughly proportional to the number of experiments, underscoring the need for minimizing the number of probes. Our algorithms are based on two well-known optimization techniques, i.e. simulated annealing and Lagrangian relaxation, and our preliminary tests demonstrate that both algorithms are able to find satisfactory probe sets for real rDNA
Microorganisms are of fundamental importance for agriculture, biotechnology and medicine. However, to fully manage and utilize this resource, a thorough understanding of these organisms and their communities is needed. Current estimates suggest that thousands of different microorganisms inhabit most environments, the vast majority of which have not yet been described because they do not grow on artificial media (Amann et al., 1995; Ward et al., 1992) . Recent studies of microbial communities have been assisted by the development of ribosomal RNA (rRNA) gene analyses, which have eliminated the need to culture these organisms and led to the identification of thousands of previously undescribed microorganisms (Barns et al., 1994; Giovannoni et al., 1990; Pace, 1997) . rRNA genes (rDNAs) are useful taxonomic indicators because they are found in all known organisms, contain both highly conserved and variable regions, and have a slow but relatively constant molecular clock or mutation rate (Woese, 1987) .
Analysis of microbial communities using rRNA genes can be done using several simple approaches. The most commonly used methods include Denaturing Gradient Gel Electrophoresis (DGGE) (Muyzer et al., 1993) and Terminal Restriction Fragment Length Polymorphisms (T-RFLP) (Liu et al., 1997) , both of which allow analysis of many samples in a relatively short time period. Unfortunately, they also produce limited data sets as communities that may contain thousands of different species (Torsvik et al., 1990) are resolved into approximately 10 to 30 groups. To obtain comprehensive depictions of community structure, investigators can use extensive sequence analysis of rDNA clone libraries. In two such studies, hundreds of bacterial rDNA clones from several soils were analyzed, no duplicates were found and none had been previously described (Borneman et al., 1996; Borneman and Triplett, 1997) . Due to this remarkable diversity and to the high cost of DNA sequencing, this approach to is not feasible with current technology.
The goal of our research is to develop a high-throughput approach for the examination of microbial communities. To accomplish this, we are adapting an existing strategy termed oligonucleotide fingerprinting that permits the identification of thousands of cDNA clones (Drmanac, 1999; Drmanac and Drmanac, 1994; Drmanac et al., 1996; Maier et al., 1994; Meier-Ewert et al., 1998) . After the rDNA clone libraries are constructed, the clones are classified by individual hybridization experiments on DNA microarrays with a series of short DNA oligonucleotides into clone types or operational taxonomic units (OTUs). Once classified, the nucleotide sequence of representative clones from each OTU can then be obtained by DNA sequencing to provide phylogenetic descriptions of the microorganisms. One of the key features of this strategy is that after a comprehensive database, that correlates hybridization patterns with nucleotide sequence data, has been compiled, little additional rDNA clone sequencing will be required, resulting in significant reduction of cost and effort. The effectiveness of this general strategy has been demonstrated in the biotechnology arena, where it is currently being used to screen and identify millions of cDNA clones (Drmanac, 1999) .
One of the biggest challenges in developing this strategy is the selection of the oligonucleotide probe sets. The optimal probe set will contain as few oligonucleotides as possible. The number of probes used is exactly the number of hybridization experiments, so this will minimize experimental cost and effort. In designing these probes, several key issues need to be addressed, not the least of which is that the nucleotide sequences of most rRNA genes remain unknown. Another complicating factor is that the microbial community in each environment may be different and therefore require a unique probe set. Development of strategies to optimize oligonucleotide probes sets is therefore crucial for this research as well as for other applications of oligonucleotide fingerprinting, such as clone selection for genomic sequencing (Radelof et al., 1998) and gene expression analysis (Hennig et al., 2000; Panopoulou et al., 1998; Poustka et al., 1999) .
Our work on probe selection.
Recall that an oligonucleotide fingerprinting procedure for a given set of DNA clones consists of performing a series of hybridization experiments on DNA microarrays, each involving the clones and a unique short oligonucleotide probe. As a result of such a procedure, for each clone we get a binary vector called the fingerprint, which describes which probes occur in this clone. By carefully choosing the probe set, we can reduce the number of hybridization experiments, thus reducing the cost and effort.
Although work based on hybridization experiments typically uses binary membership information of probes in clones, the experiments actually produce more information. The hybridization experiments that we have performed could provide linear fluorescence response over a range of 0-4 occurrences of a probe sequence per clone. The results obtained so far have not been consistent enough to provide statistically reliable information. Nevertheless, we believe that with further fine-tuning we will be able to adopt some non-binary model in our strategy. Therefore, in this paper, we will consider two models: binary membership, and frequency of occurrences up to 4.
The basic (binary) probe selection problem can be described as follows. We are given a population C of m unknown rDNA clones. To analyze C, we need to choose a set S of oligonucleotide probes of a given length l. In our microbial community application, the clones typically have length of approximately 1500 and l is between 6 and 10. We say that a probe p distinguishes a pair of clones c and d if p is a substring of exactly one of c or d. Our goal is to find a smallest set S of length-l probes such that any two distinct clones c and d from C are distinguished by at least one probe in S.
The paradox that arises here is, of course, that we do not actually know the rDNA sequences in the population. So, how can we compute the minimal probe set? Furthermore, even if we did have complete sequences of these clones, computing optimal probe sets for large data sets is computationally infeasible. To overcome these difficulties, we propose the following two-step approach:
1. Choose a random subset C ′ of t rDNA clones from the given population, where t is a parameter chosen by empirical study. Sequence the clones in C ′ .
2. Compute an optimal, or near-optimal, probe set S for C ′ . Use S for analyzing the whole clone population.
The intuition behind this approach is quite simple: if the random subset C ′ is large enough, the computed probe set S will be, with high probability, close to being optimal for the whole population. Moreover, we may also augment the subset C ′ with known rDNA sequences available in databases such as Genbank and the Ribosomal Database. (There are already more than a thousand such sequences.)
We remark here that, in practice, one may only want to distinguish those clones whose similarity is below a certain threshold. Further, due to the existence of hybridization noise, it would make sense to consider a more robust version of the problem where we require that every pair of rDNA sequences be distinguished by at least r probes in S, for some small redundancy parameter r.
In this paper, we focus on Step 2 of this approach, that is, on computing an optimal probe set for a given set of rDNA sequences. We introduce two alternative formulations of probe selection, one called Minimum Cost Probe Set (MCPS), and the other called Maximum Distinguishing Probe Set (MDPS). In MCPS, we ask for a minimum number of probes that distinguish all given clones. In MDPS, we ask for a set of k probes, where k is given, that maximizes the number of distinguished pairs of clones. Both problems are variants of the well-known combinatorial optimization problem SET COVER (Garey and Johnson, 1979) . We state that both MCPS and MDPS are NP-hard, ruling out the possibility of designing an efficient exact algorithm. We then propose two efficient heuristic algorithms based on well-known optimization techniques, namely simulated annealing, for MDPS, and Lagrangian relaxation, for MCPS. We begin with a brief overview of the two techniques, and we go on presenting the actual algorithms based on these techniques and their efficient implementations.
We conclude our paper reporting some test results on these algorithms. These tests demonstrate that both algorithms are able to find satisfactory probe sets for real rDNA data.
Previous work on probe selection.
Although the importance of appropriate selection of probes has been discussed in the literature, little systematic study has been done on this problem. One simple approach would be to use random oligonucleotides. However, DNA sequences that appear in nature are not really random, and thus a random probe is not likely to occur in a sufficient number of clones in the population to provide adequate discrimination. Some methods involve choosing probes based on their frequencies in the clones (Drmanac et al., 1996) . These methods do not work well for our purpose, since rDNA sequences have highly conserved regions and thus probes selected by these methods tend to occur in too many clones to be useful. Other criteria that have been considered for selecting probes include G + C content (Cutichia et al., 1993; Fu et al., 1992 ) and free energy and melting temperature (Li and Stormo, 2000) .
The only research that we are aware of where the probe selection has been formulated as an explicit optimization problem is the recent work . They have presented a simple greedy heuristic based on clustering and entropy, and shown empirical results that the algorithm produces probe sets of much higher quality than those chosen by random or according to frequency.
FORMULATIONS OF PROBE SELECTION AND OPTIMIZATION TECHNIQUES
We represent clones and probes as sequences over the alphabet {A,C,G,T}. The set of clones will be denoted by C = {c 1 , . . . , c m } and the set of preselected lengthl probes by P = {p 1 , . . . , p n }. Let C 2 be the set of all pairs of different clones from C, that is, C 2 = {(c, d) : c, d ∈ C, c < d}, where "<" is an arbitrary (say, lexicographic) ordering of C.
Since the fluorescence response in a hybridization experiment is linear with respect to the number of occurrences of the probe in a clone up to a certain threshold R, different values of R give rise to different versions of the distinguishability criteria. In this paper, we will consider two cases: R = 1 (called binary) and R = 4 (simply called non-binary). For instance, let c =AAACCTGA and d =AAACATAAA. If R = 1, CCT distinguishes c and d, while ACT and AAA do not. On the other hand AAA distinguishes the two clones when R = 4.
By occ(c, p) we denote the number of occurrences of p in c (to simplify exposition, probe sequences studied here are actually the complementary sequences of real probes.) Given a set S of probes, the S-fingerprint of c, denoted by fingerprint S (c), is the vector of values min {R, occ(p, c)} over all p ∈ S. We will say that a set S of probes distinguishes two clones c and d if fingerprint S (c) = fingerprint S (d). By ∆ S ⊆ C 2 we denote the set of pairs of clones that are distinguished by S. When S is a singleton, say S = {p}, we will simplify notation by writing ∆ p instead of ∆ {p} .
The problem of finding a good probe set for a given set of clones has two sound formulations:
MINIMUM COST PROBE SET (MCPS) Instance: a set C of clones and a set P of probes Feasible solutions: a subset S ⊆ P such that ∆ S = C 2 . Measure: |S|, to be minimized.
MAXIMUM DISTINGUISHING PROBE SET (MDPS) Instance: a set C of clones, a set P of probes, and an integer k. Feasible solutions: a subset S ⊆ P, with |S| = k. Measure: |∆ S |, to be maximized.
Both models are useful in the sense that they put stringency condition on different parameters. For example, MCPS is more appropriate when we want to achieve a predetermined level of resolution, while MDPS makes more sense when the number of hybridization experiments (thus the number of probes) has already been decided based on, say, the budget. MCPS is a special case of the well-known SET COVER problem (Garey and Johnson, 1979) , where the universe to be covered is C 2 and the covering sets are the various ∆ p . Analogously, MDPS is a special case of MAXIMUM COVERAGE (Hochbaum, 1997) , which can be viewed as a dual problem of SET COVER. The following result, which can be proved via a reduction from VERTEX COVER, shows that both problems are hard to solve exactly.
THEOREM 1. The problems MCPS and MDPS are NP-hard, when the length of probes is unbounded.
There are simple greedy algorithms that approximate SET COVER and MAXIMUM COVERAGE with ratios log m and 1 − 1 e , respectively (Hochbaum, 1997) . However, these approximation guarantees are far from being satisfactory for practical purposes. We hence look for efficient heuristics that may provide better solutions in practice.
A heuristic method for SET COVER recently presented (Caprara et al., 1999) seems to have the best performance among all practical methods. The method is based on Lagrangian relaxation and it can be easily adapted for MCPS. A detailed explanation of the Lagrangian relaxation technique will be given in the next section, but here we will sketch an outline of the technique as applied to MCPS. MCPS can be formulated as a linear integer program as follows: minimize f (x), over all x ∈ {0, 1} n such that g i (x) ≤ 0, for i ∈ I, where each g i is a linear function. We associate with MCPS the so-called Lagrangian function L(x, λ) = f (x) + i∈I λ i g i (x), where each vector λ = λ i |i ∈ I is called a Lagrangian multiplier. For any given λ ≥ 0, the value of min x {L(x, λ)} is a lower bound on the optimum of the objective function f . The computation of an approximate solution to the original problem is split into three steps: computing a good Lagrangian multiplier λ, computing x that minimizes L(x, λ), and then expanding x to a feasible solution using a greedy algorithm.
The formulation of MDPS we have given previously leads to an intuitive definition of neighborhood between solutions (two neighbor solutions differ only in one probe) which, in turn, suggests some kind of local search algorithms. Simulated annealing (Kirkpatrick et al., 1983 ) is a widely used improvement over the local search method for solving optimization problems on which we based our algorithm for MDPS. A local search algorithm starts from an initial random solution and iteratively moves to a neighbor solution whose value is better than the one of the present solution, unless no move is possible. Such a simple algorithm is guaranteed to return a local optimal solution, but it does not guarantee a global optimal solution and is quite ineffective for functions with a large number of local optima that may trap the algorithm. Simulated annealing gives a way to cope with such difficulty: we take into account a parameter called temperature and we allow moves to solutions of strictly worse values with a probability that decreases as the temperature approaches zero (i.e. as the process cools down) or when the difference of costs approaches infinity. After each iteration the temperature is lowered down, and the algorithm halts when the temperature is reduced to zero.
Note that simulated annealing does not seem to be a good framework for MCPS because in MCPS it is not clear how to define a suitable, natural neighborhood relation between feasible solutions. At the same time, for MDPS Lagrangian Relaxation did not allow us to design an implementation whose speed is comparable to that of our SA algorithm.
THE PROBE SELECTION ALGORITHMS
In both presented algorithms, given a set a set of m clones C, we need first to compute the set of all "interesting" probes P (with |P| = n) and generate the matrix containing the fingerprint of each clone in C induced by P. Storing such a matrix for all possible clones would require too much space for instances in our data sets. Since it is unlikely for probes that can distinguish only a small fraction of the pairs of clones to appear in a good solution, we introduce a threshold on ∆ p / m 2 -the fraction of pairs from {fingerprint p (c) : c ∈ C} that have to be distinct in order for the probe p to be considered interesting. It turns out that setting this threshold to .05 dramatically improves the running time of SA, while the quality of the solutions computed does not suffer noticeably.
The Simulated Annealing Algorithm for MDPS
We will first describe the simulated annealing algorithm for MDPS. As stated previously this framework requires a suitable notion of neighborhood between solutions. Since in our case each solution is a set of k probes, we define two sets of probes as neighbors if they can be obtained from each other by substituting exactly one of the probes. After a first implementation of the algorithm we have noted that minimizing n 2 − |∆ S | (i.e. the number of indistinguished pairs of clones) gives better results than maximizing |∆ S |. In the following of this section we will therefore assume that the algorithm minimizes n 2 − |∆ S |. The bottleneck in the algorithm is the evaluation of |∆ S |. The naive approach would be to compare the Sfingerprints for each pair of distinct clones in O(m 2 k) time. Instead, for each fingerprint value f we can compute the number γ f of clones with fingerprint f , and then
Since each component of fingerprint S (c) is an integer no larger than R, it is possible to sort the clones by radix sort using fingerprint S (c) as the key. Then we just have to check consecutive clones in order to get the numbers γ f . Overall, this takes time O(mk).
A high level description of the simulated annealing algorithm is given in Fig. 1 , where the initial and final temperatures depend on the size of the instance and on the costs of the initial solution and of all its neighbors (the idea is that we do not want to be stuck in the initial solution because the initial temperature is too low). The values of the parameter β has been set to 2000 empirically.
Algorithm SIMULATEDANNEALING(P, C, k) Initialize S to be a set of k random probes from P; t ← initial temperature; repeat S ′ ← a random neighbor of S; S ← S ′ with probability min{1, exp( Observe that the above algorithm can be easily modified to use different objective functions, such as the size of the largest cluster and the entropy of the distribution into clusters † (in it has been proposed to use cost functions based on clustering and entropy). We will denote by SA+entropy, SA+Pairs, SA+Largest the variants of the SA algorithm where the objective function exploited is the entropy of the solution, the number of pairs of clones that are not distinguished by the solution and the size of the largest cluster respectively. One of our goals has been to compare the experimental results obtained with different cost functions.
The Lagrangian Relaxation Algorithm for MCPS
Any feasible solution S can be represented by its characteristic vector x = x p |p ∈ P , where x p ∈ {0, 1} indicates whether p is in S or not. We can pose MCPS as a constrained integer linear program as follows:
Our algorithm for MCPS is based on the Lagrangian relaxation framework. Given a non-negative vector
2 of Lagrangian multipliers, we consider the following integer program:
(2) x p ∈ {0, 1} ∀p ∈ P Solving (2) is easy. Let C p (λ), for p ∈ P, denote the Lagrangian costs associated with (2) defined by
. The objective function of (2) can then be written as p∈P C p (λ)x p + (c,d) λ c,d . Thus to minimize (2), we need to choose x p = 0 for C p (λ) > 0, x p = 1 for C p (λ) < 0, and for C p (λ) = 0 the value of x p can be chosen arbitrarily. Then x is an optimal solution of (2), and its value
is a lower bound for the solution of (1).
The vector x computed above is not necessarily feasible for (1), that is, some inequality constraints of (1) may be violated. To obtain a feasible solution, the algorithm now starts from x and greedily extends it to a feasible solution, by changing some coordinates of x from 0 to 1 (that is, we add more probes to S). A naive greedy algorithm would add, at each step, the probe that covers † Let {C 1 , . . . Cz} be the clustering of C induced by ∆ S , then the entropy of this solution S is defined as − z i=1 p i log p i , where p i = |C i |/|C|. most yet uncovered pairs. In our implementation we chose an alternative method recommended in (Caprara et al., 1999) . With each probe p, we associate its score, score p (S, λ), defined as follows. Let
At each step of the greedy algorithm we add a probe q that is not yet in P and has a maximum score. The pseudocode for the two steps described above is given in Figure 2 . In the pseudocode we use the set notation instead of the vector notation. Procedure LRSO-LUTION computes an optimal solution to the Lagrangian relaxation for a given Lagrangian multiplier. Procedure FEASIBLESOLUTION extends the solution obtained from LRSOLUTION to a feasible solution. Another task we need to solve is finding a good multiplier vector λ, that is, one that gives a near-optimal lower bound. This is done by a commonly used heuristic called subgradient optimization, introduced in (Held and Karp, 1971 ) for the TSP problem, which exploits the fact that the gradient of L(x, λ), for a fixed x, is
Starting from λ, we compute a sequence λ 0 = λ, λ 1 , λ 2 , . . . according to the formula:
where x * is the best feasible solution found so far and α > 0 is a parameter that is chosen empirically and is updated dynamically by the algorithm. The implementation of this algorithm has presented a number of challenges that are different from the ones tackled in (Caprara et al., 1999) , where a LR heuristic for SET COVER is presented. In (Caprara et al., 1999) , the authors had to deal with sparse instances where the constraint matrix contains roughly 5500 rows and 1100000 columns, whereas in our case we had to solve instances of about 1200000 rows and 5000 columns. Our constraint matrices are not as sparse as the ones dealt with in (Caprara et al., 1999) , and they could not be stored in the main memory (we estimate that the matrix for our dataset 1 requires about 4GB of memory). We solved this problem by computing each "block" of the constraint matrix and store it in the main memory only when it is needed.
The iterative nature of the LR algorithm suggests a natural way of improving the running time: first solve MCPS on a smaller instance and then use the solution computed as an initial solution to the larger instance. Clearly this idea, in order to be effective, requires that the smaller instance is computed carefully, so that the smaller instance is representative of the larger one. One method is to form hierarchical clusters of clones and pick a representative from each cluster. We have implemented a variant of the algorithm in (Hochbaum and Shmoys, 1986) to cluster the clones according to the Hamming distance between the fingerprints of clones with respect to the probes in P.
EXPERIMENTAL RESULTS
We have implemented all algorithms described in the previous section, and performed testing on some real datasets. Here we report the results of these tests. The data used includes:
• dataset 1 contains 1158 small-subunit ribosomal genes from GenBank (NCBI). For this dataset, the nucleotide sequence of each gene was edited such that it contains the sequence between two highly conserved primers (27F, AGAGTTTGATCMTGGCTCAG; 1492R TACGGYTACCTGTTACGACTT) but not the primer sequences themselves.
• dataset 2 contains 131 large-subunit ribosomal genes from the Ribosomal Database Project II. These sequences have not been edited.
• dataset 3 contains 5000 eubacteria samples
• dataset 4 contains 2000 eubacteria samples
For all datasets we have run the SA algorithm for MDPS using different combinations of values of k (the expected number of probes), l (the length of probes), as well as different distinguishability criteria (binary or nonbinary, i.e. frequency of occurrence up to 4).
For each combination of these parameters, we ran the algorithm 20 times and report the best solution found. The results are summarized in Fig. 5-9 .
Figures 6, 7 show a comparison of the three variants of the SA algorithm and the greedy heuristic proposed in Maier et al., 1994) . In the figures, we consider the sequences in dataset 3 (the largest dataset), probe length 8 (the most useful length for our application), both distinguishability criteria, and the number of expected probes ranging from 4 to 20. The comparison is made in terms of the total number of indistinguished pairs of clones, the entropy, the size of the largest cluster, and the number of clusters. A similar summary of test results for datasets 1 and 4 are shown in Figures 5, 8 and 9 . We observe that in general, the SA algorithm that attempts to minimize the total number of indistinguished pairs of clones (i.e. SA+Pairs) has the best overall performance. Moreover, it outperforms the greedy algorithm in almost all categories, except with respect to the number of resulting clusters where its performance is comparable to that of the greedy algorithm. Its results are highly satisfactory. For example, in the case of binary distinguishability, the algorithm SA+Pairs was able to find 12 probes of length 8 that distinguish 1 − 47195/ 5000 2 ≈ 99.62% of the pairs of clones in dataset 3. These probes induce 1161 clusters with its largest cluster having size 198 and its entropy being 9.183 (the maximum entropy is 12). On the same instance the probes computed by the greedy algorithm, more than double the number of indistinguished pairs of clones and the size of the largest cluster, while giving only a marginally better entropy (9.326) and resulting in a 23% increase in the number of clusters. Comparing figures 6, 7 points out that non-binary distinguishability greatly improves the performance over binary distinguishability, especially for a small number of probes. It is interesting to observe that the performance of these algorithms does not improve too much once the number of probes is more than 12. We have tested the LR algorithm for MCPS on both datasets, considering combinations of various distinguishability criteria and probe lengths. The results are summarized in Table 1 , where the entries are the number of probes in the solution computed. For example, in the case of probe length 5 and non-binary distinguishability, the algorithm is able to find a solution of 21 probes distinguishing all pairs of the 1158 clones in dataset 1. Again, it is observed that non-binary distinguishability greatly improves the performance and for both datasets short probes (of length 5 or 6) seem to provide smaller solutions than long probes (of length 8) do.
CONCLUDING REMARKS
We have presented two efficient heuristics for selecting minimal probe sets for oligonucleotide fingerprinting of rDNA clones. Our algorithms will be used in the analysis of microbial communities. We have tested these algorithms on four sets of rDNA sequences that we collected from public databases, and the results were very promising. We have also compared our algorithms with the greedy algorithm reported in literature. Continuing our research, our next goal is to test the algorithms on appropriate groups of cDNA sequences (there are many more cDNA sequences available in the public domain than rDNA sequences). We also plan to experiment with some variants of the described algorithms. For instance, due to the size of the solution space, the LR algorithm is quite sensitive to the choice of the initial solution, and we believe that a suitable heuristic for choosing the initial solution can improve the quality of the final solution. Our future work on the LR algorithm will include speeding up the implementation to allow a more extensive search, experimenting with different choices of of the parameters, and designing a more sophisticated version of the algorithm that takes into account the specific structure of the set cover instances that arise in our application.
