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1. Introduction
We consider the Cauchy problem for the cubic nonlinear Schrödinger equation⎧⎪⎨⎪⎩ iut +
1
2
uxx =
1∑
k=−2
λku
2+ku1−k, (t, x) ∈ R+ × R,
u(0, x) = u0(x), x ∈ R,
(1.1)
where λ0 ∈ R and λ−2, λ−1, λ1 ∈ C in the case of an odd initial data u0(x).
The diﬃculty in the study of the global existence in time of solutions to the Cauchy problem (1.1)
is that the cubic nonlinear term of Eq. (1.1) is critical for large time values, and it is already known
that the usual scattering states do not exist for nonlinear Schrödinger equation (1.1), when the coef-
ﬁcient λ0 = 0, λ−2 = λ−1 = λ1 = 0, see [2]. The ﬁnal value problem of (1.1) was studied extensively
in papers [16] and references cited therein. The Cauchy problem for different types of the cubic non-
linearities, including derivatives of the unknown function and the gauge invariant term |u|2u, were
considered in papers [6,19,23,24,29] and references cited therein. In paper [10] we considered the
nongauge invariant cubic derivative nonlinear Schrödinger equation, when the nonlinearity can be
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ous work [8], where we introduced an appropriate representation of the solution and instead of the
operator J = x + it∂x we used the dilation operator x + 2t∂t∂−1x with ∂−1x =
∫ x
−∞ dx. The nonlinear
Schrödinger equation with cubic nonlinearities, containing at least one derivative was studied in pa-
per [22], where the large time asymptotics of solutions was found for small initial data u0 ∈ H3,4. The
special nonlinearity uu2x or uux
2 was considered in [28] and the global existence of small solutions
was shown by a different method from [22] and [11] under different conditions on the data from [11].
In paper [11] we improved the previous result of paper [22] by using a different method and esti-
mates in a natural function space H3,0 ∩ H2,1. The approach we used in [11] is much more simpler
and general than the previous ones in the case of nonlinear terms of the derivative types.
In paper [12] we showed the global existence and the large time asymptotic behavior of solu-
tions to the nonlinear Schrödinger equation (1.1) with nonlinear term u3 if the initial data u(1, x) =
u1 ∈ H1,0 ∩ H0,1 are small, and their Fourier transforms are such that sup|ξ |1|arg û1(ξ)|  Cε,
inf|ξ |1|û1(ξ)|  Cε, where and in what follows ε > 0 is a small constant depending on the size
of the initial function in a suitable norm. We applied in [12] a method similar to the normal forms
of Shatah [25], making a transformation of the cubic nonlinearity u3 to new trilinear operators with
symbols (1+ it(ξ2 +bη2 + cζ 2))−1, with b, c > 0. The fact that b and c are positive implies that these
trilinear operators have a better time-decay property. We thus obtained the large time asymptotics
of solutions which has an additional logarithmic time-decay in the short range region |x| √t and
quasi-linear in the far region |x|  √t .
The nonlinear Schrödinger equation (1.1) with the cubic nonlinearity λ1u3 + λ−1|u|2u + λ−2u3,
λ1, λ−1, λ−2 ∈ C, was studied in paper [13]. We assumed that there exists θ0 > 0 such that ReΛ(r)
C > 0 and r ImΛ(r) Cr2 for all |r| < θ0, where the function Λ(r) ≡ λ1e2ir − iλ−1
√
3e−2ir + λ−2e−4ir .
Also we supposed in [13] that the initial data u1(x) = u(1, t) are such that sup|ξ |1|arg û1(ξ)|  Cε,
inf|ξ |1|û1(ξ)|  Cε. Under these conditions we showed the asymptotics of small solutions. The
method was based on the following identity
∂ξ = iΥ (1− iΥ ξ)−1(−Î + 2t∂t)+ (1− iΥ ξ)−1∂ξ
with Î = −ξ∂ξ + 2t∂t . Here the parameter Υ > 0 has a time growth of order
√
t , so the terms
(1 − iΥ ξ)−1 appearing in this identity help us to obtain better time-decay properties of the solu-
tion. Unfortunately the application of this identity implies some derivative loss with respect to the
operator Î . Hence to prove the global existence of solutions we need to assume that the initial data
belong to some analytic function space.
In paper [14] we proved that if the initial data u1 = u(1, t) ∈ H2 ∩ H0,2 with a suﬃciently small
norm ‖u1‖H2 + ‖u1‖H0,2 = ε are such that
sup
|ξ |1
∣∣arg û1(ξ)∣∣<π min{1, 1
8ω
}
, inf|ξ |1
∣∣û1(ξ)∣∣ δ,
where ω = 1 − α > 0 and δ = ε 65 , then there exists a unique solution u ∈ C([0,∞);H2 ∩ H0,2) of the
Cauchy problem for the nonlinear Schrödinger equation and the asymptotics of solutions with cubic
nonlinearity uαu3−α with α ∈ [0,1).
In the present paper we consider all the types of cubic nonlinearities in Schrödinger equation,
combining gauge invariant term λ0|u|2u with nongauge invariant terms. If we restrict our attention
to odd initial data u0 then the solution is an odd function for all t > 0. This implies that the Fourier
transform û0 vanishes at the origin, and as a consequence the nonlinearity obtains better time-decay
properties similar to the case of the nonlinear Schrödinger equation with cubic nonlinearities, con-
taining at least one derivative. Note that the condition inf|ξ |1|û1(ξ)|  δ which was assumed in
papers [13,14] cannot be fulﬁlled for the odd solutions under the consideration in the present paper
since we have û1(0) = 0.
Before stating the main result we give some notations. We use the following factorization formu-
las for the free Schrödinger evolution group U(t)F−1 = M(t)DtV(t), and FU(−t) = iV(−t)E(−t)D 1 .t
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x
a ) and V(t) =
FM(t)F−1. Note that D 1
t
M(t) = E(t)D 1
t
. The direct Fourier transform φˆ(ξ) of the function φ(x) is
deﬁned by
Fφ = φˆ = 1√
2π
∫
R
e−ixξ φ(x)dx,
then the inverse Fourier transformation is given by
F−1φ = 1√
2π
∫
R
eixξ φ(ξ)dξ.
Denote the usual Lebesgue space Lp = {φ ∈ S′; ‖φ‖Lp < ∞}, where the norm ‖φ‖Lp = (
∫
R |φ(x)|p dx)1/p
if 1 p < ∞ and ‖φ‖L∞ = supx∈R |φ(x)| if p = ∞. Weighted Sobolev space is
Hm,k = {φ ∈ S′: ‖φ‖Hm,k ≡ ∥∥〈x〉k〈i∂〉mφ∥∥L2 < ∞},
where m,k ∈ R, 〈x〉 = √1+ x2. The usual Sobolev space is Hm = Hm,0, so the index 0 we usually omit
if it does not cause a confusion. Different positive constants we denote by the same letter C .
Our aim is to prove the following result.
Theorem 1. Let the initial data u0 ∈ H2 ∩ H0,2 be odd functions and the norm ‖u0‖H2 + ‖u0‖H0,2 be
suﬃciently small. Then there exists a unique global solution u of the Cauchy problem (1.1) such that
u ∈ C([0,∞);H2 ∩ H0,2). Moreover there exists a unique modiﬁed ﬁnal state W+ ∈ L2 ∩ L∞ such that the
following asymptotics for t → ∞ is valid
∥∥∥∥u(t)− 1√it W+
( ·
t
)
exp
(
ix2
2t
+ iλ0
∣∣∣∣W+( ·t
)∣∣∣∣2 log t)∥∥∥∥
L∞
+ t 14
∥∥∥∥u(t)− 1√it W+
( ·
t
)
exp
(
ix2
2t
+ iλ0
∣∣∣∣W+( ·t
)∣∣∣∣2 log t)∥∥∥∥
L2
 Cεt− 12−ν, (1.2)
where ν ∈ (0, 14 ).
In [16], for the ﬁnal data belonging to H2 ∩ H0,2 ∩ H˚−γ ,0, the modiﬁed wave operator was con-
structed, where H˚−γ ,0 is the homogeneous Sobolev space of negative order and γ > 12 . It is easy to
see that if φ ∈ H0,2 is an odd function, then φ ∈ H0,2 ∩ H˚−γ ,0 for γ < 1. Therefore our restrictions
on the initial data are stronger than that for the ﬁnal data in paper [16]. For the convenience of the
reader we now brieﬂy explain the main point of the proof. In the same way as in paper [20] we
change the variables u(t, x) = t− 12 Ev(t, ξ), E = e it2 ξ2 and ξ = xt in Eq. (1.1). As we know the esti-
mates of the norm ‖vξ‖L2 = ‖xU(−t)u‖L2 play the crucial role in obtaining the global existence and
large time asymptotics of solutions to nonlinear Schrödinger type equations, see [7–14,17,18,21], for
example. In order to ﬁnd the estimates of the norm ‖vξ‖L2 we use the transformation similar to the
normal forms of Shatah [25] introducing the operator
I(v) = vξ − 2tξ
1∑
k=−2,k =0
AkE
2kN (k)(v),
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Ak =
(
1+ (1+ 2k)itξ2)−1, N (k)(v) = λkv2+kv1−k for k = −2,−1,0,1.
Our proof also depends on the a priori estimate of FU(−t)u in L∞-norm. In order to get the desired
estimate we need to take into account the oscillating properties of the nonlinearity.
The Klein–Gordon equation is considered as the relativistic version of the Schrödinger equation
and solutions of the Klein–Gordon equation have the same time-decay property as those of the
Schrödinger equation. Therefore one can expect the similar results as ours are obtained in nonlin-
ear Klein–Gordon equations with cubic nonlinearities. Indeed nonlinear Klein–Gordon equations with
cubic nonlinearities were studied by many authors, and in particular, sharp time decay of solutions
was obtained by [3,5,15,26,27] and phase modiﬁcations were introduced in [3,15,27] to show global
asymptotics of solutions like ours. For time-decay estimate of solutions to the Klein–Gordon equations
in general dimensions which are applicable to nonlinear problems with supercritical nonlinearities
and space dimensions less than 3, one can see [1,4]. In the case of the Schrödinger equation in
general dimension we also have the time-decay estimate which is useful to the nonlinear problems
satisfying the self-conjugate property, see [8] for example. However we do not know there is a good
estimate which can be applied to general nonlinearities or not.
The rest of the paper is organized as follows. In Section 2 we give some preliminary estimates of
the solutions. Section 3 is devoted to the proof of Theorem 1.
2. Preliminaries
We rewrite our problem (1.1) in the form
iut + 1
2
uxx =
1∑
k=−2
N (k)(u), (2.1)
where N (k)(u) = λku2+ku1−k for k = −2,−1,0,1, and the coeﬃcients λ0 ∈ R and λ−1, λ1, λ2 ∈ C. First
we state the local existence result.
Theorem 2. Assume that the initial data u0 ∈ H2 ∩H0,2 and ‖u0‖H2 +‖u0‖H0,2 = ε˜0 is small. Then there exist
a time T = O (ε˜−
2
3
0 ) > 1 and a unique solution u ∈ C([0, T ];H2 ∩H0,2) of the Cauchy problem (2.1) satisfying
the estimate
sup
t∈[0,T ]
(∥∥u(t)∥∥H2 + ∥∥u(t)∥∥H0,2) ε˜ 130 .
Proof. Let us consider the linearized problem (2.1) such that
iut + 1
2
uxx =
1∑
k=−2
N (k)(v),
where ‖v‖H2 + ‖v‖H0,2  ε0 = ε˜
1
3
0 . Then the usual contraction mapping principle implies the result
since we have
‖u‖H2 + ‖u‖H0,2  CT
(
ε˜0 + ε30
)
 CTε30  ε0
if we take T = O (ε−20 ) = O (ε˜
− 23
0 ). 
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∥∥u(1)∥∥H2 + ∥∥u(1)∥∥H0,2  ε˜ 130 = ε0
and so we consider the problem for t  1. In the same way as in paper [20] we change the variables
u(t, x) = t− 12 Ev(t, ξ), E = e it2 ξ2 and ξ = xt in Eq. (2.1) to get⎧⎪⎨⎪⎩Lv =
1
t
1∑
k=−2
E2kN (k)(v), t  1, ξ ∈ R,
v(1, ξ) = v1(ξ), ξ ∈ R,
(2.2)
since FMU(−t)u = v , where
L = i∂t + 1
2t2
∂2ξ .
Let the initial datum v1(ξ) is an odd function, then v is an odd for all t > 0. Deﬁne the norms
‖v‖ZT = sup
t∈[1,T ]
∥∥v(t)∥∥L∞
and
‖v‖YT = sup
t∈[1,T ]
(
t−γ
∥∥I(v)∥∥L2 + t− 12−γ ∥∥∂ξI(v)∥∥L2),
where
I(v) = vξ − 2tξ
1∑
k=−2,k =0
AkE
2kN (k)(v).
Denote B ≡ 〈√tξ〉−1. First we prove some auxiliary estimates.
Lemma 1. Let v ∈ H2 be an odd function such that
‖v‖YT + ‖v‖ZT  Cε,
with some γ > 0 and small ε > 0. Then the estimates are true
t
1
2−γ
∥∥B2v∥∥L2 + t 12− 32 γ ‖Bv‖L2 + t 14−γ ‖Bv‖L∞  Cε,
t−
3
2 γ ‖vξ‖L2 + t−γ
∥∥Bγ vξ∥∥L2 + t−γ− 14 ‖vξ‖L∞  Cε
and
t−
1
2− 32 γ ‖Bvξξ‖L2 + t−
1
2−γ
∥∥B2vξξ∥∥L2  Cε
for all t ∈ [1, T ].
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y = v +
1∑
k=−2,k =0
i
k
E2k AkN (k)(v).
Note that
yξ = I(v)+
1∑
k=−2,k =0
i
k
E2k∂ξ
(
AkN (k)
)
.
Since |Ak| C B2 and
√
t|ξ |B  C , we have the estimate
|yξ |
∣∣I(v)∣∣+ Cε2√tB3|v| + Cε2B2|vξ |.
By the deﬁnition of I(v)
|vξ |
∣∣I(v)∣∣+ Cε2√tB|v|. (2.3)
Therefore we have
|yξ |
∣∣I(v)∣∣+ Cε2√tB3|v| + Cε2B2(∣∣I(v)∣∣+ Cε2√tB|v|)

(
1+ Cε2B2)∣∣I(v)∣∣+ Cε2√tB3|v|. (2.4)
Since y is an odd function in ξ we can write the estimate
∣∣y(ξ)∣∣= ∣∣y(ξ)− y(0)∣∣= ∣∣∣∣∣
ξ∫
0
yξ (s)ds
∣∣∣∣∣ C‖yξ‖Lp |ξ |1− 1p
from which with (2.4) we get
|y| C√|ξ |‖yξ‖L2  C√|ξ |(∥∥I(v)∥∥L2 + ε2√t∥∥B3v∥∥L2)
 Cε
√|ξ |(tγ + ε√t∥∥B3v∥∥L2).
Then applying the inequality |v| |y| + Cε2B2|v| and using the above estimate we obtain for δ > 1
∥∥Bδv∥∥L2  Cε2∥∥B2+δv∥∥L2 + Cε∥∥Bδ√|ξ |∥∥L2(tγ + ε√t∥∥B3v∥∥L2)
 Cε2
∥∥Bδv∥∥L2 + Cε(tγ− 12 + ε∥∥B3v∥∥L2),
since
∥∥Bδ√|ξ |∥∥2L2 = ∫ |ξ |〈√tξ〉−2δ dξ = t−1 ∫ |η|〈η〉−2δ dη Ct−1.
Thus we get the estimate
∥∥Bδv∥∥ 2  Cεtγ− 12L
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∥∥Bβ v∥∥L∞  Cε2∥∥Bβ+2v∥∥L∞ + Cε∥∥Bβ√|ξ |∥∥L∞(tγ + ε√t∥∥B3v∥∥L2)
 Cε2
∥∥Bβ v∥∥L∞ + Cεt− 14+γ
for β  12 . This implies the estimate ∥∥Bβ v∥∥L∞  Cεt− 14+γ
for β  12 . For any α ∈ [0,1] we also can write
|y| Cε|ξ | α2 tγα
since
|y| Cε√|ξ |tγ , |y| Cε,
then for any β > α+12 we ﬁnd from the inequality |v| |y| + Cε2B2|v|∥∥Bβ v∥∥L2  Cε2∥∥B2+β v∥∥L2 + Cεtγα∥∥Bβ |ξ | α2 ∥∥L2
 Cε3tγ− 12 + Cεtγα− α+14 .
We choose α+12 = β − γ , then ∥∥Bβ v∥∥L2  Cεmax{tγ− 12 , t 32 γ− β2 }
for 12  β , 0< γ . Therefore we have
‖Bv‖L2  Cεt
3
2 γ− 12 ,
∥∥B2v∥∥L2  Cεtγ− 12 .
Next by estimate (2.3) and by the Sobolev imbedding inequality we have
‖vξ‖L∞ 
∥∥I(v)∥∥L∞ + Cε2√t‖Bv‖L∞
 C
∥∥I(v)∥∥ 12
L2
∥∥∂ξI(v)∥∥ 12L2 + Cε2√t‖Bv‖L∞  Cεtγ+ 14
and similarly
∥∥Bγ vξ∥∥L2  C∥∥I(v)∥∥L2 + Cε2√t∥∥B1+γ v∥∥L2  Cεtγ ,
‖vξ‖L2  C
∥∥I(v)∥∥L2 + Cε2√t‖Bv‖L2  Cεt 32 γ .
Finally by estimate
|vξξ |
∣∣∂ξI(v)∣∣+ Cε2t|v| + C√tB|v|2|vξ |
we obtain for
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∥∥∂ξI(v)∥∥L2 + Cε2t‖Bv‖L2 + C√t‖Bv‖2L∞‖vξ‖L2
 Cεt 12+γ + Cεt 12+ 32 γ + Cε3t 72 γ
and
‖Bvξξ‖L2  Cεt
1
2+γ + Cε2t∥∥B2v∥∥L2 + C√t‖Bv‖2L∞‖vξ‖L2
 Cεt 12+γ + Cεt 12+γ + Cε3t 72 γ .
Lemma 1 is proved. 
We next prove the following result.
Lemma 2. Let v1 ∈ H2 be an odd function, and ‖v1‖H2  ε0 , where ε0 > 0 is suﬃciently small. Then the
solutions v ∈ C([1, T ];H2) of (2.2) satisfy the estimate
‖v‖YT < ε,
where ε = ε
1
3
0 .
Proof. By Theorem 2, we can assume that
‖v‖YT + ‖v‖ZT  Cε.
Note that from this estimate we have Lemma 1. We prove estimate of the lemma by the contradiction.
We assume that there exists a maximal time T˜ ∈ (1, T ] such that
‖v‖YT˜  ε. (2.5)
Differentiating (2.2) with respect to ξ we get
Lvξ =
1∑
k=−2
2ikξ E2kN (k) + 1
t
1∑
k=−2
E2k
(N (k)v vξ + N (k)v vξ ), (2.6)
where L = i∂t + 12t2 ∂2ξ . By a direct calculation we have
L(E2kφk)= E2k( ikt Ak φk + 2ikt−1ξ∂ξφk + Lφk
)
(2.7)
with Ak = (1+ (1+ 2k)itξ2)−1. Then we get from (2.6)
L
(
vξ +
1∑
k=−2,k =0
E2kφk
)
=
1∑
k=−2,k =0
ik
t Ak
E2k
(
2tξ AkN (k) + φk
)
+ 1
t
1∑
k=−2
E2k
(N (k)v vξ + N (k)v vξ + 2iξk∂ξφk)
+
1∑
k=−2,k =0
E2kLφk. (2.8)
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By the identities L(ψχ) = χLψ + 1
t2
ψξχξ +ψLχ , Lψ = −Lψ + 1t2 ψξξ and
LN (k) = N (k)v Lv − N (k)v Lv +
1
2t2
(N (k)vv v2ξ + 2N (k)vv |vξ |2 + N (k)vv (vξ )2)+ 1t2 N (k)v vξξ ,
in view of Eq. (2.2) we obtain
Lφk = −2N (k)L(tξ Ak)− 2t ∂ξ (ξ Ak)
(N (k)v vξ + N (k)v vξ )
− 1
t
ξ Ak
(N (k)vv v2ξ + 2N (k)vv |vξ |2 + N (k)vv (vξ )2)− 2t ξ AkN (k)v vξξ
− 2ξ Ak
1∑
l=−2
(
E2lN (k)v N (l) − E−2lN (k)v N (l)
)
. (2.9)
Therefore we get from (2.8) for the new dependent variable g ≡ I(v) = vξ −2tξ∑1k=−2,k =0 AkE2kN (k)
Lg = −2
t
1∑
k=−2,k =0
E2kξ AkN (k)v vξξ
− 1
t
1∑
k=−2,k =0
E2kξ Ak
(N (k)vv v2ξ + 2N (k)vv |vξ |2 + N (k)vv (vξ )2)
+
1∑
k=−2
E2k
(
t−1bk
(N (k)v vξ + N (k)v vξ )+ akN (k))
− 2
1∑
k=−2,k =0
1∑
l=−2
ξ Ak
(
E2k+2lN (k)v N (l) − E2k−2lN (k)v N (l)
)
,
where ak = −4ikξ(ξ Ak)ξ − 2L(tξ Ak), bk = 1 − 4iktξ2Ak − 2(ξ Ak)ξ for k = −2,−1,1, and a0 = 0,
b0 = 1. Note that bk = 1−2k1+2k + fk , fk = 4k1+2k Ak − 2(ξ Ak)ξ . Thus we obtain
Lg = −2
t
1∑
k=−2,k =0
E2kξ AkN (k)v gξ + R1 + R2 + R3, (2.10)
where R1 =∑1k=−2 E2kt−1bk(N (k)v g + N (k)v g),
R2 = −1
t
1∑
k=−2,k =0
ξ AkE
2k(N (k)vv v2ξ + 2N (k)vv |vξ |2 + N (k)vv (vξ )2)
− 4
1∑
k=−2,k =0
1∑
l=−2, l =0
ξ2Ak Al E
2k−2lN (k)v
(N (l)v vξ + N (l)v vξ )
and
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1∑
k=−2,k =0
E2kakN (k) + 2
1∑
l=−2
1∑
k=−2,k =0
ξ AkE
2l+2k(blN (l)v N (k) − N (k)v N (l))
+ 2
1∑
l=−2
1∑
k=−2,k =0
(
ξbl AkE
2k−2lN (k)v N (l) + ξbl AkE2l−2kN (l)v N (k)
)
.
We can write
R3 =
3∑
k=−4
E2kΨk,
where
Ψm = χm[−2,1]amN (m) + χm[−4,2]
∑
k=−2,−1,1,m−1km+2
2ξ Ak
(
bm−kN (m−k)v N (k) − N (k)v N (m−k)
)
+ 2ξχm[−3,3]
( ∑
k=−2,−1,1,m−2km+1
bk−mAkN (k)v N (k−m)
+
∑
k=−2,−1,1,−m−2k−m+1
bk+mAkN (k+m)v N (k)
)
,
for m = 0, where the step-function χm[α,β] = 1 if α m β and χm[α,β] = 0 otherwise. Note also that
Ψ0 = 2ξ
∑
k=−1,1
Ak
(
b−kN (−k)v N (k) − N (k)v N (−k)
)+ 2ξ 1∑
k=−2,k =0
(bk Ak + bk Ak)N (k)v N (k)
which in view of the identity N (−1)N (1)v = 3N (1)N (−1)v can be written as
Ψ0 = −2ξ(8A1A−1 − f−1A1 − 3 f1A−1)N (1)N (−1)v
+ 2ξ
1∑
k=−2,k =0
(
1− 2k
1+ 2k2Ak Ak + fk Ak + fk Ak
)
N (k)v N (k). (2.11)
Thus we have the equation
Lg = −2
t
1∑
k=−2,k =0
E2kξ AkN (k)v gξ + R1 + R2 +
3∑
k=−4
E2kΨk. (2.12)
To estimate the L2-norm of g we apply the energy method
d
dt
‖g‖2L2 = −4t−1 Re
1∑
k=−2,k =0
∫
R
E2kξ AkN kv ggξ dξ + 2Re
∫
R
gR1 dξ
+ 2Re
∫
gR2 dξ + 2Re
3∑
k=−4
∫
E2k gΨk dξ. (2.13)R R
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2
∣∣∣∣∫
R
E2kξ AkN kv ggξ dξ
∣∣∣∣= ∣∣∣∣∫
R
g2∂ξ
(
ξ AkE
2kN kv
)
dξ
∣∣∣∣
 Cε2‖g‖2L2 + Cεt−
1
2 ‖g‖L∞‖g‖2L2 . (2.14)
Next we estimate ∣∣∣∣∫
R
gR1 dξ
∣∣∣∣ Cε2t−1‖g‖2L2 . (2.15)
Using the estimate
|vξ | |g| + Cε2
√
tB|v|
by (2.5) and estimates of Lemma 1 we obtain∣∣∣∣∫
R
gR2 dξ
∣∣∣∣ Cεt− 32 ‖g‖L2∥∥B|vξ |2∥∥L2 + Cε4t−1‖g‖L2∥∥B2vξ∥∥L2
 Cε3t−1‖g‖2L2 + Cεt−
3
2 ‖g‖L∞‖g‖2L2 + Cε3tγ−1‖g‖L2 . (2.16)
Now we consider the last term. By (2.11) for the case m = 0 we ﬁnd∣∣∣∣∫
R
gΨ0 dξ
∣∣∣∣ Cε4t− 12 ‖g‖L2∥∥B3v∥∥L2  Cε5tγ−1‖g‖L2 .
And ﬁnally for the case m = 0 integrating by parts via the identity
E2m = Am− 12 ∂ξ
(
ξ E2m
)
,
where Am− 12 = (1+ 2imtξ
2)−1, we get via estimates of Lemma 1
∣∣∣∣∫
R
gE2mΨm dξ
∣∣∣∣= ∣∣∣∣∫
R
E2mξ∂ξ (Am− 12 gΨm)dξ
∣∣∣∣
 Cε2t−1‖gξ‖L2
∥∥B2v∥∥L2 + Cε4t− 12 ‖g‖L2∥∥B3v∥∥L2 + Cε2t−1‖g‖2L2
 Cε2tγ− 32 ‖gξ‖L2 + Cε2tγ−1‖g‖L2 + Cε2t−1‖g‖2L2 . (2.17)
Collecting estimates (2.14)–(2.17) into (2.13) yields
d
dt
‖g‖2L2 = Cε2t−1‖g‖2L2 + Cεt−
3
2 ‖g‖L∞‖g‖2L2 + Cε2tγ−
3
2 ‖gξ‖L2 .
Hence integrating with respect to time yields
‖g‖L2  ε0 + Cε2tγ
with some γ ∈ (0, 14 ).
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Lgξ = 2itξ
3∑
k=−4,k =0
E2kk(Ψk +Φk)− 2t
1∑
k=−2,k =0
E2kξ AkN (k)v gξξ + R4, (2.18)
where we denote
Φk = t−1χk[−2,1]bk
(N (k)v g + N (k)v g)
and
R4 = −2
t
1∑
k=−2,k =0
gξ ∂ξ
(
E2kξ AkN (k)v
)+ 3∑
k=−4
E2k∂ξ (Ψk +Φk)+ ∂ξR2.
To eliminate the ﬁrst term in the right-hand side of (2.18) we again use identity (2.7) with φk =
−2t2ξ Ak(Ψk +Φk)
L(E2kφk)= E2k( ikt Ak φk + 2ikt−1ξ∂ξφk + Lφk
)
.
Then for the new function
h = gξ − 2t2ξ
3∑
k=−4,k =0
AkE
2k(Ψk +Φk)
we obtain form (2.18)
Lh = −2
t
1∑
k=−2,k =0
E2kξ AkN (k)v gξξ + R4 + R5
− 2
3∑
k=−4,k =0
E2kL(t2ξ Ak(Ψk +Φk)), (2.19)
where
R5 = −4it
3∑
k=−4
E2kkξ(ξ Ak)ξ (Ψk +Φk)− 4i
3∑
k=−4
E2kktξ2Ak∂ξ (Ψk +Φk).
Now we transform the last term in (2.19) by the identity
L(t2ξ Ak(Ψk +Φk))= t2ξ AkLΨk + t2ξ AkLΦk + (ξ Ak)ξ ∂ξ (Ψk +Φk)+ (Ψk +Φk)L(t2ξ Ak)
denoting a˜k = −4itkξ(ξ Ak)ξ −2L(t2ξ Ak) and bk = 1−4iktξ2Ak −2(ξ Ak)ξ for k = 0 and a˜0 = 0, b0 = 1
we obtain
Lh = −2t−1
1∑
k=−2,k =0
E2kξ Ak(1+ bk)N (k)v hξ + R4 + R5 + R6, (2.20)
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R6 = −2
3∑
k=−4
E2k(Ψk +Φk)L
(
t2ξ Ak
)− 2 3∑
k=−4
E2k(ξ Ak)ξ ∂ξ (Ψk +Φk)
− 4t
1∑
k=−2,k =0
3∑
l=−4, l =0
E2kξ Ak(1+ bk)N (k)v
(
E−2lξ Al(Ψl +Φl)
)
ξ
− 2
3∑
k=−4,k =0
E2kt2ξ AkLΨk − 2
1∑
k=−2,k =0
E2ktξ Ak
(
bkN (k)v Lg − bkN (k)v Lg
)
− 2
1∑
k=−2,k =0
E2ktξ Ak
(
gL(bkN (k)v )+ gL(bkN (k)v )+ t−2gξ (bkN (k)v )ξ + t−2gξ (bkN (k)v )ξ ).
By Lemma 1 we have ‖vξ‖L∞  Cεtγ+ 14 , ‖vξ‖L2  Cεt
3
2 γ , ‖Bγ vξ‖L2  Cεtγ , ‖Bvξξ‖L2  Cεt
1
2+ 32 γ
and ‖B2vξξ‖L2  Cεt
1
2+γ . Therefore
‖∂ξR2‖L2  Cεt−1
(‖vξ‖L∞‖vξ‖L2 + εt 12 ‖Bvξ‖L2 + ε∥∥B2vξξ∥∥L2)
+ Ct− 32 (‖vξ‖2L∞‖Bvξ‖L2 + ε‖vξ‖L∞‖Bvξξ‖L2)
 Cε3t− 12+γ .
Also we have
‖BΦk‖L2  Cε2t−1‖g‖L2  Cε3t−1+γ ,
‖∂ξΦk‖L2  Cε2t−1‖gξ‖L2 + Cε2t−
1
2 ‖g‖L2 + Cεt−1‖vξ‖L∞‖g‖L2  Cε3t−
1
2+γ ,
‖BΨk‖L2  Cε2t−
1
2
∥∥B2v∥∥L2  Cε3t−1+γ
and
‖∂ξΨk‖L2  Cε2
∥∥B2v∥∥L2 + Cε2t− 12 ‖Bvξ‖L2  Cε3t− 12+γ .
Therefore we have
‖R4‖L2  Cε2t−1‖gξ‖L2 + Cεt−
3
2 ‖vξ‖L∞‖gξ‖L2 + C
3∑
k=−4
(‖∂ξΦk‖L2 + ‖∂ξΨk‖L2)+ ‖∂ξR2‖L2
 Cε3t− 12+γ ,
‖R5‖L2  C
3∑
k=−4
(√
t‖BΦk‖L2 +
√
t‖BΨk‖L2 + ‖∂ξΦk‖L2 + ‖∂ξΨk‖L2
)
 Cε3t− 12+γ
and ﬁnally
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3∑
k=−4
(√
t‖BΦk‖L2 +
√
t‖BΨk‖L2 + ‖∂ξΦk‖L2 + ‖∂ξΨk‖L2
)
+ Cε2∥∥B2v∥∥L2 + Cε2t−1∥∥B2vξξ∥∥L2 + Cεt−1‖vξ‖L∞‖Bvξ‖L2
+ Cε2t− 12 ‖Bvξ‖L2 + Cε2t−1‖gξ‖L2 + Cεt−
3
2 ‖vξ‖L∞‖gξ‖L2
+ Cεt− 12 ‖Bv‖L∞‖g‖L2 + Cεt−1‖vξ‖L∞‖g‖L2
+ Cεt− 32 ‖vξ‖2L∞‖g‖L2 + Cεt−
3
2 ‖g‖L∞‖Bvξξ‖L2  Cε3t−
1
2+γ .
Then to estimate the L2-norm of h we apply the energy method to (2.20) and integrate by parts with
respect to ξ to avoid the derivative loss
d
dt
‖h‖2L2  Ct−1
1∑
k=−2,k =0
∣∣∣∣∫
R
E2kξ Ak(1+ bk)N kv hξhdξ
∣∣∣∣+ Cε3t− 12+γ ‖h‖L2
 Cεt−1‖h‖2L2 + Cε4t2γ .
Hence integrating in time we obtain
‖h‖L2  ε0 + Cε2t
1
2+γ
for all t ∈ [1, T˜ ]. Therefore
‖gξ‖L2  ‖h‖L2 + Ct
3
2
3∑
k=−4
(‖BΦk‖L2 + ‖BΨk‖L2)< ε0 + Cε2t 12+γ
for all t ∈ [1, T˜ ]. Thus we have ‖v‖YT˜ < ε. This contradiction proves the estimate of the lemma.
Lemma 2 is proved. 
We deﬁne the evolution operator
V(t)φ = FM(t)F−1φ =
√
it√
2π
∫
R
e−
it
2 (ξ−η)2φ(η)dη,
then V(−t)Lv = i∂t(V(−t)v). Note that ‖V(t)φ‖L2 = ‖φ‖L2 and the estimates are valid ‖V(t)φ‖L∞ 
C
√
t‖φ‖L1 ,
∥∥(V(t)− 1)φ∥∥L2 = ∥∥(e iξ22t − 1)φˆ∥∥L2  Ct− 12 ‖φξ‖L2 (2.21)
and
∥∥(V(t)− 1)φ∥∥L∞  C∥∥∂ξ (V(t)− 1)φ∥∥ 12L2∥∥(V(t)− 1)φ∥∥ 12L2
 Ct− 14 ‖φξ‖L2 . (2.22)
In the next lemma we obtain the asymptotic representation for the nonlinear term.
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‖v‖YT + ‖v‖ZT  Cε,
with some γ > 0 and small ε > 0. Then the following representation is true
V(−t)(Eβ vαv3−α)= E β √iDϕαϕ3−α + R0(t),
where ϕ(t) = V(−t)v(t), β = 2− 2α,  = 3− 2α and R0 satisﬁes the estimates
‖R0‖L∞  Cε3t 32 γ− 14 , ‖R0‖L2  Cε3t
3
2 γ− 34 .
Proof. It is easy to compute for all β ∈ R, β = −1
V(−t)(Eβφ)=√ it
2π
∫
R
e
it
2 (ξ−η)2+ it2 βη2φ(η)dη
=
√
t
2π i
E
β

∫
R
e
it
2 (
ξ
 −ζ )2φ(ζ )dζ = √iE β DV(t)φ, (2.23)
where  = 1+ β and Dφ(ξ) = 1√
i
φ(
ξ
 ). By (2.23) we ﬁnd
V(−t)(Eβ vαv3−α)= E β √iDV(t)vαv3−α
= E β √iDϕαϕ3−α + R0,
with β = 2− 2α,  = 3− 2α,R0 = R7 + R8, where
R7 = E
β

√
iD
(V(t)− 1)vαv3−α
and
R8 = E
β

√
iD
(
vαv3−α − ϕαϕ3−α).
By Lemma 1 we have the estimates ‖vξ‖L2  Cεt
3
2 γ . Therefore by (2.22) we ﬁnd
‖R7‖L∞  Ct− 14
∥∥∂ξ (vαv3−α)∥∥L2  Cε2t− 14 ‖vξ‖L2  Cε3t 32 γ− 14
and
‖R8‖L∞  C
∥∥vαv3−α − ϕαϕ3−α∥∥L∞  Cε2∥∥(V(−t)− 1)v(t)∥∥L2
 Cε2t− 14 ‖vξ‖L2  Cε3t
3
2 γ− 14
from which we get
‖R0‖L∞  Cε3t 32 γ− 14 .
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‖R0‖L2  Cε3t
3
2 γ− 34 .
Therefore we obtain the result of the lemma. Lemma 3 is proved. 
In the next lemma we obtain the estimates of the function ϕ(t) = FU(−t)u(t) = V(−t)v(t) in the
norm ZT .
Lemma 4. Let v1 ∈ H2 be an odd function, and ‖v1‖H2  ε0 , where ε0 > 0 is suﬃciently small. Then the
solutions v ∈ C([1, T ];H2) of (2.2) satisfy the estimate
‖v‖ZT < ε,
where ε = ε
1
3
0 .
Proof. We prove estimate of the lemma by the contradiction. We assume that there exists a maximal
time T˜ ∈ (1, T ] such that
‖v‖ZT˜  ε. (2.24)
Then in view of (2.24) via Lemma 3 we can write Eq. (2.2) in the form
iϕt = t−1
1∑
k=−2
λk E
ωk
√
iD1+2kϕ1−kϕ2+k + R˜0(t),
where ϕ(t) = V(−t)v(t), ωk = 2k1+2k and
‖R˜0‖L∞  Cε3t 32 γ− 54 , ‖R˜0‖L2  Cε3t
3
2 γ− 32 .
Using the oscillating factor E
2k
1+2k we write the identity Eωk = Aωk∂t(tEωk ) with Aωk = (1+ iωktξ2)−1.
Then
i∂t
(
ϕ −
1∑
k=−2,k =0
Aωk E
ωkλk
√
iD1+2kϕ1−kϕ2+k
)
= t−1λ0|ϕ|2ϕ + R9 + R˜0,
where
R9 = t−1
1∑
k=−2,k =0
Aωk E
ωkλk
√
iD1+2kϕ1−kϕk+2 +
1∑
k=−2
ωkξ
2A2ωk E
ωkλk
√
iD1+2kϕ1−kϕk+2.
Denote
z = ϕ −
1∑
k=−2,k =0
Aωk E
ωkλk
√
iD1+2kϕ1−kϕ2+k
then we have
izt = t−1λ0|z|2z + R9 + R10 + R˜0, (2.25)
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R10 = t−1λ0
(|ϕ|2ϕ − |z|2z).
By Lemma 1 we ﬁnd
‖R9 + R10‖L∞  Ct−1‖ϕ‖2L∞‖Bϕ‖L∞ + Ct−1
(‖ϕ‖2L∞ + ‖z − ϕ‖2L∞)‖z − ϕ‖L∞
 Ct−1
(‖v‖2L∞ + ‖ϕ − v‖2L∞)(‖Bv‖L∞ + ‖ϕ − v‖L∞)
+ Ct−1(‖v‖2L∞ + ‖ϕ − v‖2L∞ + ‖Bv‖2L∞)(‖Bv‖L∞ + ‖ϕ − v‖L∞)
 Cε2t−1‖Bv‖L∞ + Cε2t−1‖ϕ − v‖L∞  Cε3t 32 γ− 54
since ‖ϕ − v‖L∞  Ct− 14 ‖vξ‖L2  Cεt−
1
4+ 32 γ and ‖Bv‖L∞  Cεt− 14+γ . Similarly, we get
‖R9 + R10‖L2  Cε3t
3
2 γ− 32 .
To exclude the ﬁrst summand in the right-hand side of (2.25) we make a change
z = ψ exp(iλ0
∫ t
1
dτ
τ |z|2)
iψt = exp
(
−iλ0
t∫
1
dτ
τ
|z|2
)
(R9 + R10 + R˜0) ≡ R11, (2.26)
where
‖R11‖L∞  Cε3t 32 γ− 54 , ‖R11‖L2  Cε3t
3
2 γ− 32 , (2.27)
then integrating in time we see that ‖ψ(t)‖L∞  ε0 + Cε3 for all t  1. Therefore from the identity
v = v − ϕ + ϕ − z + z, we get
‖v‖L∞  ‖ψ‖L∞ + ‖z − ϕ‖L∞ +
∥∥(1− V(−t))v∥∥L∞
 ε0 + Cε3 + Cεt 32 γ− 14 < ε.
Thus we have ‖v‖ZT˜ < ε. This contradiction proves the estimate of the lemma. Lemma 4 is proved. 
3. Proof of Theorem 1
By Lemma 2 a priori estimate of ‖v‖YT is shown. On the other hand Lemma 4 states the a priori
estimate of ‖v‖ZT . It is easy to see that supt∈[1,T ] ‖v(t)‖H0,2 = supt∈[1,T ] ‖u(t)‖H2  ε since by Lem-
mas 2 and 4 we have the estimate∥∥u(t)∥∥L∞  Ct− 12 ∥∥FMU(−t)u(t)∥∥L∞  Ct− 12 (‖v‖L∞ + t− 14+γ ‖vξ‖L2).
Therefore the global existence of solution u ∈ C([1,∞);H2 ∩ H0,2) of the Cauchy problem (2.2) satis-
fying a priori estimate
‖v‖Y∞ + ‖v‖Z∞ + sup
t∈[1,∞)
∥∥v(t)∥∥H0,2  3ε
follows by a standard continuation argument from Lemmas 2, 4 and the local existence Theorem 2.
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lem (1.1). By (2.26) for the new dependent variable ψ = z exp(−iλ0
∫ t
1 |z(τ )|2 dττ ), where
z = ϕ −
1∑
k=−2,k =0
Aωk E
ωkλk
√
iD1+2kϕ1−kϕ2+k
and ϕ(t) = V(−t)v(t) = FU(−t)u(t), we get
iψt = R11, (3.1)
where R11 satisﬁes the estimates (2.27). Integrating (3.1) in time, we obtain
∥∥ψ(t)−ψ(s)∥∥L∞  Cε3
t∫
s
τ
3
2 γ− 54 dτ  Cε3s−ν,
∥∥ψ(t)−ψ(s)∥∥L2  Cε3
t∫
s
τ
3
2 γ− 32 dτ  Cε3s− 14−ν,
for any t > s > 0, where ν ∈ (0, 14 ). Therefore there exists a unique ﬁnal state ψ+ ∈ L2 ∩ L∞ such that∥∥ψ(t)−ψ+∥∥L∞ + t 14 ∥∥ψ(t)−ψ+∥∥L2  Cε3t−ν (3.2)
for all t > 0. Since λ0 ∈ R we write the identity
t∫
1
∣∣z(τ )∣∣2 dτ
τ
=
t∫
1
∣∣ψ(τ )∣∣2 dτ
τ
= |ψ+|2 log t +Φ(t). (3.3)
We study the asymptotics in time of the remainder term Φ(t). We have
Φ(t)−Φ(s) =
t∫
s
(∣∣ψ(τ )∣∣2 − ∣∣ψ(t)∣∣2)dτ
τ
+ (∣∣ψ(t)∣∣2 − |ψ+|2) log t
s
.
By (3.2) we obtain
∥∥Φ(t)−Φ(s)∥∥L∞  Cε3s−ν, ∥∥Φ(t)−Φ(s)∥∥L2  Cε3s− 14−ν
for any t > s > 0, with some ν ∈ (0, 14 ). Hence there exists a unique real-valued function Φ+ ∈ L2 ∩L∞
such that ∥∥Φ(t)−Φ+∥∥L∞ + t 14 ∥∥Φ(t)−Φ+∥∥L2  Cε3t−ν (3.4)
for all t > 0. Representation (3.3) and estimate (3.4) yield
∥∥∥∥∥exp
(
iλ0
t∫ ∣∣z(τ )∣∣2 dτ
τ
)
− exp(iλ0(|ψ+|2 log t +Φ+))
∥∥∥∥∥
L∞
 Cε3t−ν1
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∥∥∥∥∥ϕ −ψ exp
(
iλ0
t∫
1
∣∣z(τ )∣∣2 dτ
τ
)∥∥∥∥∥
L∞
= ‖ϕ − z‖L∞  Cε3t−ν,
∥∥∥∥∥ψ exp
(
iλ0
t∫
1
∣∣z(τ )∣∣2 dτ
τ
)
−ψ+ exp
(
iλ0
(|ψ+|2 log t +Φ+))
∥∥∥∥∥
L∞
 Cε3t−ν .
Therefore ∥∥ϕ − W+ exp(iλ0|W+|2 log t)∥∥L∞  Cε3t−ν
with W+ = ψ+ exp(iλ0Φ+). Similarly,∥∥ϕ − W+ exp(iλ0|W+|2 log t)∥∥L2  Cε3t− 14−ν .
Using the factorization of U(t) we have
u(t) = M(t)D(t)v(t) = M(t)D(t)ϕ(t)+ M(t)D(t)(V(t)− 1)ϕ(t)
from which it follows that
∥∥u(t)− M(t)D(t)(W+ exp(iλ0|W+|2 log t))∥∥L∞

∥∥u(t)− M(t)D(t)ϕ(t)∥∥L∞ + ∥∥M(t)D(t)(ϕ(t)− (W+ exp(iλ0|W+|2 log t)))∥∥L∞
 Ct− 12
∥∥(V(t)− 1)ϕ∥∥L∞ + Ct− 12 ∥∥ϕ − (W+ exp(iλ0|W+|2 log t))∥∥L∞
 Cεt− 12−ν
and ∥∥u(t)− M(t)D(t)(W+ exp(iλ0|W+|2 log t))∥∥L2  Cεt− 34−ν .
This completes the proof of asymptotics (1.2). Theorem 1 is proved.
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