[1] Simple mathematical models often allow an intuitive grasp of the function of physical systems. We develop a mathematical framework to investigate reactive or dissipative transport processes within karst conduits. Specifically, we note that for processes that occur within a characteristic timescale, advection along the conduit produces a characteristic process length scale. We calculate characteristic length scales for the propagation of thermal and electrical conductivity signals along karst conduits. These process lengths provide a quantitative connection between karst conduit geometry and the signals observed at a karst spring. We show that water input from the porous/fractured matrix is also characterized by a length scale and derive an approximation that accounts for the influence of matrix flow on the transmission of signals through the aquifer. The single conduit model is then extended to account for conduits with changing geometries and conduit flow networks, demonstrating how these concepts can be applied in more realistic conduit geometries. We introduce a recharge density function, f R , which determines the capability of an aquifer to damp a given signal, and cast previous explanations of spring variability within this framework. Process lengths are a general feature of karst conduits and surface streams, and we conclude with a discussion of other potential applications of this conceptual and mathematical framework.
Introduction
[2] Analytical models provide a powerful tool in the development of a quantitative conceptual framework for complex geological processes and systems. Many such models allow the calculation of dimensionless numbers or characteristic scales that can be used to describe physical systems or quantify the relative importance of processes. In the age of ever-increasing computational power, simple models still play a crucial role. In particular, they aid in intuitive understanding of physical systems and can be used to both guide and interpret computer simulations. Additionally, for many Earth systems, sufficient data are not available to constrain inputs for simulations, and simple models can provide an efficient means to estimate system parameters [e.g., Lindstrom and Boersma, 1989] .
[3] Despite the potential usefulness of analytical models, much of the previous work on karst aquifers has focused on descriptive conceptual models and characterization schemes [White, 1999, and references therein] , time series analysis of spring data [e.g., Dreiss, 1989; Padilla, 1995; Labat et al., 2000a Labat et al., , 2000b Massei et al., 2006] , parameterized reservoir models [e.g., Rimmer and Salingar, 2006; Fleury et al., 2007; Geyer et al., 2008] , or process-based simulations [Dreybrodt et al., 2005; Birk et al., 2006; Kaufmann, 2009] . Less work has been done to develop a physically based theoretical framework for the understanding of processes occurring in karst, particularly on the basin scale [Covington et al., 2011a] . Here, we derive a mathematical framework for the characteristic process length scales in karst conduits and use this framework to study a number of processes that occur along karst flow paths. This provides a potential bridge between the conceptual and statistical work on one hand and the process-based simulations on the other. We note that such length scales are a very general feature of karst aquifers and are potentially applicable in a wide variety of studies.
[4] The majority of previous work on process length scales in karst conduits concerns the penetration length of calciteundersaturated water into incipient conduits in carbonate aquifers. Studies applying the observed linear kinetic rates of calcite dissolution initially presented a puzzle, as there appeared to be no mechanism by which calcite-undersaturated water could penetrate deep enough into a carbonate aquifer to enlarge conduits by mineral dissolution over observed scales [Weyl, 1958; Palmer, 1984] . This puzzle was resolved when it was discovered that natural calcite exhibits nonlinear dissolution kinetics as the solution approaches saturation, greatly extending penetration lengths [Berner and Morse, 1974; Wigley and Plummer, 1976; Plummer et al., 1978; Dreybrodt, 1990; Palmer, 1991; Svensson and Dreybrodt, 1992] , though recent work has also suggested that non-linear kinetics may not be necessary due to instabilities in 2D fracture flow fields [Szymczak and Ladd, 2011] .
[5] Characteristic process length scales have numerous other possible applications in the study of karst. Karst aquifers are known for their potential for rapid temporal and spatial changes in water chemistry, temperature, and other advected quantities [Ashton, 1966; Hess and White, 1988; White, 1988; Ryan and Meiman, 1996; Mahler et al., 2000; Vesper and White, 2003; Ford and Williams, 2007; Birdwell and Engel, 2009] . Such changes result from spatiotemporal variations in recharge due to storms, or other recharge events, combined with fast flow-through times that do not allow for chemical, thermal, or physical equilibration before the water discharges from the aquifer. As water, solutes, sediment, organic debris, and other materials are transported through the karst aquifer, they are modified, and many of these modification processes, be they chemical, thermal, biological, or physical, occur over characteristic length scales along each flow path. The ratio between these process length scales and the physical flow path lengths within an aquifer will govern the extent to which changes in a quantity advected into the system produce changes in the output signal at a spring, or at some other point of interest along the flow path. Ultimately, these signals carry information about aquifer geometry, and one of the goals of this work is to improve understanding concerning the nature of this information.
Process Length Scales

Mathematical Derivation of Process Length Scale
[6] Flow, transport, and processing along the length of a karst conduit can be represented using a form of the onedimensional advection-dispersion-reaction equation
where S is the quantity tracked within the water (e.g., solute concentration, temperature), D L is the (here assumed homogeneous) longitudinal dispersivity, V is the conduit velocity averaged over cross section, and R(S) is a rate equation for the process of interest and is typically a function of S. Dispersion and, the typically smaller, diffusion may be combined into a hydrodynamic dispersion tensor; however, we focus on dispersion here only. D H is the hydraulic diameter of the conduit, q mat is the volume discharge per unit conduit surface area from the porous/fractured matrix into the conduit, and S mat is the value of S for the water flowing from the matrix. This equation tracks the evolution of S over both position and time, and can be derived by assuming conservation of S.
From the left, the terms on the right-hand-side of equation (1) track dispersion, advection, source/sink, and contribution from the matrix. A similar equation is derived by Long and Gilcrease [2009] and used to model thermal signals observed at a well that is in close proximity to a karst conduit.
[7] While equation (1) is quite general, it is possible to gain more physical insight by analyzing the behavior of the equation using a number of simplifying assumptions. In later sections we again relax these assumptions to understand how each term affects the solutions. In order to understand the behavior of solutions with position along the conduit, we can assume steady state conditions (∂S/∂t = 0). Furthermore, the typical karst conduit is strongly advective; therefore, for now, we neglect dispersion (D L = 0). Finally, for many karst aquifers, the flow from the porous/fractured matrix is orders of magnitude less than conduit flow [Peterson and Wicks, 2005] . Thus, initially we neglect matrix flow. For a pipefull conduit with constant geometry and no input along its length, and using the steady state assumption above, V(x, t) = V = const, leaving
[8] For linear rate laws
where S eq represents the equilibrium value of S and t is a constant representing the process timescale. In the linear case, the solution of equation (2) is an exponential function of x, with a characteristic process length scale, l p ≡ Vt. Therefore, the characteristic length scale results from the combination of the process timescale and the flow velocity in the conduit. We define the fractional change in S, hereafter called the transmission fraction, as
[9] To quantify the importance of the diffusion and matrix terms ignored above, we construct a dimensionless form of equation (1). We define a dimensionless position, x * ≡ x/L, where L is the conduit length, a dimensionless time t * ≡ t V =L, where V is the average flow velocity along the conduit, and a fractional change in S, F′ ≡ (S À S eq )/S eq . Using these definitions, a linear rate law, and assuming that S mat is constant and at equilibrium, i.e., S mat = S eq , equation (1) becomes
where Pe ≡ L V =D L is a Peclet number, L ≡ L= V t ð Þ is a ratio of the conduit length scale to the process length scale, and
Þ is a dimensionless number describing the matrix input.
[10] The symbol, L, which we call the process number, characterizes the importance of a process during transit through a conduit. For L ≫ 1, the strong process limit, the process occurs so rapidly that it will reach equilibrium before the water is expelled, whereas for L ≪ 1, the weak process limit, the process will be ongoing at the conduit exit (Figure 1) . Thus, for small L, variations at the point of recharge in the advected quantity, S, are more likely to result in variations at the spring. Hence, the dimensionless length scale, or process number, L, characterizes the extent to which a karst system modifies advected signals in the water. For chemical reactions, L is the first Damköhler number (Da). The process number, L, complements the dimensionless response time, g, developed by Covington et al. [2009] , which characterizes the extent to which a karst conduit modifies the recharge hydrograph.
[11] We will use these general relations in the following sections to derive the dissolution length scale (section 2.2), thermal length scale (section 2.3), matrix input length scale (section 2.4.1), and a dispersion-modified length scale (section 2.4.2) for karst conduits. Then we examine the longitudinal damping of signals in conduits with changing geometries (section 3.1) and in networks of conduits (section 3.2). Example applications of process length scales are presented in section 4.
Dissolutional Length Scales
[12] Dissolution rates of limestone are controlled by an interplay between surface reaction rates, mass transport, and carbon dioxide (CO 2 ) conversion Dreybrodt, 1985a, 1985b; Dreybrodt and Buhmann, 1991; Dreybrodt et al., 2005] . For solutions with dissolved calcite concentrations less than about 90% of saturation, the surface reaction rates can be approximated to within $25% using a simple linear kinetic relation [Liu and Dreybrodt, 1997; Dreybrodt et al., 2005] ,
where F s = R s (C)A c /P w is the local surface reaction rate, A c is the conduit cross-sectional area, P w is the conduit wetted perimeter, C is the concentration of dissolved calcite, C eq is the equilibrium concentration of dissolved calcite, and a is a rate constant that varies with temperature and partial pressure of CO 2 .
[13] In some cases diffusional mass transport, rather than surface reaction rate, becomes rate-limiting. For laminar flow, the effect of diffusion rates can be accounted for by replacing the constant a in equation (6) with
where D ≈ 10 À9 m 2 s À1 is the diffusion coefficient [Dreybrodt, 1988 [Dreybrodt, , 1996 Dreybrodt et al., 2005] . For turbulent flow, bulk mixing occurs and diffusional mass transport is governed by a diffusion boundary layer near the wall [Dreybrodt and Buhmann, 1991] , with thickness
where the Sherwood number, Sh, is given by Dreybrodt et al. [2005, equation 2 .14]
where f is the Darcy-Weisbach friction factor, Re = r w V D H /m w is the Reynolds number, r w is the density of water, and m w is the dynamic viscosity of water. Sc = m w /(rD) is the Schmidt number. Sc $ 1000 for water. The rate of diffusion through this boundary layer is given by
[14] In the turbulent case, the dissolution rate can be approximated using the smaller of the two rates, F s and F D , resulting in a surface-or diffusion-limited case, respectively. Thus, the proper equation for dissolution rates depends on the conduit geometry and the flow boundary conditions.
[15] As concentrations approach saturation, there is a kinetic switch at a critical concentration 0.8C eq ≤ C crit ≤ 0.9C eq . Eisenlohr et al. [1999] suggested that this switch results from the build-up of impurities on the reaction surface. For concentrations of dissolved calcite above this switch value, C crit , surface rates follow
where experiments have suggested 4 < n < 11 [Eisenlohr et al., 1999] , but a value of n = 4 is often assumed. This nonlinear kinetics slows down reaction rates near saturation and can allow penetration of undersaturated water into fractures over scales of kilometers [Dreybrodt, 1990; Palmer, 1991; Svensson and Dreybrodt, 1992] .
[16] Mature karst conduits often carry water that is sufficiently undersaturated to be in the linear-kinetic regime along their entire length [White, 1977; Dreybrodt, 1990; Palmer, 1991] . The majority of springs displaying event-scale variations in dissolved load, if not already in the linear-kinetic Figure 1 . Process length scale. Quantities input at the recharge point into a conduit (e.g., temperature, electrical conductivity) will be modified as they are transported along the conduit length, L. This modification occurs over a characteristic length scale, l p , which we call the process length. Shading and wave amplitude indicate the extent of modification, which can be quantified using the dimensionless process number, L = L/l p . When L ≪ 1, little modification occurs. When L ≫ 1 the process reaches equilibrium before discharge.
regime at base flow, will enter the linear-kinetic regime during high flow. Therefore, while non-linear kinetics may be crucial in understanding speleogenesis, the linear rate equations have broad hydrological applications, and are thus used hereafter.
[17] To compute length scales, one must first determine the conditions for which the surface reaction rate, F s or diffusion rate, F D , equations are applicable. To illustrate the relative magnitude of these rates under a variety of conditions, we calculate dissolution rates (Figure 2 ) as a function of diameters assuming a range of hydraulic head gradients, 10 À5 ≤ rh ≤ 1. We use dimensionless dissolution rates (dividing by a(C eq À C)) so that the relations are valid for any partial pressure of CO 2 .
[18] We calculate flow velocities from head gradients and conduit diameters using standard relations for laminar and turbulent flow in fractures or pipes. The cross-sectionally averaged velocity of laminar flow in a pipe is
where g is Earth's gravitational acceleration, and rh is the hydraulic head gradient [Incropera et al., 2007, equation 8.14] . Turbulent pipe flow is governed by the DarcyWeisbach equation,
[19] We use the Colebrook-White formula to calculate the friction factor, f, assuming a fractional roughness of 0.05.
Since this formula breaks down for Re < 4000, we plot approximate dotted lines in Figure 2 through the laminar/ turbulent transition region, where 2000 < Re < 4000.
[20] The surface-limited dissolution rate is independent of flow and geometry, whereas the diffusion-limited dissolution rate varies with both diameter and hydraulic head gradient. Since surface reaction and diffusion act in series, the slower process will limit the overall calcite dissolution rates. A large increase in diffusion rates occurs at the onset of turbulence. Therefore, in the turbulent regime, all diffusion rates depicted are higher than surface rates, and the surface reaction is rate-limiting. The only case for which diffusion rates become important is for low-gradient laminar systems. Therefore, for laminar conditions we use the diffusion-corrected version of the dissolution rate (equations (6) and (7)). For turbulent conditions, we employ the simple surface rate equation (6).
[21] For dissolution of calcite along the walls of a conduit, conservation of mass yields [Dreybrodt, 1996] 
where Q is the volume discharge of water through the conduit. Using a linear kinetic equation for R(C), and assuming the conduit geometry is constant along its length, leads to the solution in equation (4) with a dissolution length
[22] To account for diffusion-limited rates we replace a with a d in the laminar flow regime. As seen from Figure 2 diffusion only influences low gradient cases near the laminar-turbulent transition.
[23] Substituting the laminar flow equation (12) into equation (15) above results in a laminar dissolutional length scale of
[24] This demonstrates that the laminar dissolutional length scale depends strongly on conduit hydraulic diameter, and is proportional to the hydraulic head gradient. When 
Thus, the turbulent dissolutional length is more weakly dependent on both the conduit diameter and hydraulic head gradient than the laminar dissolutional length.
[26] In Figure 3 we depict dissolutional length scales for the same range of hydraulic diameters and hydraulic head gradients used above. To calculate dissolution rates, we use Because of the jump in kinetics at the onset of turbulent flow, and the uncertainty in f near the transition, we calculate laminar dissolution for Re < 2000, turbulent dissolution for Re > 4000, and draw approximate (dotted) lines connecting the relations through the transition zone.
[27] For steep hydraulic head gradients, such as rh = 1, diffusion rates have no influence on dissolutional length scales. For our lowest hydraulic head gradient, rh = 10 À5 , the length scale curve slightly bends upward as it approaches the turbulent transition, indicating the onset of diffusionlimited dissolution. However, the effect is relatively small for estimations of dissolutional length scales. Dissolutional length scales are longer than typical aquifer flow path lengths under most turbulent flow conditions ( Figure 3 ).
Thermal Length Scales
[28] Heat transport in karst conduits is a nonlinear process as a result of coupling between conduit heat exchange and conduction of heat through the rock. As a result, there is no simple exponential scale associated with thermal signals. However, it is possible to estimate a thermal length scale using a standard analytical solution of the longitudinal profile of temperature in response to a sudden change in input temperature [e.g., Covington et al., 2011b, equation 18] ,
where H is the Heaviside step function and erfc is the complementary error function. T w ′ = (T w À T r,0 )/T r,0 , where T w is the water temperature and T r,0 is the initial, or equilibrium, rock temperature.
Þ is a dimensionless ratio of conduction and advection times, where a r is the thermal diffusivity of rock, and Y = r w c p,w / (r r c p,r ) is a ratio of the volumetric heat capacities of water and rock. This solution is derived by assuming that heat exchange rates are limited by conduction such that the rock temperature at the conduit wall is at the water temperature. This assumption is typically reasonable in karst conduits [Covington et al., 2011b] . Furthermore, the solution neglects longitudinal dispersion and assumes that heat conduction in the wall can be approximated with a planar, rather than cylindrical, conduction equation. The planar approximation is frequently applicable in karst conduits, particularly for short-term variations or for conduits with diameters on the order of a meter or larger. The exact conditions under which the planar approximation holds are described by Covington et al. [2011b] .
[29] We can approximate the distance that thermal variations can penetrate into a conduit by expanding equation (18) in a Taylor series to first order about x* = 0, using erfc u ð Þ $ 1 À 2u= ffiffiffi p p . Substituting this approximation into equation (18), setting T w ′ = 0, and solving for the positive solution of x gives
By the distance x = l T , the water temperature will be approaching the rock temperature. Importantly, the thermal penetration length is not constant in time, but instead increases with time. The analytical temperature profile (equation (18)), Taylor series approximation, and corresponding length scale, l T , are shown for two different times in Figure 4 .
[30] As for the dissolutional length scales, we can combine equation (19) with the equations for laminar (12) and turbulent (13) flow to calculate thermal length scales for a range of conduit diameters and hydraulic head gradients. However, since l T is dependent on time, we must also choose a specific timescale for each calculation. Figure 5 shows thermal length scale, l T , against hydraulic diameter, D H , for the same range of hydraulic head gradients used above, with choices of event timescales of five hours, one day, one week, and one year. In this calculation we have used r w = 1000 kg m À3 , c p,w = 4200 J kg
, and a fractional roughness of 0.05. Here we have used the thermal properties of Salem Limestone from Incropera et al. [2007] . Temperature variations on timescales of a day or less, will typically only be transmitted over aquifer length scales if larger conduits that carry turbulent flow are present ( Figure 5 ).
[31] Additional insight can be gained by examining the functional form of l T in the limit of early and late times. We define a transitional timescale,
This time occurs when Fo = pY 2 /16, where Fo = 4a r t/D H 2 is the Fourier number. For the case where t < t tr , we can use the Taylor series ffiffiffiffiffiffiffiffiffiffi ffi 1 þ x p ≈ 1 þ x=2 to reduce the thermal length scale to
[32] This dramatically simplifies the expression for thermal length scale and provides a simple rule of thumb for thermal pulses where the duration is less than t tr : the thermal pulse will be mostly damped unless the duration of the pulse is similar to or greater than the flow-through time of the conduit. Using the same rock and water properties as above, we can calculate the transition timescale in days as t tr ≈ 2.5D H 2 [days] . Therefore, this early time approximation should hold for a large percentage of short term (storm-scale) variations in water temperature in larger conduits D H ≳ 0.5 m.
[33] For smaller conduits and longer term temperature variations, a late time approximation applies. If t ≫ t tr then
Thus, as pulse duration increases, the time dependence of l T switches from linear to square root. Additionally, the latetime damping depends more strongly on D H . The late and early time approximations are shown in Figure 6 along with the full relation (equation (19)) for an example case of D H = 0.5 m and rh = 10 À3 . Both approximations act as upper limits on l T for all times.
The Influence of Additional Terms in the Advection-Dispersion Equation 2.4.1. Matrix Input
[34] The previous length scale derivations have presumed that no water is added along the flow path. When the hydraulic head in a conduit is lower than in the surrounding rock, water will flow into the conduit along its length. Typically the water flowing from the matrix will be at the rock temperature and nearly saturated with respect to calcite. Consequently, such additions will decrease thermal and chemical penetration lengths. To examine this effect, we retain the matrix input and velocity change terms, which, using the dimensionless equation (5), gives
[35] Here we have neglected dispersion within the conduit, and we consider the case where the matrix contribution is constant with time. Again, M ≡ 4q mat L= V D H ð Þ, where q mat is a volume discharge from the matrix per unit conduit surface area. M is proportional to matrix discharge, which will vary with hydraulic conductivity, fracture spacing, and hydraulic head gradient between conduit and matrix. If we assume constant D H , the velocity becomes a function of position, because water is added along the conduit. If q mat is constant, then it is possible to solve equation (23) analytically. Under this assumption, the velocity is
where V 0 is the conduit flow velocity at x * = 0. Substituting this velocity into equation (23), separating variables, and integrating results in
Figure 4. Dimensionless longitudinal thermal profiles for two different times (solid) after a sudden change in input temperature displayed with the Taylor series approximation (dash-dot) and resulting thermal length scale estimate (dashed). For x * ≫ l T temperature changes are completely damped.
where F is as defined in equation (4) and F′ 0 is F′ at x = 0. For the velocity function given in equation (24), M only has physically meaningful values between 0 and 2. Expanding in a Taylor Series about x = 0 and taking the limit of no matrix flow, M → 0, recovers the exponential solution of equation (4). Alternatively, for L → 0, a pure matrix contribution equation with no reaction can be derived,
where f m is the fraction of water from the matrix, and
is a characteristic matrix input length scale. Q 0 refers to the flow within the conduit at x = 0. Note that the position variable, x, is no longer dimensionless.
[36] From this equation, which is depicted in Figure 7 , we can see that l m is the distance at which the contributions of conduit and matrix recharge are the same. The length scale l m provides the location of a break in the functional relation of matrix contribution. For x ≪ l m , f m (x) ≈ x/l m . For x ≳ l m , f m (x) becomes nonlinear and ultimately approaches a constant value of one.
[37] In the full advection-reaction-matrix equation (25) we can express the ratio in the exponent in terms of process length scales, L=M ¼ l m V =l p V 0 . In light of the limits above, this shows that matrix input can be neglected if
The process length scales derived above, for which we neglected matrix input, are valid in this regime. Alternatively, reaction can be neglected if For the typical length scales of karst conduits, short-term thermal signals will primarily be transmitted through the turbulent flow portion of the system; however, for temperature changes over timescales greater than a day, more constricted laminar flow portions of the system may also transmit thermal signals.
We plot solutions of the full advection-reaction-matrix equation for a variety of values of L and M in Figure 8 . The solution appreciably deviates from the pure exponential shape for cases where l m ≲ l p .
[38] For conduits where l p $ l m V =V 0 ð Þ, we must account for the effects of both matrix and process damping. However, there is a useful approximation that allows an estimation of the influence of matrix input for most relevant cases. Equation (25) can be divided into two components, such that
The first factor, (1 À f m ), accounts for the addition of matrix water, whereas the second factor combines the effects of process and matrix damping. However, in the limit of small M, the second factor approaches an exponential, with
[39] Therefore, it is possible to approximate the total damping, F, by multiplying the damping expected from the process alone, by the damping expected from matrix input alone. This approximation holds quite well for cases where the transmission fraction, F, is not negligibly small (Figure 9 ), meaning that it is a good approximation for cases where signals are not completely damped.
Dispersion
[40] Transport in karst conduits is typically advectiondominated, with Pe $ 100 [Field and Nash, 1997] . Therefore, neglecting dispersion within the conduit is reasonable for most, though not all, cases. Analytical solutions to the advection-dispersion-reaction equations with no matrix contribution also exist. A steady state solution was first given by Danckwerts [1953] . This solution has since been applied to solute transport and dissolution [e.g., Palciauskas and Domenico, 1976] . Transient solutions are derived by Lindstrom and Boersma [1989] . Some previous studies have Figure 7 . Fractional contribution of matrix water as a function of multiples of the matrix length scale, l m . At x = l m , matrix water composes half of the total. This length scale also marks a break between linear scaling, for small x, and nonlinear scaling that approaches a constant value F = 1 at large x. indicated that two-region transport models, which include an immobile region, are needed to accurately reproduce the long tails of tracer breakthrough curves [Field and Pinsky, 2000; Hauns et al., 2001 ], but analytical solutions for these equations are also available [Toride et al., 1993] .
[41] Of particular interest is that for the steady state advection-dispersion-reaction equation for linear processes, the solution retains an exponential form, with a slightly modified length scale, l mod [Palciauskas and Domenico, 1976] ,
Diffusion effectively increases the process length scale by smoothing out peak concentrations where reaction or heat transport is most effective. Furthermore, by expanding the radical in a Taylor Series, one can see that if Pe ≫ 4L then l mod → l p , and the solution of equation (4) is recovered.
Extensions to More Complex Conduit Geometries
[42] In the previous section, we considered the longitudinal behavior of a variety of processes in single karst conduits with constant geometry. However, such representations are quite abstracted from the karst conduit systems found in nature. In this section we extend these ideas to address some of the additional complexities typically found in karst conduit networks.
Single Conduits With Changing Cross-Section
[43] The sizes and cross-sectional shapes of conduits can vary significantly along their length. For many processes, a single "equivalent" cross-section may capture the relevant dynamics; however, in that case, we would like to know how the equivalent cross-section relates to the physical crosssections found within the system.
[44] For linear processes, if one assumes a constant discharge along the conduit length, then
where l is now a function of position along the conduit. Integrating, one obtains
Notice that l equiv (x) is the continuous harmonic mean of l over the interval from 0 to x. Similarly, we can define an equivalent process number, L equiv for the entire conduit using
As for a conduit with constant cross-section, if L equiv ≫ 1 then the process will reach equilibrium prior to exiting the conduit, and if L equiv ≪ 1, then the process will exhibit very little damping along the conduit length.
[45] If this result is applied to the dissolutional length scale derived above, then this gives
where
is the length-weighted average of the wetted perimeter. This result is immediately useful, because it shows that, for a given conduit segment, the total dissolution that occurs can be calculated using an equivalent wetted perimeter that is equal to the average value of the wetted perimeter over the length of the conduit. A corollary is that, within the linear kinetics regime, the information that electrical conductivity signals carry concerns the average values of the wetted perimeters of the conduits traversed by the water.
[46] A similar approach can be applied in the derivation of longitudinal temperature profiles. If discharge is assumed constant along the length, and cross-section is allowed to vary, then the conduction-limited temperature profile becomes
accomplishes an averaging over the different cross-sections and
adjusts the flow-through time accounting for longitudinal changes in velocity. As for the dissolution case, a lengthweighted average is needed to calculate the total damping. Equation (40) can be derived by following the derivation of equation (18) but allowing diameter to vary with x (see Covington et al. [2011b] and Desmedt [2007] for details).
[47] In the case of temperature signals with changing conduit diameters, the concept of thermal length scale is less useful. However, one can instead estimate the transmission fraction, F T , for a given conduit length. If we make a substitution of t bt ≡ t À h(L), where t bt is a shifted timescale such that t bt = 0 occurs when the event water first reaches the point of measurement at location x = L, F T can be approximated as
for L and t bt values where equation (43) is positive, and F T ≈ 0 for larger L or smaller t bt values, where the equation is negative.
Networks of Conduits
[48] Some karst systems will be dominated by a single conduit, but most systems will consist of branching networks of conduits. In this section we extend the approaches developed above to encompass some of the complexities that arise in conduit networks. Consider a flow network consisting of a set of junctions and links, where each link has associated with it a transmission fraction, 0 ≤ F i ≤ 1, by which one can multiply the input signal amplitude into that link and obtain the output signal amplitude. Every link that feeds a given node has an associated fractional discharge value, 0 ≤ q i ≤ 1, that quantifies the fraction of the total flow entering that node that is coming from link i. An example of such a flow network is illustrated in Figure 10 . The network described is a linear network, because each individual element responds linearly to changes in input. From equation (4) the linear response of the ith conduit segment can be expressed as
where we have shifted the zeros of S to produce linearity using S out,i ′ = S out,i À S eq and S in,i ′ = S in,i À S eq . This enables the use of linear network analysis, and in particular, the superposition principle, whereby the entire system response is simply the sum of the responses to individual inputs.
[49] Using the superposition principle, we can write an equation for the response of a conduit network by summing over inputs individually,
where S in,i ′ is the input value for the ith input, R i is the fraction of the total flow that is recharged into the ith input, and the product over links includes all links along the flow path between the ith input and the output node. F path,i is defined as the product of the F j 's along the ith input-output path. As an example case, one can walk through the network in Figure 10 and see that
where we have used the fact that R i is equal to the product of all of the q j values along the path from the ith input to the output.
[50] For linear processes, F is represented by an exponential function, and
where L equiv,i is the equivalent process number (equation (37)) for the path between the ith input and the output, and can be represented either as a discrete sum over links in the path or a continuous integral along the path. For the case Figure 10 . A simple branching conduit network characterized by three inputs, with tracer input values S i ′, a single output with tracer output value S out ′ , and links (conduits) which each have an element damping factor F j . At each node, the contributing conduits each carry a fraction, q j , of the total recharge to that node.
where S in ′ is the same for all inputs (e.g., rain temperature during a storm), a network damping factor, F net exists,
For a linear process with a single value of S in ′ the network damping factor is a discharge-weighted sum of the exponentials of the equivalent process numbers from each inputoutput path.
[51] Input via matrix flow can be treated quite easily in the case that it is separable from the process being studied (i.e., when equation (31) applies). In this case, equation (45) automatically accounts for matrix input if the fractional recharges from the point inputs, R i , do not sum up to one. The remaining discharge at the output,
is the matrix flow component that is added somewhere along the flow path, resulting in the same amount of damping as would be calculated from equation (31). A related corollary is that all input paths where F path ≪ 1 can be treated as diffuse. That is, we only need to explicitly consider paths within the system where F path is not negligibly small. This greatly reduces the number of flow paths that need to be considered in order to calculate a system response, particularly for signals, such as temperature, that are quickly damped in smaller conduits.
[52] While the application of these equations to a linear process is clear, it is also possible to use this approach for processes that can be approximately treated as linear on the element scale; specifically, the element damping factors, F j , must be independent of the input values of the quantity being tracked. Above, we applied this type of linearization to temperature signals in order to estimate, l T . For an individual element, we can apply the thermal damping factor from equation (43) to equation (45) in order to calculate system response.
[53] However, with temperature, a complexity arises because the damping factors are a function of time. Each element damping factor is a function of the time after downstream breakthrough time for that element. The transit times from various inputs to a given element will vary, such that the breakthrough time is not clearly defined. One could use the time of initial arrival of event water from any input as an approximate zero value, but even this approach will be difficult to implement practically for a real-world case, unless the conduit network is quite simple. A more practical approach is to treat input-output flow paths of the system individually, asking the question: Does the flow path from input i allow the transmission of measurable temperature variations to the output under certain conditions? In this case, the branch response from input i is given by
where F T,i is calculated using a discrete or continuous version of equation (43). Alternatively, in the limit of longterm temperature variations, such as seasonal temperature changes, when the timescale of the variation is much greater than the system flow through times, the differences in t bt from one element to the next are small, and the system approach provides an approximation of the total damping using a single value of t bt .
[54] In the analysis here, we considered flow networks that have a tree structure (no cycles), as such structures are common in karst systems. However, karst conduit networks can contain bifurcations and subsequent joining (cycles). While the exact relations derived rely on an assumption of tree structure, similar results can be derived for networks that contain cycles, albeit with an increase in the complexity of the system relations.
Applications of the Derived Length Scales
Hydrological Applications
[55] An immediate application of the models developed above is to the interpretation of electrical conductivity and temperature signals observed at karst springs. Hydrographs, thermographs, and chemographs at karst springs provide one of the easiest to obtain pieces of information about a karst aquifer. However, the analysis of such signals remains an active area of research, and their physical interpretation has been a matter of debate. While recent work has suggested that spring hydrographs will frequently carry little information about the conduit system itself [Covington et al., 2009 [Covington et al., , 2012 , electrical conductivity and temperature signals show more promise.
[56] One of the key questions in the field concerns the relationship between the variability in these signals at a given spring and the physical structure of the aquifer. Shuster and White [1971] used chemical and thermal variability to classify karst aquifers into two types: diffuse systems, which display little variation in total hardness, and conduit systems, which display large variations in total hardness. However, there has been significant discussion about this terminology and the root causes for the presence or lack of variations. Ternan [1972] claimed that flowthrough time was the most relevant control, while others have suggested that most of the differences in responses could be accounted for by considering the fraction of recharge from autogenic versus allogenic sources [Newson, 1971; Worthington et al., 1992] . Worthington et al. [1992] showed that some systems known to contain large conduits displayed little variability, suggesting that the terms "diffuse" and "conduit" might not be appropriate. White [2002] concluded that each of these answers is correct, to a certain extent, agreeing that a lack of variablity does not imply that conduits are not present, and stating that both conduits and significant point recharge focused from runoff are required to produce large variability.
[57] Process length scales and transmission fractions allow us to interpret spring responses within a more quantitative framework. From equation (45) we can see that there are three fundamental factors that influence the variability in signals at the spring: (1) the variability in input signal, S in,i ′ , (2) the distribution of path transmission fractions, F path , within the system, and (3) the partitioning of flow between various paths, R i .
[58] Obviously, if input values for a certain signal, S in,i ′ , are always at the equilibrium value of the aquifer, then that signal will not produce variations at the spring. Furthermore, cases where input values are far from the aquifer equilibrium will produce some of the most dramatic variations. However, there are also qualititative differences in the types of input variations that are common for temperature and electrical conductivity. Surface waters flowing into the aquifer will display constant variations in temperature over timescales ranging from hours to seasonal (or longer), with the largest variations being associated with diurnal, flow event, and seasonal forcings. In contrast, the largest variations in electrical conductivity are likely to be associated with changes in recharge flux. There may be some fluctuations as a result of seasonal changes in biogeochemical processes, but a common pattern is for electrical conductivity to reach high values (near saturation) during low flow periods, and drop to much lower values during high flow. The differences in the characteristics of temperature and electrical conductivity inputs sometimes allow one to derive more information about the system than would be possible otherwise.
[59] The distribution of path transmission fractions within the aquifer will be process-specific. Electrical conductivity and thermal transmission fractions will also change with flow conditions for a given path. Higher flows, and corresponding lower residence times, will typically lead to higher values of F path . For temperature signals, F path is also a function of the timescale associated with variations in input temperature. Under given flow conditions in the same flow path, F path will be larger for temperature signals that occur over longer timescales. The typical distributions of F path may be quite complex; however, F max , the maximum value of F path for the system is a useful descriptor, particularly since the largest conduits are likely to be represented by F max and these paths will also frequently carry a large proportion of the total flux of water.
[60] A karst aquifer has a set of possible flow paths, including conduits, fractures, and porous matrix, that is relatively constant over the timescale of spring variations. However the partitioning of flow between these paths can be quite dynamic. Not only can the proportions change, but it is common for some paths to completely dry up during low flow periods and fill again during high flow. The distribution of flow among the various paths exhibits a strong influence on spring signals.
[61] The distribution of active flow paths, and the partitioning of flow between those flow paths, can be represented using continuous density functions for each, f path (F path ) and f R (F path ), respectively. f path (F path ) is the fraction of flow paths at a given value of F path , and f R (F path ) is the fraction of recharge to paths with a value of F path . The density functions can be normalized such that the integral under each is equal to one. f R is simply a continuous version of the recharge fraction, R i . The recharge density function, f R , uniquely determines the ability of a linear network to transmit pulses. A continuous version of equation (48) can be written as
[62] The network transmission fraction, F net , is a discharge-weighted average of the transmission fractions of the individual paths. Therefore, f R captures the relevant influence of both the distribution of flow paths and the partitioning of flow among them. In general, f R will be an unknown function of the distribution of flow paths that exist in the system, f path , and other factors, such as the modes of recharge into the system. While the functional relationship between f R and f path is unknown, it is clear that f R must be zero for values of F path where f path is zero. That is, there can be no flow through paths that do not exist. Similarly, F path is undefined for paths that contain no flow.
[63] We now explore a set of examples from the literature to illustrate the principles outlined in the conceptual framework introduced above. We begin by examining temperature variations in Postojna Cave, which is a large river cave located in Slovenia. The cave receives the vast majority of its recharge from the Pivka River, which flows over the surface across flysch for about 15 km before sinking into the cave system [Covington et al., 2011b] . Figure 11a shows temperature variations near the sink point and approximately 700 meters downstream for a period of several weeks. Because of the overwhelming allogenic component, Postojna Cave provides a nice example of a karst aquifer where the matrix fraction f m ≪ 1. Additionally, the main conduit is quite large, with typical hydraulic diameters of several meters, such that F T,max $ 1. This can be confirmed using Figure 5 . For D H = 2 m [Covington et al., 2011b] , and an approximate hydraulic head gradient of 10 À3 , one can see that l T $ 5 Â 10 4 m for diurnal timescales ( Figure 5 ). Therefore, for a conduit length of 700 m, L T ≪ 1. Since matrix contribution and longitudinal damping are both negligible, the input variations, S in ′ , largely determine the variations further downstream (Figure 11a) .
[64] For each of our examples we show a qualitative representation of the density functions of flow paths, f path , and recharge, f R , as a function of F path . While the exact density functions are not known, the distributions depicted are such that they would qualitatively produce the behavior observed. For each density function, we show a value of F crit = 10 À1 that we use to roughly distinguish between paths with F path $ 1 (undamped) and paths with F path ≪ 1 (damped).
[65] For Postojna Cave, the distribution of flow paths is such that some paths exist for which F T,path $ 1 (Figure 11b) , i.e., at least the main conduit. However, there are likely many more flow paths with smaller diameters that have smaller values of F T,path . Therefore, we draw f T,path as a descending power law of F T,path that extends up to F max $ 1. We use a similar shape for F path in all of the following examples, though this exact shape is not important for our conclusions. For Postojna Cave, most of the flow is partitioned to the paths with high transmission fractions, therefore the recharge density function is skewed highly toward large F T,path . Consequently, the thermal response is largely governed by input temperatures.
[66] Škocjan Cave, Slovenia is another river cave located at the flysch-limestone contact and is dominated by recharge from the Reka River, with low flows of around 1 m other explored caves before ultimately emerging at Timavo Spring, in Italy, approximately 30 km from the sink point. The downstream Reka System receives water from numerous sources, but in the vicinity of Škocjan and Kačna Caves, the Reka River is the primary source, and one can consider that f m ≪ 1.
[67] Depending on the flow conditions in the Reka River, diurnal temperature pulses are either transmitted or strongly damped as they pass from Škocjan Cave to Kačna Cave (Figure 12 ). Since this is a system with large conduits, we can appropriately apply the early time approximation for thermal length scale, l T $ V t, to diurnal pulses. This means that signals will be strongly damped when their duration is less than the flow-through time of the system. This relation can be seen directly in the data. We plot the approximate travel time in days between the data loggers in Škocjan and Kačna by manually measuring the lags between features in the thermographs. During low flows, when the travel time is similar to, or greater than, a day, the diurnal pulses are damped. During the storm pulse, the travel time drops to a small fraction of a day, and the diurnal variations pass through. Therefore, the upper Reka System provides an example where the matrix fraction is constantly low, but, for diurnal variations, F T,max changes significantly with time. This is illustrated in the density functions depicted in Figure 12b . During high flows, the strongly skewed density Figure 12 . (a) Water temperatures measured at two points within the Reka River karst system, Škocjan Cave (upstream) and Kačna Cave (downstream). The dashed line depicts the approximate flow-through time and the dotted line is stage.
As derived from the thermal length scale (equation (21)), diurnal variations are damped by the system when the flowthrough time is more than a day. (b) Qualitative representation of possible flow path, f path and recharge, f R density functions that would produce the observed response, shown for both low (dotted) and high (dashed and solid) flow. function is pushed to higher values of F T,path because of the increase in F T,max with discharge.
[68] Our next example comes from the Woodville Karst Plain of Florida, USA, with data made available online (http://www.hazlett-kincaid.com/FGS/Meters/index.htm) by the Wakulla Springs Hydrologic Observatory [Loper et al., 2004] . In Figure 13a we display the temperature and electrical conductivity recorded at two data loggers located in different branches of the Wakulla Springs Cave system. One data logger is located in AK-Tunnel and displays significant variations in both signals. The other data logger is located in B-Tunnel and displays relatively stable values of both electrical conductivity and temperature, with small variations visible during only the highest flow events. The Woodville Karst Plain is recharged by a combination of allogenic sinking streams, autogenic recharge from rainfall directly onto the carbonates, and deeper groundwater recharge from the north [Kincaid and Werner, 2008] . AK-Tunnel receives a significant amount of recharge via swallets near the carbonate contact to the west of the spring, and the water inside the conduit frequently turns dark brown during floods due to the introduction of tannins from the swallets. B-Tunnel has also been traced to a small swallet approximately 20 km to the northeast, but has been noted by divers to maintain its clarity during high flow.
[69] The fact that temperature variations are visible on timescales of less than a week, and that head gradients in the aquifer are typically around 10 À5 to 10 À4 (estimated from potentiometric map by Kincaid and Werner [2008] ) suggests that large conduits, D H ≳ 2 m (Figure 5 ), link the swallets and the observed tunnels. This is also supported by the fact that currently explored conduits within the system range from 2 to 30 meters in diameter.
[70] The dissolution length scales associated with these gradients and diameters are enormous, l d $ 100 km (Figure 3 ), suggesting that dissolution along the flow paths should play little role in determining the electrical conductivity signals. Therefore, F c,path $ 1 for these paths and measured electrical conductivity values should be a function of input electrical conductivity and matrix contribution. In fact, this is a relatively general result. Since l d is typically large for all turbulent flow paths (Figure 3) , differences in input and output conductivities provide a rough proxy for matrix contribution. This effect is clearly shown by BaillyComte et al. [2011] , where input and output data are displayed from the Santa Fe Sink/Rise system in Florida. This system exhibits complex interactions between the main conduit, which is fed by an allogenic river, and the surrounding porous matrix, which is highly permeable. During floods, the conduit pressure is higher than in the matrix, and water flows from the conduit into the matrix, such that there is very little matrix contribution at the spring. As this matrix contribution drops near zero, the electrical conductivity values at the sink and rise are nearly identical [Bailly-Comte et al., 2011, Figure 2] .
[71] Therefore, the relative contribution of matrix and conduit flow is likely to be a strong factor in determining the electrical conductivity values at AK-Tunnel. The temperature and electrical conductivity patterns at AK-Tunnel are quite similar to each other despite the fact that surface electrical conductivity and temperature signals tend to display different signatures. Consequently, the simplest explanation for the variations observed at AK-Tunnel is changes in the relative contributions of matrix and conduit flow over time as the discharge values in the allogenic streams change. B-Tunnel is largely stable, but does show very slight responses in both temperature and electrical conductivity during the highest flow periods. It seems plausible that B-Tunnel is also a case where F max $ 1, but with a much larger matrix contribution. This is supported by fact that B-Tunnel has been dye-traced to a swallet that is almost 20 km distant. Theorized density functions are shown for Tunnels AK and B (Figure 13b ), where slight shifts in the proportion of matrix flow explain thermal and electrical conductivity signals, and an overall difference in the proportion of matrix contribution explains the difference between the observations at AK and B. [72] The final example case comes from Tyson Spring Cave, located in Minnesota, USA. The cave is recharged autogenically via a sinkhole plain [Covington et al., 2011b] . The cave experiences long periods of stability punctuated by significant variability in both electrical conductivity and temperature during large recharge events (Figure 14a ). Since the cave is recharged autogenically, with no major sinking streams, there are no constant fluctuations from a perennial surface input. During low flow periods, the matrix fraction, f m , is high since the cave stream is largely recharged in a distributed manner from the soil and fractured rock, where constant conditions persist. However, when sufficient rainfall or snowmelt initiates runoff across the soils of the sinkhole plain, this allows direct input into numerous sinkholes that feed the conduit system. The event water is injected via flow paths where F path $ 1 allowing the propagation of signals through the system. In Tyson Spring Cave, the switching seems to be fairly binary between the responses displayed during the event and low-flow conditions (Figure 14b) . The effect is similar to that in Wakulla, only with much stronger switches in the partitioning of flows between the matrix and conduits.
[73] The mathematical framework introduced here, particularly f R , subsumes the previous explanations for the extent of variability of spring water. Aquifers that are sufficiently diffuse will not contain paths where F path $ 1 and will damp all input variations [Shuster and White, 1971] . Additionally, the fraction of allogenic versus autogenic recharge is a strong control on the recharge density function [Newson, 1971; Worthington et al., 1992] . This results because allogenic recharges (1) can carry a significant amount of flow that often dwarfs the autogenic recharge and (2) tend to enter into some of the most well-developed conduits within the system. Therefore, they will normally skew f R toward high F path values. Finally, the transmission fraction and process length scales are a function of flow-through time, as suggested by Ternan [1972] . In the early time limit, temperature damping is directly related to the flow-through time.
[74] Worthington et al. [1992] and others have cautioned that a lack of variability in temperature or electrical conductivity at a spring is not an indicator that the aquifer lacks a well-developed conduit system. This danger is evident from the recharge density function as well. If a sufficient proportion of the recharge is routed through paths that damp the signal, then this can mask any responses that might be produced by a conduit system. A conduit system capable of transmitting contaminants quickly over large distances may be present even if large spring variations are not observed. B-Tunnel provides an example of this. There is sufficient matrix contribution to smooth most variations, but the tunnel has also been dye-traced over a distance of nearly 20 km.
[75] Luhmann et al. [2011] recently advanced a classification system for thermal patterns at karst springs based on observations of 25 springs and cave streams in southeast Minnesota. They break the patterns into four types, two of which result when water passes through paths with effective heat exchange with the rock surrounding the conduit, and two of which result in the case of ineffective heat exchange. The remaining subdivisions depend on the timescale of temperature changes in the recharge water and whether or not the aquifer temperature is stable. These patterns can also be explained using f R . The "ineffective" and "effective" heat exchange patterns are displayed by systems with recharge density functions that are dominated by the high and low F path regions, respectively. Luhmann et al. [2011] use the Stanton number, St, to quantify "effective" and "ineffective" heat exchange. However, this is misleading because it implicitly assumes that convection limits the heat exchange in the conduits. On the contrary, conduction is more typically rate-limiting [Covington et al., 2011b] . Consequently, using L T , as derived here, to quantify "effective" (L ≫ 1) and "ineffective" (L ≪ 1) heat exchange is a significant improvement.
[76] Though the current analysis suggests that the recharge density function (f R ) determines the amount of signal damping within a karst aquifer, it also points to critical unknowns. Characterization of karst aquifers is an active area of research [e.g., Pardo-Iguzquiza et al., 2011; Mariethoz and Renard, 2011; Abelard et al., 2011 ], but we still know little about the statistical properties of the conduit systems, particularly the parts of the system that are inaccessible to humans. Important questions are: What does f R really look like for a karst system? How is it dependent on f path and other hydrological, geological, and climatic parameters? Scaling laws and fractal concepts are used extensively in stream hydrology [e.g., Horton, 1945; Shreve, 1967; Tarboton et al., 1988] . A similar approach, combined with the mathematical framework developed here, may prove fruitful in understanding and parameterizing karst aquifer geometries and associated spring responses.
Geomorphological Applications
[77] Process length scales are useful in the study of geomorphological processes in karst, often as a result of sudden changes in the system as flow paths go from the surface to the subsurface. Measurements of longitudinal changes in system variables, in combination with theoretical estimates of the relevant process length scales, can lead to significant insight into the factors that control a given process.
[78] One example is provided by Prelovšek [2009] , who measured longitudinal changes in dissolution rates in Lekinka Cave, Slovenia, over a 2-year period by determining the weight loss of limestone tablets. Lekinka Cave is a contact cave, where an allogenic surface stream flows off of flysch and onto limestone at the cave entrance. The study found that the dissolution rates of the tablets decreased exponentially along the flowpath in the downstream direction with an e-folding length of approximately 300 m. At first glance, one might suggest that this is a nice example of an exponential dissolution length scale resulting from linear dissolution kinetics. However, the average hydraulic diameter of the reach varies between about 10 cm and several meters, depending on the flow level, and the hydraulic head gradient is rh $ 10 À2 [Gospodarič and Habič, 1966 ]. An examination of Figure 3 shows that the expected dissolution e-folding length is on the order of 10 5 m, not 300 m. Therefore, unless some unknown process is accelerating dissolution rates far above those observed in laboratories, this rules out the dissolution process itself as a candidate for the mechanism responsible for the longitudinal reduction in rates.
[79] Another possible mechanism is the degassing of CO 2 from the stream. The biological activity producing CO 2 in the stream may reduce significantly upon entry to the cave, resulting in a drop in the partial pressure of dissolved CO 2 in the water. Alternatively, the stream also steepens and shallows as it enters the cave, resulting in likely increases in the rate at which CO 2 would be degassed. Either of these mechanisms could lead to a drop in CO 2 as the water flows through the cave. The loss of gases from streams is typically treated as a linear kinetic process. Measured timescales for reaeration in small streams are typically on the order of 10 À1 to 10 À2 days [Wanninkhof et al., 1990] . These timescales suggest that flow velocities from around 3 cm s À1 to 0.3 m s À1 would be needed to produce the measured length scale of 300 m. These flow velocities are well within the reasonable range. Therefore, the estimated length scales provide a first order test of the plausibility of a given mechanism, ruling out some mechanisms, and suggesting others. They do not provide a final answer but make strong suggestions as to possible hypotheses and the data that might be collected in order to determine the acting mechanism.
Other Potential Applications
[80] Since process length scales are a general feature of reactive or dissipative transport in karst, they have a broad range of potential applications that have not been discussed in detail here. Thermal and chemical variations have implications for speleothem paleoclimate studies [e.g., Fairchild et al., 2006] . The analogy between karst and glacial conduit networks [Gulley et al., 2009] suggests that the framework developed here may be useful for interpreting proglacial stream signals [e.g., Anderson et al., 2003a Anderson et al., , 2003b Covington et al., 2012] . Characteristic length scales have already been used to understand the behavior of cave atmospheres [Wigley and Brown, 1971] . For processes that are poorly understood, measurements of longitudinal variations in an advected quantity may help constrain, or inform, process models. Possible applications include sediment transport and fining [Chatanantavet et al., 2010] , longitudinal variations in microbial communities Mulec et al., 2012] , and the processing of dissolved organic matter [Gibert and Deharveng, 2002; Simon et al., 2003; Engel, 2009, 2010] .
Concluding Remarks
[81] Process length scales were crucial in understanding the early evolution of karst systems. However, such characteristic length scales have much broader applications within karst science and have been underappreciated as a general tool for conceptualizing karst processes. Any process that occurs within a karst conduit that is governed by a characteristic timescale, will also have an associated length scale resulting from flow down the conduit. Here we develop a general mathematical model for deriving these length scales, and employ it to illuminate the connections between conduit geometry and thermal, chemical, and electrical conductivity signals. While it is plausible that stronger geometrical constraints can be obtained using more complex models [e.g., Birk et al., 2006; A. Luhmann et al., Com- paring conservative and nonconservative tracers in karst and using them to estimate flow path geometry, submitted to Journal of Hydrology, 2011], our back-of-the-envelope calculations enable a simple estimate of karst aquifer properties from minimal information and provide a quantitative conceptual framework for interpreting the results of more complex models. Our formalization of the propagation of temperature and electrical conductivity signals in conduit networks leads to a quantitative representation of the factors that control damping. Specifically, the recharge density function, f R , contains the relevant factors that determine the amount of damping that occurs for a signal in a karst aquifer. f R subsumes the previous explanations for differences in spring signal variability.
Notation
A c conduit cross-sectional area. a calcite dissolution rate constant. a d diffusion-corrected rate constant. a r thermal diffusivity of rock. C concentration of dissolved calcite. C 0 input concentration of dissolved calcite. f R (F path ) fraction of recharge into flow paths at a given F path . Q volumetric discharge in the conduit. Q 0 volumetric discharge at x = 0. Q out total network discharge. Q mat total network matrix discharge. q i fractional discharge entering a node from the ith conduit segment. q mat volume discharge from the matrix per conduit surface area. R i fraction of recharge from the ith input. R(S) rate equation.
Re Reynolds number. r r density of rock. r w density of water. S generic advected quantity. S 0 value of S at conduit input.
S eq equilibrium value of S. S in,i ′ input signal amplitude into the ith conduit segment minus equilibrium value. S out,i ′ output signal amplitude into the ith conduit segment minus equilibrium value. S out,net ′ output signal amplitude from the network minus equilibrium value. S mat value of S in matrix water.
Sc Schmidt number. Sh Sherwood number. T w water temperature. T w,0 input water temperature. T r,0 initial rock temperature. T w ′ fractional water temperature. T w,0 ′ input fractional water temperature.
t time. t * dimensionless time. t tr transitional thermal timescale. Q ratio of conduction and advection times. t process timescale. t bt time starting at breakthrough. V flow velocity. V 0 flow velocity at x = 0. V average flow velocity. x distance along conduit. x * dimensionless distance along conduit.
