As for functions of bounded variations (BV ), the space of functions of bounded deformations (BD) can be equipped with different topologies. We propose an extension of the traditional space of BD functions equipped with the weaktopology. It is shown that in this fine extension, both compactness and weak--continuity of the trace hold under weak assumptions. This is relevant for applications, where the specimen is typically exposed to forces on the boundary. We give an application to a functional with a linearly growing energy density.
Introduction
Various variational problems are characterised by linear growth of the functional; examples can be found in plasticity and minimal surfaces. Those problems (e.g., the minimal surface functional Ω 1 + |∇u| 2 dx) have a natural setting in a fine extension of W 1,1 (Ω) or, if the functional depends on the linearised gradient 1 2 ∇u + ∇u , the equivalent space for symmetrised gradients. For example, perfect plasticity naturally leads to functionals involving the expression 1 2 ∇u + ∇u , so there is a natural interest in a suitable functional analytic framework. In this article, we develop such a functional setting for linearised gradients tailored for the calculus of variations. The setting introduced here offers both convenient compactness properties and continuity and weak-continuity of the trace. This combination is required in applications in mechanics where boundary forces are present.
One extension of W 1,1 (Ω) is the space of bounded variations, BV (Ω) (see, e.g., the accounts in [1, 4] ). Apart from the norm topology, two topologies are common for BV (Ω): the weak-topology [1, Definition 3.11] and the strict convergence [1, Definition 3.14]. The former is useful for its compactness properties (see, e.g., [1, Theorem 3 .23]), while the latter ensures continuity of the trace operator [1, Theorem 3.88] . In applications, one commonly would like to have both to pass to the limit of a minimising sequence, to obtain a limit and preserve the boundary data. As far as the existence of a limit is concerned, the weak-topology is a natural choice. Unfortunately, the trace operator in BV is not continuous when BV is endowed with the weak-topology, as can be seen in the simplest toy model. Namely, consider Ω := (0, 1), and u k : Ω → R given by u k (x) = kx for x ∈ 0, 1 k , and u k (x) = 1 for x ∈ 1 k , 1 . It is then easy to verify that u k 1 in BV (Ω) (see Section 2 for 2 M. Kružík and J. Zimmer the precise definition of weak-convergence), so the boundary data at 0 is lost in the limit procedure. The ultimate reason is that the test functions introduced in the definition of the weak-convergence vanish on the boundary. Souček [10] has introduced a fine extension of BV (Ω) where the test functions do not have to vanish on the boundary, and both compactness and continuity of the trace can be obtained. See Section 2 for a brief summary.
The purpose of this article is to introduce an analogous fine extension of the space of bounded deformations (BD). The space BD(Ω) is composed of vectorvalued functions u in L 1 (Ω) for which the symmetrised gradients 1 2 Du + Du are (component-wise) bounded measures. The one-dimensional example given above for BV shows that BD suffers from the same inconvenience: while a weak-convergence leads naturally to (weak-) compactness, the trace operator is not continuous in that topology. Stronger topologies, such as the norm topology in BD, make the trace operator continuous, but compactness becomes hard or impossible to prove. This is a serious obstacle for applications: indeed, BD is a natural function space for problems in plasticity, for which the direct methods from the Calculus of Variations are powerful tools. However, it is natural for applications in plasticity to prescribe boundary conditions. One would then like to work in a setting where the boundary data of a minimising sequence are preserved in the limit, while such a sequence should converge to a limit function in the same topology. We develop a fine extension where these two aims can be achieved simultaneously, unlike for existing topologies. Specifically, the main result of this article is a fine extension of DB where weak-compactness holds (Theorem 3.6), and the trace operator is both continuous and weak-continuous (Theorem 3.5). While some of the development of the theory presented here naturally resembles that of Souček's extension of the space of bounded variation, various arguments differ from those in [10] since we cannot rely on Sobolev embeddings available in the situation studied there. The result given here refines the main result of Temam's and Strang's paper [12] in a specific way: they show that the boundary values of a function in BD(Ω) are integrable, and the trace operator is continuous in the norm topology [12, Theorem 1.1]. The trace we define in this article is the trace introduced by Temam and Strang augmented by a term to handle possible concentration on the boundary (see Equation (3.6) ). An application of the framework developed in this article is given in Section 4.
Basic notation
In this article, Ω ⊂ R n is always a bounded domain with smooth boundary. We denote the space of continuous functions f : Ω → R by C(Ω), while C 0 (Ω) stands for the space of continuous functions f : Ω → R such that x ∈ Ω |f (x)| ≥ is compact for every > 0.
Further, W 1,1 (Ω; R m ) is as usual the space of measurable mappings which are integrable together with their first (distributional) derivatives; W k,p (Ω; R m ) is defined analogously. We write w-lim for the weak limit, and analogously w-lim for the weak-limit. If Γ D is a part of the boundary ∂Ω with positive n−1-dimensional Hausdorff measure, W 1,1
Weak convergence respectively weak-convergence is expressed as u k u respectively u k u, while u n → u denotes strong convergence.
Measure theory
Let us start with some basic definitions. If statements for a measure µ hold except for a set N of measure zero, µ(N ) = 0, this is abbreviated as µ-almost all or µ-a.e..
If X ⊂ R
n is open and µ is the n-dimensional Lebesgue measure, then µ is omitted in the notation. For a measurable space (X, M, µ) with M denoting the σ-algebra, the usual Lebesgue space is denoted by L 1 (X, µ). Again, we suppress µ from the notation if it is the Lebesgue measure. We often write µ x instead of µ(x).
We denote the (signed) Radon measures with finite mass on a locally compact Hausdorff space X by M (X); the cone of non-negative Radon measures with finite mass is denoted M + (X), and Prob(X) is the set of probability measures. The Jordan decomposition for signed measures µ = µ + − µ − gives rise to the total variation |µ|, which is the measure |µ| := µ + +µ − . Endowed with the total variation µ := |µ| (X) as a norm, M (X) is a Banach space. By the Riesz representation theorem, (M (X), · ) is isometrically isomorphic to the dual of (C 0 (X), · ∞ ) via the pairing
The weak-topology on M (X) is defined by this duality. For X ⊂ R n , the singular part and the density of a Radon measure µ (given by the Lebesgue-Radon-Nikodym decomposition with respect to the Lebesgue measure) are denoted by µ s and µ d , respectively.
The space of Radon measures with compact support onΩ is denoted M Ω , · . We recall that the support of a Borel measure µ is the complement of the largest open set N with µ(N ) = 0.
We follow the convention of writing C for a generic constant, whose value may change from line to line.
Fine extensions of
is not a reflexive space, one is interested in fine extensions. To allow for an easy comparison of the symmetrised setting with the existing extensions of W 1,1 (Ω; R m ), we mention bounded variations and a further fine extension, due to Souček [10] . This presentation, which follows [7] , can be skipped by a reader only interested in fine extensions with symmetrised gradients.
An established extension of W 1,1 (Ω; R m ) is the space of functions with bounded variation BV (Ω; R m ) (see, e.g., [4, 1] ). The space BV (Ω; R m ) is the linear subspace of L 1 (Ω; R m ) containing maps with bounded variation in Ω. That is, u ∈ BV (Ω; R m ) if
where, with Φ :
M. Kružík and J. Zimmer It is easy to see that · BV (Ω;R m ) defines the norm on BV (Ω; R m ). We recall the definition of weak-convergence in
Finally, if ∂Ω is Lipschitz then there is a bounded linear mapping T :
such that (here and in the following, ν is the unit outer normal to 
The weak-convergence in W 1,µ (Ω; R m ) is defined analogously to BV (Ω; R m ). The precise formulation is that (2.1) has to hold withDu instead of Du for any φ ∈ C Ω . Moreover, as shown in [10 
for all ϕ ∈ C 1 Ω ; R n and all 1 ≤ j ≤ m. The measurē
Here, the measureDu j denotes the jth row of the matrix-valued measureDu. The operator
. Namely, Du is the restriction ofDu on Ω. Hence, one can define a
On an extension of the space of bounded deformations
i.e., ifDu j does not concentrate on ∂Ω, then the BV -trace coincides with the AsDz does not concentrate on ∂Ω, it follows from (2.4) that
We have the following Poincaré-type inequality.
Lemma 2.1. Let Ω ⊂ R n a be bounded domain, with ∂Ω belonging to class
The proof can be found in [7] , and the observation of Remark 3.8 holds, mutatis mutandis, the present context.
Finally, we would like to mentioned that
3. Fine extensions of W 1,1 (Ω; R m ) with symmetrised gradients
We now consider symmetrised gradients. If u ∈ W 1,1 (Ω; R n ), we set ε(u) := 1 2 ∇u + ∇ u . We will in this section consider extensions of W 1,1 (Ω; R n ) with symmetrised gradients where the latter exist only in the sense of measures; we then write Eu = 1 2 Du + D u .
Functions of bounded deformation
We now turn our attention to the space of functions with bounded deformation BD (Ω; R n ) (see e.g. [4, 1] ). The space BD (Ω; R n ) stands for the linear subspace of
. We define its norm as 
with i, j ∈ {1, 2, . . . , n}, and ν : ∂Ω → R n is again the outer unit normal to ∂Ω. The main result in Temam's and Strang's article [12] is this trace theorem for BD (Ω); to distinguish their notion of a trace from the notion develop here, we call the trace defined in [12] occasionally the BD-trace.
The space
One central aim of this article is to establish a finer extension of BD (Ω; R n ), in the spirit of Souček's work [10] . We start with the definition, where we introduce µ in the notation to stress the analogy to the Souček space
Definition 3.1. We say that u,Ēu ∈ BDµ (Ω; R n ) if there exists a sequence
Remark 3.2.
1. In particular, in the setting of Definition 3.1,
Then there is a uniquely defined measure β ∈ M (∂Ω; R n ) such that the following integration by parts formula holds for every ϕ ∈ C 1 Ω :
where
for every φ ∈ C (∂Ω), again with i, j ∈ {1, 2, . . . , n}, and ν : ∂Ω → R n is the outer unit normal to ∂Ω as before.
On an extension of the space of bounded deformations 7 Proof. Initially, we follow the proof of [10, Theorem 1] . According to the definition, there is a sequence
Similarly, interchanging i and j, we obtain
Summing up these two equalities, we get
Passing to the limit for k → ∞ and using (3.2) in the fourth equality, we get
To show that β is a measure, we argue differently from the case of the full gradient [10] . Namely, we define a continuous linear functional on the set S := {νϕ| ∂Ω ϕ ∈ C 1 Ω } by putting
However, the linear hull of S is dense in C(∂Ω) [10, page 19], so β can be uniquely extended to a functional (denoted again by β) on the whole C(∂Ω).
As for the full gradient, where the BV -trace coincides with the W 1,µ -trace ifDu does not concentrate on ∂Ω, Equation (3.7) shows that the BD-trace introduced in [12] agrees with the BDµ-trace defined here ifĒ does does not concentrate on ∂Ω.
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M. Kružík and J. Zimmer Definition 3.4. We call the measure β constructed in Theorem 3.3 the trace or occasionally BDµ-trace of u,Ēu ∈ BDµ (Ω; R n ) and we writeT u,Ēu := β.
Theorem 3.5. The mapping BDµ (Ω; R n ) → M (∂Ω; R n ) : u,Ēu →T u,Ēu is continuous and sequentially weakly continuous.
Proof. The mapping in question is linear and bounded. Indeed, it follows from the proof of Theorem 3.3 that there is C > 0 such that for all u,Ēu ∈ BDµ (Ω; R n ) we have β M (∂Ω;R n ) ≤ C u,Ēu BDµ(Ω;R n ) , where β is the trace of u,Ēu . This can be deduced from (3.7) and the continuity of the trace operator T BD in BD (Ω; R n ) [12, Theorem 1.1] as follows. Consider in (3.7) a sequence u k ,Ēu k u,Ēu as k → ∞. The statement of the theorem follows easily from the limit passage for k → ∞ in (3.4) and from the fact that the linear hull of S := {νϕ| ∂Ω ϕ ∈ C 1 Ω } is dense in C(∂Ω).
Proof. Notice that the sequence {u k } k∈N is bounded in BD (Ω; R n ) because there is an obvious continuous projection of BDµ (Ω; R n ) on BD (Ω; R n ) defined as v,Ēv → (v, Ev), where Ev is the restriction of the measureĒv ∈ M Ω ; R n×n on Ω. Due to a result of Suquet [11] , there is a compact embedding of
We apply the standard diagonalisation argument to extract a sequence
Moreover, Ēû m m∈N is uniformly bounded in M Ω ; R n×n , so for a further subsequence we have a measure µ ∈ M Ω ; R n×n such thatĒû m µ. By the definition of BD (Ω; R n ), µ =Ēu.
Lemma 3.7.
Let Ω ⊂ R n a be bounded domain, with ∂Ω belonging to class C 1 . Let Γ D ⊂ ∂Ω be open and of positive n − 1-dimensional Lebesgue measure; suppose further that z ∈ M (Γ D ; R m ). Then there is C > 0 such that the estimate
Proof. Suppose that (3.8) does not hold. This means that for all k ∈ N there is
. Then the last inequality implies
The weak-compactness of balls in BDµ (Ω; R m ) implies that there is v,Ēv ∈ BDµ (Ω; R m ) such that for a subsequence (not relabelled) w− lim k→∞ v k ,Ēv k = v,Ēv . Moreover, v L 1 (Ω;R m ) = 1 andĒv = 0. Finally, the sequential weak-continuity of the trace operator (Theorem 3.5) and the fact that u k L 1 (Ω;R m ) → ∞ imply thatT v,Dv = 0 on Γ D . As Ev = 0, we have that v ∈ BDµ (Ω; R m ) and that v(x) = a + Rx, where a ∈ R n and R ∈ R n×n is skew-symmetric; see, e.g., [12] . In other words, v is a rigid motion, that is, a translation and/or an infinitesimal rotation. On the other hand,T v,Ēv = 0, i.e., v = 0. This, however, contradicts the fact that v L 1 (Ω;R m ) = 1. 
Example: simultaneous relaxation in u and Du
As an application, we consider the relaxation of the functional
R n×n → R is assumed to be continuous. To demonstrate the functional analytic framework laid out in this article, we assume that W has linear growth in the third component, as it is the case for applications in plasticity (or minimal surfaces). That is, we assume that there exist constants β ≥ α > 0 with
Further, to demonstrate the treatment of boundary conditions, we include a forcing term in the analysis,
with p > n; precise assumptions on the smallness of this forcing are stated later in this section. We do not assume that W is quasiconvex in s and thus have to resort to a relaxed formulation of (4.1) in the space of DiPerna-Majda measures; see Appendix B for a brief survey.
Before stating the relaxed version of the static problem (4.1), we have to collect an auxiliary statement that permits us to recover information regarding a function u whose measure derivative, Du, is the first moment of a gradient DiPerna-Majda measure.
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M. Kružík and J. Zimmer Definition 4.1. We say that (σ,ν) ∈ J DM
In what follows, we are going to norm R n×(n×n) by · R n×(n×n) := · R n + · R n×n , where the norms on the right-hand side are Euclidean ones. Example 4.2. We note that the mere knowledge of a DiPerna Majda measure generated by {ε (u k )} k∈N does not provide us with sufficient information on (σ,ν)
Indeed, consider the following toy problems for n = 1 and Ω = (−1, 1) , i.e., ε(u) = u , and the one-point compactification of R:
In this case, σ(dx) = (1 + |u(x)|)dx + δ 0 and
On the other hand, if we slightly modify {u k } k∈N to get
(4.7)
Nevertheless, in both examples the DiPerna-Majda measure (γ, π) generated by {u k } k∈N is the same, namely π(dx) = dx + δ 0 and
for every φ ∈ C(Ω), i.e.,
in the sense of measures onΩ, where we wrote s = (s 1 , s 2 ) ∈ R n×(n×n) .
Proof. As
The Dirichlet boundary condition on Γ D permits an application of the Poincaré inequality (3.8),
and thus yields that {u k } k∈N is bounded in L 1 (Ω; R n ) and therefore in BDµ (Ω; R n ). Hence, there is a subsequence (not relabelled) converging weakly in BDµ (Ω; R n ) to some u ∈ BDµ (Ω; R n ) by Theorem 3.6. By definition of weak-convergence in BDµ (Ω; R n ), this means that u k → u strongly in L 1 (Ω; R n ) and
n×n . Formula (4.10) then follows by comparing (2.1) (with the obvious modification of usingĒu rather than Du, and allowing for test functions φ ∈ C (Ω ) and (B 2) component-wise for s = {s jk }, with j, k = 1, . . . , n. The fact that u = u D on Γ D follows from the weak-continuity of the trace operatorT (Theorem 3.5). Now let us discuss a suitable relaxation of the problem (4.1). One would expect that a compactification involves only the gradient part, and strong convergence is inferred for the second argument, u, of W . However, as demonstrated in Example 4.2, we need to consider a compactification both in the second and the third argument. Accepting this for the moment, we take a subalgebra F of bounded continuous functions on R n × R n×n such that for every s 1 ∈ R n and every
we recall that F contains all functions where all radial limits exist, as a compactification by a sphere or finer is considered. We extend the previous notation slightly to accommodate for spatially inhomogeneous functions by writing
M. Kružík and J. Zimmer The relaxed problem then reads as follows:
and (σ,ν) ∈ J DM u D F (Ω; R n×(n×n) ), u,Ēu satisfies (4.10).
14)
then a minimiser of (4.13) exists. Furthermore, the minimum of (4.13) equals the infimum of (4.1).
is an infimising sequence of (4.1), then a subsequence generates (in the sense (B 4)) a minimiser of (4.13). Moreover, any minimiser of (4.13) is generated by an infimising sequence of (4.1).
Proof. We first show that inf
be an infimising sequence of (4.1). Obviously inf I < ∞. Thus, there exists K > 0 so that the following estimate holds (we employ the coercivity assumption (4.2) on W ).
At the same time we may suppose that u k → u strongly in L 1 (Ω; R n ) by compact embedding. Since {u k } k∈N is an infimising sequence, and the map u → Ω f (x) · u(x) dx is sequentially continuous, (B 2) shows that inf I = lim k→∞ I(u k ) =Ī(u,Ēu, σ,ν). Suppose that infĪ < inf I. Then there isĪ u,Ēu, σ,ν < inf I for some u,Ēu, σ,ν . As (σ,ν) ∈ J DM u D F (Ω; R n×(n×n) ), I converges along a generating sequence of (σ,ν) toĪ u,Ēu, σ,ν . Thus, inf I = infĪ. The fact that infĪ is attained follows immediately.
Remark 4.5. Notice that we did not need the Poincaré-type inequality (3.8) because we control u by means of the growth conditions of W . We would need inequality (3.8) if W is independent of u.
Appendix A. Young measures
We briefly recall the concept of Young measures [13] and follow the presentation in [7] . Young measures describe the limit of a sequence {u k } k∈N of functions u k : Ω → R m which converges weakly in L q (Ω; R m ) for 1 ≤ q < ∞ or weakly if q = ∞. The precise concept is as follows. A Young measure on a bounded domain Ω ⊂ R n is a weakly measurable mapping
with values in the probability measures. We recall that a mapping with values in the Radon measures is weakly measurable if for any f ∈ C 0 (R m ), the mapping
is measurable in the usual sense. We writeν for the Young measure to distinguish it from the normal ν introduced in the previous sections. We denote the set of all Young measures by
) is the space of weakly measurable bounded functions. The parametrised Young measure theorem [9] states that for every sequence {u k } k∈N which is bounded in L ∞ (Ω; R m ), there exists a subsequence (denoted by the same indices for notational simplicity) and a Young measureν = {ν x } x∈Ω ∈ Y (Ω; R m ) such that for every continuous function f :
is the expectation of f . Let Y ∞ (Ω; R m ) denote set of all Young measures which are generated by taking all bounded sequences The assumption that {u k } k∈N is bounded in L ∞ (Ω; R m ) can be relaxed to the assumption of such a bound in L q (Ω; R m ) with 1 < q < ∞. The parametrised Young measure theorem is then valid under stronger growth conditions on the nonlinearity f . The precise formulation has been given by Schonbek [9, Theorem 2.2] (see also [2] for a general formulation of the parametrised Young measure theorem). Namely, for every sequence {u k } k∈N which is uniformly bounded in L q (Ω; R m ) for some q > 1, there exists a subsequence, still indexed by k for notational convenience, and a Young measureν = {ν x } x∈Ω ∈ Y (Ω; R m ) such that for every f ∈ C (R m ) with
the following holds in L 1 (Ω; R m ): , then the set of Young measures generated by subsequences of {∇u k } k∈N will be denoted G q (Ω; R m×m ). In the spirit of (A 1), we extend the energy V toV (ν) := Ω R m×m ϕ(s)ν x (ds) dx forν ∈ G q (Ω; R m×m ).
Appendix B. DiPerna-Majda measures
In the situation under consideration, unlike that of Appendix A, no bound in L ∞ (Ω; R m ) is available, and even the extension to bounds in L p (Ω; R m ) for 1 < p < ∞ is not sufficient. Namely, the energy density W will be a test function f in the sense of (A 1). Obviously, a linearly growing energy density does not satisfy (A 3) even for p = 1, and it is not hard to see that the bound (A 3) on the growth of the nonlinearity f is sharp [9, Example 2.1]. DiPerna-Majda measures are an extension of Young measures to describe concentration effects, which may occur due to the non-reflexivity of L 1 (Ω; R m ). That is, let f be a function R m → R with p-growth at infinity. DiPerna-Majda measures then describe the limit of a sequence {f (u k )} k∈N , where the functions
The definition of DiPerna-Majda measures involves a compactification; we refer to Appendix of [7] for details and some intuition. There, a motivation is given as to why one considers a completely regular subalgebra F of the space of bounded continuous functions BC (R m ). We consider compactifications β F R m by a sphere or finer. That is, F contains all functionsf for which the radial limit lim r→∞f (rs) exists for arbitrary s ∈ R m . We note that F also may contain functionsf which have no well-defined radial limits. To deal with functions f with linear growth at infinity in a convenient manner, we setf (s) := f (s) 1+|s| , withf ∈ F. The motivation for the construction of DiPerna-Majda measures can be described as follows. We are given a sequence {u k } k∈N , uniformly bounded in L p (Ω, R m ). For the application discussed below, it suffices to consider the case p = 1. The goal is to describe the weak limit holds. The set of all measures generated in this way will be denoted DM F (Ω; R m ). Since φ(x)f (u) with φ ∈ C Ω andf ∈ BC (β F R m ) is dense in C Ω × β F R m , one can say that η ∼ = (σ,ν) for η ∈ DM F (Ω; R m ) and (σ,ν) ∈ DM F (Ω; R m ) if
for anyh ∈ C Ω × β F R m . Consequently, the elements of DM F (Ω; R m ) will be addressed as DiPerna-Majda measures as well.
It is known [8, Chapter 3] that DM F (Ω; R m ) is a closed, convex, non-compact but locally compact and locally sequentially compact subset of the locally convex space M Ω × β F R m considered in its weak-topology. We denote by GDM F (Ω; R m×n ) the subset of DM F (Ω; R m×n ) of those measures which are generated by gradients of mappings in W 1,1 (Ω; R m ). Expressed differently, (σ,ν) ∈ GDM F (Ω; R m×n ) if there is {u k } k∈N ⊂ W 1,1 (Ω; R m ) such that for all φ ∈ C Ω and allf ∈ F Similarly we write η ∈ GDM F (Ω; R m×n ) if η ∈ DM F (Ω; R m×n ) is generated by gradients. Finally, GDM u D F (Ω; R m×n ) denotes elements (σ,ν) ∈ GDM F (Ω; R m×n ) with the property that (σ,ν) is generated by {u k } k∈N ⊂ W 
