Abstract. We consider the feasibility problem OPP in higher-dimensional orthogonal packing: given a set of d-dimensional (d ≥ 2) rectangular items, decide whether all of them can be orthogonally packed in the given rectangular container without rotation. The 1D 'bar' LP relaxation of OPP reduces the latter to a 1D cutting-stock problem where the packing of each stock bar represents a possible 1D stitch through an OPP layout. The dual multipliers of the LP provide us with another kind of powerful bounding information (conservative scales). We investigate how the set of possible 1D packings can be tightened using the overlapping information of item projections on the axes, with the goal to tighten the relaxation. We integrate the bar relaxation into an interval-graph algorithm for OPP, which operates on such overlapping relations. Numerical results on 2D and 3D instances demonstrate the efficiency of tightening leading to a speedup and stabilization of the algorithm.
Introduction
For given dimensionality d ≥ 2, consider a set of d-dimensional items (boxes) that need to be packed into the given container. The input data describes:
• container sizes W k ∈ Z + , k = 1, d, • index set of items I = {1, . . . , n}, • item sizes w k i ∈ {1, . . . , W k }, k = 1, d for any item i ∈ I. The d-dimensional orthogonal packing problem (OPP-d) [FS04a, CJCM08, MSB12] is the feasibility problem: decide whether all the boxes can be orthogonally packed into the container without rotations. The guillotine constraint [cf. MAV10, CJM08] is not considered. We can denote an instance of OPP-d by a tuple (W, w) ∈ Z d × Z d,n . OPP is a subproblem in some solution methods for orthogonal bin-packing problems (BPP) and knapsack problems (OKP) [cf. FS04a, BB07, PS07] . OPP is polynomially equivalent to the orthogonal strip-packing problem (SPP) [MMV03, AVPT09, KIN + 09, BM10].
1.1. Formulations and exact methods for OPP. The non-linear natural model [CJCM08, PS07] just states the containment and non-overlapping conditions, as follows:
Find a set of coordinates x
for at least one k, ∀i < j,
or prove that none exist.
Constraints (1a) are containment conditions, stating that each item should lie in the big box. Constraints (1b) are non-overlapping conditions stating that any two items i, j should be separated along at least one coordinate axis; in particular, we can specify item orderings: "i lies completely before j along axis k". This very simple model can be fed to constraint programming software and, supplemented by bounds such as conservative scales or sweep line, leads to the best results today [MSB12, CJCM08, SO08, BCP08, PS07, Kor04]. There are many ILP models for OPP [Bea85, Pad00, BB07, BKRS09] . Their exact solution is difficult because of weak LP bounds of some models [Pad00] and because of the quadratic number of intersection variables and, in some models, the pseudo-polynomial number of position-indexed variables [Bea85, BB07] .
The interval-graph model [FS04a] operates directly with overlapping / separatedness relations of item projections on each axis; item orderings and coordinates can be deduced. The overlapping relations, expressed as edges of a (non-oriented) graph, produce a so-called interval graph [cf. Gol04, FS04a] . The complement of such a graph possesses transitive orientations which correspond to orderings of the items along the axis. This model seems to be the most general one; in particular, it removes some of the symmetries in guillotinely structured layouts. An exact algorithm based on the interval-graph model proved to be one of the best algorithms today [FSvdV07, CJCM08] .
Relaxations and bounds.
To facilitate the OPP (in)feasibility decision, we can employ bounds. To prove that an instance is feasible, it is sufficient to provide a packing. To prove infeasibility, we can employ relaxations of the problem. The paper [BKRS09] reviews several relaxations: volume bounds, conservative scales [FS04b, BKRS] , 1D relaxations, and relaxations of ILP models.
Conservative scales (CS) are modified item sizes. The volume bound with them is valid for the original OPP instance. Conservative scales can be obtained by dual-feasible functions, which is heavily used in exact algorithms [cf. CJCM08]. However, no efficient way has been proposed to strengthen CS using branching information. In [FS04b] , the overlapping information is given into a subset-sum problem with the goal to enlarge some items. The authors [FSvdV07] found this helpful only downto depth 5 of the main branching tree.
The 1D bar LP relaxation considers 1D stitches through potential packings. Using the overlapping information, we can restrict the set of items combined in a stitch and thus strengthen the relaxation. This was done in [BKRS09] in a probing procedure. Moreover, the duals of the underlying set-covering LP provide efficient conservative scales [CM09, BKRS] .
Up to now, the only effort to use the bar relaxation in algorithms for OPP seems to be [MSB12] where it was integrated in various constraint programming approaches. For other orthogonal packing problems, it was used to select candidate subsets for OKP-2 [AL01, BB07]; for each subset, the corresponding OPP was solved by classical methods. In exact methods for BPP [PS07] a strong setpartitioning bound was used in the upper level, but constraint programming for OPP subproblems.
1.3. Our contributions. We integrate the bar relaxation into the interval-graph enumeration scheme of Fekete and Schepers [FSvdV07] . Section 2 reviews the validity of the interval-graph model and simplifies the feasibility criterion. Section 3 reviews the original exact algorithm, Section 4 discusses the integration of the bar relaxation, in particular tightening methods, Section 5 some further modifications. Experimental results and conclusions follow.
The interval-graph model and a simplification
The following theorem from [FS04a] defines and establishes the validity of the interval-graph model:
has a feasible solution iff there exists a system of graphs G k = (I, E k ), k = 1, d, satisfying the properties P1 (Intervalness): Each G k is an interval graph, i.e., its edges correspond to overlapping relations of a set of intervals on a line [cf. Gol04] .
Proof. Necessity. Consider the following system of graphs: edge e = (ij) belongs to G k iff the projections of i and j on axis k strictly overlap, see Figure 1 illustrating the complements G 1 , G 2 of G 1 , G 2 for an example packing, respectively. The graphs G k , k = 1, d are the intersection graphs of item projections onto the axes, which corresponds to the definition of intervalness [Gol04] , implying P1. Properties P2 and P3 can be shown straightforwardly. G 1 :
G 2 : Figure 1 . An example packing, the complement intersection graphs, and their transitive orientations Sufficiency. P1 ensures transitive orientability of the complements G k of the graphs
corresponds to a partial ordering of items along axis k. Longest-path trees in the oriented graphs provide us with item coordinates. Due to P2, the containment condition (1a) holds. The last property P3 guarantees non-overlapping.
Property P1 arises naturally from feasible packings as a necessary condition. Let us consider the opposite direction, namely the question: when does a system of graphs G k = (I, E k ), k = 1, d represent a feasible packing? Looking at the sufficiency proof, we see that we need, in addition to P2 and P3, only the transitive orientability of the complements G k . Transitively orientable graphs are called comparability graphs [Gol04] . In fact, a given graph G is interval iff its complement is a comparability graph and G contains no induced chordless cycle C 4 [Gol04] . Thus, the graphs G k do not have to be interval, which allows us to extend the set of candidate graphs:
has a feasible solution iff there exists a system of graphs G k = (I, E k ), k = 1, d, satisfying the properties P1' (Orientability): Each graph G k is a complement of a comparability graph.
An example is given in Figure 2 . In this example, G 1 is non-interval (just a chordless C 4 ) but G 1 has transitive orientations. We can select the orientations of G 1 and G 2 corresponding to the packing on the right. Discussion. The proof of Theorems 1 and 2 shows an interesting property of the graph model: given a feasible system of graphs G k = (I, E k ), k = 1, d, and restoring a corresponding packing layout, the fact e = (ij) ∈ E k does not necessarily mean that items i and j strictly overlap in projection on axis k. An illustrating example was given in [FO08] , where such cases are called degenerate, Figure 3 . Note that in the problem setting of [FSvdV07] it is impossible to demand that W = (9, 9), w 1 = (4, 5, 4, 2, 3), w 2 = (4, 5, 5, 4, 4). edges of G k imply any minimal overlapping because item sizes are assumed to be real values.
An overview of the algorithm of Fekete and Schepers
The exact algorithm of [FSvdV07] has the goal either to obtain a system of graphs satisfying P1-P3 or prove that none exists.
3.1. Branching rule. The algorithm enumerates the graphs edge by edge, fixing some edges to included or excluded. Each fixing is called augmentation and is denoted by a triple (e, δ, k), where e = (ij) is the edge, δ ∈ {+, −} means that the edge is included (+) or excluded (−) in G k , k ∈ {1, . . . , d} is the dimension. Each node of the search tree contains the fixed edges in the search information 3.2. Pruning criteria and bounds. To prune the current node because of infeasibility, we need a proof that its search information E cannot be augmented to feasible graphs. This is clearly the case when E contains fixed configurations violating some of P1-P3. Another possibility employed in [FSvdV07] is to consider the restrictions on item combinations dictated by E, which may allow an enlargement of item sizes and a stronger volume bound.
3.3. Solution candidates and feasibility test. To obtain a feasible system of graphs, the authors take the graphs consisting of all included edges (G k = (I, E +,k ), k = 1, d) and test them for feasibility. This is done in every node. The test is performed as follows (for each k = 1, d):
(1) Test P1': check comparability of the complement G k .
(2) Test P2: to check the feasibility of the largest stable set, solve the maximal weighted clique problem in the complement. This problem, generally N Phard, is polynomially solvable in comparability graphs. (3) Test P1: look for induced chordless C 4 s.
Note that P3 is not tested because it is always satisfied by E + due to preprocessing, see Subsection 3.5.
3.4. Branching edges. The edges to branch on are selected with the goal to eliminate infeasibilities in one of the subnodes. If the feasibility test discovers a forbidden subgraph G in G k , let A be the set of all free edges in this subgraph. If A is empty, the node can be pruned; if |A| = 1, the corresponding edge can be fixed (see preprocessing); otherwise, one of the free edges is selected for branching. The authors do not specify which forbidden subgraphs and which edges are preferred.
3.5. Preprocessing. Preprocessing is modification of the problem with the goal to simplify the solution process [Mar01] , e.g., by tightening some of the constraints. Sometimes it is possible to modify item sizes in order to strengthen the volume bound. For 2D packing problems, good examples of preprocessing procedures are given, e.g., in [BB07] . In the context of constraint programming, preprocessing is called constraint propagation [BCP08] . In the interval-graph algorithm, preprocessing is performed by extending the search information E and is called feasible augmentations.
In the root node, all infeasible stable sets of two items are fixed at E + . In subnodes, feasible augmentations are performed by the principle outlined in the feasibility test: if just one edge is missing to complete a forbidden subgraph, it is fixed in the opposite way. This is done for the constraints P2, P3, and induced C 4 s. Moreover, some fixings can be done on indistinguishable edges (i.e., edges whose corresponding end nodes are equal-size items with equal search information).
3.6. Discussion. Many algorithms for OPP-2 are based on the observation that a feasible packing represents a feasible non-preemptive cumulative-resource schedule [CJCM08, SO08, BCP08, BKRS09] or, equivalently, contiguous 1D cutting [MMV03, AVPT09] along each axis. These algorithms follow the so-called twostage strategy: first they enumerate the coordinates in one dimension; for each feasible non-preemptive schedule, they enumerate the coordinates in the second dimension. It can be shown that the original interval-graph algorithm has a similar property:
Theorem 3. Suppose that in some node of the search tree, all graphs up to dimension k 0 ∈ {1, . . . , d} are feasible: graphs G k = (I, E +,k ) for k = 1, k 0 satisfy P1 and P2. Then all G k , k = 1, k 0 will remain the same in the subtree of that node.
Proof. The graphs G k , k = 1, k 0 will always pass the feasibility test. Thus, no branching will be performed in dimensions k ≤ k 0 . Moreover, the preprocessing routines will not change the search information E +,k , k = 1, k 0 because it contains no forbidden subgraphs; the preprocessing for P3 can only fix some '−' edges. Properties P1 and P2 for a certain k ∈ {1, . . . , d} do not imply that the nonpreemptive schedule (obtained from a transitive orientation of G k ) should satisfy the cumulative-resource constraint: for example, if all items are placed at the left margin of the container (i.e., starting at time zero), the height of the corresponding packing can be too large. This situation can be checked in polynomial time as the maximal stable set problem in comparability graphs [Gol04] ; however this possibility was not mentioned in the original algorithm [FSvdV07] .
Integration of the 1D bar LP relaxation
This relaxation is well-known [Sch99, AL01, BB07]. The paper [BKRS09] investigated some simple methods of its tightening using the overlapping information. We introduce a formal definition and new tightening methods. 
The CSP instance (
is a relaxation of (W, w). Let us call it the kth bar relaxation [cf. Sch99] because the packing of each stock bar of length L k represents a possible 1D stitch through an OPP layout along the axis k. A scheme for the bar relaxation is shown in Figure 5 . Let us describe the set-partitioning model of CSP [GG61] . Let the CSP instance be given by a tuple (L, B, l, b). We introduce the notion of 1D cutting pattern. This is any binary vector a ∈ {0, 1} n satisfying the knapsack constraint
Note that in the standard CSP, the patterns a are general non-negative integer vectors [GG61] . Binary patterns are meaningful when CSP is considered as a relaxation of OPP. Let the columns of matrix A = A(L, l) ∈ {0, 1} n,η represent all possible cutting patterns (3). Note that matrix A is a constant. The variables are given by the vector x ∈ Z η + whose elements represent the usage of the corresponding columns in the solution. The set-partitioning model of CSP is as follows:
Constraint (4a) says that the total number of stock bars 1x = η j=1 x j should not exceed B. Constraints (4b) say that the exact number of copies of each item type is produced. This IP model can be hard to solve and we are going to use its LP relaxation which is very strong both in the 1D case [RST02] and as a bound for orthogonal packing [BB07, BKRS09] .
Thus, we are modeling the k-th bar LP relaxation for (W, w) as
. . , d}, the OPP instance (W, w) is infeasible. We will consider all d bar LP relaxations together in the following system:
The set Ω(W, w) is empty iff at least one of the sets
, is empty, which means infeasibility of the OPP.
4.2.
Tightening without the search information: P3 cuts. Even prior to branching or probing, we can try to strengthen the bar LP system (6) as follows.
For any given i < j ∈ I, let P k ij be the index set of cutting patterns which contain items i and j together:
denote the maximal overlapping area of items i and j in projection along axis k onto the (d − 1)-dimensional span of the axes k = k.
Theorem 4 (P3 cuts). The inequalities
are valid for the system (6) as a relaxation of the OPP (W, w).
Proof. In any feasible packing, items i and j overlap in projection along at most one axis k. This packing corresponds to a solution of the bar relaxation satisfying
which together corresponds to (7).
Let us call the cuts (7) P3 cuts because they correspond to the non-overlapping property P3. We can rewrite (7) as
4.3. Tightening using the search information. In a subnode of the search tree, given search information
, we can strengthen the bar LP relaxation (6) as follows.
Lemma 5. For each edge e = (ij) ∈ E −,k we can strengthen the k -th bar relaxations, k = k, by forbidding bar patterns which contain i and j together.
Proof. e = (ij) ∈ E −,k means that i and j are separated along axis k, i.e., the intersection of their projections on axis k has length zero. Thus, they cannot be together in bars of the bar relaxations for dimensions k = k, Figure 6 . Figure 6 . Suppose e = (ij) ∈ E −,1 , then only patterns of the 1 st bar relaxation (horizontal stitches) can have items i and j together.
Lemma 6. For each edge e = (ij) ∈ E +,k we can strengthen the k-th bar relaxation by forbidding bar patterns which contain i and j together.
Proof. Using property P3 we conclude that e must be fixed to E −,k for at least one k = k. Lemma 5 provides the result.
Having integer item sizes, we may restrict our search to graph systems G k = (I, E k ), k = 1, d with the property P4 (Visibility, [FO08] ):
There exists a packing where, for each pair i < j ∈ I and each k = 1, d, the length of the overlapping interval of items i and j in projection on axis k is
Example of a feasible graph system violating this property is given in [FO08] , see Figure 3 above. For any left-justified packing layout, it is simple to construct a system satisfying P4, similar to the necessity proof in Theorem 1. In the 2D case, this allows us to strengthen the bar LP system (6) as follows:
Lemma 7 (P4 cuts). Let d = 2. For each edge e = (ij) ∈ E +,k we can strengthen the system (6) by the following cut:
where
Proof. The fact that items i and j overlap in projection on axis k means that the (3−k)-th bar relaxation has a feasible solution with at least one pattern containing i and j.
If only the search information is considered, without P3 or P4 cuts, the strengthened model (6) is as follows:
where constraints (10c) and (10d) forbid certain item pairs according to Lemmas 5 and 6, respectively. We solve an LP with constraints (10a)-(10e) and the objective function min k
where Υ is the set of infeasibility slacks for all constraints except the P3 cuts and M ι , ι ∈ Υ are big numbers.
4.4. Tightened conservative scales. The dual multipliers of a partially tightened bar LP can provide us with conservative scales.
Definition 1 ([FS04b]
). Let be given a tuple (L, l) ∈ Z × Z n . Vector l ∈ R n is a conservative scale (CS) for (L, l) if the following holds:
. Then any system of graphs G k = (I, E k ), k = 1, d satisfying property P2 for (W, w) also satisfies it for (W, w).
Thus, conservative scales define a new OPP instance whose set of packings is a superset of that for the original instance. Our goal is to maximize its volume bound:
A heuristic linearization of this problem (for some fixed k ∈ {1, . . . , d}) is
Note that the LP (13) is dual to the bar LP (6) with objective function (10f).
In [BKRS] we proposed a sequential linear programming (SLP) heuristic solving (13) iteratively. In each iteration, the objective of (13) is initialized with previous CS w k , k = k. This approach can also use the search information. Observe that the edges from E + cannot be contained in stable sets of the graphs, e.g., those violating P2. This is formalized as follows:
Definition 2 (Definition 18 from [FS04b] ). Let be given a tuple (L, l) ∈ Z × Z n and the 'included' search information E +,k . Vector l ∈ R n is a CS for (L, l) with search information E +,k if the following holds:
In [FS04b] it was shown that the volume bound with these CS is valid for the local search information. A method to compute such CS was proposed, namely by solving the subset-sum problem corresponding to (14) and then feasibly enlarging some items. The following theorem generalizes this idea:
Theorem 9. Consider the LP (10) without the tightening constraints (10c). Let π k be feasible dual multipliers for the volume constraints (10a) and π k i , i ∈ I those for the demand constraints (10b), k = 1, d. Then the vectors w k with
are conservative scales for (W k , w k ) and search information E +,k , k = 1, d.
Proof. Because of dual feasibility we have
for all cutting patterns a considered in Definition 2.
Note that we cannot use tightening constraints (10c) to obtain valid CS, as shown by the following Example 1 ( [Roh08] ). Consider the OPP-2 instance given by W = (2, 2), n = 2, w 1 = w 2 = (1, 1) with search information E + = ∅, E −,1 ∩ E −,2 (1, 2). Constraints (10c) imply that the only feasible cutting patterns in (10) are the unit vectors e i , i = 1, 2, for each k = 1, 2. Using the optimal duals in (15) we obtain the CS w 1 = w 2 = (2, 2). The total volume of the modified items is 2 · 2 + 2 · 2 = 8 > 4, however there exists a feasible packing with this search information, Similar to [BKRS] , we performed the SLP heuristic in the root (10 iterations). In each subnode we performed only one iteration using the corresponding results of the parent node (i.e., the last CS produced in the parent by LP or, in case of degeneracy, by dual-feasible functions). This was implemented in a separate LP master. In particular, we used the '≥' form of constraints (10b) to ensure nonnegativity of CS. Then we computed all possible volume bounds using the new CS and three previous CS from parent nodes. 4.5. Column generation. The authors in [BMH02, BB07] generated all full 1D patterns a priori. We have to consider all, even underfilled, patterns because of the LP tightening by search information. Our 2D test instances with 23 items count up to half a million possible patterns, which necessitates column generation. Note that [PS07] applied column generation to a different problem, namely their columns denoted complete 2D patterns.
With empty search information and absent P3 cuts, the pricing problem for (6) is a set of d binary knapsack problems, cf. [GG61] . If only the search information is considered as in (10), without P3 or P4 cuts, the pricing problem for each k = 1, d is a binary knapsack problem with conflicts, we discussed its solution in [BKRS09] .
In the general case, let S P 3 ⊆ {(ij) : i < j ∈ I} be the set of P3 cuts (7) added to the system (10) and π P 3 ij , (ij) ∈ S P 3 be their dual multipliers. In the 2D case, suppose that all P4 cuts (9) are added and π k ij , (ij) ∈ E +,k , k = 1, 2 be their dual multipliers. Let π k , k = 1, d be the duals for the volume constraints (10a) and π k i , i ∈ I, k = 1, d be those for the demand constraints (10b).
The column generation problem for (10) can be modeled as follows:
where 1 − c k p is the reduced cost of x k p . The k-th internal maximization problem of (16), max
with constraints (17d) and (17e) only for d = 2 and P4 cuts added. The variables a i , i ∈ I represent the bar pattern, the extra variables α ij = a i a j are needed to correctly account for the coefficients of P3 and P4 cuts in the objective function (17a). (17b) is the knapsack constraint for a, (17c) exclude the pairs of E +,k ∪ k =k E −,k according to Lemmas 5 and 6. Now we need the following Observation 10. In an optimal solution of a restricted master of (10), the duals of the P3 and P4 cuts satisfy
Because of (18b), constraints (17d), (17e) are enough to correctly restrict α ij for (ij) ∈ E +,3−k (if α ij contributes to the objective value then it is maximum possible); similarly, because of (18a), constraints (17f) are enough for α ij , (ij) ∈ S P 3 .
Further modifications
We describe some modifications which proved useful. Many more options were tested in the diploma thesis [Roh08] . 5.1. Probing. A useful preprocessing technique in exact algorithms is probing [Mar01] . A binary variable is fixed to 0 or 1 and the bound is recomputed; if the bound reports infeasible, the variable is constantly fixed to the opposite value.
Similar to [BKRS09] , we probed on the excluding augmentations ((ij), −, k), i < j ∈ I, k = 1, d. They were selected in a non-increasing order of the value
which estimates the augmentation's impact on the bound, cf. Lemma 5. In each node of depth s, at most max{0, 200 − 40s} augmentations were probed in this order (the root node having depth zero). [FSvdV07] describes preprocessing for C 4 s, P 2, and P 3. Property P1' (comparability of the complement of each G k ) can be preprocessed as well. Starting from the last fixed augmentation (e, δ, k), we investigate the search information E −,k in a similar fashion to [Gol04, Algorithm 5.3]. If it contains a non-orientable subgraph with all but one 2-chords in E +,k or a non-orientable subgraph with one free edge and all 2-chords in E +,k , the corresponding free edge is fixed to the feasible value. Details are discussed in [Roh08] .
Preprocessing. The original algorithm
In the beginning of the whole algorithm we try to reduce the container sizes using integer combinations of item sizes in the corresponding dimension: we set
, 1}, i = 1, n}, which can strengthen the bounds. Similar to [BKRS] , 10 iterations of the SLP conservative-scales heuristic are performed to recognize potential infeasibility.
5.3. Branching strategy. We employed the LP information in branching decisions. For the branchung rule, having set A of branching candidates (see Section 3.4), we selected an edge e ∈ A maximizing the value
which estimates the total impact on the bound in both child nodes, cf. Lemmas 5 and 6. Node selection was cyclic: n nodes by the best-bound rule, then 200 nodes by the diving rule (LIFO), then n nodes by best bound and so on. Both in bestbound and diving rules, we had to decide between the two children of the same parent. We preferred that child which removed the infeasibility in the forbidden subgraph G (see Section 3.4). For best-bound selection, we used the LP objective value (10f) of the node's parent.
Results
Similar to [MSB12, CJCM08, SO08, BCP08] and others, we concentrated our experiments on pure OPP in order to be able to control the size of the instances. This is in a contrast to [FSvdV07] where the proposed OPP method was embedded in exact algorithms for OKP and BPP; we decided to select good methods for OPP first. The diploma thesis [Roh08] reports results for many more options of our algorithm for OPP-2.
The algorithm was implemented as a single-threaded application in GNU C++ 4.1.2 under Red Hat Linux on an Intel Xeon E5430 2,66 GHz CPU. COIN LP 1.6.0 was used as an LP and ILOG CPLEX 9.1 as an ILP solver (the usage of COIN LP is explained by the history of implementation). The test instances and detailed results are available on the CaPaD website http://www.math.tu-dresden.de/˜capad. The source code is available from the authors on request.
The pricing problems (17), if neither P3 nor P4 cuts were present, were solved by our own procedure, cf. [BKRS09] . Otherwise, they were solved by ILOG CPLEX 9.1. For P2 preprocessing in the 3D case, we used the procedure Avoid Cliques as in [FSvdV07] . In the 2D case we found the following simplified procedure much more fruitful: starting from the last augmentation, enumerate neighboring cliques up to size 6 exactly and larger cliques heuristically. When testing P3 cuts, we allowed at most 10 cuts in the root and 3 in subnodes. Conservative scales were computed in subnodes only for 3D instances. [CJCM08] there are 15 feasible and 27 infeasible ones. The container size is 20×20 and the number of items n ≤ 23. Table 1 presents results separately for infeasible and feasible instances. The name of an instance has the form wwSnn, where ww is the percentage of waste, S ∈ {F, N, X} stands for 'feasible', 'infeasible', and 'unknown' state of the instance with an earlier version of the algorithm from [CJCM08] , and nn is the number of items. The next four columns report results for the schedule-or-postpone algorithm of [CJCM08] , however obtained with a newer version used in [MSB12] (CPU: AMD Athlon 64 4200+, 2.2 GHz). The two pairs of columns give the number of created branching nodes and the CPU time (seconds) for the algorithm applied to the original and 'transposed' instances, respectively. In [CJCM08, MSB12] there is no recommendation as to which orientation of an instance can be preferable and we see that it has significant influence on the efficiency, especially for infeasible instances. The line 'mean' gives the arithmetic mean of each column, excluding the 00X23 instance.
Results for 2D instances of Clautiaux et al. Among the instances from
The next two columns, labeled 'Graphs, orig.', report results cited in [CJCM08] for the original interval-graph algorithm of [FSvdV07] : nodes and CPU time (seconds, Pentium IV 3.2 GHz). Three instances were not solved in the time limit: 00N23, 00X23, and 02F20. Note that instance 15N10 was not considered in [CJCM08] .
Further four columns report results for our LP-based interval-graph algorithm: nodes, time, number of augmentations fixed by probing, and the final number of columns in the LP. Instance 00X23 could not be solved even in 100 hours. The following columns show results for changed parameter settings: no probing, LP bound only till depth 5, no probing and LP till depth 5, no P1' preprocessing, no induced C 4 s preprocessing, P3 cuts added, P4 cuts added. Without LP and probing, many instances could not be solved in 1 hour. Actually, this configuration corresponds most to the original algorithm from [FSvdV07] ; the difference is the Table 1 . Results for 2D instances of Clautiaux et al. [CJCM08] Schedule-or-postpone Graphs, orig. Instances not solved by the original graphs algorithm, time limit unknown [CJCM08] ; * * : Instance 00X23 could not be solved by any configuration in 100 hours * * * : Unsolved instances, time limit 1 hour; * * * * : Instance 15N10 was not considered in [CJCM08] LP bound instead of conservative scales and P1' preprocessing. In the original algorithm, the authors found that the conservative scales pay off only downto depth 5; this was confirmed in [Roh08] . We conclude that the LP bound can efficiently employ the search information in deeper nodes.
Comparing the results for our option 'no probing, LP downto 5' against the original algorithm 'Graphs, FS', we see that the combinatorial part of our implementation is much weaker. However, with probing and LP, the overall algorithm becomes stronger.
We observe that P1' preprocessing is very useful especially for feasible instances. The same concerns induced C 4 s: we conclude that it is better to concentrate the search on a smaller range of graphs, cf. Section 2. P3 and P4 cuts, although reducing the number of nodes for infeasible instances, slow down the computation on average, because of a more complicated pricing problem.
The LP bound, especially combined with probing, improves the interval-graph algorithm. However, instance 00X23 could not be solved by any configuration. Thus, the constraint-programming approach of [CJCM08, MSB12] is stronger on these instances. 6.2. Results for waste-free 2D instances of Hopper and Turton. Here we consider the sets C, N, T from [Hop00, HT00], whose feasible packings are wastefree (perfect). Table 2 reports n and container sizes W , H for each instance. The paper [KIN + 09] proposes specialized exact algorithms for waste-free packings. For set N, the algorithm StairCasePP from [KIN + 09] is very effective: it solved instances with n ≤ 49 items (classes N2-N4), using a Pentium IV (3.0 GHz) CPU. We present their results only for N2 because for N3 and N4 our algorithm was not successful. The second and third algorithms we considered are, again, the scheduleand-postpone algorithm from [CJCM08, MSB12] , as well as the disjunctive scheme from [MSB12] , respectively, which both could not solve N2 with the time limit of 15 minutes on AMD Athlon 64 4200+, 2.2 GHz. Finally, for our algorithm we present the number of nodes, CPU time, numbers of probing fixings and LP columns. We tested only the standard configuration of the algorithm described in the text. With a time limit of 1 hour, we could solve only some of the instances with n ≤ 25. Both our algorithm and those from [CJCM08, MSB12] do not exploit the information that the packing is waste-free. This explains their lower efficiency for the waste-free instances compared to [KIN + 09].
6.3. Results for 3D instances. We do not know any previous OPP-3 instances in the literature, except those in [BKRS09, BKRS] . We generated smaller sets of instances by similar principles. For each n ∈ {15, 20}, there are three sets differing by the maximal ratio R of item sides. For each R ∈ {1, 3, 20}, there are 210 instances, 10 instances with each of the nominal waste percentages 0%, 2%, . . . , 40%. Table 3 shows the numbers of proven feasible, proven infeasible, and unsolved instances for each waste class, with a time limit of 1 minute. Overall results (i.e., summed over all tested values of R) are given also for the time limit of 6 minutes at the bottom of Table 3. For n = 15, we investigated three algorithmic configurations: 'standard', 'no conservative-scales SLP heuristic in subnodes', and 'LP only downto depth 5 with probing'. We see that SLP in subnodes is necessary for branching to have any effect for infeasible instances. It also improves the results for feasible cases. 'LP ≤ 5' seems to be the weakest option. For n = 20, we report only the standard configuration. The share of proven infeasible instances is similar to [BKRS] . The effect of P3 cuts is similar to the 2D case: on average, the algorithm becomes slightly slower (no data reported here). These results indicate that 3D problems are much more complex for the graphs method than 2D.
Conclusions and outlook
We integrated the bar LP relaxation into the interval-graph algorithm of Fekete and Schepers. In particular, we investigated different tightening methods using the branching information. Most efficient seems to be the simplest tightening method (forbidden pairs in the 1D bars) combined with probing in the upper levels of branching. The bar relaxation seems to be the first known OPP bound to benefit numerically from tightening by overlapping information. The duals of a partially tightened bar LP provide us with locally valid conservative scales, which proved advantageous in 3D. We proposed a preprocessing routine for the orientability of the complement graphs. In total, the algorithm became faster and more stable both in 2D and 3D.
Still, the overall method does not seem to be the strongest method among the state-of-the-art (which probably needs a wider comparison). This can be explained by the intrinsic difficulty of the underlying enumeration scheme [FS04a] : we have to care for the interval property of the graphs, but already the question whether a given search information can be completed to an interval graph is N P-complete. On the other side, the implementation of the methods in [CJCM08, MSB12] relies Table 3 . Results for 3D instances with n = 15 and n = 20 on the Scheduler engine of IBM ILOG as a black box, which incorporates powerful constraint propagation routines tested in many industrial applications.
The strength of the new bound suggests its integration in other algorithms for OPP, which was started in [MSB12] , as well as for SPP, OKP, and BPP, and development of new algorithms. Thereby we should remember that the bar LP relaxation becomes slower with more and / or smaller items: both the pricing problem and the convergence require more effort, which suggests the usage of stabilization techniques and dual bounds. An interesting topic might be the integration with heuristics.
