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ABSTRACT 
Let A = (a, j) be an n-square matrix over an arbitrary field K, and let wi, , to,, 
be elements of K. The following problem is well known: Under what conditions does 
there exist an n-square diagonal matrix D, over K, such that DA has eigenvalues 
Wr....,Wn. 3 Some solutions to the problem are known when K is the complex field C. 
It was proved by Friedland that if the principal minors of A are not zero, then the 
matrix D exists. The result that we present is the extension to an arbitrary algebrai- 
cally closed field of the sufficient conditions established by Friedland. 
1. INTRODUCTION 
Let A = (ai j) be an n-square matrix over an arbitrary field K, and let 
wi, * * ‘, w, be elements of K. The following problem is well known. 
PROBLEM. Under what conditions does there exist an n-square diagonal 
matrix D, over K, such that 
DA 
has eigenvalues w i, . . . , w,? 
Some solutions to this problem are known when K is the complex field C. 
In [2,3] it was proved that if all the principal minors of A are not zero, then 
the matrix D exists. The result that we present in the sequel is the extension 
*This work was done within the activities of Centro de Algebra da Universidade de Lisboa, 
I.N.I.C. 
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to an arbitrary algebraically closed field of the sufficient conditions estab- 
lished in [2,3]. Moreover our proof is purely algebraic, and its technique was 
inspired by [ 11. 
2. PRELIMINARIES 
Let xi,...,x,, y be indeterminates and 
D=diag(x,,...,x,). 
Then (see, for instance, [8, pp. 21,221) 
det(yZ-DA)=y”+ 5 (-1)“~“~~ 
t=1 
X c detA[i, ,..., i,(ii ,..., it]xi, ...xi,, 
lai,c ... <i,dn 
where 
A[i i,...,it(il,...,it] 
is the principal submatrix of A contained in the rows ii,. . . , it. 
The equality (1) shows that the conditions for the existence of a solution to 
our problem are the same as the conditions for the existence of a solution of 
the system of equations 
c detA[i, ,..., i,lir ,..., it]ri;..ri,=St(W1 ,..., w,), 
l&i,< ... <i,<n 
t=1,...,n, (2) 
where S,, . . . , S, are the elementary symmetric polynomials. 
Following [ 11, let K be an algebraically closed field, and let K [ x 1,. . . , x ,] 
be the ring of the polynomials over K in the indeterminates x,, . . . , x,. Let 
9 > 0 and 
Ri(x I,...) XJ = xy + Pj(Lq,...) x,), i=l ,...,n, (3) 
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where 
degJ’i(x,,...,x,,)<g, i=l n. ,***, 
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We denote by (R,,..., R ,,) the ideal generated by R 1,. . . , R,. We make 
the convention that deg0 = - co and - cc < n for any integer n. 
THEOREM 1. Any polynomial Q(rl ,..., x,,) of K[x, ,..., x,] can be 
written as a polynomial expression 
Q*(~~,...,x,,R~,...,R,) (4 
ofx,,...,x,,R, ... , R,, i.e., as a sum of monomials of the jinm 
Moreover the polynomial Q* is unique. 
THEOREM 2. Let P( x1,. . . , x,) be an nonzero polynomial of the jii 
P(X I,..., XJ = CUil __. i,x:’ . . . x2, 0-3) 
O<i,<q,..., Ogi,<q. Then P(x,,..., x,) does not belong to the ideal 
(R l>...,R,). 
These results were proved in [ 11. 
THEOREM 3. The system of polynomial equations 
Xp+Pi(X1,...,Xn)=O, i=l >...> n, (7) 
where the degree of each Pi( x1,. . . , x,) is smaller than q, has a solution over 
the algebraically closed field K. The number of solutions of (7) is finite. 
Proof. The proof of this result is also in [l]. n 
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3. PRINCIPAL RESULTS 
LEMMA 1. LetfEEKIX1,..., x,] (K algebraically closed), where 
A= c ail i,xi, . ’ . xi,’ t=1,...,n, (8) 
l<i,< ... <i,<n 
with ai1 .._ i, # 0, t = l,..., n, 1 Q i, < . . . < i, < n. There exist homogeneous 
polynomials hi,, i = 1,. . . , n, j = 1,. . . , n, and an integer 9 such that 
x4 = hiIf + . . . + h,,f,, i=l ,...> n, (9) 
deghij=9- j or deghij= -co, i=l,...,n, j=l >...> n, 
(IO) 
x;lhi n-p, i=l,...,n, p=l ,...,n - 1. (11.1 
Proof. Let E be an extension of K. We show that the polynomials 
f 1,. . . , f, have a unique common zero over E the trivial zero (0,. . . ,O). The 
proof is by induction. If n = 1 the result is clearly true. 
We denote by (f;),, the polynomial 
= C a, ,... i,xil...xi,, t=l,..., n-l. 
lgi,< ‘.. <i,<n-1 
If (e,,..., e,) is a common zero of fi, . . . , f,, then obviously one of the ei’s 
(i = l,..., n) must be zero. We may assume, without loss of generality, that 
e,, = 0. By the induction hypothesis ( fi)O,. . . , (f,_ 1)0 have as unique common 
zero the trivial zero. Therefore (e,, . . . , e,_ r) is a common zero of 
(fi)O>...> (LAY Thus 
e,= ... =e,_,=e,=O. 
By a consequence of the Hilbert Nullstellensatz [15, p. 1581 there exists 
an integer 9’ and homogeneous polynomials mij, i = 1,. . . , n, j = 1,. . . , n, 
such that 
(a) 2~:’ = m,, fi + . f . + minfn, i = 1,. . . , n, 
(b) deg m, j = 9’ - j or deg mij = - co, i = 1,. . . , n, j = l,.. . , n. 
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Let 9=9’+(n-1) and hij=x;-lmij, i=l,..., n, j=l,..., 12. It is clear 
that polynomials hi j and the integer 9 satisfy the conditions (9), (lo), (11). n 
REMARK. This proof goes further than the condition (11) states. We have 
provedthat x~-rlhij, j=l,..., n, i=l,..., n. 
LEMMA 2. Zf F(x, ,..., X,)E (xp ,..., xX) is homogeneous of degree d 
(O#F(x, )...) X”)EK[X, )..., x,]), then there exist polynomials G and T 
belonging to K [x,, . . . , xn] such that 
F(X l,...,x,)=G(x,,...,~,)+T(x, ,... ,xn), 
Gb l,...,Xn)E(R1,...,R.), (12) 
and 
T(X I,“‘, x,,) = &, ..& . . . xi*, 
where O<k,<q,..., O<k,<q, and degT<d. 
Proof. Let us consider a monomial x p . . . x i,, i 1 + . 
ing in F(xi,..., x,). By Theorem 1 
. + i, = d, appear- 
xp.. . xn in = Caj, ,,, j,s, _,, ,“xfl *. . x$Ry -. . R$ 
(13) 
withO< jr<9 ,..., O< j,<9. 
Since F(x, ,..., xn) E (xf ,..., xl), all the monomials x2 . . . xk belong to 
(xf,..., xpl). Therefore one of the i,, . . . , i, must be greater or equal to 9, and 
so at least one of the Ri’s does appear on the right hand side of the above 
equality. Let 
C(X l,“‘, x,, R 1-R,) 
be the sum of the monomials containing at least one of the Ri’s, and let 
T(x ,,...,x,)betheremainingpart, 
T(” l,“‘, X”) = CCk, k”Xf’ . . . xfn, 
O<k,<q ,..., O<k,<q. (14) 
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We have 
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Xl 
il . . . xin = 
n C(X l”“, x,, R 1, . . . . R,)+T(x, ,..., x,). (15) 
In c + T pick a term of the form bxjl . . . x&R? . . . R$ (b # 0) (where 
the sI’s may be all zero, in which case the term is in T) for which the sum 
(j1+s19)+ ... +(j,+s,9) 
is maximal. Since this sum is maximal, the term x{l+‘lq . . . x k +‘,A can come 
only from an appropriate term 
xi1 . . . +Rp . . . R$, O<j,<q,..., O,<j,<q, (16) 
and so it cannot be canceled out with any other term when we use (3). 
Therefore x{‘+~” . . * xifs*q is precisely x2 . . . xk. Thus in (16) it cannot be 
that sr= *a* = s, = 0, because then in XII . . * x2 no exponent would be 
> 9. On the right hand side of (15), after using (3), there cannot appear any 
other term of degree d, because it would not cancel out with any other and 
would be of the form xtl-.-x$ of degree d but with (hr,...,h,)# 
(i i,“‘, i,). Such a term does not appear on the left hand side of (15), and so 
the degree of T is smaller than d. 
Now using (3), (15) yields 
x;1.. . $-, in = G(x, ,...I xn)+T(xl ,..., x,), 
with GE(R~,..., R,) and T of the form (14) and the degree of T less 
than d. 
The result for F(x,,..., x,) is now obtained by summing the polynomials 
G and T of the monomials occurring in F( xl,. . . , x,). n 
LEMMA 3. 
Lemma 1 and 
If hi,, i = 1,. . . , +t, j = 1,. . . , n, and 9 are in the conditions of 
Ri(x I)..., xn)=xp+Pi(xl ,..., X”), i=l 12, ,**., 
with deg P,(xr ,..., x”) -C 9, then 
det( hii) 4 (R,,. . . , R,). 
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Proof. Let 
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det(hij) = F,(x, ,..., x,)fF,(x, ,..., xn), 
where F, is the sum of the monomials belonging to (x9,. . . , xl) and F, is the 
sum of the monomials not belonging to (x9,. . . , xl). Then F, will not belong 
to (xf,..., xx) and will be of the form 
F& l,...,Xn)=Caj ,“‘ j,x~~*-x~, o<j,<q,..., O<j,<q. 
We show by induction that F, f 0. For n = 1 the result is obvious. Let us 
assume that it is valid for n - 1. Let 
H = (hii). 
We have 
Let us set x, = 0. Let (f,)a = f(x,,. . , x,_,,O), lhij = hij(xl,. .., 
x fl-r,O)/ri (i, j=l,.*., n-l) [notice that xi divides hij(xr,...,x,_r,O)], 
and denote by H the (n - 1) X (n - 1) matrix whose (i, j ) element is hi j. We 
obtain from (17) 
(18) 
Observe that the polynomials lhij are homogeneous, deg ^hij = (9 - 1) - j or 
deghij--co,and xrp21hij, i=l,..., n-l, j=l,..., n-l. 
Let hij=hij/xi (i,f=l,..., n), and denote by H the n x n matrix 
whose (i, j) element is hij. Let fi(i( j) be the matrix obtained from H by 
suppressing row i and column j. Notice that for k # i, xk divides row k of 
Hi< i] j). Multiplying both sides of (17) by the adjoint of H on the left, and 
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dividing by xi . . . x,, we obtain easily 
a,...,,detH=x f-i( - I)“+‘det fi(l(n)+ . . - + xf-‘det &n/n). 
09) 
Denote by fi(n)n)a the matrix obtained from fi(nln) by setting X, = 0. 
Obviously Ei< n ( n ). = I?. Since det Ei< n 1 n). = det k, the equality (18) gives 
by the induction hypothesis 
with 
@lb l”“, X,_l)E(Xp-l,...,x,QI:) 
and 
O#&,,..., x,_l) = cc,, ...r”_,x;’ ‘. . x2:\, 
O<r,<q-l,..., o<r+QJ-1. 
It is clear that det HinJn), consists exactly of those monomials which 
already appeared in det H( n In) and did not contain x,. This means that all 
the monomials appearing in det fi(nln), [in particular (0 # ) c~, __, “_*x? . . . 
x>:\ for a ce$ain (n-l>tuple (~~,...,r,_,) satisfying Ogr,<q-l] do 
appear in det H( nln). It follows that 
occurs in x, 9-‘detfi(nln). Since r,,...,r,_, < q - 1, the monomial (20) oc- 
curs in det H, because the monomials in the remaining summands of (19) are 
of the form 
with at least one of the ji’s, 1~ i < n - 1, greater than or equal to r) - 1. The 
occurrence of the monomial (17) in det H implies that det H f 0 and F, f 0. 
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By (lo), det H = det(h, i) is a homogeneous polynomial of degree 
d= 2 (q-j). 
j=l 
Consequently F, and F, are homogeneous polynomials of degree d. Lemma 
2 guarantees the existence of polynomials G and T such that 
F1(q,..., x,) = G(x, ,..., x,)-t Z-(x, ..., r,) 
with G E(R,,..., R,), degT < d, and 
withO<k,<q,..., 0 < k, -C q. Observe that, by Theorem 2, if 
then 
F,+T#O 
F2+T4(R,,...,R,). 
Since F, f 0 and deg F, = d and deg T -C d, we conclude that F, + T # 0. 
As a consequence 
det(hij)=detH=G(x,,...,x.)+T+F, 
does not belong to (R, ,..., R,) [we recall that G E (R, ,..., II,)]. H 
Before stating our next theorem we define “almost everywhere.” FoUow- 
ing [6, p. 271 we say that a property is satisfied almost everywhere in the 
irreducible variety V, or that it is satisfied at almost all points of V, if there 
exists a subvariety V, of V such that the property is verified at all the points 
of v-v,. 
THEOREM 4. Letf;E K[rl,..., x,] (K algebraically closed), where 
A= c ai, .._ i,xi, ’ . . Xi,, t =l,...,n, (21) 
l<i,< ‘.. ii,gn 
with ai, _._ i, z 0, t = l,..., n, 1~ i, < . . . < i, G n. Let (dl,...,d,) be an 
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n-tuple of elements of K. The system of n polynomial equations 
fib l,..‘,xn)+dt=O, t=l,...,n, (22) 
has a solution. Moreover the number of solutions is finite and does not exceed 
n!, and if K is of characteristic 0 and there exists a point (d 1,. . . , d ,,) for 
which the system (22) has n! solutions, then for almost all the points 
(d l,...,d,) ofK” thenumberofsolutionsisexactlyn!. 
Proof. We have already seen, by Lemma 1, that there exist homogeneous 
polynomials 
hi,, i=l ,..‘, n, j=l ,...,n, 
and an integer q satisfying (9), (lo), and (11). Let us define 
g,=f;+d,, i=l ,*.., n, (23) 
and 
Ri = r’ + d,hi, + . . . + d,hin, i=l ,...> n. (24) 
Then Ri, i=l,..., n, is a polynomial of the form 
Ri(x l)..., Xn)=Xq+Pi(xl ,.*., x,) 
with deg Pi < q. From (9), (23), and (24) we get 
Ri = g,hi, + g,h,, + . . . + g,,hin, i=l,...,n. (25) 
Therefore, denoting by H the matrix (hii), we obtain 
Rl g1 
iI [I in =Hi . gn 
Denoting by Z =(zij) (zij E K[x,,..., x,]) the adjoint of H, i.e., 
(26) 
zij = ( - 1) i+cidet H(jli), i=l,...,n, j=l ,..., n, 
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and multiplying both sides of (26) by Z on the left, we obtain 
detHg,= e ztkRk~(R1,...,Rn), t=1,...,n. 
k=l 
If g i, . . . , g, had no common zeros then by the Hilbert Nullstellensatz we 
would deduce that there exist polynomials 
q-[Xlr....Xnl, t =l,...,n, 
satisfying 
l= f u,g,. (27) 
t=1 
Multiplying both sides of (27) by det H we conclude that det H belongs 
to the ideal 
CR l,..., R,), 
which contradicts Lemma 3. So our system of equations has a solution. By the 
equalities (25) the solutions of the system (22) are also solutions of the system 
Ri = 0, i=l,...,n. (28) 
Since by Theorem 3 the number of solutions of (28) is finite, the number of 
solutions of (22) is also finite. 
It remains to show that the number of solutions is no greater than n!, and 
if there exists a point (d,, . . . , d,) for which the system (22) has n! solutions, 
then for almost all the points (d,, . . . , d .) of K” the number of solutions is 
exactly n!. Following [3], let us consider the polynomials of K[x,, xi,. . . , x,] 
i=f;(+.>qJ+d,x:,> t=1,...,n. (29) 
Then $, t =l,..., n, are homogeneous polynomials of degree t. We 
consider now the system 
I=& t=1,...,n. (30) 
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Still following [3], and bearing in mind that the system fE = 0, t = 1,. . . , n, 
has only the trivial solution (as was observed in the proof of Lemma l), we 
conclude that the system (30) has no nontrivial solutions with r0 = 0. Thus all 
the nontrivial ray solutions are of the form (u, VZ) where z is a solution of the 
system (22). Consequently, since we have already proved that the number of 
solutions of (22) is finite, we conclude that the number of ray solutions is 
finite. Therefore, by the Bezout theorem, it is less than or equal to n!. Again 
as a consequence of the Bezout theorem [6, p. 431, if there exists a point 
(d r, . . . , d “) for which the system (22) has n! solutions, then (assuming now 
that K has characteristic 0) the number of solutions for almost all points 
(d r, . . . , d “) of K” is exactly n!. W 
THEOREM 5. Let A be an n x n matrix over the algebraically closed field 
K. Assume that all the principal minors of A are nonzero. For each n-tuple 
(w 1,. . . , w,) of K n there exists an n-square diagonal matrix D such that DA 
has eigenvalues ( w 1,. . . , w,). The number of matrices D is finite and does not 
exceed n!. Furthermore, if K is of characteristic 0 and there exists a point 
(w 1,. . . , w,,) for which there are n! diagonal matrices D such that DA has 
eigenvalues ( w 1,. . . , w,), then for almost all n-tuples (w 1,. . . , w,) the num- 
ber of matrices D such that DA has eigenvalues ( wl,.. ., w,,) is exactly n!. 
Proof. This theorem is a consequence of the preceeding theorem and of 
the observations of Section 2. W 
After I had completed this paper I was informed by S. Friedland that my 
main result can be deduced in a different way by using the nonlinear 
alternative due to E. Noether and B. L. van der Waerden, as was done in 
Friedland’s paper [3] for K = C. The result of Noether and van der Waerden 
was published in 1928 (Nachr. Ges. Wiss. Gijttingen Math.-Phys. Kl. 
1928: X-87). S. Friedland also published his paper [3] without knowing of 
the paper by Noether and van der Waerden [see Zbl. Math. 358:84-85 
(1978)]. 
1 wish to thank S. Friedland for all this information. 
I wish to thank G. N. de Oliveira for his many suggestions which I used 
when revising the paper. 
Finally I wish to thank M. Graqa Marques for checking the brute force 
computation. 
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