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a b s t r a c t
A mechanism is statically balanced if for any motion, it does
not apply forces on the base. Moreover, if it does not apply
torques on the base, the mechanism is said to be dynamically
balanced. In this paper, a new method for determining the
complete set of dynamically balanced planar four-bar mechanisms
is presented. Using complex variables to model the kinematics of
the mechanism, the static and dynamic balancing constraints are
written as algebraic equations over complex variables and joint
angular velocities. After elimination of the joint angular velocity
variables, the problem is formulated as a problem of factorization
of Laurent polynomials. Using tools from toric geometry including
toric polynomial division, necessary and sufficient conditions for
static and dynamic balancing of planar four-bar mechanisms are
derived.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
A mechanism is said to be statically balanced if, for any motion, there are no reaction forces on
the base, excluding gravity. It is dynamically balanced if there is no reaction forces and torques on the
base, at any time (Wu andGosselin, 2004). Statically and dynamically balancedmechanisms are highly
desirable formany engineering applications in order to reduce fatigue, vibrations andwear. Static and
I B. Moore and J. Schicho were partially supported by the Austrian Science Fund (FWF) under the SFB grant F1303. B. Moore
was also supported by the Fonds Québécois de la Recherche sur la Nature et les Technologies (FQRNT). C. Gosselin was partially
supported by the Natural Sciences and Engineering Research Council of Canada (NSERC).
E-mail addresses: gosselin@gmc.ulaval.ca (C.M. Gosselin), Brian.Moore@ricam.oeaw.ac.at (B. Moore),
Josef.Schicho@ricam.oeaw.ac.at (J. Schicho).
1 Tel.: +43 0 732 2468 5231; fax: +43 0 732 2468 5412.
0747-7171/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jsc.2008.05.007
C.M. Gosselin et al. / Journal of Symbolic Computation 44 (2009) 1346–1358 1347
dynamic balancing can also be used inmore advanced applications such as the design ofmore efficient
flight simulators (Ebert-Uphoff et al., 2000) or the design of compensationmechanisms for telescopes.
Additionally, dynamic balancing is very attractive for space applications since the reaction forces and
torques induced at the base of space manipulators or mechanisms are among the reasons why the
latter are constrained to move very slowly (Yoshida et al., 2001).
The static balancing problem was first addressed by Berkof and Lowen (1969), who provided
conditions for the planar four-bar mechanism in terms of the design parameters when the geometric
parameters are sufficiently generic. A non-generic solution was then found in Gosselin (1997).
Although families of solutions for the dynamic balancing were presented in Berkof (1973), Ricard and
Gosselin (2000) and Gosselin et al. (2004), there was no complete overview.
In this paper, we introduce a new approach that allows us to give such a complete overview. The
method is based on two ideas: first, we model angles by numbers on the complex unit circle. The
condition |z| = 1 cannot be formulated by an algebraic equation, but we can still use it systematically
to replace all occurrences of z by z−1 and get an algebraic problem with Laurent polynomials. The
second idea is to introduce special static and dynamic design parameters for which the equations
become linear. This is possible because the balancing problem has an additive structure: if a (statically
or dynamically) balancedmechanismpicks upweights at each of its three bars in a balancedway, then
the composed mechanism is also balanced.
We believe that this method can also be applied to more complicated planar mechanism and
to spatial mechanisms. We would like to address in the near future the case of spherical four-bar
mechanisms and Bennett mechanisms. It should also be noted that balanced mechanisms can be
composed, and this makes it possible to design balanced mechanisms with arbitrary degrees of
freedom.
In Section 2 we derive a system of algebraic equations in the design parameters and the angles
in configuration space, modelled by complex variables z1, z2, z3, and eliminate the variable z3
immediately. In Section 3 we eliminate the remaining configuration variables z1, z2. Several methods
are known for dealing with such parametric polynomial systems including the use of parametric
Gröbner bases (Weispfenning, 1992, 1995; Montes, 2002), triangular sets (Wang, 2001; Aubry et al.,
1999), discriminant varieties (Lazard and Rouillier , 2007; Moroz, 2006) and rational parametrization
(Schost, 2003). We want to take optimal advantage of the Newton polygons of the equations, and so
we use a well-known theorem of Ostrowski and a toric variant of polynomial division. This variant is
related to the work of Salem et al. (2004), who use similar ideas for factoring polynomials by taking
advantage of the special shape of their Newton polytopes. In Section 4 we explain what we mean by
‘‘solving a system of equations and inequations’’, and perform this operation for our system of design
parameters, after changing to parameters that make the equations linear.
2. Problem formulation
2.1. Representation of planar four-bar mechanisms
A planar four-bar mechanism is shown in Fig. 1. It consists of four links: the base of length dwhich
is fixed, and three moveable links of length l1, l2, l3 respectively. We assume that all link lengths are
strictly positive. Since the base is fixed, the mass properties of the base have no influence on the
equations and will therefore be ignored. Each of the three moveable links has a mass mi, a centre of
mass whose position is defined by ri and ψi and a moment of inertia Ii. The design of planar four-bar
mechanisms consists in choosing the 16 design parameters shown in Table 1.
The links are connected by revolute joints rotating about axes pointing in a direction orthogonal
to the plane of motion. The joint angles are specified using the time variables θ1(t), θ2(t) and θ3(t) as
shown in Fig. 1. Since the mechanism has only one degree of freedom, there is a relationship between
these joint angles, which will be described below. The kinematics of planar mechanisms can be
conveniently represented in the complex plane, using complex numbers to describe the mechanism’s
configuration (Fig. 2) and the location of the centre of mass (Fig. 3). Referring to Figs. 2 and 3, let
z1, z2, z3 be time dependent unit complex numbers and p1, p2, p3 unit complex numbers depending
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Fig. 1. Four-bar mechanism.
Table 1
Design parameters for the planar four-barmechanisms.
Type Parameters
Kinematic Length l1, l2, l3, d
Static Mass m1,m2,m3
Centre of mass r1, ψ1, r2, ψ2, r3, ψ3
Dynamic Inertia I1, I2, I3
Fig. 2. Complex representation for the kinematics.
Fig. 3. Complex representation for the centres of mass.
on the design parameters (actually only onψ1, ψ2, ψ3). The orientation of pi is specified relative to zi,
i.e., it is attached to zi and moves with it. If pi coincides with zi, then pi = 1.
2.2. Kinematic model
The dependency between the different joint angles is described by the following closure constraint:
z3 = G1z1 + G2z2 + G3 (1)
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where G1,G2,G3 ∈ Rwith G1 = −l1l3 ,G2 =
l2
l3
,G3 = dl3 . Taking the time derivative of Eq. (1), we get a
relationship between the joint angular velocities θ˙1, θ˙2 and θ˙3, namely,
z3θ˙3 = G1z1θ˙1 + G2z2θ˙2. (2)
Since z3 is a unit complex number, z3z3 = z3z−13 = 1 and therefore we obtain the following
geometric constraint:
G = (G1z1 + G2z2 + G3)
(
G1z−11 + G2z−12 + G3
)− 1 = 0. (3)
The time derivative of the geometric constraint (3) can be written as a linear combination of the
joint angular velocities:
i(K1θ˙1 + K2θ˙2) = 0 (4)
where
K1 = G1G2(z1z−12 − z−11 z2)+ G1G3(z1 − z−11 ) (5)
K2 = G1G2(z−11 z2 − z1z−12 )+ G2G3(z2 − z−12 ). (6)
It is noted that since K1 and K2 are purely imaginary, only one constraint equation is obtained, over
the real set.
2.3. Position of the centre of mass
Let M be the total mass of the mechanism (M = m1 + m2 + m3). The centre of mass of the
mechanism C is
C = 1
M
(C1 + C2 + C3) (7)
where C1, C2 and C3 are the positions of the centre of mass of the three moving links expressed in the
reference frame:
C1 = m1r1p1z1
C2 = m2 (d+ r2p2z2)
C3 = m3 (l1z1 + r3p3z3) .
(8)
Replacing (1) in (7), the variable z3 can be eliminated and the position of the centre of mass can be
written in the following form:
C = 1
M
(F1z1 + F2z2 + F3) (9)
where F1, F2, F3 ∈ C:
F1 = m1r1p1 +m3l1 + G1m3r3p3
F2 = m2r2p2 + G2m3r3p3
F3 = m2d+ G3m3r3p3.
(10)
2.4. Angular momentum
Since the mechanism is planar, the contribution of body i to the angular momentum is a scalar and
can be given in the following form:
Hi = mi 〈ri,−ir˙i〉 + Iiθ˙i (11)
where ri and r˙i are respectively the position and the velocity of the centre of mass of body i with
respect to a given inertial frame, Ii denotes the moment of inertia of body i with respect to its centre
of mass and 〈∗, ∗〉 is the scalar product of planar vectors, i.e. 〈u, v〉 = Re(uv) = uv+uv2 . The total
angular momentum H of the system is given by the sum of the angular momentum of the links (i.e.
H = H1 + H2 + H3).
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The angular momentum of the first body with respect to the inertial frame is
H1 = 〈r1p1z1,−im1(ir1p1z1θ˙1)〉 + I1θ˙1 = 〈r1p1z1,m1r1p1z1θ˙1〉 + I1θ˙1 = J1θ˙1. (12)
The contribution of the second body to the angular momentum is given by
H2 =
〈
(d+ r2p2z2) ,m2r2p2z2θ˙2
〉+ I2θ˙2 = [m2dr2 (p2z2 + p−12 z−122
)
+ J2
]
θ˙2. (13)
For the third body, we get
H3 =
〈
(l1z1 + r3p3z3) ,m3
(
l1z1θ˙1 + r3p3z3θ˙3
)〉+ I3θ˙3. (14)
Substituting (1) and (2) into (14), we can eliminate z3θ˙3 and θ˙3 and obtain an expression in terms
of z1, z2, θ˙1, θ˙2 only. The total angular momentum H of the mechanism is then given by
H = H1 + H2 + H3 = K3θ˙1 + K4θ˙2 (15)
where K3 and K4 are written as
K3 = a1z1 + a2z−11 + b1z1z−12 + b2z−11 z2 + c
K4 = u1z2 + u2z−12 + v1z1z−12 + v2z−11 z2 + w (16)
where constants a1, a2, b1, b2, c, u1, u2, v1, v2 andw can be obtained from (12)–(15).
2.5. Static and dynamic balancing
In our settings, amechanism is said to be statically balanced if the centre ofmass of themechanism
remains stationary for infinitely many configurations (i.e. infinitely many choices of the joint angles).
From (9), this condition can be formulated as
F = F1z1 + F2z2 − C′ = 0 (17)
where C′ = CM − F3 is a constant. Technically, we treat this constant as a parameter, which will be
immediately tacitly eliminated in the next step (because it has no physical meaning).
A mechanism is said to be dynamically balanced (Wu and Gosselin, 2004) if the centre of mass
remains fixed (statically balanced) and the total angular momentum is zero, i.e.,
H = K3θ˙1 + K4θ˙2 = 0. (18)
Therefore, (3), (4), (17) and (18) have to be satisfied. Among these four equations, only two, (4) and
(18), depend (linearly) on the joint angular velocities and they can be rewritten in the following form:
[
K1 K2
K3 K4
] [
θ˙1
θ˙2
]
=
[
0
0
]
. (19)
If the rank of the matrix A =
[
K1 K2
K3 K4
]
is 2 and since the system is homogeneous, then the only
solution is θ˙1 = θ˙2 = 0. In other words, the mechanism is not moving. Therefore we must have
K := det(A) = K1K4 − K2K3 = 0. (20)
We therefore obtain a set of three algebraic equations (3), (17) and (20) in terms of the unit complex
variable z1, z2 and independent of the joint angular velocities. We introduce the quantifier ∃∞ for
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‘‘there exists infinitely many’’. Using this notation, the static and dynamic balancing problems can be
formulated as follows.
PROBLEM FORMULATION
Let (S1)2 = {(z1, z2) ∈ C | |z1| = 1 and |z2| = 1}. Let G, F and K as defined in
equations (3), (17) and (20) respectively.
Static balancing:
Find all possible kinematic and static parameters such that
∃∞(z1,z2)∈(S1)2F(z1, z2) = 0. (21)
Dynamic balancing:
Find all possible kinematic, static and dynamic parameters such that
∃∞(z1,z2)∈(S1)2F(z1, z2) = 0 ∧ K(z1, z2) = 0. (22)
3. Elimination of the variables
In this section, we describe in detail how the variables z1, z2 will be eliminated in order to obtain
a set of equalities and inequalities depending solely on the design parameters.
3.1. Factorization of Laurent polynomials
Definition 1. A Laurent polynomial G over a ring R is a formal sumofmonomials xα := cαxα11 xα22 , where
x = (x1, x2) is a fixed pair of variables, and α ∈ Z2, cα ∈ R. Its support is the set of all α ∈ Z2 with
non-zero coefficients cα . Its Newton polygon (denoted by Π(G)) is the convex hull of the support in
R2. The Laurent polynomials form a ring, namely R[x1, x2, (x1x2)−1].
Using Theorem 1, we can reformulate the balancing problem as a factorization problem of Laurent
polynomials.
Theorem 1. Let G be an irreducible Laurent polynomial. Let F be a Laurent polynomial (not necessarily
irreducible). The following are equivalent:
(1) ∃∞(z1,z2)∈(S1)2G(z1, z2) = 0⇒ F(z1, z2) = 0.
(2) ∃ a Laurent polynomial K(z1, z2) such that F = G · K.
Proof. (2) =⇒ (1): is straightforward since if there exists K such that F = G · K and G(z1, z2) = 0,
then F(z1, z2) = 0.
(1)=⇒ (2): Assume indirectly that F is not amultiple of G in the ring of Laurent polynomials. Using
the Bernshtein theorem (Bernshtein, 1975), it follows that the number of common zeros in C∗2 is at
most equal to the normed mixed volume of Π(F) and Π(G). In particular, there are at most finitely
many common zeros. But since G has infinitely many zeros in (S1)2, this is a contradiction. 
In order to solve this factorization problem, we need to define the Minkowski sum of Newton
polygons (or complex sets) and to describe the relation between the factorization of Laurent
polynomials and thedecomposition of itsNewtonpolygons intoMinkowski sumsofNewtonpolygons.
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Table 2
Possible decomposition of G based on Newton polytopes and Minkowski sums.
Definition 2. TheMinkowski sum of two convex sets A and B ⊂ Rn is defined as
A+ B = {a+ b | a ∈ A ∧ b ∈ B} . (23)
Note that A+ B is also a convex set.
Theorem 2. Assume that R does not have zero divisors. If F ,G are two Laurent polynomials, then
Π(FG) = Π(F)+Π(G). (24)
We refer the reader to Ostrowski (1921, 1975) for a proof.
Remark 1. The assumption that the ring R has no zero divisor (see Definition 1) can be replaced by
the weaker assumption that the corner coefficients of G, i.e. the coefficients at the vertices of Π(G),
are not zero divisors.
In order to find outwhether a given polynomialGdivides another given polynomial F , we introduce
Laurent polynomial division.
3.2. Factorization of the geometric constraint
In order to use Theorem 1, the geometric constraint G must be irreducible. For some choice of
the geometric parameters, this might not be the case. Therefore it is necessary to classify all possible
decompositions of the geometric constraint G into irreducible components. This classification is well-
known; see Bottema and Roth (1990), chapter 11, p.426. We include it here mainly for having labels
for the various cases.
The possible decompositions of the Newton polygon of G are given in Table 2.
There is no factorization of the geometric constraint corresponding to the decomposition I in
Table 2. The reason is that this decomposition corresponds to the factorization of
G+ 1 = (G1z1 + G2z2 + G3)
(
G1z−11 + G2z−12 + G3
)
,
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Table 3
Kinematic modes.
and G+1 and G have the same corner coefficients which completely determine the factors, and G and
G+ 1 cannot have the same factorization.
For the decompositions II–IV in Table 2, there are corresponding factorizations of G for special
choices of the kinematic parameters. They are summarized in Table 3.
3.3. Static balancing
Assume G is irreducible. Since the lengths of the bodies are strictly positive, G1,G2 and G3 are
different than zero. Therefore, the coefficients of all monomials of G are also non-zero and the Newton
polygon of G cannot be smaller. However, we do not have such constraints on the coefficients of F ,
i.e. F1, F2, F3 could be equal to 0. Therefore, Π(F) could be smaller. Using Theorem 1, the four-bar
mechanism is statically balanced if and only if there exists a Laurent polynomial L such that
F = GL. (25)
Using Theorem 2 to study the Newton polygon representation of this product as a Minkowski sum,
we obtain a relationship between the Newton polygons (see Fig. 4).
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Fig. 4. Newton polygon relation for the irreducible case.
Clearly, the only solution is that Lmust be the 0 polynomial. Therefore, F1 = F2 = 0 andwe obtain
the following condition for static balancing:
F1 = m1r1p1 +m2l1 + G1m2r2p2 = 0
F2 = m3r3p3 + G2m2r2p2 = 0. (26)
These conditions correspond to the conditions derived by Berkof and Lowen (Berkof and Lowen ,
1969). When G is irreducible, these conditions are necessary and sufficient.
As a second example, consider the case II-B (see Table 3). In case II, we have l1 = l2, l3 = d.
The factor corresponding to the kinematic mode II-B is of the form GII−B = v1 + v2z−11 z2. Actually
v1 = −v2 and the mechanism is in this kinematic mode (i.e. GII−B vanishes) iff z1 = z2. For this mode,
it is possible to find non-zero L such that
@
@
Π(F)
=
=
@
@ a
Π(GII−B)
+
+
a
Π(L)
where the coefficients F1 and F2 appearing in F are non-zero.
The necessary and sufficient condition in this case is
F1 + F2 = 0. (27)
This is the solution found by Gosselin (Gosselin , 1997).
This method can be applied to all reducible cases and the necessary and sufficient constraints for
static balancing can be obtained. They are summarized in Table 4.
3.4. Dynamic balancing
The Newton polygon of K(z1, z2) in (20) is more complicated. So, it is not possible to decide
whether F divides K in a particular instantiation of the parameters only by zero tests of coefficients.
We need to divide K by F and then test the coefficients of the remainder for being zero.
When using pseudo-remainders with respect to z1, then we get a system of 18 equations; the
number of additions andmultiplications as returned by theMaple function codegen[cost] are 487
and 2569. We have eliminated the quantifiers, but the resulting system of equations and inequalities
in the parameters is too difficult to solve.
In order to eliminate the variables in a more economic way, we adapt the polynomial division to
the Laurent polynomials.
Definition 3. Assume that G is a Laurent polynomial such that its corner coefficients are not zero
divisors. A finite subset Γ of Z2 is called a remainder support setwith respect to G iff no multiple of G,
except zero, has support contained in Γ .
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Definition 4. Let G be a Laurent polynomial such that its corner coefficients are invertible in R. Let F
be an arbitrary Laurent polynomial. Then (Q , R) is a quotient remainder pair for (F ,G) iff the following
conditions are fulfilled.
(a) F = QG+ R.
(b) The support of R is contained inΠ(F).
(c) The support of R is a remainder support set with respect to G.
Quotient remainder pairs are not unique. Here is a nondeterministic algorithm that computes
quotient remainder pairs.
Algorithm 1 Toric Polynomial Division Algorithm
1: Input: F , G, such that G has invertible corner coefficients.
2: while F 6= 0 do
3: Select a linear functional h : R2 → R, (x, y) 7→ (αx+ βy) such that α/β is irrational.
4: Compute the point f ∈ Support(F) that maximizes h.
5: Compute the point g ∈ Support(G) that maximizes h.
6: ifΠ(G)+ f − g ⊂ Π(F) then
7: M := Coef(F ,f )Coef(G,g)xf1−g1yf2−g2 ;
8: Q := Q +M; F := F −MG;
9: else
10: M := Coef(F , f )xf1yf2 ;
11: R := R+M; F := F −M;
12: end if
13: end while
14: Output: Q , R.
Theorem 3. Algorithm 1 is correct.
Proof. TheNewton polygon of F becomes smaller in eachwhile loop; hence it is clear that Algorithm1
terminates. Also, anymonomialwhich is added toR is contained inΠ(F); hence it follows thatR fulfills
(b) in Definition 4.
No step in the algorithm changes the value of F+QG+R. Initially, this value is the given polynomial
F , and in the end, this value is equal to QG+ R. This shows that (a) in Definition 4 is fulfilled.
In order to prove (c) in Definition 4, we claim that the following is true throughout the execution
of the algorithm: if H is any Laurent polynomial such that GH has support inΠ(F)∪ Support(R), then
the coefficients of GH at the exponent vectors in Support(R) are zero.
Initially, Support(R) is empty and the claim is trivially true. If the claim is true before step 8, then it
is also true after step 8, because this step does not change R and does not increase the Newton polygon
of F .
Assume that for a certain Laurent polynomial H , the claim is true before step 11 and false after
step 11. Then it follows that the coefficient of GH at f is not zero, because this is the only exponent
vector which is new in R. The support of GH is also contained in the Newton polygon of F before
step 11; hence f is the unique vector in Support(GH)where h reaches maximal value. Because g is the
unique vector in Support(G) where h reaches a maximal value, it follows that (f − g) ∈ Support(H).
Then Π(G) + f − g ⊂ Π(GH) as a consequence of Theorem 2. But this implies that the if condition
in step 6 is fulfilled for G and F before step 11, and therefore step 11 is not reached for such values of
F and G.
It follows that the claim is true throughout the execution of Algorithm 1. In particular, it is true at
the end, which shows that (c) in Definition 4 holds. 
When applying this algorithm to our polynomials K and F , we were able to observe two things.
First, the remainder is much sparser than the remainder obtained by the usual polynomial division:
the complexity as returned by the Maple function codegen[cost] gives only 80 additions and 200
multiplications. (But the result is still too large to be reproduced here.) Second, by careful choice of the
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nondeterministic step, we can achieve that the remainder is symmetric with respect to interchanging
z1 and z2 and replacing them by their inverses. This is also helpful for solving inverses.
4. The complete solution
‘‘Solving’’ a system of equations and inequalities could mean very different things, depending on
what one wants to do with the solution. For our system, it is possible to give a complete parametric
solution in terms of the following sense.
First, we decompose the solution set into a finite number of disjoint subsets (the cases). For each
set, we give a nondeterministic algorithm for constructing a solution. Each nondeterministic step is
a choice of a parameter within an interval that has already been constructed. Every solution in the
subset can be obtained by exactly one set of choices in this algorithm.
For static balancing, the equation systems (26) and (27) are simple and it is no problem to construct
a solution in this sense. To achieve the same for dynamic balancing, it is convenient to introduce the
following set of static and dynamic parameters:
qi := ripimi, Ji := Ii +mir2i , i = 1, 2, 3.
The variables Ii, ri, pi can easily be expressed in terms of these newparameters. These newparameters
have the advantage that the previous equations form a homogeneous linear system. The reason is
that the balancing conditions are additive: if a statically or dynamically balancedmechanism picks up
weights at each of its three bars in a balanced way, then the composed mechanism is also balanced.
The inequality constraints – the positivity of masses and moments of inertia – become a bit more
nontrivial for our new parameters:
mi > 0, Jimi > |qi|2, i = 1, 2, 3. (28)
(The solution set of these inequalities is still closed under taking positive linear combinations.) Here
the complex absolute value occurs, which is not an algebraic function. However, it turns out that for
solutions of the equations, we always have qi ∈ R, i = 1, 2, 3.
4.1. Irreducible case
When G is irreducible, the toric polynomial division algorithm produces amongst others the
constraint
l22J3 + l23J2 = 0. (29)
It is clear that there exists no real solution.
4.2. Reducible cases
For the reducible cases, computation is made easier by the fact that factors of G are linear in z1
or z2 or both. For example, in case II-A, the Newton polygon is a square of side length 1. Therefore
the polynomial is linear if considered as polynomial in z1. One can solve for z1 in terms of z2 and
substitute in the dynamic balancing equation to obtain a univariate polynomial in z2 which should
vanish for infinitely many values of z2. Therefore all coefficients must vanish. In these cases, toric
polynomial division is not required.
For case II-A, we have the following equality constraints on the qi:
q1 = ldq3 − lm3
q2 = − ldq3
(30)
and two constraints relating the Ji:
J1 = d2+l2d q3 − J3 − l2m3
J2 = d2−l2d q3 − J3.
(31)
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Table 4
Balancing constraints for planar four-bar mechanisms.
Case Kinematic mode Static balancing Dynamic balancing
Irreducible F1 = F2 = 0 No
II A F1 = F2 = 0 Possible iff d ≥
√
2 l2
B F1 + F2 = 0 No
III A F1 = F2 = 0 Possible iff d ≥
√
2 l3
B F2 = 0 No
IV A F1 = F2 = 0 Possible iff d ≥
√
2 l3
B F1 = 0 No
V A F1 = 0 No
B F2 = 0 No
C F1 + F2 = 0 No
It follows that q1, q2, q3must be real, as mentioned above. From (28), we conclude that J1 and J2must
be positive. By (31), we get an upper bound form3, which must be larger than the lower bound from
(28) (i = 3). This yields
(dq3 − J3)(dJ3 − l2q3) > 0. (32)
It follows that J3 is contained in the open interval (dq3, l
2
d q3). (Note that
d2−l2
d q3 > 0 as a consequence
of (31); that is why we know which of the two interval boundaries is bigger.) Then q3 > 0 and d > l
follows. From J2 > 0 and (31), we get
l2
d
q3 < J3 <
d2 − l2
d
q3, (33)
from which d ≥ √2l follows.
Conversely, if d ≥ √2l, then we can choose q3 > 0 arbitrarily and J3 subject to (33), and m3
between the upper and lower bound form3 derived above. Then (31) determines J1 and J2, which will
then be positive and (30) determines q1 and q2, and finallym1 andm2 can be chosen so that inequality
(28) is fulfilled.
Using similar computations, it can be shown that the only cases for which planar four-bar
mechanisms can be dynamically balanced are cases II-A, III-A and IV-A. For all other cases, dynamic
balancing is not possible. The results for static and dynamic balancing are summarized in Table 4.
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