ABSTRACT. For g = sl(n, C), let w be an element in the Weyl group W = Sn. We use Lw to denote a highest weight module of sl(n, C) with highest weight −wρ − ρ. In this paper we will give a characterization for those w such that Lw is a highest weight HarishChandra module and the associated variety of Lw will be characterized by the information of w. We also count the number of those highest weight Harish-Chandra modules Lw in a given Harish-Chandra cell. Finally, we give some other highest weight modules with irreducible associated varieties from the smoothness of Schubert varieties.
INTRODUCTION
Let g be a finite-dimensional complex simple Lie algebra. In the 1960s, I. Gelfand and A. Kirillov [9] introduced an quantity to measure the size of finitely generated U (g)-module, which is now known as the Gelfand-Kirillov dimension. For a finitely generated U (g)-module M , Vogan [19] constructed a variety V (M ) in g * , which is called the associated variety of M . Identifying g * with g via the Killing form, the associated variety could also be viewed as a variety in g. It is proved that the dimension of V (M ) equals to the Gelfand-Kirillov dimension of M . Then the characterization of associated varieties has risen as a significant topic of infinite-dimensional representation theory of Lie algebras in recent years.
Fix a triangular decomposition g = n ⊕ h ⊕ n − so that h is a Cartan subalgebra of g and b = h + n is a Borel subalgebra. Let G denote the algebraic adjoint group of g and let B denote the Borel subgroup of G corresponding to b. For λ ∈ h * , let L(λ) be the simple quotient of the Verma module M (λ) with highetst weight λ. Let ρ be the half sum of positive roots. We denote L w the simple highest weight module L(−wρ − ρ) with w being an element in the Weyl group W . Actually all simple highest weight modules of infinitesimal character ρ are of this form. To study the structure of the associated varieties V (L(λ)), the following question naturally arises:
(Q1) Can we find out all those weights λ such that V (L(λ)) is irreducible? In particular, can we find out all those w such that V (L w ) is irreducible? Actually, Joseph [11] proved that an associated variety V (L w ) is a union of orbital varieties defined as follows. Let O ⊆ g be a nilpotent G-orbit. The irreducible components of O ∩ n are called orbital varieties of O. They all take the form V(w) = B(n ∩ wn) for some w ∈ W . Then an associated variety of the form V (L w ) is irreducible if and only if it contains only one orbital variety. Tanisaki [18] showed that there exist reducible associated varieties of the form V (L w ) in type B and C. For a long time, people conjectured that all 2010 Mathematics Subject Classification. Primary 22E47; Secondary 17B08, 05A05. *Corresponding author. associated varieties of the form V (L w ) are irreducible in the case of type A (see [6] and [14] ). However, Williamson [20] showed that there exist counter-examples in 2014. So the structure of V (L w ) or V (L(λ)) is still mysterious. In this paper, we will give some answers in the case of type A. We classify the highest weight Harish-Chandra modules of the form L w and describe their associate varieties explicitly. Furthermore, we also count the number of such Harish-Chandra modules corresponding to a given associated variety.
We refer [12] for the definition of Kazhdan-Lusztig right cell equivalence relation and use R ∼ to denote the right cell equivalence relation. From now on we assume g = sl(n, C). A weight λ = (λ 1 , λ 2 , ..., λ n ) is called integral if and only if λ i ∈ Z for 1 ≤ i ≤ n, and called (p, q)-dominant if and only if λ i −λ j ∈ Z ≥0 for 1 ≤ i < j ≤ p and p + 1 ≤ i < j ≤ p + q = n. From Enright-Howe-Wallach [8] , we know the highest weight module L(λ) is a Harish-Chandra module if and only if λ is (p, q)-dominant for some p and q. In particular, the weight −wρ − ρ is integral. Therefore, L w is a highest weight Harish-Chandra SU (p, q)-module if and only if −wρ−ρ is (p, q)-dominant, if and only if −wρ is (p, q)-dominant. The number of these modules is
For a highest weight Harish-Chandra SU (p, q)-module, from Vogan [19] we know that its associated variety is the closure of some
where M (p, q, C) denotes the set of complex p by q matrices. The closures of GL(p, C) × GL(q, C)-orbits in u form a linear chain of varieties:
where r = min{p, q}. From NOTYK [15] , we know
And we have
Sometime we will write it as O m (p, q) to emphasize that it comes from SU (p, q). From Bai-Xie [2] or NOTYK [15] , we know dim O j = j(n − j). Throughout this paper, we identify an element w in the Weyl group S n with the ntuple (w(1), w(2), · · · , w(n)), where w(i) is the image of i under w. Suppose p ≥ q and
In this paper, we give a characterization of those w such that L w is a Harish-Chandra module. We will prove the following theorem. Theorem 1.1. If L w is a Harish-Chandra SU (p, q)-module, then w is right cell equivalent to a (n − m, m)-decreasing element w p,q,m , where
and the integer 0 ≤ m ≤ min{p, q} is uniquely determined by w. We also have
Conversely, if w R ∼ w p,q,m for some integer m between 0 and min{p, q}, then L w is a highest weight Harish-Chandra SU (p, q)-module.
. In this case, we have w p,q,m = w −1 p,q,m . Based on Theorem 1.1 and the famous hook formula (see James [10] ), we obtain the main result in Section 3 as follows:
In the case of type C, Barchini-Zierau [5] have computed the size of each HarishChandra cell.
From this theorem we can get the following interesting corollary.
Corollary 1.1. For any positive integers with p ≥ 2, q ≥ 2 and p + q = n, we have
In the 1980s, Borho-Brylinski [6] found that for smooth Schubert varieties X w = BwB/B, we will have V (L w ) = V(w). Later on, Lakshmibai-Sandhya found a criterion [13] to determine the smoothness of X w . By using these results, we can find some other highest weight modules L w with irreducible assiciated varieties.
2. PROOF OF THE THEOREM 1.1
We will prove Theorem 1.1 in this section. Sagan [16] established a bijection between the symmetric group S n and the set of pairs of standard Young tableaux of size n through the famous Robinson-Schensted algorithm. We use P (σ) (resp. Q(σ)) to denote the corresponding insertion (resp. recording) Young tableau for any σ ∈ S n . Note that Q(σ) = P (σ −1 ). Then we may define the left, right and double cell equivalence relations on the Weyl group S n through this bijection (see Ariki [1] and Steinberg [17] ). For example, σ R ∼ w if and only if P (σ) = P (w). To prove our theorem, we recall some properties about orbital varieties.
Proposition 2.1 (Steinberg [17] ). For any w, y ∈ W = S n , we have V(w) = V(y) if and
Proof of Theorem 1.1. We first prove that if L w is a highest weight Harish-Chandra SU (p, q)-module, then w is right cell equivalent to
for some 0 ≤ m ≤ min{p, q}. The uniqueness of m is obvious since P (w p,q,m1 ) = P (w p,q,m2 ) if and only if m 1 = m 2 . Then we only need to prove the existence of the integer m. Denote W p,q the subset of S n consisting of elements w such that −wρ are (p, q)-dominant. Obviously, a highest weight module L w is a highest weight Harish-Chandra SU (p, q)-module if and only if w ∈ W p,q . We prove the existence of m in two steps. In the first step, we construct a (n − m, m)-decreasing element z in S n which is right cell equivalent to a given element w ∈ W p,q . In the second step, we prove that z = w p,q,m .
For the first step, the process of constructing z can be described as follows. Write − wρ = (t 1 , ..., t p , t p+1 , . .., t n ), which is (p, q)-dominant and λ = −wρ − ρ. Let m be the maximum nonnegative integer for which there exists a sequence of indices
Then from Bai-Xie [2] , we can get a Young tableau P (λ) with two columns or one column (for w = −Id). We only consider the nontrivial case. Then from Bai-Xie [2], we know P (λ) and P (w) have the same shape (actually P (λ) = P (w −1 )). From the construction of P (λ), we know the number of entries in the second column of P (λ) equals to m. Suppose the entries in the first column of P (w) are (s 1 , ..., s n−m ) and the entries in the second column of P (w) are (a 1 , ..., a m ) from top to bottom. Then we get w R ∼ (s n−m , ..., s 1 , a m , ..., a 1 ) := z, while z is (n − m, m)-decreasing. Before we go to the second step, from Bai-Xie [2] we have
In the second step, we take a special element σ p,q,m = (n − q, ..., n − q − m + 1, n, ..., n − q + 1, p − m, ..., 1).
Note that if we write
is (p, q)-dominant. So σ p,q,m ∈ W p,q . Applying the process in the first step to σ p,q,m , it holds that σ p,q,m is right cell equivalent to w p,q,m . From Bai-Xie [2] , we know that
Then V(z) = V(w p,q,m ). By Proposition 2.1, we have z R ∼ w p,q,m and z = w p,q,m .
Conversely, suppose w R ∼ w p,q,m for some 0 ≤ m ≤ min{p, q}. We need prove that L w is a highest weight Harish-Chandra SU (p, q)-module. We recall the concept of HarishChandra cells, which is defined by Barbasch-Vogan [3] . Let X, Y be two irreducible (Harish-Chandra) modules with the same infinitesimal character. We write X > Y if there exists a finite-dimensional g-module F such that Y appears a sub-quotient of X ⊗ F . So we only need to show that L wp,q,m is a highest weight Harish-Chandra SU (p, q)-module. Equivalently, we need to show that −w p,q,m ρ is (p, q)-dominant. By a direct calculation, we have −w p,q,m ρ = 1 2 (n−2m−1, n−2m−3, · · · , n−2m−2p+1, n−1, n−3, · · · , n−2m+1, n−2m−2p−1, · · · , 1−n).
It is easy to check that −w p,q,m ρ is (p, q)-dominant. Then we finish the proof of Theorem 1.1. Note that when m = 0, we will have −wρ − ρ = 0 and w = −Id.
From this corollary, we can see that there is only one Harish-Chandra cell with associated variety O m (p, q).
THE SIZE OF HIGHEST WEIGHT HARISH-CHANDRA CELLS
Recall the concept of Harish-Chandra cells in Section 2. In the case of type C, BarchiniZierau [5] have computed the size of each Harish-Chandra cell consisting of highest weight Harish-Chandra modules with a given associated variety. In the case of type A, we have the following theorem. And #C 0 = 1, #C 1 = n − 1.
Proof. From the proof of our theorem 1.1, we know the number of modules in the HarishChandra cell C m equals the number of elements in the right cell C m which contains w p,q,m . On the other hand, #C m equals the number of standard Young tableaux of shape P (w p,q,m ). We know the numbers of entries in the two columns of P (w p,q,m ) are c 1 (P (w p,q,m )) = n − m and c 2 (P (w p,q,m )) = m. From James [10] , the corresponding hooks of P (w p,q,m ) is a Young tableau P m consisting of two columns. The entries in the first column of P m are (n − (m − 1), n − m, ..., n − 2m + 2, n − 2m, ..., 1) and the entries in the second column of P m are (m, m − 1, ..., 1) from top to bottom. From the famous hook formula (see James [10] ), we have
When m = 1, we will have c 1 (P (w p,q,m )) = n − 1 and c 2 (P (w p,q,m )) = 1, so
When m = 0, we will have c 1 (P (w p,q,m )) = n and c 2 (P (w p,q,m )) = 0, so #C 0 = 1. 
SOME OTHER HIGHEST WEIGHT MODULES WITH IRREDUCIBLE ASSOCIATED

VARIETIES
In this section, we will find some other highest weight modules which are not HarishChandra modules and they have irreducible associated varieties. First we need some propositions about Schubert varieties.
Proposition 4.1 (Borho-Brylinski [6] ). For g = sl(n, C) and W = S n , if the Schubert variety X w = BwB/B is smooth, we will have V (L w ) = V(w).
An element w ∈ S n contains a pattern µ ∈ S k if there is a subword with k letters in w with the same relative order of the letters as in µ . We say w avoids the pattern µ if w does not contain this pattern. We have the following criterion for smoothness of Schubert varieties.
Proposition 4.2 (Lakshmibai-Sandhya ).
For g = sl(n, C) and W = S n , the Schubert variety X w = BwB/B is smooth if and only if w avoids the two patterns 3412 and 4231.
So if w avoids the two patterns 3412 and 4231, the associated variety of L w will be V(w). Proposition 4.3 (Carrell [7] ). For g = sl(n, C) and W = S n , the Schubert variety X w = BwB/B is smooth if and only if X w −1 is smooth.
From the the above propositions we will have the following corollary. Suppose w = (s n−m , ..., s 1 , a m , ..., a 1 ) is an element of (n − m, m)-decreasing in W = S n . We take out the largest a k satisfying s n−m > a k and the smallest s l satisfying s l > a 1 . If s l > a k , we will have s n−m > s l > a k > a 1 and such a w will be called a good full element of size (n − m, m). Note that a k and s l may not exist. We still call such w a good full element of size (n − m, m). Note that the good full elements of size (n − m, m) and the w p,q,m in our theorem have the same double cell. So we have the following corollary. Remark 4.1. There may exist some w ∈ W = S n such that X w is not smmooth but V (L w ) = V(w). For example, when n ≤ 6, we have V (L w ) = V(w) for all w ∈ W = S 6 . But in S 6 there are many permutations containing the pattern 3412 or 4231.
