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Performance Evaluation of SDN-Controlled
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Abstract—When evolved NodeB (eNB) flexible func-
tional split is implemented in Virtualized Radio Ac-
cess Network (V-RAN) 5G systems, fronthaul con-
nectivity between the virtualized network functions
(VNFs) must be seamlessly guaranteed.
This study proposes the utilization of Software
Defined Networking (SDN) to control the mobile fron-
thaul. In particular, this study investigates the ability
of the SDN-based control of reconfiguring the fron-
thaul to maintain VNF connectivity when cell and
optical access turn into sleep mode (off mode) for
energy efficiency purposes.
The evaluation of the proposed scheme is performed
by federating two remote experimental testbeds. Re-
sults show that, upon cell and optical access turning
on and off, the fronthaul reconfiguration time is lim-
ited to few tens of milliseconds.
Index Terms—CPRI over Ethernet; Fronthaul; Re-
configuration; Encapsulation.
I. INTRODUCTION
A
s the utilization of Internet and, as of conse-
quence, of communications networks is rapidly
increasing much attention is posed on communications
network energy efficiency. In parallel, Software defined
networking (SDN) [1] has emerged as a strong can-
didate to improve the control of telecommunication
networks also in the context of mobile crosshauling
(i.e.,front/backhauling).
On the energy efficiency side, solutions for reduc-
ing the energy consumption of macro-cells as well
as small-cell have been proposed [2], [3]. Similarly
solutions for reducing the energy consumption of sys-
tems for implementing the RAN have been proposed.
For example, energy saving solutions for Passive Op-
tical Networks (PONs) have been targeted by inter-
national standardization associations (i.e., ITU-T and
IEEE) and research institutions [4]. In particular, solu-
tions have been devised for decreasing PON customer
premises equipment (CPE) (i.e., Optical Network Units
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— ONUs) energy consumption in 10-gigabit capable
PONs (e.g., XG-PON) [4]. In Time and Wavelength Di-
vision Multiplexed (TWDM) PONs, energy savings also
at the Optical Line Terminal (OLT) can be achieved
by turning OFF some of the OLT transceivers during
low traffic periods and by sharing the fewer active
wavelengths among the ONUs equipped with tunable
transceiver [5]–[8]. However, all the solutions trade a
decrease in energy consumption with and increase in
delay experienced by the transported data.
On the SDN side solutions are not only proposed by
academia but are also supported by the industry [9]–
[11]. For example, in [11] an SDN-controlled optical
topology-reconfigurable mobile fronthaul is proposed
to carry bidirectional coordinated multipoint (CoMP)
flows between mobile cell sites and baseband units
(BBUs). The proposed solution, evaluated in a local
testbed, achieves end-to-end packet delay in the order
of few microseconds but the topology reconfiguration
time is in the order of milliseconds. In [12], SDN
and OpenFlow are extended to control an optical
access/aggregation network and implement software-
defined OLT and software defined ONUs. In the consid-
ered solution, part of the optical spectrum unutilized
by the PON is reutilized for providing Orthogonal
Frequency Division Multiple Access (OFDMA) mobile
backhaul (MBH). Other studies in the literature prove
the feasibility of an SDN-based approach for provision-
ing multi-technology multi-tenant connections [13]. In
parallel, a scheme for flexible networking is presented
in [14] for the mobile front-and/or backhaul through
reconfigurable nodes, where the capacity of the mobile
crosshaul can be distributed among data centers of
cloud radio access network (C-RAN) to adapt to actual
load conditions at BBUs. In addition, in [15], [16],
a qualitative and quantitative analysis of fronthaul
reconfiguration techniques along with a study of ad-
vantages/disadvantages of Ethernet-based fronthaul
solutions is presented.
Some studies already proposed several architectures
for the utilization of C-RAN together with SDN and
Network Function Virtualization (NFV) for mobile
crosshaul [17]. However their initial evaluation fo-
cused mainly on the coordination between function
2migration and network reconfiguration.
This study proposes the utilization of SDN to control
mobile fronthaul when energy efficient schemes are
implemented not only at the eNB but also in part of the
RAN. In particular, this study investigates the ability
of the SDN-based control of coordinating cell and op-
tical access device turn on/off with the reconfiguration
of the aggregation segment of the fronthaul for provid-
ing seamless connectivity between User Equipments
(UEs) and virtualized, but static, mobile network func-
tions.
In this paper two federated testbed facilities are
utilized to evaluate the performance of the proposed
scheme. The experimental results show that, upon cell
and optical access on/off, the fronthaul reconfiguration
time is limited to few tens of milliseconds.
II. FEDERATION OF HETEROGENEOUS RESEARCH
NETWORK TESTBEDS: ULTRAACCESS AND VIRTUAL
WALL
Novel networking concepts are being created in re-
search laboratories all over the world, and demon-
strated in testbeds whose utilization is constrained
to local researchers. Usually, these network testbeds
involve unique prototype components and measure-
ment equipment. A wider impact and analysis of the
possibilities of the new technology could be achieved if
these testbeds are open to other researchers through
an advanced Internet service. Moreover, the federation
of a large amount of disperse testbed facilities can
make it possible for multiple researchers to experi-
ment with future Internet protocols and applications
on a big computation grid for a given period of time.
This is one of the goals of Global Environment for
Network Innovations (GENI) in USA and Future In-
ternet Research and Experimentation (Fed4FIRE) [18]
in Europe. Both initiatives aim to create a large-
scale virtual laboratory for networking and distributed
systems research and education.
A. The federation: Fed4FIRE
A number of projects aim to build a cross-national
facility to enable experimentally driven research in
different parts of the world. Most of them are focused
on a single research community. Fed4FIRE (2012-
2016), consolidated in Fed4FIRE+ (2017-2021) is an
EU project that intends to build an open, accessible
and reliable framework for the federation of Inter-
net research infrastructure across community borders.
Sample community domains include optical network-
ing, wireless networking, software defined networking,
cloud computing, grid computing, and smart cities.
All these heterogeneous communities, including
next-generation optical networking, were involved in
the project to guarantee compatibility and sup- port
of heterogeneous infrastructure and experimentation
requirements. The keys of this target framework are:
1) open experiment life-cycle management software;
2) experimental measurement and monitoring tools;
3) trust and security mechanisms, and
4) advanced inter-testbed connectivity services.
However, to achieve the federation of optical net-
working testbeds several issues must be solved. Most
optical laboratory devices do not feature the pro-
grammability required to embed federation software,
and lack the virtualization capabilities required to
enable secure access to the infrastructure to external
users. Consequently, those elements of a testbed that
do not support this functionality need to be assisted by
a computer. We have focused on this scenario and have
integrated an optical access network testbed called
UltraAccess as powerfully as possible: a Wavelength
Division Multiplexed Passive Optical Network (WDM-
PON) at Carlos III University (UC3M). This testbed is
covered in the next section.
Figure 1. WDM-PON testbed at U3CM
B. The federated testbed: UltraAccess at UC3M
UltraAccess testbed consists of a fully configurable
WDM-PON network, including a WDM-PON OLT, a
multipoint fiber infrastructure equipped with an ar-
rayed waveguide grating (AWG), a set of Optical Net-
work Terminals (ONTs) and high-end Fed4Fire sta-
tions, providing end-users with a dedicated capacity of
100-1000Mb/s. The systems allows the configuration of
advanced QoS features, traffic engineering and virtual
LANs. The testbed features a seeded WDM-PON as
standardized by ITU-T G.698.3. In the seeded WDM-
PON approach, a broadband light is sliced by an AWG
and injected into an anti-reflection coated Fabry-Perot
laser to create “seed” signals that transmitters can
3lock onto. This technique is very attractive due to
its simplicity and cost-effectiveness, since the ONTs
are colourless (i.e., they can transmit/receive on any
wavelength).
C. The federated testbed: Virtual Wall at iMinds
At the time of experimentation, iMinds Virtual wall
has two kinds of set-ups: Virtual Wall 1 with 200
physical servers (e.g., 100 x quadcore, 100 x eight
cores), and Virtual wall 2 with 100 physical servers
(e.g., 100 x 12 cores). All servers were equipped with
a management Ethernet interface, and multiple (4 to
6 for the quad cores, up to 11 for the 12-cores) Ether-
net interfaces that can be used for experimentation
purposes. Both the Virtual Walls are controlled by
testbed management software jFed based on Emulab.
Multiple operating systems are supported (e.g. Linux
(Ubuntu, Centos, Fedora), FreeBSD, Windows 7) on
each node, and some of the nodes are connected to
an OpenFlow switch to do OpenFlow experiments that
supports software OpenFlow switches (OVS) and real
OpenFlow switches.
III. SDN-CONTROLLED ENERGY EFFICIENT
MOBILE FRONTHAUL EXPERIMENT
A. SDN-controlled Mobile Fronthaul Architecture
Figure 2. SDN-controlled crosshaul architecture.
Figure 2 depicts the considered SDN-controlled
crosshaul architecture. It consists of a WDM-PON
access and an OpenFlow based layer 2/3 aggregation
network. Each antenna Ai is connected to an ONU
(i.e., ONUi). Toward the aggregation network, each
OLT Line Card (LCi) is connected to an interface of
an Ethernet OpenFlow (OF) Layer 2 Switch (L2SW),
included within the aggregation node, that is, in turn,
connected to the aggregation network. The OF L2SW
is controlled by the aggregation node controller, imple-
mented as a light version of an SDN controller (i.e.,
LitSDNCtrler) as proposed in [19]. The aggregation
network consists of Ethernet OF Layer 2/3 switches
and it is controlled by another SDN controller (i.e.,
SDNCtrler). It is assumed that the chosen crosshaul
functional split allows to carry both fronthaul traffic
(digital radio signals transmitted from the Remote
Radio Head (RRH) to the Base Band Units (BBU) in
the C-RAN) and backhaul traffic (regular data packets)
over a packet-switched network with QoS support.
Mobile RAN functions are generally indicated as NFi
and the evolved NodeB (eNB) is assumed to support
cell on/off for energy saving purposes.
To improve the energy efficiency of the crosshaul
this paper proposes the contemporary sleep mode (i.e.,
on/off) of the WDM PON devices connected to the cell
implementing on/off. This implies the contemporary
reconfiguration of not only the crosshaul optical access
network but also of the crosshaul aggregation network.
In particular, every time the cell changes its status
the OLT is notified and it initiates the procedure for
turning on/off the ONU and the LC to which the cell
is connected. Contemporarily, both the LitSDNCtrler
and the SDNCtrler are notified of the changes and
perform the necessary reconfigurations to allow the
UE bearers to reach their original destinations (i.e.,
NF1 and NF2).
B. SDN-controlled Energy Efficient Mobile Fronthaul
Implementation in Federated Testbeds
In this study the architecture depicted in Figure 2
is implemented in two federated testbeds, depicted
in Figure 3, provided by the Fed4Fire project. The
tesbeds are a WDM PON testbed located at UC3M,
representing the crosshaul optical access segment, and
an OpenFlow Ofelia island at iMinds, representing
the crosshaul aggregation network. The WDM PON,
features two pair of wavelengths with a capacity of
1 Gb/s each. The OpenFlow Ofelia island consists
of Ethernet Open vSwitches (OVS) si interconnected
by 1-5 Gb/s links. Two PCs on the ONUs side of
the WDM PON emulate the UEs while the layer 2
switch (i.e., L2SW) interconnecting the two PCs with
the two ONUs emulate the possibility for the UE to
be connected to either antenna. The layer 2 switch
(i.e., L2SW) of the aggregation node is an OVS as
well. The LitSDNCtrler, SDNCtrler, and all the OVS
are implemented in the OpenFlow Ofelia island at
iMinds. The two testbeds are connected by means of
Generic Routing Encapsulation (GRE) tunnels through
the public Internet between two PCs connected to
the OLT LCs and two Xen virtual machines (xenvmi)
at iMinds. The tunnels carry both data and control
communications at a rate of 100Mb/s. The signaling
between the OLT and the LitSDNCtrler is performed
in-band while the signaling between the LitSDNCtrler
and the SDNCtrler is performed out-of-band through
a direct connection.
4Figure 3. Federated testbed setup.
IV. UTILIZED TOOLS
A. Experiment Management and Control
Figure 4 shows the testbeds and the basic Fed4FIRE
tools used to perform the experiment. The experi-
ment uses several resource reservation, experiment
control, and measurement and monitoring tools in-
cluding common interfaces protocols. Here, the F4F
portal offers access to the required Fed4FIRE tools
and testbeds (e.g., jFed). The jFed tool was used to
reserve the resource from both the testbeds (i.e., Ul-
traAccess and iMinds Ofelia island) by using slice-
based federation architecture (SFA) interface. During
the experiment, the resources of the testbeds (i.e.,
wavelengths, VLANs, ONUs, LCs, and L2SWs) were
controlled by experiment control (EC) with the help of
SSH protocol. The resource controller (RC) (i.e., SSH)
is capable enough to interact with all the resources in
the testbeds.
Figure 4. Experiment design overview
The OML framework is used for measurement and
monitoring the testbeds. OML uses databases running
on the aggregate manager (AM). OMF is a framework
that provides a set of tools to describe, instrument and
execute experiments and collect their results and a set
of services to manage and operate testbed resources.
This framework basically requires an experiment con-
troller (EC) that processes an OEDL (OMF Experi-
ment Description Language) description of the exper-
iment scenario and controls the required nodes and
a resource controller (RC) daemon at every resource,
which receives messages from the EC and executes the
commands.
B. Measurement Collection: the Orbit Management Li-
brary (OML)
Another important aspect that is tightly related
to experiment and resource control is measurement
collection. Our testbed provides this feature through
OML. OML is a generic software framework for mea-
surement collection. It allows the experimenter to
define the so-called measurement points (MPs) inside
new or pre-existing applications so that these MPs
generate measurement streams (MSs) that can be
directed to a central collection point, and stored in
measurement databases. It is composed of two entities.
The first one is an OML server responsible for collect-
ing and storing measurements inside an SQLite3 or
PostgreSQL database. The UltraFlow Access testbed
offers a local SQLite3 database so that experimenters
can direct their measures there.
The second one is an OML client library that es-
sentially provides a C API to be used inside applica-
tions. There are also native implementations in Python
(OML4Py) and Ruby (OML4R) as well as third party
libraries for Java (OML4J) and Javascript/WebSocket
(OML4JS). The OML group offers both OML-enabled
applications and good tutorials for OML client appli-
cation programming.
The other tools that were used to measure band-
width and latency such as: thrulay traffic genera-
tor [20] tool was used to measure the bandwidth be-
5tween the source and destination node. In addition, it
also provides latency with different quantiles. tshark is
a network protocol analyzer tool was used to measure
the network reconfiguration time by capturing packets
as described in Section V. Ping tool was used to mea-
sure the round-trip time between the source node and
destination node. It was also used to test the tunnel
delay between UC3M and iMinds testbeds.
C. Accessing Fed4FIRE resources: jFed
Fed4FIRE federated resources and in particular Ul-
traAccess testbed, accept users from Fed4FIRE trusted
identity providers. They can configure experiments
interconnecting resources from multiple testbeds at
the same time, reserve and access them via Fed4FIRE
tools such as jFed [21]. In order to use this tool, users
need to provide a user certificate and a password to
log in. They can get an account and download their
certificates from iMinds authority provider [22]. Once
logged in, users can set up their experiments by choos-
ing which types of resources and from which testbeds,
configure those resources (operative system, software
to be installed, network configurations, measurement
options, etc), launch the experiments and access the
resources, just by double clicking on their icons. Ul-
traAccess testbed offers a detailed tutorial on how to
perform all the process right from the first step, the
user getting an account, up to performing some simple
experiments including measurements [23]. The other
important feature of jFed is jFed timeline, it is used
for executing commands instantaneously on multiple
nodes or to execute commands based on a timeline.
V. EVALUATION SCENARIO AND RESULTS
A. Day/night cell ON/OFF
The performed experiment is run by means of the
jFed experiment toolkit, depicted in Figure 3, pro-
vided by iMinds which is used to access the feder-
ated testbeds. Initially, two VLANs (i.e., VLAN1 and
VLAN2a) are established to carry the traffic between
the antenna which the UEs are connected to and
the respective network function locations (e.g., UE1 is
connected to antenna A1 of cell C1 that, in turn, is
connected to the network function NF1 server). Then,
a command is issued, through the OLT management
interface, to turn off one ONU and the respective LC
with the aim of emulating the turning off of the ONU
and OLT LC upon cell turning off. Specifically ONU2
and LC2 (i.e., PC2−ONU2 and LC2−PC4 in Figure 3)
are turned off. Upon issuing the ONU and LC turn off
command, the OLT notifies the LitSDNCtrler (1) that,
in turn, reconfigures the aggregation node L2SW (2)
and it triggers the SDNCtrler (3) to initiate the recon-
figuration of the aggregation network switches (4). In
such a way the VLAN between UE2, now connected
to A1 and C1, and the NF2 server is maintained.
Specifically, as shown in Figure 3, the VLAN path
(labelled VLAN2b in Figure 3) is ONU1-LC1-L2SW-
s1-s3-NF2.
The considered performance parameter is the VLAN
reconfiguration time, here defined as the time elapsing
between the transit of the reconfiguration triggering
message sent by the OLT to the LitSDNCtrler through
the L2SW (in-band signaling) and the the detection
of the first successive ping reply from the NF2 server
at the L2SW. Note that the additional constant delay
due to the GRE tunnel is not taken into account. In
addition, the contribution of the ping round trip time
can be considered negligible because all the involved
devices (i.e., OVS, controllers, and servers) are located
in the same local network. The VLAN reconfiguration
time measurement is performed as follows: i) ping
is continuously run between xenvm1 and NF2 server
with packet interval of 1ms; ii) reconfiguration request
commands sent by the OLT to the LitSDNCtrler are
monitored at the OVS implementing the L2SW at
iMinds (in this way the L2SW becomes a synchroniza-
tion point for the measurement); iii) similarly, ping
replies from the NF2 server are monitored at the
L2SW. The monitoring is performed through the tshark
tool installed in the L2SW.
Figure 5 shows the timestamp of the arrival, to the
L2SW, of the reconfiguration triggering message sent
by the OLT to the LitSDNCtrler and the timestamp
of the arrival of the first successive ping reply from
NF2 server to the L2SW (red colored rectangles), af-
ter about 45ms. The control plane message exchange
for network reconfiguration is the major contributor
to the VLAN reconfiguration time while the L2SW
reconfiguration time contributes only for few tens of
microseconds, as reported in [24].
Figure 6 shows the sampled probability mass func-
tion of the VLAN reconfiguration time during a single
experiment with duration of 3600s (60 reconfigura-
tions). In particular, around 50% of network recon-
figurations take between 40ms and 60ms. Thus, it is
experimentally proven that a VLAN reconfiguration
time of few tens of milliseconds is achieved by the pro-
posed SDN-controlled mobile crosshaul. In addition,
crosshaul energy savings proportional to the cell off
time and the difference between the energy consumed
by the ONU and the OLT during on and off periods
are possible.
In the current experiment energy efficiency was not
evaluated but an estimate can be provided by consider-
ing how often the cell is turned ON/OFF. Without con-
sidering the cell energy consumption, and by assuming
that a cell is OFF for one fourth of a day (e.g., during
the night), if the power consumed by an OLT LC when
it is working is 6W and when it is OFF is 4.2W (our
assumption) and the power consumption of the ONU
when it is ON is 3.2W and when it is OFF is 2.3W [25],
the energy savings that can be potentially achieved
are about 4%. In general, they can be as computed as
follows:
6Figure 5. Reconfiguration timestamp capture.
Figure 6. VLAN reconfiguration time sampled pmf.
The power consumed when both LCs of OLT and
both ONUs are always ON is:
PON = 2(P
OLT
ON + P
ONU
ON ) (1)
The power consumed when one LC-ONU pair is ON,
and the other LC-ONU pair is OFF (as depicted in
Fig. 3) is:
POFF = P
OLT
ON + P
ONU
ON + P
OLT
OFF + P
ONU
OFF (2)
¿From Eq. (1), and Eq. (2), the average energy sav-
ings for the considered scenario can be computed as:
η = 1−
TONPON + TOFFPOFF
PON (TON + TOFF )
(3)
B. Fast cell ON/OFF
In this section the performance when a fast cell
ON/OFF scheme is implemented are reported in Fig-
ure 7. Thrulay traffic generator [20] tool is used to
measure the end-to-end average frame delay (i.e.,
UC3M PC2 to iMinds server2) while periodically turn-
ing ON/OFF LC2. When LC2 is turned OFF the traffic
is aggregated to LC1, as shown in Figure 3. Thrulay
server modules are running at both the servers of
Figure 7. Average frame delay as a function of the reconfiguration
period Trec.
iMinds, and Thrulay client modules are running at
PCs that are attached to both the ONUs. UDP traffic is
generated from the clients with different traffic loads,
packet size is set to 1400B, and UDP buffer size is
set to 262142B. The experiment duration is 2400s for
all the considered scenarios. The automated reconfig-
uration request commands are periodically sent from
the PC4 attached to LC2 (i.e., LC2-PC4as shown in
Figure 3), to the LitSDNCtrler and they are monitored
at the OVS implementing the L2SW at iMinds.
The considered performance parameter are One-way
Delay and One-way Packet Loss Ratio. The One-way
Delay is defined as the time it takes for a packet to
reach its destination. The One-way Packet Loss Ratio
is defined as ratio between the number of received
packets at the destination (e.g, NF2) and the number
of packets sent at the source (e.g., PC2).
Figure 7 shows the one-way delay as a function of
reconfiguration period Trec. As expected, the one-way
delay increases as Trec increases, because the number
of packets buffered during the reconfiguration period
increases. Table I shows the one-way packet loss ratio
as a function of reconfiguration period Trec.
7Table I
ONE-WAY PACKET LOSS RATIO [%]
Trec Offered load [Mb/s]
[s] 20 80 100
0 0 0.651 3.907
30 0 0.718 4.01
60 0 0.746 4.018
90 0.001 1.034 4.198
VI. CONCLUSIONS
This study proposed an SDN-based solution to co-
ordinate cell on/off with part of the mobile crosshaul
on/off (and subsequent reconfiguration) for improving
crosshaul energy efficiency. Results show that, once
part of the crosshaul is turned off, communication
between the user equipment and the server hosting a
specific network function is recovered after few tens of
milliseconds. Thus, the proposed solution is compatible
with a centralized coordinated Radio Resource Control
(RRC) implementation whose latency requirements
are in the order of seconds.
The experiments carried out to assess the approach
relied on third-party-provided network equipment over
a testbed federation platform. This shows that com-
plex set-ups for 5G crosshaul experimentation can be
realized and used for valid experimentation, thanks to
the advances in virtualisation and testbed federation
currently available to the research community.
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