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ABSTRACTThe NEWUOA whih belongs to the lass of Derivative-Free optimization algorithms is benhmarked on the BBOB-2009 noisy testbed. A multistart strategy is applied with amaximum number of funtion evaluations of 104 times thesearh spae dimension.
Categories and Subject DescriptorsG.1.6 [Numerial Analysis℄: Optimization|global opti-mization, unonstrained optimization; F.2.1 [Analysis ofAlgorithms and Problem Complexity℄: Numerial Al-gorithms and Problems
General TermsAlgorithms
KeywordsBenhmarking, Blak-box optimization, Derivative-free op-timization
1. ALGORITHM PRESENTATIONThe NEWUOA (New Unonstrained Optimization Algo-rithm) [4℄ is a Derivative-Free Optimization (DFO) algo-rithm using the trust region paradigm. NEWUOA om-putes a quadrati interpolation of the objetive funtion inthe urrent trust region and performs a trunated onju-gate gradient minimization of the surrogate model in thetrust region. It then updates either the urrent best pointor the radius of the trust region, based on the a posterioriinterpolation error. The time omplexity of the algorithm isO(m2n) in the worst ase but in pratie loser to O(mn),where m is the number of interpolation points used for thedetermination of the quadrati model and n is the dimensionof the searh spae. The number of interpolation pointsm isa parameter of the algorithm and needs to be hosen in therange [n+2; (n+1)(n+2)2 ℄. Other parameters of the algorithm
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are the initial and nal radii of the trust region, respetivelygoverning the initial 'granularity' and the preision of thesearh. A simple stohasti independent restart proedure(as advised in [2℄) was added to improve the probability ofthe algorithm reahing a given target funtion value.
2. EXPERIMENTAL PROCEDUREThe implementation used for our experiments is the oneprovided by Matthieu Guibert1 whih delivers Powell's orig-inal Fortran soure ode of the algorithm. This Fortran odehas been integrated with the BBOB experimental paradigm.In this paper, the maximumnumber of pointsm = (n+1)(n+2)2has been used. Though the saling of the algorithm timeomplexity is lose toO(n4), preliminary experiments showedthe full model to deal with noisy funtions better than asmaller model. The initial radius beg of the searh regionhas been set to 10, the range of the searh spae. Preliminaryexperiments shows very few dependenies on this parameter,given it is not too small (ie. by many orders of magnitude)for the problem onsidered. A nal radius end = 10 16was hosen lose to the limit being the mahine preision toprevent numerial errors. The starting point x0 is hosenuniformly in [ 5; 5℄n where n denotes the dimension. Themultistart strategy was used with at most 100 restarts toredue the duration of an experiment. For the same reason,a run is limited to at most 104  n funtion evaluations.The algorithm used is presented in Figure 1. No parametertuning was done, the CrE [2℄ is omputed to zero.
3. RESULTS AND DISCUSSIONResults from experiments aording to [2℄ on the benh-marks funtions given in [1, 3℄ are presented in Figures 2 and3 and in Tables 1 and 2. The algorithm solves some of themoderate noise funtion f101, f102, f103, f104, f106. Else,f105, f107, f109, f112, f113, f115, f125, f127, f128, f130 aresolved only for dimensions 2 or 3. Noise greatly aets suhtrust region method, espeially the uniform noise model.
4. CPU TIMING EXPERIMENTFor the timing experiment, the proposed algorithm wasrun on f8 and restarted until at least 30 seonds have passed(aording to Figure 2 in [2℄). The experiments were on-duted with an Intel Core 2 6700 proessor (2.66GHz) onLinux 2.6.24.7. The results were 200, 86, 45, 7.9, 3.7, 361http://www.inrialpes.fr/bipop/people/guilbert/newuoa/newuoa.html
f101 in 5-D, N=15, mFE=89 f101 in 20-D, N=15, mFE=955f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:6e1 3:4e1 3:8e1 3:6e1 15 3:4e2 3:4e2 3:5e2 3:4e21 15 4:8e1 4:6e1 5:0e1 4:8e1 15 6:1e2 6:0e2 6:2e2 6:1e21e 1 15 5:6e1 5:4e1 5:7e1 5:6e1 15 6:6e2 6:5e2 6:8e2 6:6e21e 3 15 6:2e1 6:0e1 6:4e1 6:2e1 15 7:0e2 6:7e2 7:2e2 7:0e21e 5 15 6:9e1 6:7e1 7:0e1 6:9e1 15 7:4e2 7:2e2 7:6e2 7:4e21e 8 15 7:7e1 7:5e1 7:8e1 7:7e1 15 8:0e2 7:7e2 8:3e2 8:0e2 f102 in 5-D, N=15, mFE=125 f102 in 20-D, N=15, mFE=1641f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:6e1 3:2e1 3:9e1 3:6e1 15 3:7e2 3:6e2 3:8e2 3:7e21 15 5:0e1 4:7e1 5:3e1 5:0e1 15 6:7e2 6:6e2 6:9e2 6:7e21e 1 15 6:2e1 6:1e1 6:6e1 6:2e1 15 7:6e2 7:3e2 7:8e2 7:6e21e 3 15 7:2e1 6:8e1 7:4e1 7:2e1 15 9:2e2 8:9e2 9:4e2 9:2e21e 5 15 8:6e1 8:4e1 9:2e1 8:6e1 15 1:2e3 1:1e3 1:2e3 1:2e31e 8 15 1:0e2 9:7e1 1:0e2 1:0e2 15 1:5e3 1:5e3 1:5e3 1:5e3f103 in 5-D, N=15, mFE=1280 f103 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:1e1 2:7e1 3:4e1 3:1e1 15 3:4e2 3:4e2 3:4e2 3:4e21 15 4:5e1 4:1e1 4:7e1 4:5e1 15 6:3e2 6:3e2 6:6e2 6:3e21e 1 15 5:3e1 5:2e1 5:6e1 5:3e1 15 6:6e2 6:1e2 6:9e2 6:6e21e 3 15 8:1e1 5:3e1 1:1e2 8:1e1 15 1:0e4 6:8e3 1:3e4 1:0e41e 5 15 8:5e1 5:7e1 1:1e2 8:5e1 10 1:8e5 1:5e5 2:2e5 1:3e51e 8 15 5:8e2 4:5e2 6:7e2 5:8e2 1 2:9e6 2:8e6 3:0e6 2:0e5 f104 in 5-D, N=15, mFE=10816 f104 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:0e2 9:2e1 3:2e2 2:0e2 5 4:7e5 4:0e5 5:2e5 1:6e51 15 1:4e3 1:1e3 1:9e3 1:4e3 0 13e+0 89e{1 16e+0 1:1e51e 1 15 2:2e3 1:8e3 2:6e3 2:2e3 : : : : :1e 3 15 2:5e3 2:1e3 3:3e3 2:5e3 : : : : :1e 5 15 2:7e3 1:8e3 4:0e3 2:7e3 : : : : :1e 8 15 2:7e3 2:0e3 4:3e3 2:7e3 : : : : :f105 in 5-D, N=15, mFE=46065 f105 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:8e2 1:2e2 4:0e2 2:8e2 2 1:4e6 1:3e6 1:5e6 2:0e51 15 2:3e3 1:8e3 3:2e3 2:3e3 0 14e+0 45e{1 17e+0 7:9e41e 1 12 2:3e4 1:8e4 3:1e4 1:9e4 : : : : :1e 3 2 3:2e5 3:1e5 3:4e5 4:6e4 : : : : :1e 5 0 22e{3 72e{5 19e{2 1:6e4 : : : : :1e 8 : : : : : : : : : : f106 in 5-D, N=15, mFE=50000 f106 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 9:2e1 7:6e1 1:1e2 9:2e1 15 3:7e4 2:5e4 5:3e4 3:7e41 15 5:3e2 2:7e2 7:0e2 5:3e2 8 2:6e5 2:3e5 2:9e5 1:2e51e 1 15 1:1e3 7:5e2 1:4e3 1:1e3 4 6:6e5 5:6e5 7:1e5 1:2e51e 3 15 8:3e3 4:6e3 1:0e4 8:3e3 0 97e{2 30e{3 77e{1 1:3e51e 5 9 5:3e4 4:6e4 6:3e4 2:8e4 : : : : :1e 8 5 1:2e5 1:0e5 1:3e5 4:8e4 : : : : :f107 in 5-D, N=15, mFE=42187 f107 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:4e3 1:7e3 5:3e3 3:4e3 0 68e+0 46e+0 10e+1 8:9e41 8 5:6e4 4:3e4 6:4e4 3:2e4 : : : : :1e 1 1 6:2e5 6:1e5 6:3e5 3:3e4 : : : : :1e 3 0 96e{2 29e{2 28e{1 2:2e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f108 in 5-D, N=15, mFE=42641 f108 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 6:7e3 4:4e3 9:4e3 6:7e3 0 11e+1 76e+0 16e+1 8:9e41 0 43e{1 14e{1 85e{1 2:0e4 : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f109 in 5-D, N=15, mFE=40192 f109 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 6:1e1 3:4e1 8:8e1 6:1e1 15 7:7e3 6:0e3 1:2e4 7:7e31 15 2:8e2 2:3e2 4:1e2 2:8e2 0 29e{1 20e{1 48e{1 1:3e51e 1 15 1:3e3 1:0e3 1:8e3 1:3e3 : : : : :1e 3 14 1:2e4 8:5e3 1:7e4 1:2e4 : : : : :1e 5 12 1:9e4 1:3e4 2:0e4 1:5e4 : : : : :1e 8 12 1:9e4 1:2e4 2:3e4 1:5e4 : : : : : f110 in 5-D, N=15, mFE=42567 f110 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 4 1:4e5 1:3e5 1:5e5 2:9e4 0 65e+3 36e+3 10e+4 7:9e41 0 15e+0 39e{1 32e+0 2:2e4 : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f111 in 5-D, N=15, mFE=42231 f111 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 0 16e+1 24e+0 92e+1 1:4e4 0 11e+4 47e+3 15e+4 7:9e41 : : : : : : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f112 in 5-D, N=15, mFE=43660 f112 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 1:1e2 7:8e1 1:4e2 1:1e2 0 19e+0 16e+0 21e+0 6:3e41 14 1:1e4 6:2e3 1:5e4 1:0e4 : : : : :1e 1 8 6:2e4 5:2e4 7:1e4 3:6e4 : : : : :1e 3 0 93e{3 17e{3 98e{2 2:5e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f113 in 5-D, N=15, mFE=42375 f113 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:5e3 1:5e3 3:0e3 2:5e3 0 38e+1 19e+1 60e+1 1:1e51 5 1:1e5 1:0e5 1:1e5 3:1e4 : : : : :1e 1 0 14e{1 73e{2 19e{1 2:0e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f114 in 5-D, N=15, mFE=42513 f114 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 9 4:6e4 3:5e4 5:4e4 2:9e4 0 53e+1 36e+1 63e+1 1:1e51 0 82e{1 31e{1 22e+0 1:3e4 : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f115 in 5-D, N=15, mFE=40298 f115 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 6:4e1 3:6e1 6:5e1 6:4e1 7 2:8e5 2:3e5 3:4e5 9:7e41 15 1:4e3 1:1e3 1:6e3 1:4e3 0 10e+0 60e{1 15e+0 6:3e41e 1 11 3:0e4 2:5e4 3:5e4 2:1e4 : : : : :1e 3 0 57e{3 18e{3 31e{2 2:0e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f116 in 5-D, N=15, mFE=42432 f116 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 0 10e+1 40e+0 17e+1 1:6e4 0 23e+3 12e+3 30e+3 8:9e41 : : : : : : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f117 in 5-D, N=15, mFE=42254 f117 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 0 28e+1 60e+0 10e+2 1:8e4 0 32e+3 21e+3 39e+3 1:0e51 : : : : : : : : : :1e 1 : : : : : : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f118 in 5-D, N=15, mFE=42991 f118 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 5:5e2 3:3e2 6:5e2 5:5e2 0 44e+0 29e+0 61e+0 5:0e41 15 7:2e3 4:3e3 1:1e4 7:2e3 : : : : :1e 1 5 1:1e5 9:7e4 1:2e5 3:1e4 : : : : :1e 3 0 22e{2 50e{3 50e{2 2:2e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f119 in 5-D, N=15, mFE=42274 f119 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 1:4e2 5:4e1 2:6e2 1:4e2 1 2:9e6 2:8e6 3:0e6 2:0e51 14 1:5e4 9:7e3 1:7e4 1:5e4 0 18e+0 12e+0 20e+0 1:1e51e 1 2 3:0e5 2:8e5 3:2e5 2:6e4 : : : : :1e 3 0 31e{2 82e{3 81e{2 1:8e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f120 in 5-D, N=15, mFE=42788 f120 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:4e3 1:2e3 2:8e3 2:4e3 0 34e+0 27e+0 44e+0 7:1e41 3 1:8e5 1:5e5 2:1e5 1:9e4 : : : : :1e 1 0 22e{1 80e{2 32e{1 1:4e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :Table 1: Shown are, for funtions f101-f120 and for a given target dierene to the optimal funtion value f :the number of suessful trials (#); the expeted running time to surpass fopt +f (ERT, see Figure 2); the10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of funtion evaluations insuessful trials or, if none was suessful, as last entry the median number of funtion evaluations to reahthe best funtion value (RTsu). If fopt +f was never reahed, gures in italis denote the best ahievedf-value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials,and mFE denotes the maximum of number of funtion evaluations exeuted in one trial. See Figure 2 for thenames of funtions.
Figure 1: Multistart NEWUOA#inlude <stdlib.h>#inlude <math.h>#inlude <stdio.h>#inlude "bbobStrutures.h"/* Call to the Fortran funtion */extern void newuoa_(unsigned int* n, int* m, double* x0, double* rhobeg,double* rhoend, int* verbose, int* maxfun,double* W, double* ftarget);/* The Multistart NEWUOA */void newuoa(unsigned int dim, unsigned int maxfunevals, double ftarget){ int m, iprint = 0, urmaxfun;double * x = mallo(sizeof(double) * dim);unsigned int iter = 0, i;double rhobeg = 10, rhoend = 1e-16;/* internal variable of NEWUOA */double * w = mallo(1000000 * sizeof(double));m = 2 * dim + 1;urmaxfun = maxfunevals - fgeneri_evaluations();while (urmaxfun > 0 && fgeneri_best() > ftarget && iter < 100){ /* Generate a starting point */for (i = 0; i < dim; i++)x[i℄ = 10. * ((double)rand() / RAND_MAX) - 5.;/* Call NEWUOA */newuoa_(&dim, &npt, x, &rhobeg, &rhoend, &iprint, &urmaxfun, w, &ftarget);/* Update */urmaxfun = maxfunevals - fgeneri_evaluations();iter++;}free(x);free(w);}10 3 seonds per funtion for the full model evaluationsin dimension 2, 3, 5, 10, 20 and 40 respetively.
5. CONCLUSIONThe NEWUOA whih is a trust region method was testedwith restarts on a noisy testbed. Method based on interpo-lation are expeted to fail on noisy funtions. Results of thisalgorithm do not disagree with this.
AcknowledgmentsThe rst author would like to a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104 Rosenbrock moderate Gauss






































102 Sphere moderate unif










105 Rosenbrock moderate unif







































103 Sphere moderate Cauchy










106 Rosenbrock moderate Cauchy





















































119 Sum of different powers Gauss









122 Schaffer F7 Gauss










































120 Sum of different powers unif









123 Schaffer F7 unif







































121 Sum of different powers Cauchy









124 Schaffer F7 Cauchy




























 -8Figure 2: Expeted Running Time (ERT, ) to reah fopt+f and median number of funtion evaluations ofsuessful trials (+), shown for f = 10; 1; 10 1; 10 2; 10 3; 10 5; 10 8 (the exponent is given in the legend of f101and f130) versus dimension in log-log presentation. The ERT(f) equals to #FEs(f) divided by the numberof suessful trials, where a trial is suessful if fopt +f was surpassed during the trial. The #FEs(f) arethe total number of funtion evaluations while fopt+f was not surpassed during the trial from all respetivetrials (suessful and unsuessful), and fopt denotes the optimal funtion value. Crosses () indiate the totalnumber of funtion evaluations #FEs( 1). Numbers above ERT-symbols indiate the number of suessfultrials. Annotated numbers on the ordinate are deimal logarithms. Additional grid lines show linear andquadrati saling.
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f122-130Figure 3: Empirial umulative distribution funtions (ECDFs), plotting the fration of trials versus runningtime (left subplots) or versus f (right subplots). The thik red line represents the best ahieved results. Leftsubplots: ECDF of the running time (number of funtion evaluations), divided by searh spae dimension D,to fall below fopt +f with f = 10k, where k is the rst value in the legend. Right subplots: ECDF of thebest ahieved f divided by 10k (upper left lines in ontinuation of the left subplot), and best ahieved fdivided by 10 8 for running times of D; 10D; 100D : : : funtion evaluations (from right to left yling blak-yan-magenta). Top row: all results from all funtions; seond row: moderate noise funtions; third row:severe noise funtions; fourth row: severe noise and highly-multimodal funtions. The legends indiate thenumber of funtions that were solved in at least one trial. FEvals denotes number of funtion evaluations, Dand DIM denote searh spae dimension, and f and Df denote the dierene to the optimal funtion value.
f121 in 5-D, N=15, mFE=39962 f121 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:7e1 2:6e1 3:0e1 2:7e1 15 1:8e4 1:3e4 2:9e4 1:8e41 15 1:1e3 6:8e2 1:6e3 1:1e3 0 53e{1 26e{1 79e{1 1:3e51e 1 15 9:0e3 6:9e3 1:0e4 9:0e3 : : : : :1e 3 0 13e{3 50e{4 42e{3 2:5e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f122 in 5-D, N=15, mFE=42104 f122 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:0e2 7:7e1 4:7e2 3:0e2 10 1:3e5 7:4e4 1:6e5 8:4e41 3 1:9e5 1:9e5 2:1e5 3:6e4 0 76e{1 60e{1 11e+0 1:1e51e 1 0 17e{1 77e{2 22e{1 3:2e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f123 in 5-D, N=15, mFE=42805 f123 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 1:3e3 8:1e2 2:0e3 1:3e3 8 2:6e5 2:3e5 3:1e5 1:6e51 2 3:0e5 2:7e5 3:2e5 4:3e4 0 99e{1 83e{1 19e+0 1:1e51e 1 0 35e{1 91e{2 46e{1 1:4e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f124 in 5-D, N=15, mFE=39598 f124 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 5:2e1 2:5e1 7:9e1 5:2e1 15 2:2e4 1:2e4 3:3e4 2:2e41 14 9:0e3 6:1e3 1:3e4 8:9e3 0 66e{1 53e{1 80e{1 7:9e41e 1 0 47e{2 22e{2 83e{2 1:6e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f125 in 5-D, N=15, mFE=42183 f125 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 3:9e0 1:2e0 5:4e0 3:9e0 15 1:7e0 1:0e0 2:5e0 1:7e01 15 2:6e1 2:1e1 3:0e1 2:6e1 15 8:6e2 2:5e2 1:2e3 8:6e21e 1 15 5:6e3 3:7e3 7:3e3 5:6e3 0 44e{2 33e{2 48e{2 7:1e41e 3 0 41e{3 13e{3 59e{3 1:4e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f126 in 5-D, N=15, mFE=43182 f126 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 2:6e0 1:0e0 4:2e0 2:6e0 15 1:5e0 1:0e0 2:4e0 1:5e01 15 1:7e3 1:2e3 2:4e3 1:7e3 0 17e{1 12e{1 19e{1 1:0e51e 1 0 25e{2 16e{2 34e{2 1:6e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f127 in 5-D, N=15, mFE=38685 f127 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 4:1e0 3:8e0 7:6e0 4:1e0 15 1:6e1 1:0e0 3:2e1 1:6e11 15 2:5e1 2:4e1 2:6e1 2:5e1 15 1:3e3 7:9e2 1:9e3 1:3e31e 1 14 1:1e4 6:7e3 1:3e4 1:0e4 0 40e{2 37e{2 45e{2 7:9e41e 3 0 59e{3 31e{3 84e{3 2:0e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f128 in 5-D, N=15, mFE=42174 f128 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 1:6e3 1:3e3 1:9e3 1:6e3 0 70e+0 65e+0 73e+0 8:9e41 9 4:5e4 3:6e4 5:6e4 2:2e4 : : : : :1e 1 2 2:8e5 2:6e5 3:0e5 4:2e4 : : : : :1e 3 0 16e{2 18e{3 20e{1 1:4e4 : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : :f129 in 5-D, N=15, mFE=42757 f129 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 8:2e3 6:8e3 1:1e4 8:2e3 0 75e+0 72e+0 76e+0 6:3e41 1 6:2e5 6:1e5 6:4e5 4:3e4 : : : : :1e 1 0 55e{1 20e{1 78e{1 2:0e4 : : : : :1e 3 : : : : : : : : : :1e 5 : : : : : : : : : :1e 8 : : : : : : : : : : f130 in 5-D, N=15, mFE=39955 f130 in 20-D, N=15, mFE=200000f # ERT 10% 90% RTsu # ERT 10% 90% RTsu10 15 1:6e2 1:1e2 2:2e2 1:6e2 14 8:9e4 7:4e4 1:1e5 7:7e41 15 5:7e3 4:6e3 7:3e3 5:7e3 0 74e{1 20e{1 10e+0 1:4e51e 1 14 9:1e3 6:4e3 1:5e4 8:6e3 : : : : :1e 3 6 7:7e4 6:6e4 8:4e4 3:2e4 : : : : :1e 5 0 14e{4 20e{5 56e{3 2:0e4 : : : : :1e 8 : : : : : : : : : :Table 2: Shown are, for funtions f121-f130 and for a given target dierene to the optimal funtion value f :the number of suessful trials (#); the expeted running time to surpass fopt +f (ERT, see Figure 2); the10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of funtion evaluations insuessful trials or, if none was suessful, as last entry the median number of funtion evaluations to reahthe best funtion value (RTsu). If fopt +f was never reahed, gures in italis denote the best ahievedf-value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials,and mFE denotes the maximum of number of funtion evaluations exeuted in one trial. See Figure 2 for thenames of funtions.
