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1. Introduction
Soient g > 1 et p un nombre premier rationnel. La variété de Hecke XBetti associée à GSp2g
et p a déjà été construite par E. Urban (voir [37] qui traite de cas beaucoup plus généraux)
à l’aide de complexes calculant la cohomologie de Betti totale de certains faisceaux sur les
variétés de Siegel de niveau premier à p. Plus récemment, Andreatta-Iovita-Pilloni [3] ont
reconstruit la « partie de type holomorphe » Xh de la variété construite par E. Urban, en
utilisant la partie holomorphe de la cohomologie de de Rham des variétés de Siegel de niveau
premier à p ; ce travail a été complété dans une prépublication par Pilloni-Stroh [27] dans
laquelle ces auteurs, sous certaines hypothèses faibles, établissent la classicité des points de
poids cohomologique et de pente petite par rapport au poids. Dans ce travail, on propose
une nouvelle construction de la variété de Hecke holomorphe Xh en utilisant une variante
surconvergente des formes p-adiques de Katz.
Soient T le tore diagonal de Sp2g et T0 = T(Zp) le groupe de ses Zp-points. L’espace des
poids W = Hom(T0,Grigm ) est le Qp-espace rigide des caractères continus de T0. C’est une
réunion finie de copies du polydisque unité ouvert de dimension g. Pour construire la variété
de Hecke Xh au-dessus de W en suivant la technique de Coleman, formalisée par Buzzard
[8] et Chenevier [10], il suffit de construire, pour chaque ouvert affinoïde U = SpmA(U), d’un
recouvrement admissible affinoïde {U} deW , des A(U)-modules de Banach « projectifs »et des
opérateurs complètement continus Up ∈ U−p sur ces modules satisfaisant certaines conditions de
compatibilité et où U−p désigne la sous-algèbre contractante de l’algèbre de Hecke Iwahorique
(cf section 10.2).
Avec le soutien du projet ANR Blanc ArShiFo ANR-10-BLAN-0114
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Dans [3], les auteurs définissent, pour un certain recouvrement admissible {Un} de W, des
A(Un)-modules SAIPκUn ,vn,wn où vn → 0 et wn → ∞ sont deux paramètres rationnels liés par
les relations 0 < vn < 12pn−1 et n − 1 +
vn
p−1 < wn < n − vn ·
pn−1
p−1 et κUn désigne le poids
universel sur {Un} donné par κUn : T0 → A(Un)
×, t0 7→ (κ 7→ κ(t0)). Ils sont définis à l’aide
des groupes canoniques supérieurs Hn de Fargues et Tian [16], qui existent sur les voisinages
stricts X rig(vn) du lieu ordinaire dans une compactification toroïdale fixée X de la variété de
Siegel X. Les auteurs définissent des faisceaux de différentielles ω
κUn
vn,wn sur X
rig(vn) × Un en
termes des applications de Hodge-Tate associées aux groupes canoniques Hn. Ils posent alors
SAIPκUn ,vn,wn = H
0(X rig(vn)× Un, ω
κUn
vn,wn).
Considérons l’algèbre de Hecke abstraite HNp⊗U−p , où H
Np désigne la Qp-algèbre de Hecke
sphérique hors de Np. Cette algèbre opère sur les espaces SAIPκUn ,vn,wn , de façon compatible
quand n varie. A l’aide de ces représentations, ces auteurs peuvent définir par recollements la
variété de Hecke Xh comme un espace rigide muni d’un morphisme rigide κ : Xh →W, appelé
« poids », qui est localement fini et dominant (sa surjectivité est une question ouverte). Elle
est munie du système de valeurs propres de Hecke universel θ : HNp ⊗ U−p → OXh . Le triplet
(Xh, κ, θ) est caractérisé par les deux conditions suivantes :
(1) toute forme cuspidale holomorphe de poids k = (k1, . . . , kg), k1 ≥ · · · ≥ kg, de niveau N
hors de p et de niveau iwahorique en p, propre pour HNp⊗U−p , définit un point x ∈ Xh,
tel que x ◦ θ = θf soit le système de valeurs propres associé à f ;
(2) ces points forment un sous-ensemble dense et d’accumulation de Xh.
On montre de plus les deux propriétés suivantes :
(3) tout point de Xh définit une forme de Siegel surconvergente propre de pente finie pour
U−p ;
(4) pour toute forme classique f de poids k de pente non-critique (voir 11), il existe un
voisinage affinoïde U de k dans W tel que pour tout k′ ∈ U dominant cohomologique
(i.e. tel que k′1 ≥ · · · ≥ k
′
g ≥ g + 1), tout point x
′ ∈ κ−1(k′) non-critique pour θf est
classique.
En adaptant la définition des formes p-adiques de Katz, nous construisons également dans
cet article de tels modules munis d’opérateurs Up complètement continus. Cette approche
utilise la notion de tour d’Igusa surconvergente (dûe à deux des auteurs [7], pour l’instant
sous l’hypothèse p > 3) sur les voisinages Xrig(v) du lieu ordinaire . Pour chaque v élément
de
]
0, vBMp
[
(voir 6.1.3), ces auteurs construisent un GLg(Zp)-torseur étale T∞,v → Xrig(v)
prolongeant la tour d’Igusa classique (pour la variété compactifiée, voir Appendice). On in-
troduit alors les sous-faisceaux de la complétion p-adique du faisceau des fonctions sur T∞,v,
des sections sur lesquelles l’action de GLg(Zp) se prolonge à un de ses voisinages analytiques
quasi-compacts dans la variété (GLg)an. C’est à l’aide de l’anneau des sections globales de ce
faisceau qu’on définit nos modules de Banach de formes « Igusa-surconvergentes ».
Comme la tour d’Igusa T∞,v est « uniforme » au-dessus de Xrig(v), nos modules de Ba-
nach ne nécessitent pas pour leur définition de relations entre v (élément de ]0, vBMp [) et le
couple (w,U), où U est un affinoïde de W (il y a cependant une relation entre w et U). L’opé-
rateur complètement continu est celui défini dans [18], [26], [3]. Nous construisons alors des
morphismes naturels de périodes appelés morphismes de Hodge-Tate-Igusa entre les différents
Dans la section 9, on étend cette construction aux voisinages analogues X rig(v) dans une compactification
toroïdale X de la variété de Siegel X.
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torseurs définissant les formes Igusa-surconvergentes d’une part, et les formes classiques et
celles de Andreatta-Iovita-Pilloni d’autre part. Ceci nous permet de comparer les différentes
notions de formes de Siegel : formes de Siegel-Igusa, de Siegel-AIP, et les formes de Siegel
classiques. Nous montrons en particulier que les formes de Siegel-Igusa et celles de Siegel-AIP
coïncident.
D’autre part, nous montrons directement (Section 9) que nos modules de Banach de formes
de Siegel-Igusa surconvergentes sont orthonormalisables et interpolent les espaces de formes
surconvergentes.
Notre technique de construction semble bien adaptée à des généralisations à des variétés
de Shimura de type abélien mais non nécessairement de type PEL, comme par exemple les
variétés de Shimura pour SO(n, 2).
2. Notations et définitions
Soit g ∈ N>0 ; soit s la matrice g× g antidiagonale telle que si,g−i+1 = 1 pour i = 1, . . . , g ;
on considère le groupe des similitudes symplectiques GSp2g = {X ∈ GL2g;
tXJX = ν · J} où
J est la matrice antisymétrique non-dégénérée donnée par blocs g × g par J =
(
0 s
−s 0
)
. Le
noyau du caractère ν de GSp2g est le groupe symplectique Sp2g.
Pour tout r = 0, . . . , g, on note Ir, resp. sr la matrice unité, resp. antidiagonale unité, de
taille r. Soit Pr le parabolique maximal standard de Sp2g, triangulaire supérieur par blocs,
dont le sous-groupe de Levi standard Mr est constitué des matrices diagonales par blocs
diag(A,B, stg−rA
−1sg−r), où B ∈ Sp2r et A ∈ GLg−r ; on note Mr = Mr,ℓ ×Mr,h la décom-
position en partie linéaire et hermitienne de Mr , où le sous-groupe Mr,ℓ, resp. Mr,h, est l’en-
semble des matrices mr(A) = diag(A, I2r, stg−rA
−1sg−r), A ∈ GLg−r, resp. diag(Ig−r, B, Ig−r),
B ∈ Sp2r ; on note WPr , resp. UPr , le radical unipotent de Pr, resp. le centre de WPr . On a
UPr = {
 Ig−r m uI2r tn
Ig−r
 ;m,n ∈Mg−r,2r, u ∈Mg−r,
sg−rm = nJ2r et sg−ru−
tusg−r =
tnJn}
et
U ′Pr = {
 Ig−r 0 uI2r 0
Ig−r
 ;u ∈Mg−r, sg−ru = tusg−r}
Tout parabolique maximal propre défini sur Q est conjugué sur Q à l’un des Pr. On note
Πr l’ensemble des paraboliques rationnels conjugués à Pr et Π = Π0 ⊔ . . . ⊔Πg−1 l’ensemble
de tous les sous-groupes paraboliques maximaux propres Q-rationnels de Sp2g
On appelle P0 le parabolique de Siegel de Sp2g ;. on note m : A 7→ m(A) = diag(A, s
tA−1s)
l’isomorphisme de GLg avec M0. Soit B+ = TN+ le sous-groupe triangulaire supérieur de GLg,
où T , resp. N+, désigne son tore diagonal maximal, resp. son radical unipotent. On identifiera
T et son image dans M par t 7→ m(t). Le sous-groupe triangulaire supérieur BSp de Sp2g peut
se décomposer en produit semi-direct BSp = m(B+) ·U0 ; on écrira simplement BSp = B+ ·U0.
Soit N ≥ 3 ; soit Γ ⊂ Sp2g(Z) un sous-groupe de niveau N sans torsion. Il agit proprement et
librement sur le demi-espace de Siegel Hg. Le quotient Γ\Hg admet un modèle quasi-projectif
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X lisse sur Z
[
ζN ,
1
N
]
qui est géométriquement connexe. Soit f : A → X la variété abélienne
universelle principalement polarisée de dimension g sur X.
Soient p > 2 un nombre premier qui ne divise pas N , p|p un idéal premier de Z[ζN ] et
W = Z[ζN ]p la complétion correspondante et K = Frac(W ) le corps des fractions de W . On
note X f le schéma formel associé à X/W par complétion p-adique le long de la fibre spéciale,
et soit Xrig le K-espace rigide associé a X f par la construction de Raynaud. On note X f(0)
l’ouvert formel de X f et Xrig(0) l’espace rigide associé.
3. Compactificaton toroidale et principe de Koecher
On utilise les notations et résultats de [15, Chap.IV] et [10]. Pour chaque P ∈ Π, on fixe
une décomposition de Levi P = MPUP et une décomposition MP = MP,h ×MP,ℓ en partie
hermitienne et partie linéaire. Nous associons à notre groupe de congruences Γ la famille de
groupes de congruences ΓP,ℓ ⊂MP,ℓ(R) obtenus par projection dansMP,ℓ(R) de Γ∩P/Γ∩UP .
On fixe une famille Σ = (ΣP )P de décompositions ΓP,ℓ-admissibles ΣP en cônes polyédraux
rationnels du cône CP des matrices semi-définies à noyau rationnel dans le centre U ′P (R) de
UP (R) ; notons X la compactification toroïdale arithmétique sur Z[ 1N , ζN ] associée à Σ. Soit
D = X −X le diviseur à croisements normaux relatif associé à Σ. Soit f : G → X le schéma
semi-abélien associé à Σ ; soit e : X → G la section unité. Le faisceau ω se prolonge en un
faisceau localement libre sur X , encore noté ω défini par e∗ΩG/X . Soit T = IsomX (O
g
X
, ω)
le GLg-torseur sur X des bases de ω. Soit π : T → X le morphisme de projection ; pour
tout poids k ∈ X∗(T ) de GLg, conformément aux notations de la section 7.1, on pose ωk =(
π∗OT
)N−
[−k] et ωk =
(
π∗OT
)
(−D)N
−
[−k] . Rappelons que si k n’est pas dominant, ces
faisceaux sont nuls. On a encore(
π∗OT
)N−
=
⊕
k∈X∗(T )+
ωk et
(
π∗OT
)
(−D)N
−
=
⊕
k∈X∗(T )+
ωk
Le faisceau ωk est le prolongement canonique du faisceau ω défini dans la section 7.1 et ωk
est le sous-faisceau des formes cuspidales.
On note encore X le changement de base de X à W . On note X f le W -schéma formel
complétion de X le long de la fibre spéciale, et X rig le K-espace rigide associé. Pour tout
k ∈ X∗(T )+, et pour toute extension p-adiquement complète L de K, on définit le L-espace
des formes de Siegel cuspidales de poids k comme
(C) Sk(Γ, L) = H0(XL, ωk) = H
0(X rigL , ωk)
La seconde égalité est vraie par le principe GAGA rigide. Cette définition ne dépend pas du
choix de Σ (ceci résulte par exemple de l’équivalence de cette définition avec celle donnée en
termes du q-développement ci-dessous, ou voir [15, Chap.V]).
On peut remplacer X par XB(p) et ainsi définir l’espace des formes cuspidales pour ΓB(p) :
(CI) Sk(ΓB(p), L) = H
0(XB(p)L, ωk) = H
0(XB(p)
rig
L , ωk)
Pour formuler le principe de Koecher v-surconvergent pourX, on rappelle d’abord les principes
de Koecher formels et rigides. Le principe de Koecher arithmétique [15, V.4.8] montre que
pour tout poids dominant k ∈ X∗(T )+ et pour tout m ≥ 1, la flèche de restriction fournit un
isomorphisme
H0(X ⊗ Z /pm Z, ωk) ∼= H0(X ⊗ Z /pm Z, ωk)
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ces isomorphismes sont compatibles quand m grandit et fournissent par limite projective un
isomorphisme de W -modules
(KF) H0(X f , ωk) ∼= H0(X f , ωk)
appelé principe de Koecher formel. De plus, par extension des scalaires à K, le principe de
Koecher formel fournit un isomorphisme de K-espaces vectoriels
(KR) H0(X rig, ωk) ∼= H0(Xrig, ωk)
qu’on appelle principe de Koecher rigide.
Par ailleurs, l’invariant de Hodge se prolonge naturellement à X rig [1, Sect.8.2] : pour x ∈
X rig(L) = X f(OL), Hdg(x) est défini comme l’invariant de Hodge de la partie abélienne du OL-
schéma semi-abélien Gx. Par définition, on a Xrig(v) = X rig(v)∩Xrig pour tout v ∈ Q∩]0, 1[.
Plus précisément, considérons le diagramme cartésien de schémas formels
X f(v) 

//

X f(v)

Df(v)oo

X f 

// X f Dfoo
où les flèches verticales sont des immersions ouvertes suivies d’éclatements. On peut prendre
pour cartes locales définissant X f(v) ⊂ X f(v) les images inverses de celles définissant X f ⊂
X f ; comme l’image de Df(v) dans Df rencontre toutes les composantes irréductibles de D
(c’est déjà vrai pour le lieu ordinaire), on voit que le même argument que celui démontrant le
principe de Koecher formel montre que la restriction fournit un isomorphisme
(KSur) H0
(
X rig(v), ωk
)
∼= H0
(
Xrig(v), ωk
)
qu’on appellera principe de Koecher v-surconvergent.
On verra dans la section 9 qu’on peut prolonger le faisceau lisse L de Xrig(v) à X rig(v) et
ainsi définir une tour d’Igusa v-surconvergente T∞,v au-dessus de X rig(v) et qu’on a, de façon
analogue :
H0
(
T
rig
∞,v(v),OT∞,v
)
∼= H0
(
T rig∞,v(v),OT∞,v
)
.
Notons encore Π la restriction à X f(v) du morphisme de W -schémas Π: X → X∗. Dans la
section 9, on définira et on étudiera un système compatible de morphismes ΠI,m au-dessus
de Π, entre les compactifications toroïdale et minimale de la tours d’Igusa v-surconvergente
au-dessus de X f(v). Ceci permettra de démontrer le résultat clé d’orthonormalisabilité et de
contrôle pour la spécialisation d’une famille en un point fixé.
4. Cristaux unités et correspondance de Katz
4.1. Correspondance de Katz dans le cas affine. Soit R une W -algèbre admissible for-
mellement lisse, munie d’un morphisme de Frobenius φ semi-linéaire relevant le Frobenius de
R/pR ; on suppose que R/pR est intègre et on fixe un point géométrique x au-dessus du point
générique de la fibre spéciale de SpecR. D’après l’exercice 14 de Bourbaki Alg. Comm. Chap.9
par.1, il existe un unique morphisme d’anneaux R→W(k(x)) compatible aux Frobenius. Soit
Rnr l’extension non-ramifiée maximale de R dans W(k(x)) ; le Frobenius de R s’étend de fa-
çon unique à Rnr en un relèvement du Frobenius de Rnr/pRnr, encore noté φ. On note R̂nr
la complétion p-adique de Rnr. Soit GR = Gal(Rnr/R) = π1(SpecR/pR, x) ; on note Rep(GR)
la catégorie des Zp-modules de type fini avec une action continue de GR et ΦM la catégorie
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des Φ-cristaux unités, c’est-à-dire des R-modules M de type fini munis d’un endomorphisme
φ-semilinéaire Φ tels que (1⊗ Φ): φ∗M →M soit bijectif .
La correspondance de Katz [20, Remark 5.5] associe à un objet V de Rep(GR), le Φ-module
M =
(
V ⊗ R̂nr)Gal(R
nr/R) où Φ = 1⊗ φ est φ-semilinéaire.
Proposition 4.1.1. Le foncteur K définit une équivalence de catégories de Rep(GR) vers ΦM ,
d’inverse (M,φ) 7→ (M ⊗ R̂nr)Φ⊗φ=1.
4.2. Correspondance de Katz faisceautique. Soit Q un W -schéma formel admissible
formellement lisse et connexe, muni d’un morphisme de Frobenius W -semi-linéaire φ relevant
le Frobenius absolu de sa fibre spéciale Qk. On fixe un point géométrique x au-dessus du
point générique de Qk : on a alors (cf EGA IV, Th.18.1.2) une équivalence de catégories
entre la catégorie des revêtements finis étales de Q (i.e. des morphismes Z → Q tels que
pour tout n, Z ⊗ W/pnW → Q ⊗ W/pnW soit fini étale) et la catégorie des revêtements
finis étales de Qk. On introduit alors le site Qfe´t des morphismes finis étales T → U sur
les ouverts de Zariski U de Q, les recouvrements (Ti → Ui)i de T → U étant définis au
sens naïf (suffisant pour notre situation) par des morphismes (étales) gi : Ti → T tels que
∪igi(Ti) = T . On a un morphisme de sites v : Qfe´t → QZar donné par (T → U) 7→ U vers le
site de Zariski QZar de Q. Soit OQfe´t le faisceau « structural » qui associe à un revêtement fini
étale T → U l’anneau Γ(T,OT ). Ce faisceau est muni d’un opérateur de Frobenius φ relevant
canoniquement le Frobenius φ : Q → Q. Un faisceau V sur Qfe´t est dit localement constant
s’il existe un recouvrement (Ti → Ui)i de l’objet final Q → Q tel que V restreint à Ti,fe´t soit
constant. Tout faisceau fini localement constant V sur Qe´t induit un faisceau fini localement
constant sur Qfe´t, mais la réciproque est fausse. Soit V un faisceau localement constant fini
sur Qe´t ; on lui associe un faisceau de Zariski K(V) =M = v∗(V⊗OQfe´t), muni du Frobenius
Φ induit par celui de Q. Le morphisme φ∗M → M associé à Φ est bijectif. Réciproquement,
pour tout Φ-module de type fini et de torsion M sur lequel Φ induit une bijection φ∗M→M,
on définit le faisceau localement constant V des invariants par Φ⊗φ de v−1M⊗v−1OQZarOQfe´t .
Par la théorie de Katz locale, ces deux foncteurs sont quasi-inverses l’un de l’autre. Le foncteur
K est la correspondance de Katz faisceautique.
Pour étendre le foncteur K aux faisceaux lisses, on introduit, suivant [4, SGA4 Exposé
VI], le site Qprofe´t dont les objets sont les couples (U, T ) où U est un ouvert de Zariski de
Q et T = (Tn) est un système projectif de revêtements finis étales Tn → U ; un morphisme
g : (T ′ → U ′) → (T → U) est un système projectif g = (gn)n de morphismes gn : (T ′n →
U ′) → (Tn → U). Un recouvrement (Ti → Ui)i de T → U est la donnée de morphismes
gi = (gi,n) : Ti = (Ti,n)n → T = (Tn)n tels que ∪igi,n(Ti,n) = Tn pour tout n. Un système
projectif V = (Vm) de faisceaux localements constants sur Qfe´t est dit lisse s’il existe un
recouvrement de Q par des ouverts de Zariski Ui et des tours Ti = (Ti,n)n de revêtements
finis étales Ti,n → Ui tels que pour tout m et pour tout n assez grand, la restriction de Vm à
Ti,n,fe´t est constant. Une catégorie analogue a été introduite par P. Scholze dans [32, Sect. 3],
On associe à ce système projectif un préfaisceau sur Qprofe´t dont les sections sur T → U sont
lim
←−
n
(
lim
−→
m
Vm(Tn)
)
On note encore V ce préfaisceau. On vérifie aisément la propriété de recollement qui fait de V
un faisceau sur Qprofe´t, appelé faisceau lisse. On dit qu’un système projectif V = (Vm) est lisse
de rang fini r sur Zp s’il existe un recouvrement (Ti → Ui)i de Qprofe´t par des tours Ti = (Ti,n)n
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de revêtements finis étales, et un système d’isomorphismes de faisceaux Vm ∼= (Z /pm Z)r sur
Ti,n,fe´t pour tout m, et pour tout n assez grand, compatibles quand m varie.
La donnée d’un groupe p-divisible étale G sur Q fournit le faisceau lisse V = TpG sur Qprofe´t
donné par le système projectif des Vm = G[pm].
On considère le morphisme de sites v : Qprofe´t → QZar; (U, T ) 7→ U et le faisceau structural
OQprofe´t : (T → U) 7→
(
lim
−→m
H0(Tm,OTm)
)̂
, le chapeau désignant la complétion p-adique. On
pose
K(V) = v∗(V⊗OQprofe´t)
pour tout faisceau lisse V. Il résulte facilement de ce qui précède que :
Proposition 4.2.1. Le foncteur K fournit une équivalence de catégories entre la catégorie
des faisceaux lisses sur Qprofe´t, localement libres de type fini sur Zp et les faisceaux de Zariski
localement libres de rang fini M munis d’un endomorphisme φ-semilinéaire Φ tel que (1 ⊗
Φ): φ∗M→M soit bijective.
Prenons par exemple pour Q le lieu ordinaire de la complétion le long de la fibre spéciale
de la variété de Siegel X sur W . Il est muni du schéma abélien universel ordinaire A
f
−→ Q de
dimension g, et du relèvement excellent φ de Frobenius associé au groupe canonique A[p]◦. La
théorie cristalline fournit un endomorphisme φ-semilinéaire Φ sur H = H1dR
(
A/Q
)
. L’hypo-
thèse d’ordinarité entraîne que le sous-Φ-module U du Φ-cristal H, caractérisé comme le plus
grand sous-Φ-cristal unité, est localement libre de rang g sur OQ. La limite projective TpA
e´t
définit un faisceau lisse de rang g sur Qprofe´t (cf supra), limite projective des composantes
étales A[pn]e´t de A[pn] sur Q. On note V∨ le Zp-dual d’un faisceau lisse V localement libre sur
Zp. Par autodualité du dévissage connexe-étale, on a TpA
e´t,∨ = TpA
◦(−1).
Proposition 4.2.2. La correspondance de Katz envoie alors le faisceau lisse TpA
◦(−1) sur
le Φ-module U .
Ceci se démontre localement, comme la démonstration de [20, Thm 4.2.2]. Nous donnons
quelques détails dans la sous-section suivante en termes de l’application de Hodge-Tate.
Notons que sur le lieu ordinaire Q d’une compactification toroïdale arithmétique X f de X f
sur W , le schéma semi-abélien G ne définit pas un groupe p-divisible, mais que la suite des
composantes neutres des schémas quasi-finis et plats G[pn]◦ forme bien un groupe de Barsotti-
Tate de type multiplicatif. On a donc un faisceau lisse TpG
◦(−1) auquel on peut appliquer la
correspondance de Katz. La cohomologie log-cristalline de la compactification de Kuga-Sato
A/X f fournit un log-cristal H1logcris(A/X
f) qui est muni d’un Frobenius ϕ-semilinéaire pour
le relèvement excellent du Frobenius ϕ donné par le groupe canonique G[p]◦. Sa restriction au
lieu ordinaire Q admet un sous-log-cristal unité associé U = H1logcris(A/Q)
0, qui est de rang g.
Comme noté par Katz [20, Sect.1.3 et 1.4], c’est en fait un cristal (il n’a pas de singularités).
La démonstration de la proposition 9.1.1 plus bas a pour corollaire :
Proposition 4.2.3. L’image du faisceau lisse TpG
◦(−1) par la correspondance de Katz est
égale à U .
Ce résultat n’interviendra pas directement dans la suite, bien qu’il motive la construction
du prolongement du faisceau de monodromie surconvergente à la compactification toroidale.
L’idée est de montrer (avec les notations de 9.1), que sur chaque carte locale Ξf,ordP,ΣP de Q, les
dévissages
0→ L∗P ⊗OΞP,ΣP ,cris → U → H
1
cris(AP /YP )
0 → 0
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et
0→ TpTP → TpG
◦ → TpA
◦
P → 0
sont tous deux donnés par la même classe d’extension, à savoir celle de l’extension de Ray-
naud. Comme les termes de gauche et de droite, tordus par (−1), se correspondent par la
correspondance de Katz, il en va de même pour les termes du milieu.
4.3. Correspondance de Katz et application de Hodge-Tate. Soit R une W -algèbre
admissible formellement lisse munie d’un relèvement ϕ de l’endomorphisme de Frobenius.
Rappelons que l’extension non ramifiée maximale Rnr de R est munie d’un endomorphisme qui
étend ϕ de façon unique à Rnr et à R̂nr, relevant l’endomorphisme de Frobenius de Rnr/pRnr.
Soit Gn un schéma en groupes fini et plat annulé par pn sur R, soit GDn son dual de Cartier.
Le morphisme de Hodge-Tate
α(Gn) : Gn(R
nr)→ Rnr ⊗R ωGDn/R
est défini par
x ∈ Gn(R
nr) = HomRnr(G
D
n,Gm) 7→ x
∗
(
dT
T
)
Soit alors G un groupe p-divisible étale sur R. Pour n ∈ N>0, les morphismes de Hodge-Tate
αG[pn] : G[p
n](Rnr) → Rnr ⊗R ωG[pn]D/R forment un système projectif : en passant à la limite,
on obtient le morphisme de Hodge-Tate
αG : TpG→ R̂nr ⊗R ωGD/R
Par R̂nr-linéarité, ce dernier fournit un morphisme GR-équivariant appelé morphisme de pé-
riodes
1⊗ αG : R̂nr ⊗Zp TpG→ R̂
nr ⊗R ωGD/R
Ce dernier est un isomorphisme ; en effet, G est étale sur R de sorte qu’on peut supposer que
G = (Qp /Zp)
h, et même G = Qp /Zp, cas dans lequel c’est immédiat.
On applique ceci à un ouvert affine Spf(R) du lieu ordinaire Qf et à G = A[p∞]e´t en notant
que ωA[p∞]◦/R = ωA/R. On obtient l’application de Hodge-Tate
HTR : TpA
e´t → R̂nr ⊗R ωA/R
Observons que si l’on compose l’isomorphisme dual inverse (Id
R̂nr
⊗HTR)
∨−1
R̂nr ⊗R TpA
e´t,∨ → R̂nr ⊗R ω
∨
AR/R
avec l’isomorphisme ω∨AR/R
∼= U , on obtient un isomorphisme
R̂nr ⊗R TpA
e´t,∨ → R̂nr ⊗R U
qui, en prenant les invariants par φ⊗ Φ, induit la correspondance de Katz :
K(TpA
e´t,∨) = U
voir les détails sur l’action de Frobenius dans [20, pp.148-149].
Observons également que l’application de Hodge-Tate HTR est équivariante sous le groupe
de Galois de Rnr/R. En fait pour toute extension p-adiquement complète S de R contenue
dans R̂nr, on a
R̂nr
Gal(Rnr/S)
= S
par descente étale modulo p.
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On souhaite globaliser cette application de Hodge-Tate. Observons d’abord que tout faisceau
cohérent F sur QZar fournit un faisceau, encore noté F , sur Qprofe´t donné par
(Tm → fm→U) 7→
(
lim
−→
m
H0(Tm, f
∗
mF)
)̂
où le chapeau désigne la complétion p-adique. On applique cette construction au faisceau ωA/Q.
On observe d’autre part que ωA[pn]◦/Q ⊗ Z /p
n Z = ωA/Q ⊗ Z /p
n Z et que les applications
HTn = α(A[p
n]e´t) : A[pn]e´t → ωA/Q ⊗ Z /p
n Z
forment un système projectif de morphismes de faisceaux sur Qfe´t et donc sur Qprofe´t. On
déduit de ce qui précède un morphisme de faisceaux sur Qprofe´t :
HT: TpA
e´t →֒ ωA/Q
qui est compatible aux morphismes de faisceaux HTn sur les sites (Q ⊗ Z /pn Z)fe´t via les
morphismes évidents de sites Qprofe´t → (Q⊗ Z /pn Z)profe´t.
Définition 4.3.1. Le morphisme de faisceaux HT s’appelle application de Hodge-Tate fais-
ceautique ordinaire.
5. Tour d’Igusa ordinaire
Dans cette section, on note Qf = X f(0) le W -schéma formel des points de X f à réduction
ordinaire (voir fin de la section 2).
5.1. Dévissage connexe-étale. SurQf , la composante neutre A[p∞]◦ deA[p∞] est un groupe
p-divisible de type multiplicatif de rang g et on a le dévissage connexe-étale
0→ A[p∞]◦ → A[p∞]→ A[p∞]e´t → 0
En identifiant A à sa duale, on obtient par l’accouplement de Weil un isomorphisme de A[p∞]
avec son dual de Cartier, et cette autodualité échange A[p∞]◦ et A[p∞]e´t. Le sous-schéma en
groupesHn = A[pn]◦ fournit un relèvement au schéma formel Qf du noyau de l’endomorphisme
Frn puissance n-ième du Frobenius relatif de A sur la fibre spéciale du lieu ordinaire. On
l’appelle le sous-groupe canonique de niveau n. Le sous-groupe H1 de niveau 1 permet de
définir le relèvement excellent de Frobenius φ : Qf → Qf donné par Aφ(x) = Ax/H1,x. On note
encore φ l’endomorphisme du faisceau OQf .
5.2. Tour d’Igusa. On forme la tour de revêtements T fn → Q
f définis par
T fn = IsomXf(0)
(
µgpn , A[p
n]◦
)
.
Considérons le schéma fini étale Pn = Hom
(
µpn , A[p
n]◦
)
= A[pn]◦(−1) ; T fn est le torseur des
Z /pn Z-bases v = (v1, . . . , vg) de Pn. Le groupe GLg(Z /pn Z) agit naturellement à gauche
sur T fn par γ • v = (v1, . . . , vg) · γ
−1. Les revêtements T fn → X
f(0) sont finis étales de groupe
GLg(Z /p
n Z) ; ces revêtements sont géométriquement connexes (cf [15, Chap. V, Prop. 7.2]).
Soit P∞ = lim←−n Pn. Le proschéma formel T
f
∞ = lim←−n
T fn classifie les Zp-bases de P∞. En
passant aux espaces rigides quasi-compacts associés à ces schémas formels, on obtient une
tour Tn = T
rig
n → Xrig(0), de limite projective T∞ → Xrig(0).
En fixant un point générique géométrique x de Xrig (et donc un point géométrique x de
X ⊗W/pW ), on a aussi une suite exacte de π1
(
Xrig(0), x
)
-modules pour les modules de Tate
de Ax :
0→ TpA
◦
x → TpAx → TpA
e´t
x → 0
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où le groupe fondamental algébrique classifie les revêtements finis étales connexes de Xrig(0).
On note ρ0 : π1
(
Xrig(0), x
)
→ GLg(Zp) la représentation définie par TpA◦x (observer que TpA
◦
est lisse sur Xrig(0) et que ρ0(−1) se prolonge à π1
(
Qf ×W/pW,x
)
).
La théorie du groupe fondamental montre que la représentation ρ0(−1) fournit un faisceau
lisse T pA
e´t,∨ sur Qf .
Le faisceau localement libre H = H1dR
(
A/Qf
)
est muni d’un endomorphisme de Frobenius
Φ semi-linéaire par rapport au relèvement excellent φ de Frobenius sur le lieu ordinaire OQf .
Soit U ⊂ H le cristal unité de Katz 4.3 ; la correspondance de Katz envoie le faisceau lisse
TpA
e´t,∨ sur le Φ-module U (voir Prop.4.2.2) .
Remarque 5.2.1. Notons que si la représentation π1
(
Qf ×W/pW
)
→ GL(V ) se factorise par
ρ0(−1), le faisceau lisse V associé à la représentation V est le faisceau des sections du fibré
M0\(V × T
f
∞) au-dessus de Q
f .
5.3. Tour d’Igusa et variétés de Siegel de niveau parahorique. Désormais, on note à
nouveau X f(0) le lieu ordinaire et Q le parabolique de Siegel de Sp2g. Pour tout n ∈ N>0,
on introduit des modèles définis sur Q(ζN ) des variétés de Siegel XQ(pn) (resp. XU (pn))
associées aux sous-groupes de Γ des éléments γ dont la reduction mod pn appartient à
Q(Z /pn Z) (resp. à U(Z /pn Z)) ; on notera XQ(pn)K resp. XU (pn)K leur changement de base
de Q(ζN ) à K. On définit ces modèles comme les espaces de modules (fins) pour les classes
d’isomorphisme de triplets (A,α,H ′n) (resp.
(
A,α,H ′n, ψ
)
) où A est une variété abélienne
principalement polarisée de dimension g, α est une structure de niveau N modulo Γ, et H ′n
un sous-BTn isotrope maximal de A[pn], resp. ψ′ est un isomorphisme
ψ′ : µgpn
∼= H ′n
Ces variétés sont géométriquement connexes sur K. Les flèches d’oubli fournissent des revête-
ments finis XU (pn)K → XQ(pn)K → XK . En passant à la limite projective sur n, on obtient
des proschémas XQ(p∞)K et XU (p∞)K (sur K). On considère alors les modèles sur W definis
comme la clôture normale de X/W dans leur fibre générique. Ils sont munis de morphismes
propres prolongeant les flèches d’oubli XU (pn)W → XQ(pn)W → XW .
Sur Xrig(0), le groupe de Barsotti-Tate canonique H∞ = A[p∞]◦ fournit une section
Xrig(0) → XrigQ (p
∞)K . Par normalisation, cette section préserve l’intégralité, et on a donc
une immersion ouverte X f(0) → XQ(p∞)W ; cette section possède un relèvement canonique
T f∞ → X
f
U (p
∞)W envoyant l’isomorphisme ψ : µ
g
p∞
∼= H∞ sur le point de X fU (p
∞)W qu’il défi-
nit par adhérence schématique ; par ce morphisme, l’image de la tour d’Igusa est la composante
connexe du lieu ordinaire de la fibre spéciale de XU (p∞)W où le groupe de Barsotti-Tate H ′∞
est de type multiplicatif.
6. Le faisceau lisse surconvergent et l’application de Hodge-Tate
6.1. Représentation de monodromie et faisceaux localement constants surconver-
gents. Dans un travail récent, deux des auteurs [7] ont étendu, sous l’hypothèse p > 3, la
représentation de monodromie associée à la famille universelle au-dessus du lieu ordinaire
Xrig(0) à un voisinage strict Xrig(v), pour v > 0 suffisamment petit. Leur approche généralise
la description de Katz de TpA
◦(−1) en termes du sous-cristal unité U ⊂ H1cris(A/X
f (0)). No-
tons TpA
◦ le faisceau lisse rigide associé au groupe p-divisible A[p∞]◦ étale sur l’espace rigide
Xrig(0). On suppose désormais p > 3. Soit vBM = 11+2p(g+ 1
p−1
)
.
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Théorème 6.1.1. Pour tout nombre rationnel v tel que 0 < v < vBMp , la représentation
galoisienne
ρ0 : π1(X
rig(0), x)→ GLg(Zp)
du groupe fondamental algébrique de Xrig(0) donnée par le faisceau lisse TpA
◦ s’étend en une
représentation
ρv : π1
(
Xrig(v), x
)
→ GLg(Zp).
Remarque 6.1.2. (1) la borne vBMp n’est pas optimale (elle ne l’est pas pour g = 1).
(2) Dans cet article, le groupe fondamental algébrique π1(Y, y) d’un espace rigide Y connexe
est le groupe qui classifie les revêtements finis étales de Y . Si le K-espace rigide Y est
associé au W -schéma formel affine normal Y f = Spf(R), de point générique géométrique
y fixé, le groupe π1(Y, y) classifie les extensions finies normales S de R dans une clôture
algébrique fixée Frac(R) du corps Frac(R), telles que S
[
p−1
]
soit étale sur R
[
p−1
]
. On
note R ⊂ Frac(R) la réunion des extensions finies S définies ci-dessus. On l’appelle la
clôture normale étale hors de p de R. On pose GR = Gal(R/R) et on a une identification
canonique GR = π1(Y rig, y) où y = Spec
(
Frac(R)
)
.
On suppose désormais que v ∈ Q∩
[
0, vBMp
[
, de sorte que l’espace rigide Xrig(v) est quasi-
compact. Considérons le site Xrig(v)fe´t des revêtements finis étales T → U des ouverts rigides
quasi-compacts U de Xrig(v), les recouvrements (Ti → Ui)i d’un ouvert T → U étant donnés
par des morphismes gi : Ti → T tels que
⋃
i gi(Ti) = T . Il est immédiat qu’il s’agit bien d’un
site.
La représentation ρv fournit, par la théorie du groupe fondamental algébrique rigide, un
système projectif L = (Lm)m de faisceaux sur Xrig(v)fe´t localement libres de rang g sur
Z /pm Z, prolongeant le système projectif (A[pm]◦)m de faisceaux définis sur Xrig(0)fe´t [7,
Théorème 3.22 et sa démonstration 5.37]). Si v′ < v les systèmes projectifs ainsi définis sont
compatibles sur Xrig(v′)fe´t
Définition 6.1.3. Pour tout 0 < v < vBMp , on appelle faisceau de monodromie surconvergent
le système projectif L = (Lm)m de faisceaux localement constants sur Xrig(v)fe´t associé à la
représentation ρv : π1
(
Xrig(v)
)
→ GLg(Zp).
On va rappeler la construction de ρv et des faisceaux Lm sur Xrig(v)fe´t pour v ∈ Q
+ tel que
v < vBMp , puis on définira l’application de Hodge-Tate, et enfin la tour d’Igusa surconvergente.
On procède par recollement de faisceaux localement constants sur les sites Ω′fe´t où Ω
′ parcourt
un recouvrement admissible affinoïde de Xrig(v). Pour un tel ouvert, on fixera un modèle
admissible normal naturel R′ de l’algèbre affinoïde A(Ω′) et on définira un sous-cristal UR′
« presque unité » du module de Dieudonné contravariant de A/R′ (voir 6.3).
6.2. Anneaux de périodes. Soit R une W-algèbre admissible normale quelconque ; soit
R = lim
←−
R/pR et W(R) son anneau des vecteurs de Witt. Il est muni d’un relèvement φ de
x 7→ xp.
Notons que Gal(R/R) agit sur W(R) et commute à φ. On a un morphisme d’anneaux
Galois-équivariant θ : W(R)→R̂ (cf [6]).
L’idéal J = θ−1
(
p
1− 1
pR̂
)
= Ker(θ)+[p˜]
1− 1
p W(R) permet de définir l’anneau A˜∇cris(R) comme
la complétion p-adique de l’enveloppe à puissances divisées de W(R) pour J : cet anneau est
muni d’une action de Gal(R/R) et d’un opérateur de Frobenius ϕ prolongeant celui de W(R).
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Rappelons que l’idéal Ker(θ) est principal dans W(R), engendré par ξ = [p˜] − p où [p˜] ∈
W(R) désigne le représentant de Teichmüller d’un système projectif p˜ = (p, p1/p, p1/p
2
, . . .).
L’idéal J est donc engendré par ξ et [p˜]1−
1
p . Soit J [1] l’idéal topologiquement engendré par J
dans A˜∇cris(R) ; il n’est pas principal. On note Fil
r A˜
∇
cris(R) l’adhérence dans A˜
∇
cris(R) pour la
topologie p-adique de la r-ième puissance divisée de J [1].
Soit Λ0(R) = W(R)/([ζ]−1)p−2([ζ]
1
p −1)W(R) où [ζ] désigne le relèvement de Teichmüller
d’une base du module de Tate du groupe multiplicatif. On montre que
Λ0(R) ∼= A˜
∇
cris(R)/I
{p−1} A˜
∇
cris(R)
où I{p−1} A˜∇cris(R) = {x ∈ J
[p−2] A˜
∇
cris(R), (∀m ≥ 0)ϕ
m(x) ∈ J [p−1] A˜
∇
cris(R)}. Par conséquent,
Λ0(R) est une A˜
∇
cris(R)-algèbre malgré l’absence apparente de puissances divisées dans sa
définition. On note J [1]Λ0(R) l’idéal image de J dans Λ0(R), cet idéal est principal engendré
par l’image de ξ dans Λ0(R), qu’on notera encore ξ.
Pour tout α ∈ Q∩[0, p[, soit Λ˜α(R) = Λ0(R)[Tα]/([p˜]αTα − p) ; on note Λα(R) le séparé
complété du quotient de Λ˜α(R) par sa p-torsion. C’est donc une A˜
∇
cris(R)-algèbre sans p-torsion.
L’idéal J [1]Λα(R) engendré par l’image de Ker(θ) est aussi principal engendré par ξ.
Si α ∈ [0, 1[∩Q, le Frobenius σ de W(R) induit un morphisme ϕ : Λα(R) → Λpα(R) tel
que ϕ(Tα) = Tpα ; on introduit enfin le morphisme v : Λα(R) → Λpα(R) donné par v(Tα) =
[p˜](p−1)αTpα.
6.3. Le cristal presque unité. On fixe dans toute la suite un nombre rationnel 0 < v < vBM
(en particulier, v < 12), et une extension finie K de K, contenant un élément de valuation
v
p ,
qu’on note p
v
p et on pose pv = (p
v
p )p ; on note OK l’anneau de valuation de K ; c’est une
extension finie et plate de W . Dans toute la suite, on fixe un recouvrement admissible par des
ouverts affinoïdes Ω de Xrig(v)K ainsi que leurs modèles entiers Spf R de la manière suivante.
On forme un recouvrement du OK-schéma formel X f par des ouverts formels affines Spf R0
formellement lisses sur OK et on introduit R = R0
{pv
h
}
et R′ = R0
{p vp
h
}
, h désignant un
relèvement de l’invariant de Hasse évalué sur une base locale ω des différentielles relatives
ΩA/R0 . Notons que l’anneau R ne dépend pas du choix du relèvement h car si h1 = h + pα,
α ∈ R0 est un autre choix, on a
pv
h1
= p
v
h(1+ pα
h
)
= p
v
h · (1 − α
p
h + α
2( ph)
2 + . . .) et en observant
que ph = p
1−v · p
v
h , on voit que
pv
h1
∈ R0{
pv
h } et que R0{
pv
h1
} = R0{
pv
h }.
Les ouverts formels Spf R ainsi fixés forment un recouvrement du modèle minimal entier
normalX f(v) deXrig(v) sur lequel s’étend le schéma en groupes canonique H1 (voir Andreatta-
Gasbarri (cf [2, Theorem 10.6]).
Soit H le cristal sur X f donné par le faisceau de cohomologie relative H1cris(A/X) et HR
son pull-back sur Spf(R).
La filtration de Hodge
0→ ωA/X → H
1
dR(A/X)→ ω
∨
A/X → 0
fournit par extension des scalaires une suite exacte courte de R-modules projectifs :
0→ ωAR/R → H
1
dR(AR/R)→ ω
∨
AR/R
→ 0
On a un isomorphisme canonique (et fonctoriel) HR ∼= H1dR(AR/R). On note FilHR l’image
de ωA/R dans HR via cet isomorphisme.
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On considère le A˜∇cris(R)-module
MR = H
0
cris
(
Spec(R/p
1− 1
pR)/Spf(W ),HR
)
Rappelons en outre que si w < 1p+1 , la donnée du groupe canonique induit un relèvement
de Frobenius ϕ : X f(w) → X f(pw) par [16, Théorème 8]. Fixons v < 12 ; on a
v
p <
1
p+1 , de
sorte qu’on dispose du relèvement excellent de Frobenius ϕ : X f
(
v
p
)
→ X f(v).
On considère l’injection R→ R′ entre les OK-algèbres R et R′ définies ci-dessus, donnée par
pv
h 7→ (p
v/p)p−1 · p
v/p
h ; ce morphisme induit une immersion stricte d’affinoïdes (Spf(R
′))rig ⊂
(Spf(R))rig et un morphisme ιR : Spf(R′)→ Spf(R) formé d’une immersion ouverte suivie d’un
éclatement admissible. Notons que ϕ envoie Spf(R′) dans Spf(R) ; on note ϕR sa restriction à
Spf(R′). On obtient ainsi un relèvement surconvergent de Frobenius :
(ϕR, ιR) : Spf(R
′) // // Spf(R)
donné par des morphismes ϕR et ιR tels que ιR ◦ Frob ≡ ϕR (mod p
1− v
pR′).
Par construction, on a aussi un morphisme de Frobenius surconvergent Φ sur H, compatible
avec ϕ, induisant un morphisme linéaire ΦR′ : ϕ∗RHR → ι
∗
RHR ; il satisfait ΦR′(ϕ
∗
R FilHR) ⊂
p1−
v
p ι∗RHR. De plus, par fonctorialité, il induit un morphisme de Frobenius A˜
∇
cris(R
′)-linéaire
Φ: ϕ∗MR′ → MR′ où φ désigne le Frobenius cristallin (induit par le Frobenius de W(R′)).
Pour ε ∈ Q∩[0, 1], notons prε : MR′ →MR′/[p˜]
εMR′ la projection canonique.
Théorème 6.3.1. Si v < vBM (<
1
2),
(1) le sous-A˜∇cris(R
′)-module
M˜R′ := pr
−1
1−v
(
Ker(1⊗ΦR′)
)
+ [p˜]vMR′ ⊂MR′
est libre de rang 2g (où ΦR′ désigne la réduction de ΦR′ modulo [p˜]
1−v) ;
(2) il existe un unique sous-module UR′ ⊂ MR′ sur A˜
∇
cris(R
′) stable par ΦR′ et par GR′ tel
que :
(i) UR′ soit libre de rang g, facteur direct dans M˜R′ ;
(ii) det(ΦR′ |UR′ ) divise [p˜]
v(1+(p−1)g),
Notons que la filtration de Hodge FilHR ⊂ HR induit non-canoniquement une filtration
FilMR′ ⊂ MR′ par un sous-A˜
∇
cris(R
′)-module projectif (voir sa construction dans A.3 ci-
dessous). Pour une telle filtration, on a une décomposition en somme directe
M˜R′ = UR′ ⊕ FilMR′ .
Le théorème ci-dessus ainsi que cette décomposition sont démontrés dans [7, Proposition 4.27
et théorème 4.28].
6.4. La représentation de Galois surconvergente et les faisceaux Lm. Revenons à la
situation générale et aux notations de 6.2. Soit α ∈]0, 1] ∩Q. Le Frobenius σ de W(R) induit
un morphisme d’anneaux ϕ : Λα(R) → Λpα(R). et l’on a ϕ(J [1]Λα(R)) ⊂ pΛpα(R) ; comme
Λpα(R) est sans p-torsion, on peut définir l’application semilinéaire
ϕ1 : J
[1]Λα(R)→ Λpα(R)
λ 7→ ϕ(λ)/p
Rappelons qu’on a défini un morphisme d’anneaux v : Λα(R)→ Λpα(R).
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Pour tout A˜∇cris(R)-module U muni d’un endomorphisme φ semilinéaire (c’est à dire com-
patible au Frobenius de A˜∇cris(R)), on définit un morphisme syntomique
J [1]Λα(R)⊗A˜∇cris(R)
U
φ1⊗φ−v⊗1
−−−−−−−→ Λpα(R)⊗A˜∇cris(R)
U
qu’on note Sα(U). Il est Zp-linéaire. Supposons que U soit muni d’une action continue de GR
qui commute à φ. D’après [7, Section 5.19], les anneaux Λα(R) et Λpα(R) sont aussi munis
d’une action continue naturelle de GR ; les morphismes v et ϕ sont GR-équivariants et continus
pour la topologie p-adique ; il en est donc de même du morphisme syntomique. On définit le
module syntomique
Vα(U) := Ker
(
Sα(U)
)
comme le noyau de ce morphisme. On obtient ainsi un Zp-module muni d’une action continue
de GR. Citons alors le [7, Théorème 5.40] :
Théorème 6.4.1. Supposons p > 3. Soit U un A˜
∇
cris(R)-module libre de rang r, muni d’un
endomorphisme φ semilinéaire, tel que p˜pε ∈ det(1 ⊗ φ) avec ε ∈
[
0, 12p
[
. Alors pour tout
α ∈ Q∩
[
2ε, 1p
[
, le Zp-module Vα(U) est libre de rang r, muni d’une action continue de GR.
On applique ce théorème au A˜∇cris(R
′)-module UR′ du théorème 6.3.1 sous l’hypothèse v <
vBM avec ε = vp(1 + g(p − 1)), qui satisfait [p˜]
pε ∈ det(1⊗ ΦR′). Par construction, le module
UR′ est libre de rang r = g, muni d’une action de GR′ et d’un endomorphisme de Frobenius ΦR′
Galois-équivariant. Notons que 2ε < 1p ; pour α fixé dans Q∩
[
2ε, 1p
[
, on note VR′ = Vα(UR′)
le Zp-module libre de rang g avec action continue de GR′ fourni par le théorème.
Pour tout m ≥ 1, la représentation VR′ /pmVR′ de GR′ fournit un faisceau étale localement
constant Lm sur Spm R′
[
1
p
]
. Ces ouverts affinoïdes forment un recouvrement admissible de
X
(
v
p
)rig
. Pour tout morphisme R′1 → R
′
2 injectif, le morphisme VR′1 /p
mVR′1
→ VR′2 /p
mVR′2
est compatible au morphisme de groupes GR′2 → GR′1 ; par conséquent, les faisceaux Lm,R′ se
recollent en un faisceau étale localement constant Lm. Lorsque m varie, ces faisceaux forment
un système projectif pour la multiplication par p, que l’on note L = (Lm)m.
6.5. L’application de Hodge-Tate surconvergente locale. La suite exacte courte défi-
nissant VR′ = Vα(UR′) s’ecrit :
0→ VR′ → J
[1]Λα(R
′)⊗
A˜∇cris(R
′)
UR′
ϕ1⊗φ−v⊗1
−−−−−−−→ Λpα(R
′)⊗
A˜∇cris(R
′)
UR′
On note A : Λα(R′)⊗ZpVR′ → J
[1]Λα(R
′)⊗
A˜∇cris(R
′)
UR′ l’extension des scalaires à Λα(R′) de la
flèche de gauche. D’après la proposition A.2.2, en prenant S = R′,M = UR′ etV(Λα(S),M) =
VR′ l’application obtenue en inversant p :
A
[
p−1
]
: Λα(R
′)
[
p−1
]
⊗Zp VR′ → J
[1]Λα(R
′)
[
p−1
]
⊗
A˜∇cris(R
′)
UR′
[
p−1
]
est un isomorphisme. On a défini dans 6.2 un morphisme d’anneaux θ : W (R′) → R̂′ et un
isomorphisme de modules τ (cf proposition A.3.1). On voit comme dans le corollaire A.3.2 que
l’isomorphisme A
[
p−1] fournit un isomorphisme GR′-équivariant H˜TR′ = (1⊗τ)◦
(
θ⊗A
[
p−1
])
:
Plus précisément, il faut se restreindre au voisinage des variétés abéliennes A0 sur Fp telles que
dim
Fp
Hom(αp, A0[p]) ≤ 1 (dont le complémentaire est de codimension supérieure à 1), et on prolonge le
faisceau construit à X
(
v
p
)rig
en entier en utilisant le principe de Koecher analytique, cf [7, Théorème 6.3 et
lemme 6.4].
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H˜TR′ : R̂′[p
−1]⊗Zp VR′
∼
→ ξR̂′[p−1]⊗R′ ω
∨
AR′/R
′ .
Définition 6.5.1. L’application H˜TR′ est appelée application de Hodge-Tate duale. Son ap-
plication duale inverse, tordue par Zp(1) fournit un morphisme Gal(R′/R′)-équivariant
HTR′ = (H˜T
∨
R′)
−1(1) : V∨R′(1) →֒ R̂
′[p−1]⊗R′ ωAR′/R′ .
On appelle HTR′ application de Hodge-Tate surconvergente. Sa restriction à un ouvert or-
dinaire Spf(R′′) ⊂ Spf(R′) coïncide avec l’application de Hodge-Tate ordinaire TpAe´t →
R̂′′ nr ⊗R′′ ωA/R′′ .
Notons que le morphisme HTR′ envoie une Zp-base de V ∨R (1) sur une base de R̂
′[p−1] ⊗R
ωAR/R. Pour toute R
′-algèbre S′ contenue dans R′, on note S′K = S
′ ⊗W K = S
′[p−1].
6.6. L’application de Hodge-Tate surconvergente faisceautique. On a défini dans la
sous-section 6.1 le site Xrig(v)fe´t ; on définit ici, de manière analogue à la section 4.3, le site
Xrig(v)profe´t.
Les objets de cette catégorie sont les morphismes T → U où U est un ouvert rigide de
Xrig(v) et T = (Tn)n≥1 est un système projectif de revêtements finis étales fn : Tn → U , les
flèches g : (T → U) → (T ′ → U ′) sont les systèmes projectifs de morphismes gn : Tn → T ′n
au-dessus d’une inclusion U ⊂ U ′. Un recouvrement (Ti → Ui)i de T → U est la donnée de
morphismes gi = (gi,n) : Ti = (Ti,n)n → T = (Tn)n tels que ∪igi,n(Ti,n) = Tn pour tout n. On
voit facilement qu’on obtient ainsi un site qu’on note Xrig(v)profe´t .
Un système projectif V = (Vm) de faisceaux localements constants sur Xrig(v)fe´t est dit
lisse s’il existe un recouvrement de Xrig(v) par des ouverts rigides Ui et des tours Ti = (Ti,n)n
de revêtements finis étales Ti,n → Ui tels que pour tout m et pour tout n assez grand, la
restriction de Vm à Ti,n,fe´t est constant. On associe à ce système projectif un préfaisceau sur
Xrig(v)profe´t dont les sections sur T → U sont
lim
←−
m
(
lim
−→
n
Vm(Tn)
)
On note encore V ce préfaisceau. On vérifie aisément la propriété de recollement qui fait de V
un faisceau sur Xrig(v)profe´t, appelé faisceau lisse. On dit qu’un système projectif V = (Vm)
est lisse de rang fini r sur Zp s’il existe un recouvrement (Ti → Ui)i de Xrig(v)profe´t par des
tours Ti = (Ti,n)n de revêtements finis étales, et un système d’isomorphismes de faisceaux
Vm ∼= (Z /p
m Z)r sur Ti,n,fe´t pour tout m, et pour tout n assez grand, compatibles quand m
varie.
Par ailleurs, à tout faisceau cohérent F sur Xrig(v), on associe un faisceau sur Xrig(v)profe´t
par (U, (Tm)m) 7→
(
lim
−→m
H0(Tm, f
∗
mF)
)̂
, où pour tout m ≥ 1, fm : Tm → Xrig(v) désigne
l’application structurale et où le chapeau désigne la complétion p-adique. On dit que c’est le
faisceau cohérent associé à F .
Remarque 6.6.1. On verra dans la section suivante que c’est un faisceau de Banach.
Pour définir le morphisme de Hodge-Tate sur Xrig(v)profe´t (avec v ∈ Q
+ et v < vBMp ), on
aurait besoin de l’énoncé suivant de pureté.
Question sur la pureté : pour Spf(R′) ⊂ Xrig(v) et toute R′-algèbre S′ contenue dans R ′,
a-t-on R̂ ′
Gal(R′/S′)
K = Ŝ
′
K ?
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Nous ne pouvons le démontrer que pour des extensions S/R telles que S(0) = S{1/h} soit
non ramifiée sur R(0). A cause de cela, nous introduisons la sous-catégorie Xrig(v)pprofe´t de
Xrig(v)profe´t constituée des tours T → U telles que T (0)→ U(0) soit non-ramifiée.
Théorème 6.6.2. Soient Spf(R0) ⊂ X
f un ouvert affine petit (i.e. fini étale sur un tore
Spf(W{T±11 , . . . , T
±1
d }), R = R0[p
v]{T}/(hT − pv) et S = lim
−→
n
Sn une R-algèbre telles que
Spm(SK)→ Spm(RK) ∈ X
rig(v)pprofe´t (i.e. Sn(0) := Sn
{
1
h
}
est finie étale sur R(0) := R
{
1
h
}
pour tout n ∈ N). Alors on a
R̂
Gal(R/S)
K = ŜK .
Démonstration. Pour i ∈ {1, . . . , d}, on choisit des suites
(
T
(n)
i
)
n∈N
dans R telles que T (0)i =
Ti et
(
T
(n+1)
i
)p
= T
(n)
i pour tout n ∈N (c’est possible car le polynôme X
pn −Ti a ses racines
dans R parce que Ti est inversible). On introduit une tour auxiliaire (Rn)n∈N en posant
Rn = R
[
ζpn , T
(n)
1 , . . . , T
(n)
d
]
(où ζpn est une racine primitive pn-ìeme de l’unité. On note R̂∞
le complété de R∞ = lim−→
n
Rn pour la topologie p-adique et on pose R̂∞(0) = R̂∞⊗̂RR(0) =
R̂∞
{
1
h
}
. Observons que les extensions R[ζp∞]K → R∞,K et R[ζp∞ ](0)K → R∞(0)K sont
galoisiennes de groupe Γ = ⊕di=1γ
Zp
i où γi
(
T
(n)
j
)
= ζ
δi,j
pn T
(n)
j (où δi,j désigne le symbole de
Kronecker de i et j). Cela résulte de [31, Lemma III.2.20], qui affirme que pour tout n ∈ N,
la R[ζpn ]-algèbre Rn est libre de base
(
T n
)
n∈Nd
|n|≤pn−1
où pour n = (n1, . . . , nd) ∈ N
d on a posé
T n =
(
T
(n)
1
)n1 · · · (T (n)d )nd et |n| = max1≤i≤dni.
RK
(R∞S)K
77♦♦♦♦
(R∞Sn)K
55❦❦❦
SK
gg❖❖❖❖
R∞,K
66❧❧❧❧
Sn,K
ii❙❙❙❙❙
77♦♦♦♦♦
RK
ii❘❘❘❘❘❘
55❥❥❥❥❥❥❥❥
Première étape : descente presque étale. D’après [30, Theorem 7.9], pour toute extension finie
normale R∞ → T contenue dans R, l’extension R̂∞ → T̂ est presque étale. Il en est donc de
même de R∞Sn → R pour tout n ∈N. On en déduit que :
H0
(
Gal
(
R/R∞S
)
,R̂K
)
= R̂∞SK
La démonstration procède comme dans [36, Corollaire 4.2]. Soient y ∈ R̂ invariant par Gal(R/R∞S)
et m ∈ N>0. La réduction de y modulo pm, encore notée y, est dans une extension finie T
de R∞S ; il existe donc n ∈ N et une extension Tn ⊆ R finie galoisienne de R∞Sn conte-
nant un élément ym,n congru à y modulo pm et invariant par Gal(Tn/R∞Sn) = Gal(T/R∞S).
D’autre part, pour tout élément a ∈ mR∞ , il existe bm,n ∈ Tn tel que a ≡ TrTn/R∞Sn(bm,n)
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mod pmR∞ (parce que R̂∞ → T̂ est presque étale). On a alors
ay ≡ aym,n mod p
mTn
≡ TrTn/R∞Sn(bm,n)ym,n mod p
mTn
≡ TrTn/R∞Sn(bm,nym,n) mod p
mTn
de sorte que ay ∈ R∞Sn + pmTn ⊂ R∞S + pmT et donc mR∞y ∈ R∞S + p
mT . Comme c’est
vrai pour tout m ∈ N>0, on a mR∞y ∈ R̂∞S et donc y ∈ R̂∞SK en inversant p.
Deuxième étape : décomplétion (partie géométrique). Comme Sn,K est étale sur RK , le produit
tensoriel (R∞⊗RSn)K est isomorphe au produit cartésien des compositums de R∞,K avec Sn,K
(indexés par les plongements dans R). En fait, il y a un seul tel compositum. En effet, pour
tout n ∈ N, la R(0)-algèbre Sn(0) est étale (par hypothèse) alors que R∞(0) est totalement
ramifiée sur R(0) : ces extensions sont linéairement disjointes au-dessus de R(0) et on a un
isomorphisme R∞ ⊗R Sn(0)
∼
→R∞ Sn(0). Ce dernier induit les isomorphismes :
R∞ ⊗R Sn
∼
→R∞Sn et R∞ ⊗R S
∼
→R∞S
Pour m ∈ N>0 on a donc la décomposition
R∞S/p
mR∞S =
⊕
n∈N
⊕
n∈Nd
|n|≤pn−1
(S[ζp∞ ]/p
mS[ζp∞ ])T
n
Si γ = γz11 · · · γ
zd
d ∈ Γ (avec z1, . . . , zd ∈ Zp), on a
(γ − 1)(T n) = cn(γ)T
n
avec cn(γ) = ζ
z1
pn1 · · · ζ
zd
pnd − 1 ∈ Zp (de sorte que la droite (S[ζp∞ ]/p
mS[ζp∞ ])T
n est stable par
Γ). Si n 6= (0, . . . , 0), il existe i ∈ {1, . . . , d} tel que ζzipni 6= 1, ce qui implique que cn(γ) | ζp−1.
Il en résulte que (ζp−1)(R∞S/pmR∞S)Γ = (ζp−1)(S[ζp∞ ]/pmS[ζp∞ ]). En passant à la limite
sur m, il vient (ζp − 1)R̂∞S
Γ
= (ζp − 1)Ŝ[ζp∞ ], et donc
R̂∞S
Γ
K = Ŝ[ζp∞ ]K
en inversant p.
Troisième étape : décomplétion (partie arithmétique). L’extension S → S[ζp∞ ] est galoisienne
(là encore, cela se voit en utilisant la disjonction linéaire de S(0) et R(0)[ζp∞ ] au-dessus de
R(0)). Via le caractère cyclotomique, son groupe de Galois ΓK s’identifie à un sous-groupe
ouvert de Z×p . en utilisant les traces normalisées de Tate (étendues à S), on a
Ŝ[ζp∞ ]
ΓK
K = ŜK
(cf [34, §3]). Finalement, on a bien H0
(
Gal
(
R/S
)
,R̂K
)
= ŜK . 
On en déduit :
Corollaire 6.6.3. Il existe un morphisme de faisceaux sur le site Xrig(v)profe´t :
HT: L∨(1) →֒ ωA/Xrig(v)
dont la restriction à tout ouvert affinoïde K-rationnel (Spf R′[1p ])profe´t défini comme dans la
construction affine 6.5, est donnée par HTR′ . Ce morphisme envoie les Zp-bases sur des bases
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du faisceau cohérent. Il prolonge l’application de Hodge-Tate faisceautique ordinaire 4.3.1. On
l’appelle encore l’application de Hodge-Tate faisceautique (surconvergente).
En effet, soit (Tn → Spf(R′[p−1]))n un ouvert de Xrig(v)profe´t donné par une tour de re-
vêtements étales finis Tn de Spf(R′[p−1]) ; soit S′∞ =
⋃
n S
′
n la limite inductive des clôtures
intégrales S′n de R
′ dans les Tn ; on peut supposer que S′∞ est contenue dans R′. On a par
définition du faisceau L, resp. L∨(1) : VGal(R
′/S′∞)
R′ = L((Spf(S
′
∞) → Spf(R
′)) et de même
(V∨R′(1))
Gal(R′/S′∞) = L∨(1)((Spf(S′∞)→ Spf(R
′)).
En effet,
L((Spf(S′∞)→ Spf(R
′)) = lim
←−
m
(
lim
−→
n
(VR′ /p
mVR′)
Gal(R′/S′n)
)
=
= lim
←−
m
(
(VR′ /p
mVR′)
Gal(R′/S′∞)
)
par finitude de VR′ /pmVR′ ; on trouve donc bien
L((Spf(S′∞)→ Spf(R
′)) =
(
lim
←−
m
VR′ /p
mVR′
)Gal(R′/S′∞) = VGal(R′/S′∞)R′ .
Soit Ŝ′∞ la complétion p-adique de S′∞. Le Théorème 6.6.2 fournit donc un morphisme
HTR′ : L
∨(1)((Spf(S′∞)→ Spf(R
′)) →֒ Ŝ′∞[p
−1]⊗R′ ωAR′/R′ .
Ces morphismes sont clairement compatibles aux morphismes de restriction R′ → R′′ (et
S′∞ → S
′′
∞). Ils définissent donc un morphisme de faisceaux sur X
rig(v)profe´t.
Pour chaque entier m ≥ 1, notons que pour tout m ≥ 1, le faisceau quotient L /pm L sur
Xrig(v)profe´t coïncide avec le faisceau Lm associé aux représentations galoisiennesVR′ /pmVR′ ;
on sait que Lm coïncide avec A[pm]◦ sur Xrig(0). Rappelons aussi qu’on a identifié GLg(Zp) à
M0 =M(Zp) par l’isomorphisme A 7→ m(A). Cette identification doit être gardée en mémoire
dans la section suivante.
6.7. Tour d’Igusa surconvergente et variétés de Siegel.
Définition 6.7.1. Pour tout n ≥ 1, on pose Tn,v = T
rig
n,v = IsomXrig(v)
(
µgpn ,Ln
)
; c’est aussi
le torseur des Z /pn Z-bases de Ln(−1). C’est un revêtement fini étale de Xrig(v) ; c’est un
torseur étale sous le groupe GLg(Z /pn Z) pour l’action à gauche donnée par γ ·v = v ◦γ−1. Le
pro-espace rigide T rig∞,v, limite projective des T
rig
n,v, est un M0-torseur étale qui proreprésente le
foncteur des bases de L(−1).
Remarque 6.7.2. Comme ρ0 est surjective par [15, Chap. V], il en est de même pour ρv ; la
tour d’Igusa surconvergente T rig∞,v est donc géométriquement connexe.
Par normalisation du W -schéma formel X f(v) [2], on peut aussi définir des modèles entiers
normaux T fn,v → X
f(v) ; ces morphismes sont finis et plats, génériquement étales, galoisiens
de groupes M(Z /pn Z). Il est clair que les schémas formels T fn,v sont connexes. On note T
f
∞,v
la limite projective des T fn,v. C’est un espace topologique (limite projective des fibres spéciales
des T fn,v), annelé, mais ce n’est pas un schéma formel (les anneaux de fonctions ne sont pas
p-adiquement complets).
Contrairement à ρ0, la représentation ρv n’est probablement pas cristalline ; plus précisé-
ment, avec les notations de 6.6, pour Spf(R′) ⊂ Spf(R) ⊂ X f(v) non contenu dans X f(0),
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considérons la représentation VR′ de Gal(R′/R′) associée par restriction de L à Spf(R′). À
l’aide de l’anneau de périodes Acris(R′) défini dans [6], on définit le morphisme
VR′ ⊗Zp Acris(R
′)→ (VR′ ⊗Acris(R
′))Gal(R
′/R′) ⊗R′ ⊗Acris(R
′).
Nous pensons que ce n’est pas un isomorphisme. Cependant, rappelons qu’à la suite de travaux
d’Abbès-Mokrane [1] et Andreatta-Gasbarri [2], Fargues et Tian [16] ont défini pour tout p > 2
des sous-groupes canoniques supérieurs : pour tout n ≥ 1 et pour tout réel positif vn < 12pn−1
si p > 3 et vn < 13n si p = 3, il existe un BTn totalement isotrope Hn ⊂ A[p
n] au-dessus de
Xrig(vn) dont la restriction au-lieu ordinaire est canoniquement isomorphe à A[pn]◦.
Nous démontrons dans l’Appendice B.2 :
Théorème 6.7.3. Pour tout n ≥ 1, et pour vn < min
(
1
2pn−1 ,
vBM
p
)
, la restriction de Ln à
Xrig(vn) est isomorphe au faisceau étale associé à Hn. Plus précisément, on a un système
d’isomorphismes de faisceaux étales Ln ∼= Hn sur X
rig(vn)fe´t compatibles aux restrictions de
Xrig(vn) à X
rig(vn+1) et rendant commutatifs les diagrammes
L∨(1) //

ωA/Xrig(vn)

HDn // ωHn/Xrig(vn)
où la flèche verticale de gauche est la réduction modulo pn suivie de l’identification Ln = Hn
et la flèche verticale de droite est la restriction de la variété abélienne universelle A à Hn.
On en déduit le
Corollaire 6.7.4. La restriction de la représentation Ln à X
rig(vn) est cristalline.
Remarque 6.7.5. (1) Notons que la suite vn des rayons des tubes Xrig(vn) où Hn est
défini tend vers 0 , de sorte qu’en passant à la limite projective, la représentation L
elle-même n’est cristalline dans aucun voisinage strict du lieu ordinaire.
(2) Ce théorème résulte par récurrence du cas n = 1 dont la démonstration est directe,
et du théorème de comparaison entre H1dR(A/R)/p
n et H1e´t(AR,Z /p
n Z) au-dessus de
R, pour toute W -algèbre admissible telle que Spf(R) ⊂ X f(v). Ce théorème est dû à
Miao Fen Chen [9] dans cette généralité. Notons que le cas semistable était déjà connu,
mais les algèbres que nous considérons ne sont pas nécessairement semistables : on peut
supposer R = R0{Y }/(hY − pv), où R0 est formellement lisse sur W ; une telle algèbre
n’est pas semistable !
On déduit aussi du Théorème 6.7.3 un énoncé de modularité des différents crans de la tour
d’Igusa surconvergente (mais pas de la tour entière) :
Corollaire 6.7.6. Pour tout n ≥ 1 et pour vn assez petit (et comme ci-dessus), le diagramme
T rign //

XrigU (p
n)

Xrig(0) // XrigQ (p
n)
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se prolonge à Xrig(vn) :
T rign,vn //

XrigU (p
n)

Xrig(vn) // X
rig
Q (p
n)
Soit XrigU (p
n)(vn) l’image inverse de X
rig(vn) dans X
rig
U (p
n) ; l’immersion ouverte T rign,vn →
XrigU (p
n) identifie T rign,vn à la composante connexe de X
rig
U (p
n)(vn) contenant les (A,H
′
n, ψ
′)
(avec les notations de 5.3), où le sous-groupe isotrope maximal H ′n est de type multiplicatif.
Ceci fournit une interprétation modulaire de T rign,v pour tout n ≥ 1, pour v < vn.
Démonstration. On observe d’abord que pour vn assez petit, l’ensemble des composantes
connexes de XrigU (p
n)(vn) est le même que celui de X
rig
U (p
n)(0), ce qui résulte de [28, Théorème
2]. Soit XµU (p
n)(vn) la composante connexe de X
rig
U (p
n)(vn) contenant la composante connexe
ordinaire de type multiplicatif XµU (p
n)(0) ; il s’agit de voir qu’elle coïncide avec l’image de
T rign,vn . Comme le diagramme
T rign,vn
f
//

XµU (p
n)(vn)

Xrig(vn)
g
// XµQ(p
n)(vn)
est cartésien, pour voir que f est un isomorphisme, il suffit de voir que g en est un : il s’agit
de vérifier que le sous-groupe canonique Hn ⊂ A[pn] est l’unique sous-groupe lagrangien fini
et plat de A[pn] au-dessus de Xrig(vn) dont la restriction à Xrig(0) est A[pn]◦. Ce n’est autre
que l’énoncé de [2, Théorème 3.5]. 
En vue de la section suivante, on introduit le quotient T rig
N+0 ,v
= N+0 \T
rig
∞,v et le quotient
T rigI,v de T
rig
∞,v par le sous-groupe d’Iwahori I de GLg(Zp) ; on a aussi T
rig
I,v = B
+(Z /pZ)\T rig1,v .
Notons que T rig
N+0 ,v
classifie les drapeaux lagrangiens complets rigidifiés de L(−1), c’est à dire
les suites strictement croissantes 0 ⊂ V1 ⊂ . . . ⊂ Vg = L(−1) de sous-faisceaux lisses avec
pour chaque i = 1, . . . , g une Zp-base ei de Vi/Vi−1 . ’espace rigide T
rig
I,v classifie donc les
drapeaux complets lagrangiens 0 ⊂ W 1 ⊂ . . . ⊂ W g de L1(−1) par des faisceaux localement
constants tels que pour chaque i = 1, . . . , g,W i/W i−1 ∼= Z /pZ (mais l’isomorphisme n’est pas
spécifié), au-dessus de Xrig(v). Si B désigne le sous-groupe de Borel de Sp2g contenant l’image
de B+ dans M , la variété de Siegel XB(p)K classifie précisément ces drapeaux complets dans
les sous-groupes lagrangiens H ′ de A[p], et l’immersion ouverte T rig1,v → X
rig
U (p)K induit un
plongement T rigI,v → X
rig
B (p)K . L’image de ce plongement est la composante connexe X
µ
B(p)(v)
de XrigB (p)(v) qui contient le lieu où le sous-groupe lagrangien H
′ est de type multiplicatif ; ce
plongement va jouer un rôle important dans les sections suivantes.
7. Modules des formes Igusa-surconvergentes
22 BRINON, O., MOKRANE, A., AND TILOUINE, J.
7.1. Faisceau des formes de Siegel classiques. Soit f : A → X la variété abélienne
universelle principalement polarisée de dimension g et munie d’une structure de niveau Γ. On
note encore A → XB(p) son changement de base à XB(p). Soit ω = f∗ΩA/X le faisceau des
différentielles relatives ; il est localement libre de rang g. Soit T = IsomX(O
g
X , ω) l’espace
des bases de ω ; le morphisme π : T → X est un GLg-torseur pour l’action à gauche donnée
par h · τ = τ ◦ h−1 pour tout h ∈ GLg et tout point τ de T . Notons que T ×X XB(p) =
IsomXB(p)(O
g
XB(p)
, ωA/XB(p)). Soit N
+, resp.N−, le sous-groupe unipotent supérieur, resp.
inférieur, de GLg. Soit X∗(T )+ le cône des poids N+-dominants de GLg ; il s’identifie aux
g-uplets k = (k1, . . . , kg) ∈ Zg tels que k1 ≥ . . . ≥ kg par k : t = diag(t1, . . . , tg) 7→ tk =
tk11 · · · t
kg
g . Le groupe GLg agit sur π∗OT par (h · f)(τ) = f(τ ◦ h−1) pour tout isomorphisme
τ : OgX
∼= ω. Comme le tore T normalise N−, il agit sur le faisceau des invariants (π∗OT )
N− .
Soit k = (k1, . . . , kg) ∈ Z
g . On définit (suivant [18] et [26, Section 1.1 et Définition 1.4]) le
faisceau localement libre ωk des formes de Siegel classiques de poids k sur X par
ωk = (π∗OT )
N− [−k]
Lemme 7.1.1. Les sections de ωk sont les fonctions f(τ) sur T telles que tn− · f = tk · f
pour tout t ∈ T et n− ∈ N− et on a
(π∗OT )
N− =
⊕
k∈X∗(T )
ωk.
Le changement de base de ωk àXB(p) a une définition analogue en utilisant π×IdXB(p) : T ×
XB(p)→ XB(p) au lieu de π. On définit lesK-espaces vectorielsM(Γ;K), resp.M(ΓB(p),K),
des formes modulaires de Siegel classiques de niveau Γ resp. ΓB(p) par
M(Γ,K) = H0
(
X, (π∗OT )
N− ) = ⊕
k∈X∗(T )
Mk(N ;K)
et
M(ΓB(p),K) = H
0
(
XB(p),
(
π∗OT ⊗OX OXB(p)
)N− )
=
⊕
k∈X∗(T )
Mk(ΓB(p);K)
où l’on a posé Mk(Γ;K) = H0
(
X,ωk
)
, resp. Mk(ΓB(p);K) = H0
(
XB(p), ω
k
)
.
7.2. Faisceaux des formes Igusa-surconvergentes. Fixons un rationnel v tel que 0 <
v < vBM et une extension finie K de K, contenant un élément de valuation v, qu’on note
pv ; soit T f∞,v, resp. T
f
N+0 ,v
, la normalisation de X f(v) dans T f∞,v , resp. dans le quotient
T rig
N+0 ,v
= N+0 \T
rig
∞,v. On considère les morphismes de OK-(pro)schémas formels π˜fI : T
f
∞,v →
T fI,v et π
f
I : T
f
N+0 ,v
→ T fI,v. Notons que l’action du groupe d’Iwahori I sur T
rig
∞,v donnée par
(g · f)(ξ) = f(g−1ξ) se prolonge par continuité à T f∞,v, mais qu’on n’a pas nécessairement
T f∞,v/N
+
0 = T
f
N+0 ,v
.
Notons que π˜fI et π
f
I sont affines, de sorte que les images inverses d’un ouvert affine Spf(R)
de T fI,v sont données par des algèbres R∞ et RN+0
, réunion d’algèbres admissibles Rn, resp.
RN+0
, finies normales et étales hors de p au-dessus de R. Ces algèbres sont donc p-adiquement
complètes, mais pas leur réunions. On forme les faisceaux d’algèbres R = πfI,∗OT f∞,v et RN+0
=
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πfI,∗OT f
N+0 ,v
qui à un ouvert affine Spf(R) associe RN+0
. Par EGA 0.3.2.6, on peut former les
faisceaux de Zariski
R̂ = lim
←−
m
R/pmR, R̂N+0
= lim
←−
m
RN+0
/pmRN+0
complétions p-adique sur T fI,v de R̂, resp. RN+0
.
Soit A = R[1p ] et U = Spm(A) l’affinoïde de T
rig
I,v associé à A ; pour tout n ≥ 1, soit
Rn, resp. RN+0 ,n
la clôture intégrale de R dans T rign,v resp. T
rig
N+0 ,n,v
, et An = Rn
[
p−1
]
, la A-
algèbre de Banach finie étale définissant T rign,v|U . Rappelons que le K-espace rigide T
rig
n,v est
géométriquement irréductible ; le corps K est donc algébriquement clos dans An pour tout
n ≥ 1 et W coïncide avec sa clôture intégrale dans les anneaux Rn. On munit chaque K-
algèbre An, resp. AN+0 ,n
= A
N+0
n de la norme donnée par
− log |f | = inf
{
x ∈ R, pxf ∈ Rn
}
Cette définition est compatible avec celle de la norme de A associée à R. Pour tout n ≥ 1,
l’algèbre An munie de cette norme est un espace de Banach et les injections AN+0 ,n
→֒ AN+0 ,n+1
sont des isométries. Notons que le groupe des normes de An\{0} coïncide avec celui de K×.
Soit A∞, resp. AN+0
, la réunion des An = Rn[1p ] resp. AN+0 ,n
.
On forme la complétion p-adique ÂN+0
de l’algèbre AN+0
= RN+0
[1/p] réunion des AN+0 ,n
=
RN+0
[1/p] ; c’est une algèbre de Banach sur A. Par le Th.6.6.2, elle coïncide avec Â∞
N+0 . La
localisation R̂N+0
[1p ] définit un faisceau de Zariski sur l’espace rigide T
rig
I,v dont les sections sur
U s’identifient au A-module de Banach
̂
A
N+0
∞ . Plus précisément, pour tout ouvert affinoïde
U = SpmA de Xrig(v) et pour tout recouvrement (Ui)i de U par des ouverts affinoïdes
Ui = Spm(Ai), d’intersections affinoïdes Ui ∩ Uj = Spm(Aij), on a une suite exacte
0→ AN+0
→
∏
i
Ai,N+0
→
∏
i,j
Ai,j,N+0
par quasi-compacité, on peut supposer ces recouvrements finis ; la suite ci-dessus induit donc
par complétion p-adique une suite exacte
0→ ÂN+0
→
∏
i
Âi,N+0
→
∏
i,j
Âi,j,N+0
.
Soit N−1 le noyau de la réduction modulo p de N
−
0 . On a la décomposition d’Iwahori
I = N−1 × T0 × N
+
0 . On considère les espaces analytiques affines (N
−)an ∼= (A
g(g−1)
2 )an et
T an ⊂ (Ag)an munis de leurs normes standards, notées | |. Pour tout couple (w, u) de nombres
rationnels strictement positifs , on pose
N−(w) = {n− ∈ (N−)an; (∃n−1 ∈ N
−
1 ) |(n
−
1 )
−1n− − 1| ≤ p−w},
T (u) = {t ∈ T an; (∃t0 ∈ T0) |tt
−1
0 − 1| ≤ p
−u}.
Ces définitions sont compatibles avec celles de [8, Chap. III, Sect.8] où ces voisinages sont
notés Br, resp. B×r .
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Lemme 7.2.1. La multiplication à gauche par I laisse stable le sous-espace N−(w)× T (u)×
(N+)an de GLang , pourvu que w ≥ u > 0.
Démonstration. Soit w ≥ u > 0. Par la décomposition d’Iwahori, il suffit de vérifier l’énoncé
pour N+0 . Soit n0 ∈ N
+
0 ; il faut montrer que n0 · n
− = ν−θν+ où ν− ∈ N−(w), θ ∈ T (u) et
ν+ ∈ (N+)an. On peut supposer que n0 = uα(x), où uα désigne le sous groupe à un paramètre
associé à une racine positive α (relative au Borel supérieur de GLg), et x ∈ Zp. Dans ce cas, on
suffit de prendre n− = u−β(λ) pour toute racine positive β pour laquelle −β+α est encore une
racine positive ou nulle, et pour un λ de la droite affine Aan w-proche de pZp : |λ−py| ≤ p−w.
On se ramène ainsi à un calcul dans SL2 ou SL3.
• Dans SL2 (cas où β = α), on cherche le membre de droite de :(
1 x
0 1
)(
1 0
λ 1
)
=
(
1 0
λ′ 1
)(
θ 0
0 θ′
)(
1 µ
0 1
)
où λ′, θ, θ′ et µ sont tels qu’il existe y′ ∈ Zp et t, t′ ∈ Z×p tels que |λ
′ − py′| ≤ p−w,
|θt−1 − 1| ≤ p−u, |θ′(t′)−1 − 1| ≤ p−u, et µ ∈ Aan. On trouve θ = 1 + xλ, λ′ = λθ−1
et θ′ = 1 − λ′θλ. On vérifie facilement que pour w ≥ u > 0, t = 11+px , y
′ = y, t′ = t−1
conviennent.
• Dans SL3 (cas où β 6= α), on cherche le membre de droite de : 1 0 x0 0 1
0 0 1
 1 0 00 1 0
1 λ 1
 =
 1 0 00 1 0
0 λ′ 1
 1 µ µ′0 1 0
0 0 1

et on trouve de manère similaire que les nombres cherchés existent et sont dans les
w-voisinages de pZp, resp. u-voisinages de Z×p .

On suppose désormais w ≥ u > 0 et on considère N−(w)× T (u) comme un sous-espace de
GLang /(N
+)an, sur lequel I opère par multiplication à gauche.
On définit alors le préfaisceau Ouv,w dont les sections f sont les sections de R̂N+0
[1p ] qui
sont (w, u)-analytiques, c’est-à-dire telles que l’action de I sur R̂[1p ], ou plutôt de N
−
1 × T0
∼=
I/N+0 par n
−
1 t0 7→ n
−
1 t0 · f , se prolonge analytiquement au voisinage rigide quasi-compact
N−(w)× T (u) d’ordre (w, u) de N−1 × T0 dans le Qp-espace analytique (N
− × T )an.
Lemme 7.2.2. Le préfaisceau Ouv,w est un faisceau de Zariski.
Démonstration. Soit U = SpmA un ouvert affinoïde de Xrig(v) et (Ui)i est un recouvrement
de U par des ouverts affinoïdes Ui = Spm(Ai), les applications de restriction fournissent une
application linéaire continue injective ι entre K-espaces de Banach
ÂN+0
ι
−→
∏
i
ÂN+0 ,i
cette application est fermée et par le théorème de l’application ouverte, la norme de Â∞
est équivalente à celle induite par celle de
∏
i ÂN+0 ,i
. Par conséquent, si f ∈ ÂN+0
d’image
(fi)i ∈
∏
i ÂN+0 ,i
est telle que pour tout i, n−1 t0 7→ n
−
1 t0 · fi se prolonge analytiquement, il en
va de même pour n−1 t0 7→ n
−
1 t0 · f . 
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Étant donnée une algèbre affinoïde A = O
T rigI,v
(U), soit AN+0
= A
N+0
∞ et A
(
N−(w) ×
T (u), ÂN+0
)
l’espace des fonctions rigides analytiques à valeurs dans le Banach ÂN+0
. On munit
le K-espace A
(
N−(w)× T (u), ÂN+0
)
de la norme
|ϕ|uv,w = sup{|ϕ(g)|p ; g ∈ N
−(w)× T (u)}
Cette norme confère à A
(
N−(w) × T (u), ÂN+0
)
une structure de A-module de Banach (voir
[8, Sect.2]). Considérons l’action de I sur A
(
N−(w) × T (u), ÂN+0
)
donnée par (γA · f)(g) =
γ · f(γ−1g) pour γ ∈ I. Le A-module des sections de Ouv,w sur l’affinoïde U = Spm(A) n’est
autre que le sous-module InvA des invariants par I de A
(
N−(w) × T (u), ÂN+0
)
. C’est un A-
sous-module de Banach de A
(
N−(w) × T (u), ÂN+0
)
. Notons qu’on a des structures entières
naturelles sur ces espaces définies en remplaçant les séries dans A
(
N−(w) × T (u), ÂN+0
)
par
des séries à coefficients dans
̂
RN
+
0 ∞. On y reviendra dans la section 9. Rappelons la définition
donnée dans [3, Appendice A].
Définition 7.2.3. Un faisceau F sur un espace rigide X est dit de Banach si
(1) pour tout ouvert affinoïde U de X, F(U) est un OX(U)-module de Banach ;
(2) les applications de restrictions sont continues ;
(3) il existe un recouvrement affinoïde admissible (Ui)i∈I de X tel que pour tout ouvert
affinoïde V ⊂ Ui, l’application
OX(V )⊗̂OX(Ui)F(Ui)→ F(V )
est un isomorphisme.
On a vu que la A-algèbre Ouv,w(Spm(A)) s’identifie à InvA ⊂ A
(
N−(w)× T (u),
̂
A
N+0
∞
)
.
Lemme 7.2.4. Le faisceau Ouv,w sur T
rig
I,v est de Banach ; il est muni d’une action analytique
unitaire de T (u).
Démonstration. Pour tout affinoïde U = Spm(A) de T rigI,v , la description ci-dessus de O
u
v,w(U)
permet de munir cet espace d’une structure naturelle de A-algèbre de Banach. De plus, par
cette description, si A → B est un morphisme de K-algèbres affinoïdes associé à une im-
mersion ouverte Spm(B) ⊂ Spm(A), on voit que pour tout n ≥ 1, le morphisme naturel
B⊗AAN+0 ,n
→ BN+0 ,n
est un isomorphisme ; en passant à la limite inductive et en complétant,
on a B⊗̂AÂN+0
∼= B̂N+0
; il en résulte que
B⊗̂AA
(
N−(w)× T (u), ÂN+0
)
∼= A
(
N−(w)× T (u), B̂N+0
)
En effet, on peut réécrire les deux membres comme(
B⊗̂AÂN+0
)
⊗̂KA
(
N−(w) × T (u),K
)
∼= B̂N+0
⊗̂KA(N
−(w)× T (u),K)
Comme B est topologiquement plat sur A (voir [5, Sect.1.7, Cor.5]), B⊗̂AInvA s’identifie à
InvB par l’isomorphisme ci-dessus. Il en résulte que le morphisme de restriction Ouv,w(Spm(A))→
Ouv,w(Spm(B)) est continu et induit un isomorphisme B⊗̂AO
u
v,w(Spm(A)) → O
u
v,w(Spm(B)).
26 BRINON, O., MOKRANE, A., AND TILOUINE, J.
Enfin, en posant pour tout t ∈ T (u) et pour toute fonction ϕ : N−(w) × T (u) → Â∞,v :
t · ϕ(g) = ϕ(t−1g) on définit bien une action analytique telle que |t · ϕ|uv,w = |ϕ|
u
v,w. 
Définition 7.2.5. Le faisceau Ouv,w est appelé faisceau universel des formes (v,w, u)-Igusa-
surconvergentes.
Pour définir le sous-faisceau universelOuv,w,! des formes cuspidales (v,w, u)-Igusa-surconvergentes,
on va définir dans la section suivante le q-développement des sections de Ouv,w.
7.3. Compactification toroïdale et q-développement. On utilise les notations de la sec-
tion 3.
Soit Π l’ensemble des classes de Γ-conjugaison de la classe de Sp2g-conjugaison du parabo-
lique de Siegel Q ; Π s’appelle l’ensemble des N -pointes (ou pointes de niveau N), c’est un
ensemble fini. Soit [P ] ∈ Π une telle classe, soit P un représentant de [P ] ; le radical uni-
potent UP (Γ) de P ∩ Γ est un groupe abélien libre de rang d =
g(g+1)
2 ; considérons le tore
TP = Gm⊗UP (Γ), de groupe des caractèresX∗(TP ) canoniquement isomorphe au dual UP (Γ)∗
de UP (Γ) dans UP (R) (pour P = Q et Γ = Γ(N), le parabolique de Siegel, UP (Γ) = NSg(Z)
et X∗(TP ) s’identifie à 1N S
∗
g(Z) où S
∗
g(Z) est le groupe des matrices symétriques demi-entières
de diagonale entière). On a une immersion torique TP →֒ (TP )ΣP obtenue par recollement
des immersions torique affines Spec
(
W
[[
qT ;T ∈ σ∨ ∩ X∗(TP )
]])
, σ ∈ ΣP . Par construc-
tion du morphisme f : G → X , pour chaque pointe de représentant P , il y a un morphisme
φΣP : (TP )ΣP → X tel que le pull-back de f par φΣP s’identifie au quotient de Mumford GP
du tore Ggm par un réseau LP libre de rang g, avec polarisation. En fait, φΣP se relève en un
morphisme ΦΣP : (TP )ΣP → T puisque le pull-back φ
∗
ΣP
ω possède une base canonique. Ceci
entraîne aussi que pour tout k ∈ X∗(T )+, φ∗ΣPω
k pour tout k ∈ X∗(T )+ . Pour toute section
f de ωk, on peut écrire Φ∗ΣP (f) =
∑
T aT q
T , la somme portant sur les éléments semi-positifs
de UP (Γ)∗ (voir [15, Chap.V]). On peut donc donner une autre définition de la cuspidalité qui
n’utilise pas X . Soit k ∈ X∗(T )+ ; une section f de ωk au-dessus de X, est cuspidale si pour
tout [P ] ∈ Π, l’élément Φ∗ΣP (f) =
∑
T aT q
T ∈ K((qT ;T ∈ UP (Γ)
∗)) a tous ses coefficients aT
nuls pour les T non définis positifs, c’est à dire que T n’est pas dans UP (Γ)∗++ =
⋂
σ∈ΣP
σ∨,+
où σ∨,+ désigne l’ensemble des T ∈ UP (R) tels que TrP (TS) > 0 pour tout S ∈ Int(σ) (la trace
TrP étant définie par transport de la trace Tr: Sg(R)→ R par un isomorphisme, induit par la
conjugaison : UP ∼= (Sg,+)). On obtient ainsi une définition de ωk sur X équivalente à la pré-
cédente et indépendante de la compactification toroidale. Le principe du q-développement clas-
sique exprime l’injectivité pour chaque [P ] ∈ Π du morphisme Φ∗ΣP : H
0(T ,OT ) → K((q
T ))
donc a fortiori de Φ∗ΣP : M
k(Γ;K) → K((qT )) pour tout k ∈ X∗(T ). Cet énoncé est encore
valable en niveau Np, à condition d’interpréter les N -pointes [P ] ∈ Π comme des Np-pointes
non-ramifiées. Rappelons qu’une Np-pointe est dite non-ramifiée (en p) si c’est la ΓB(p)-classe
de conjugaison d’un parabolique P qui est conjugué au parabolique de Siegel Q par une ma-
trice γ de Sp2g(Z) dont la réduction dans Sp2g(Z /NpZ) = Sp2g(Z /N Z) × Sp2g(Z /pZ) est
de la forme (γN , γp) avec γp = 1. On peut ainsi identifier les N -pointes au sous-ensemble des
Np-pointes non-ramifiées. Avec cette identification, le principe du q-développement classique
en niveau Np s’énonce :
Lemme 7.3.1. Pour chaque N -pointe [P ], les applications Φ∗ΣP : H
0(T ×XB(p), pr
∗
1OT ) →
K((qT )) et, pour tout k ∈ X∗(T ), Φ∗ΣP : M
k(ΓB(p);K)→ K((q
T )) sont injectives.
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Observons que le schéma semi-abélien GP → (TP )ΣP est ordinaire ; en passant aux schémas
formels obtenus par complétion p-adique, on voit donc que l’image de φΣP est contenue dans
X f(0). Ce morphisme se relève canoniquement en ΦΣP : (TP )ΣP → T∞,0 = IsomX f (0)(µ
g
p∞ ,G[p
∞]◦)
puisque les quotients de Mumford GP sont munis d’un isomorphisme canonique µ
g
p∞
∼=
GP [p
∞]◦ qui fournit d’ailleurs une trivialisation canonique du faisceau ωGP /(TP )ΣP . On définit
alors le q-développement en [P ] d’un élément f de la complétion p-adique de H0
(
T f∞,v,OT∞,v
)
par Φ∗ΣP (f), qu’on peut voir comme une série
∑
T∈UP (Γ)∗
aT q
T la somme portant sur UP (Γ)∗.
Le critère de cuspidalité est : pour tout [P ] ∈ Π, on a aT = 0 si T n’est pas dans UP (Γ)∗++ =⋂
σ∈ΣP
σ∨,+ comme ci-dessus. La restriction
φP : Spm
(
K((qT ))
)
→֒ Xrig(v)
de φΣP possède un relèvement
ΦP : Spm
(
K((qT ))
)
→֒ T rig∞,v
donné par la base canonique de TpA
◦(−1) (qui coïncide avec L(−1) sur le lieu ordinaire). Avec
les notations de 6.3, on a
Remarque 7.3.2. Les morphismes rigides φP et ΦP ont des modèles entiers formels :
φP : Spf
(
OK((q
T ))
)
→֒ X f(v)
et
ΦP : Spf
(
OK((q
T ))
)
→֒ T f∞,v
On en déduit pour chaque classe [P ] ∈ Π un morphisme
Φ∗P : R = πI,∗OT f
N+
0
,v
→ OK((q
T ))
qui se prolonge par continuité aux complétions p-adiques
Φ∗P : R̂N+0
→ ̂OcK((qT ))
et donc
Φ∗P : R̂N+0
[
1
p
]→ ̂OK((qT ))[
1
p
]
d’où
Φ∗P : O
u
v,w →
̂OK((qT ))[
1
p
]
Le principe du q-développement 7.3.3 se généralise aux formes surconvergentes :
Lemme 7.3.3. Pour tout [P ] ∈ Π, l’application Φ∗P : R̂N+0
→ ̂OK((qT )) est injective de conoyau
sans p-torsion. En particulier Φ∗P : O
u
v,w →
̂OK((qT ))[
1
p ] est injective.
Démonstration. Il résulte comme d’habitude de ce que ΦP est un isomorphisme entre un
voisinage formel épointé de la pointe associée à [P ] dans le OK-schéma formel connexe X f(v),
resp. TI,v, avec la complétion p-adique de OK((qT ;T ∈ UP (Γ)∗ ∩ σ∨)). 
Définition 7.3.4. Le sous-faisceau Ouv,w,! de O
u
v,w des sections f telles que pour tout [P ] ∈ Π,
Φ∗P (f) =
∑
T aT q
T satisfait aT = 0 à moins que T ∈ UP (Γ)∗++ est appelé faisceau des formes
cuspidales (v,w, u)-surconvergentes.
Lemme 7.3.5. Le faisceau Ouv,w,! est un sous-faisceau de Banach de O
u
v,w.
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Démonstration. Si U = Spf(A), on a vu que Ouv,w(U) s’identifie au A-sous-module Inv(A) des
I-invariants de A
(
N−(w) × T (u), Â∞
)
. Pour tout [P ] ∈ Π, Φ∗P : A(N
−(w) × T (u), Â∞) →
̂OK((qT ))[
1
p ] est continu et compatible à la restriction A → B si V = Spf(B) ⊂ U = Spf(A).
On procède alors comme dans la démonstration du lemme 7.2.4. 
On définit alors l’espace des formes cuspidales Igusa-surconvergentes comme l’espace des
sections globales de ce sous-faisceau :
Suv,w = H
0(Xrig(v),Ouv,w,!)
7.4. Modules sur l’espace des poids. Soit W = Homcont(T0,Grigm ), le Qp-espace rigide
des poids. C’est une réunion finie de copies du polydisque ouvert de dimension g, de centre
1 et de rayon 1. Le groupe abélien X∗(T ) des caractères algébriques de T est contenu dans
W. On appelle ces poids les poids classiques. Pour toute algèbre affinoïde A et pour tout
caractère continu κ : T0 → A×, on sait ([8, Chap. III, Prop. 8.3]) qu’il existe u > 0 telle
que κ se prolonge analytiquement au voisinage T (u) d’ordre u de T0 dans T an. On obtient
un recouvrement admissible de W par les affinoïdes Uu = Homan(T (u),Ganm ). Notons que les
poids classiques se prolongent analytiquement à T an tout entier.
Définition 7.4.1. Pour toute extension finie L de K et pour tout κ ∈ Uu(L), on note Oκv,w,
resp. Oκv,w,! le sous-faisceau de O
u
v,w ⊗K L, resp. de O
u
v,w,! ⊗K L, des sections sur lesquelles
T (u) agit par κ−1.
On définit le L-espace vectoriel Mκv,w(ΓB(p);L) = H
0
(
TI,v,O
κ
v,w
)
, des formes Igusa surcon-
vergentes de poids κ resp. Sκv,w(ΓB(p);L) = H
0
(
TI,v,O
κ
v,w,!
)
.
Commentaire : On peut aussi donner une définition plus géométrique de Oκv,w,! . Pour tout
κ ∈ Uu(L), considérons le fibré rigide en droites T
κ,rig
N+0 ,v
→ T rig
B+0 ,v
donné par
T κ,rig
N+0 ,v
= T rig∞
B+0 ,κ
× A1 → T rig
B+0
,
où l’action de B+0 sur la droite affine A
1 est donnée par κ : (ξ · t, λ) ∼ (ξ, κ(t)λ). Notons que
ce fibré est trivialisé par pull-back par le revêtement proétale T rig
N+0 ,v
→ T rig
B+0 ,v
.
Soit Ωκ,rigv le faisceau sur T
rig
B+0 ,v
des sections analytiques rigides de ce fibré. Comme T f
N+0
est défini par normalisation, il est muni de l’action de T0. Les auteurs ignorent si le quo-
tient T f
N+0 ,v
/T0 est normal ; on le note T fB+0 ,v
= T f
N+0 ,v
/T0 ; il est muni d’un morphisme fini
πf
B+0 ,I
: T f
B+0 ,v
→ T fI,v.
Soit Ωκ,fv le faisceau sur T fB+0 ,v
des sections formelles du fibré en droites formel
T κ,f
N+0 ,v
= T f∞
B+0 ,κ
× A1,f → T f
B+0
,
et soit
Rκ
N+0
= πf
B+0 ,I,∗
Ωκ,fv ,
et R̂κ sa complétion p-adique. C’est un faisceau en OL-modules de Banach sur TI,v de sorte
que R̂κ[p−1] est un faisceau en L-espaces de Banach. Pour tout ouvert affinoïde SpmA de
TI,v, on notera ÂκN+0
le ÂB+0
-module des sections sur SpmA de R̂κ
N+0
[p−1]. Le faisceau Oκv,w,!
TOURS D’IGUSA SURCONVERGENTES 29
s’identifie au sous-faisceau de R̂κ[p−1] des sections pour lesquelles l’action de N−1 se prolonge
analytiquement à N−(w). On peut donc identifier les sections de Oκv,w,! sur Spm A au produit
fibré d’espaces de Banach
Âκ
N+0
×
C
(
N−1 ,Â
κ
N+
0
) A(N−(w), Âκ
N+0
)
pour les morphismes f 7→ (n−1 7→ n
−
1 · f) et le morphisme de restriction de N
−(w) à N−1 .
Plus généralement, pour chaque u > 0, on considère sur T rigI,v ×U
rig
u le faisceau Ouv,w⊗̂OUu et
le sous-faisceau Oκuv,w (resp. O
κu
v,w,! pour les formes cuspidales) constitué des fonctions propres
pour le caractère universel κu : T (u)→ O
×
Uu
. Par le lemme 7.2.4 ci-dessus, Ouv,w est un faisceau
de Banach ; par conséquent Ouv,w⊗̂OUu est un faisceau de Banach sur TI,v × Uu et son sous-
Module espace propre pour κu est également un OUu -Module de Banach. Plus précisément,
pour tout domaine affinoïde Ω ⊂ Uu et pour tout sous-domaine affinoïde U de TI,v, on a un
isomorphisme de modules de Banach (ce sont des K-espaces vectoriels) :
Oκuv,w(U × Ω)
∼= ÂN+0 ,Ω
κu
×
C
(
N−1 ,ÂN+0 ,Ω
κu
) A(N−(w), ÂN+0 ,Ωκu)
où ÂN+0 ,Ω
κu
=
(
ÂN+0
⊗̂KA(Ω,K)
)κu. Grâce à cette description, la propriété de faisceaux de
Banach est évidente : si Ω′ ⊂ Ω ⊂ Uu, et si U ′ ⊂ U ⊂ TI,v, l’application de restriction
Oκuv,w,!(U ×Ω)→ O
κu
v,w,!(U
′ × Ω′)
est continue et induit un isomorphisme
O(U ′ × Ω′)⊗̂O(U×Ω)O
κu
v,w,!(U × Ω)
∼
→Oκuv,w,!(U
′ × Ω′).
Définition 7.4.2. Les A(Uu)-modules de Banach Mκuv,w(ΓB(p)) = H
0
(
TI,v × Uu,O
κu
v,w
)
et
Sκuv,w(ΓB(p)) = H
0
(
TI,v × Uu,O
κu
v,w,!
)
sont appelés modules des Uu-familles de formes (v,w)-
Igusa-surconvergentes.
Remarque 7.4.3. Pour tout κ ∈ Uu, l’évaluation κ : A(Uu)→ L induit un morphisme injectif
(1) Mκuv,w(ΓB(p))⊗A(Uu),κL →֒M
κ
v,w(ΓB(p);L) resp. (2) S
κu
v,w(ΓB(p))⊗A(Uu),κL →֒ S
κ
v,w(ΓB(p);L)
La question de savoir si cet homomorphisme est surjectif est délicate. On verra de deux ma-
nières que la réponse est positive pour (2), d’une part grâce aux travaux de [3], et d’autre part
directement, dans la section 9. Mais la réponse est probablement négative pour (1).
Soit U1 ⊂ W l’affinoïde des poids p-adiques qui se prolongent à T (u) pour u = 1 ; on a
X∗(T ) ⊂ U1(K), et donc, en particulier Sκuv,w(ΓB(p))⊗A(U1),k K
∼= Skv,w(ΓB(p);K).
Lemme 7.4.4. Les homomorphismes A(Uu)-linéaires M
κu
v′,w′ → M
κu
v′′,w′′ et S
κu
v′,w′ → S
κu
v′′,w′′
sont complètement continus.
Démonstration. On considère un recouvrement fini de X(v′) par des ouverts affinoïdes (U ′i)
dont les intersections deux à deux sont affinoïdes ; on a
H0(X(v′),Oκuv,w) = Ker
(⊕
i
H0(U ′i ,O
κu
v,w)→
⊕
i,j
H0(U ′i ∩ U
′
j ,O
κu
v,w)
)
Il suffit donc de montrer que pour chaque inclusion stricte d’ouverts affinoïdes U ′ ⊂ U ′′ de
X(v′), resp. U ′ × Uu dans U ′′ × Uu, l’application A(Uu)-linéaire de restriction
H0(U ′ × Uu,O
κu
v′,w′)→ H
0(U ′′ × Uu,O
κu
v′,w′′)
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est complètement continue. Soit A(U ′)N+0
, resp. A(U ′′)N+0
, la clôture intégrale de l’algèbre
de Tate A(U ′), resp. A(U ′′) des fonctions rigides sur U ′, resp. U ′′, dans TN+0 ,v′
resp. TN+0 ,v′′
.
Cette application peut s’écrire comme l’application de restriction entre K-espaces vectoriels
de Banach
A
(
N−(w′),
(
̂A(U ′)N+0
⊗̂KA(Uu,K)
)κu)N−1 → A(N−(w′′), ( ̂A(U ′′)N+0 ⊗̂KA(Uu,K))κu)N−1
Cette application est induite par le produit tensoriel de deux applications de restriction :
A(N−(w′),K)⊗̂K
(
̂A(U ′)N+0
⊗̂KA(Uu,K)
)κu → A(N−(w′′),K)⊗̂K( ̂A(U ′′)N+0 ⊗̂KA(Uu,K))κu
Ces applications sont complètement continues, donc le produit tensoriel est complètement
continu. Plus précisément, la restriction de N−(w′) à N−(w′′) est évidemment complètement
continue. Pour voir que la seconde est également complètement continue, on observe que si
h désigne un relèvement p-adique de l’invariant de Hasse, on a A(U ′′) = A(U ′){p
v′′
h } ; on a
donc aussi ̂A(U ′′)N+0
= ̂A(U ′)N+0
{p
v′′
h }. et la restriction s’identifie à l’application
̂A(U ′)N+0
-
linéaire qui envoie
∑
n an(p
v′h−1)n avec an ∈ ̂A(U ′)N+0
, an → 0 sur
∑
n an(p
v′−v′′)n(pv
′′
h−1)n
dont la matrice diagonale diag((pv
′−v′′)n), est sommable, de sorte que cette application est
complètement continue. 
8. Relation avec d’autres formes modulaires
8.1. Relation avec les formes modulaires classiques. Soit T
π
−→ X le GLg- torseur des
bases du faisceau localement libre ω = f∗ΩA/X . Pour tout k ∈ X
∗(T )+, on a défini le faisceau
ωk sur X des formes de poids k par ωk = (π∗OT )
N− [−k]. Le sous-faisceau ωk des formes
cuspidales est l’intersection des noyaux des Φ∗P , [P ] ∈ Π.
Rappelons qu’on a construit (Corollaire 6.6.3) un morphisme de faisceaux HT: L∨(1) →
ωA/TI,v sur T
rig,profe´t
I,v , qui, pour tout objet T de T
rig,profe´t
I,v , envoie une Zp-base de L
∨(1)(T ) sur
une ÔT -base de ωA/TI,v⊗OTI,v ÔT . Pour tout objet T de T
rig,profe´t
I,v et toute base v = (v1, . . . , vg)
de L(−1)(T ), de base duale v∨, on note HTI(v) la ÔT -base de ω ⊗OTI,v ÔT donnée par la
formule
HTI(v) = (HT(v∨1 ), . . . ,HT(v
∨
g )).
Le TI,v-schéma T
rig
TI,v
= T rig×Xrig TI,v définit un faisceau en ensembles T
rig,profe´t
TI,v
sur T rig,profe´tI,v ,
qui à tout objet T de T rig,profe´tI,v associe l’ensemble des ÔT -bases de ωA/TI,v ⊗OTI,v ÔT .
De même, le TI,v-prorevêtement étale T∞,v → TI,v définit un faisceau en ensembles T
profe´t
∞,v
sur T rig,profe´tI,v qui à tout objet T de T
rig,profe´t
I,v associe l’ensemble des Zp-bases de L(T ) =
lim
←−m
lim
−→n
Lm(Tn).
Définition 8.1.1. Cette application définit un morphisme de faisceaux sur T rig,profe´tI,v
HTI: T profe´t∞,v → T
rig,profe´t
TI,v
appelé morphisme de Hodge-Tate-Igusa.
Notons qu’on ne peut définir ce morphisme au niveau des schémas formels car le morphisme
de faisceaux HT n’est défini qu’au-dessus de la fibre générique du schéma formel X f(v).
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Lemme 8.1.2. Pour tout γ ∈ I, on a HTI(γ.v) = tγ−1 ·HTI(v). En particulier, si t0 ∈ T0 ⊂ I,
on a HTI(t0.v) = t
−1
0 · HTI(v).
Démonstration. Une base v de L(−1) peut être vue comme un isomorphisme v : Zgp → L(−1)
et sa base duale comme l’isomorphisme (v∨)−1. Sur une base affine Spf(R) de X f(v), pour
toute extension S de R intégralement close non ramifiée hors de p, l’application HT a été
définie comme l’inverse de l’application duale de H˜T: L(−1)(S) → ω∨ ⊗R Ŝ[1p ]. On a donc
HTI(v) = HT(v∨) = H˜T
∨−1
◦ v∨
−1
, de sorte que pour tout γ ∈ I,
HTI(v ◦ γ−1) = H˜T
∨−1
◦ v∨
−1
◦ tγ = tγ−1 ·HTI(v).
Si γ = t0, tγ−1 = t
−1
0 d’où la deuxième formule. 
.
On en déduit
Proposition 8.1.3. Pour tout poids classique k ∈ X∗(T ) ⊂ W(K), l’application HTI in-
duit des injection de K-espaces vectoriels HTI∗ : Mk(ΓB(p);K) → M
k
v,w(Γ;K) et respecte la
cuspidalité : HTI∗ : Sk(ΓB(p);K)→ S
k
v,w(Γ;K).
Commentaire : On verra (section 10) que ces injections sont compatibles avec les opérateurs
de Hecke hors de p ainsi qu’avec Up.
Démonstration. Soit f une section (algébrique) de
(
π∗OTXB(p)
)N−
. On a vu que T rigI,v s’identifie
à la composante connexe XµB(p)(v) de XB(p)
rig(v). Par restriction et analytification, on consi-
dère f comme une fonction sur T rig ×Xrig(v) T
rig
I,v ; on peut donc former f˜(v) = f(HTI(v)).
Vérifions que f˜ est une section de Ouv,w. Soit v0 la base tautologique de L(−1)(T
rig
∞,v). Le
Th.6.6.2 fournit un morphisme I-équivariant
HT: L(−1)(T rig∞,v)→ ωA/T rigI,v
⊗O
T
rig
I,v
̂πI,∗OT rig∞,v .
On a alors f˜ = (f ⊗ 1)(v0) ∈ R̂[1p ]. Comme f est N
−-invariante, f˜ est invariante sous N+0
et par conséquent est une section de R̂N
+
0 [1p ] = R̂N+0
[1p ], par 6.6.2.
De plus, la fonction F : I →̂RN
+
0 [1p ] définie par γ 7→ (v 7→ f˜(γ
−1 · v)) se prolonge en une
fonction analytique F (h) sur l’ouvert analytique N−(w) × T (u) × (N+)an de GLang , pour un
couple (u,w) de rationnels strictement positifs, de sorte que F (γ · h) = γ · F (h) pour tout
γ ∈ I. Mais comme f est algébrique, on peut définir F pour tout h ∈ GLang par la formule
F (h)(v) = f(th · HTI(v)) ; cette fonction est équivariante sous I par 8.1.2. Il résulte de la
section 3 que les q-développements classique et surconvergent sont compatibles :
(Comp) Φ∗ΣP (f) = Φ
∗
P (HTI
∗(f))
par le principe du q-développement surconvergent 7.3.3, on en déduit que HTI∗ est injective.
Enfin, toujours par le Lemme 8.1.2, on voit que si f(t ·ω) = tk ·f(ω), on a f˜(t0 ·v) = t
−k
0 · f˜(v)
pour tout t0 ∈ T0, de sorte qu’en comparant le Lemme 7.1.1 et la Définition 7.4.1, on conclut
que HTI∗ préserve les poids classiques.
Si f est cuspidale, il en est de même pour HTI∗(f), c’est à dire que cette forme surconver-
gente satisfait les conditions de cuspidalité 7.3.4. Ceci résulte de (Comp). 
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8.2. Relation avec les formes surconvergentes. Dans un travail récent, Andreatta-Iovita-
Pilloni [3] ont défini des formes de Siegel surconvergentes (et ont développé la théorie des
familles pour ces formes). On va rappeler brièvement leur construction. On renvoie aux sections
4 et 5 de [3] pour les détails. L’ingrédient-clé est l’étude des applications de Hodge-Tate
associées aux sous-groupes canoniques supérieurs.
Soit n ≥ 1 et vn < 12pn−1 (ou vn <
1
3n si p = 3). On fixe une extension finie K de K
telle que vn ∈ v(OK) et on note encore X f , Xrig... les schémas formels, resp. espaces rigides,
changement de base de W à OK, resp. de Kà K. Soit Hn le sous-groupe canonique défini par
Fargues et Tian [16] sur Xrig(vn), et même sur le modèle formel canonique X f(vn) (sur OK),
qui prolonge le groupe de type multiplicatif A[pn]◦ sur X f(0) ; c’est un schéma en groupes fini
et plat sur X f(vn), étale sur Xrig(vn), localement libre de rang g sur Z /pn Z ; soit HDn son
dual de Cartier. Soit HTn,class : HDn → ωHn/Xf (vn), x 7→ x
∗(dTT ) l’application de Hodge-Tate
classique sur X f(vn). Rappelons [3, Prop.4.2] que pour tout w ∈
]
0, n − vn ·
pn
p−1
]
∩ v(OK), le
morphisme de restriction ωA/Xf (vn) → ωHn induit un isomorphisme de faisceaux sur X
f(vn) :
ωA/Xf(vn) ⊗OXf (vn)/(p
w) ∼= ωHn ⊗OXf (vn)/(p
w).
Proposition 8.2.1. ([3, Prop. 4.4]) Soit v < 12 . Il existe un sous-faisceau F ⊂ ω|Xf (v) lo-
calement libre de rang g tel que pour tout n ≥ 1 et pour tout vn <
1
2pn−1
(ou vn <
1
3n si
p = 3),
(i) on a p
vn
p−1 · ω ⊂ F ⊂ ω sur X f(vn) ;
(ii) pour tout w ∈
]
0, n− vn ·
pn
p−1
]
, il y a une application HTn,w : H
D
n → F/p
wF induite par
l’application de Hodge-Tate sur X f(vn), qui induit un isomorphisme HTn,w ⊗1: H
D
n ⊗
OXf(vn)/(p
w)→ F/pwF .
Considérons l’espace rigide Θn,vn = IsomXrig(vn)(µ
g
pn ,Hn) ; c’est l’espace de modules des
Z /pn Z-bases de Hn(−1). Si v est une telle base, sa base duale v∨ fournit une base de HDn.
Rappelons que sur Xrig(vn), on a L /pn L = Hn, de sorte que Θn,vn = Tn,vn , et en particulier
pour n = 1, TI,v1 classifie les drapeaux de H1 sur X
rig(v1) dont les quotients successifs sont
étale-isomorphes à Z /pn Z.
Soit T fI,vn(F) = IsomT fI,vn
(Og
T fI,vn
,F), resp. T fI,vn(F/p
wF) = IsomT fI,vn
(
(OT fI,vn
/(pw))g,F/pwF
)
,
le schéma formel au dessus-de T fI,vn qui représente les bases ω de F , resp. de F/p
wF . Soit
πvn,w : T
f
I,vn
(F) → T fI,vn(F/p
wF) le morphisme induit par la réduction modulo pw. Ce mor-
phisme est un torseur sous le sous-groupe de congruence analytique Γ(w) = N+(w)T (w)N−(w)
de GLg. On définit une application de Hodge-Tate-Igusa pour (vn, w) :
HTIvn,w,class : Θn,vn → T
f
I,vn(F/p
wF)
v = (v1, . . . , vg) 7→ (HTn,class(v
∨
1 ), . . . ,HTn,class(v
∨
g ))
On forme alors le schéma formel T fI,vn,w(F) produit fibré de HTIvn,w,class et πvn,w au-dessus
de T fI,vn(F/p
wF). Il représente les couples (v, ω) où v est une base de HDn et ω une base de F ,
tels que HTIvn,w,class(v) = πvn,w(ω). Soit f : T
f
I,vn,w
(F) → T fI,vn(F) la projection (v, ω) 7→ ω ;
Rappelons [3, Prop.5.2] que si w > n − 1 + vnp−1 , cette projection f est un isomorphisme sur
son image. En d’autre termes, si pour une base ω de F , il existe une base v de HDn telle que
HTIvn,w(v) = πvn,w(ω), la base v est unique.
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Soit n ≥ 1, vn < 12pn−1 et w ∈
]
n− 1 + vnp−1 , n − vn
pn
p−1
]
. Fixons u ≥ w ; soit T0N
−
0 le sous-
groupe compact de B−,an, image de T0N
+
0 par l’involution γ 7→
tγ−1. L’action de T0N
+
0 sur
T rig(F)vn,w donnée, pour tout couple de bases (v, ω), par γ · (v, ω) = (
−1γv, γ ·ω) se prolonge
au groupe T (u) × N−(w), qui est un voisinage affinoïde de T0N
−
0 dans B
−,an. En effet, si
|ν−−n−0 | ≤ p
−w et |λ−1t0−1| ≤ p−u, on a πvn,w(λν
− ·ω) = πvn,w(t0n
+
0 ·ω) = HTIvn,w(
tγ−1 ·v),
où γ = t0n
+
0 . On voit donc que λν
+ · ω définit bien un point de T f(F)vn,w. On s’intéresse
en fait au quotient N−(w)\T rigI,vn,w(F), noté IW
◦,+
w dans [3, Sect.5.3]. Il est muni de l’action
à gauche du groupe T0 qui se prolonge en une action analytique de T (u) si u ≥ w, induite
par l’action algébrique de T sur N−\T . On note encore π : T rigI,vn,w(F) 7→ T
rig
I,vn
la projection
induite par T rigI = T
rig ×Xrig T
rig
I,v → T
rig
I,v .
Pour u ≥ w ainsi fixé, pour tout point κ de l’ouvert affinoïde Uu de W, les faisceaux
ωκ,AIPv,w , resp. ω
κ,AIP
v,w,! des formes de Siegel (vn, w)-surconvergentes resp. cuspidales (vn, w)-
surconvergentes, définis par Andreatta-Iovita-Pilloni [3, avant la Def.5.4], sont donnés par
ωκ,AIPvn,w =
(
π∗OT rigI,vn,w(F)
)N−(w)
[−κ], resp. ωκ,AIPvn,w,! =
(
π∗OT rigI,vn,w(F)
)N−(w)
[−κ](−D).
Les sections sont des fonctions sur T rig(F)vn,w telles que f(λν
− · ω) = κ(λ) · f(ω). L’espace
des formes (vn, w)-surconvergentes de poids κ défini par Andreatta-Iovita-Pilloni [3, Def.5.4]
est alors donné par MAIPκ = H
0
(
Xrig(v), ωκ,AIPvn,w
)
, resp. SAIPκ = H
0
(
Xrig(v), ωκ,AIPvn,w,!(−D)
)
.
Notons alors que le Th.6.7.3 affirme non seulement qu’on a V ∨(1) ⊗ Z /pn Z = HDn sur
Xrig(vn), mais aussi que HT⊗ IdZ /pn Z et HTn,vn,w,class, de sorte que les applications de
Hodge-Tate-Igusa HTI modulo pw et HTIn,vn,w class coïncident sur Θn,vn = Tn,vn . Il en ré-
sulte que l’application HTI: T∞,v → T
rig
I définie dans la section précédente se factorise en
une application HTIvn,w : T∞,v → T
rig
I,vn,w
(F). Elle définit, pour tout poids p-adique κ ∈ Uu(L)
(pour L une extension finie de K), des morphismes de faisceaux
HTI∗vn,w : ω
κ,AIP
vn,w → O
κ
vn,w et HTI
∗
vn,w : ω
κ,AIP
vn,w,!
→ Oκvn,w,!
Pour tout n ≥ 1, et pour w ∈
]
n− 1 + vnp−1 , n − vn
pn
p−1
]
, en prenant u = w on a
Théorème 8.2.2. Pour tout κ ∈ Uw(L), (puisque u = w), les morphismes de faisceaux ci-
dessus sont des isomorphismes.
Démonstration. Soient w ∈
]
n−1+ vnp−1 , n−vn
pn
p−1
]
et f(ω) une section de
(
π∗OT rigI,vn,w(F)
)N−(w)
[−κ] ;
posons f˜(v) = f(HTI(v)). Pour tout affinoïde U = Spm(A) de TI,v, la fonction F : I →
R̂[1p ]
N+0 (U) définie par γ 7→ (v 7→ f˜(γ−1 · v)) se prolonge en une fonction analytique F (h) sur
l’ouvert analytique N−(w) × T (w) × (N+)an de GLang , de sorte que F (γ · h) = γ · F (h) pour
tout γ ∈ I. Il suffit de définir ce prolongement par la formule F (h)(v) = f(th · HTI(v)) pour
h ∈ N−(w)×T (w)×N+,an. Cette fonction est équivariante sous I par 8.1.2. Ceci montre que
f˜ est une section de Oκvn,w.
Réciproquement, soit g(v) une section de Oκvn,w et G(h) le prolongement analytique de
γ ∈ I 7→ γ · g à N−(w)×T (w)× (N+)an ; pour tout point ω de T rigI,vn,w(F), il existe un unique
vn ∈ Tn,vn tel que HTIvn,w,class(vn) = πvn,w(ω). Soit v ∈ T∞,vn relevant vn ∈ Tn,vn . Comme
πvn,w est un Γ(w)-torseur, il existe un unique h ∈ T (w)N
+(w) tel que ω = th · v. On définit
alors une fonction f sur T rigI,vn,w(F) par f(ω) = g(
th · HTI(v)) = G(h). C’est une fonction
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analytique de ω parce que G est une fonction analytique de h ; de plus f est une section de
ωκ,AIPvn,w . On a HTI
∗(f) = g. Cela montre que HTI∗ est un isomorphisme de ωκ,AIPvn,w sur O
κ
vn,w ;
il est T (w)-équivariant.
Il résulte de la section 7.3 que les q-développements des formes AIP et Igusa-surconvergentes
sont compatibles, de sorte que la cuspidalité est préservée. Ceci montre l’isomorphisme entre
les faisceaux de formes cuspidales surconvergentes. 
La même démonstration s’étend pour les familles : pour u = w, soit κu : Uu → A(Uu)× le
caractère universel associé à Uu. On définit ω
κu,AIP
vn,w,!
comme le κ−1u espace propre de(
π∗OT rigI,vn,w(F)
)N−(w)
⊗̂A(Uu),
et les morphismes de Hodge-Tate-Igusa en famille : HTI∗vn,w : ω
κu,AIP
vn,w,!
→ Oκuvn,w,!.
Proposition 8.2.3. Les morphismes HTI∗vn,w : ω
κu,AIP
vn,w,!
→ Oκuvn,w,! sont des isomorphismes de
faisceaux.
Ceci fournit une première démonstration du théorème d’orthonormalisabilité et de contrôle :
Théorème 8.2.4. Pour tout w = u et pour tout v = vn <
1
2p comme ci-dessus, on a les deux
énoncés :
1) les A(Uu)-modules de Banach S
κu
v,w(ΓB(p)) = H
0
(
TI,v × Uu,O
κu
v,w,!
)
sont projectifs,
2) pour tout κ ∈ Uu(L), le morphisme de spécialisation S
κu
v,w(ΓB(p)) → S
κu
v,w(ΓB(p)) est
surjectif.
Démonstration. Ceci résulte des corollaires 8.2.3.1 et 8.2.3.3 de [3]. 
Dans la section suivante on va donner une démonstration directe de ce théorème pour w ≥ u
et v < 12p quelconques, suivant les idées de l’appendice A de [3]. Notons que le théorème de
classicité démontré par Pilloni-Stroh [27] reste indispensable pour obtenir dans une famille
des spécialisations classiques en tout poids arithmétique grand par rapport à la pente. On
peut même supposer ces spécialisations classiques de niveau premier à p pour des poids très
réguliers.
9. Image directe et théorème de contrôle
9.1. Tour d’Igusa surconvergente compactifée. Considérons le morphisme propre
Π: X → X∗
de W -schémas entre la compactification toroïdale fixée et la compactification minimale arith-
métiques. Par définition de la hauteur de Hodge en terme de l’invariant de Hasse, il induit un
morphisme Π: X rig(v) → X∗,rig(v). On peut définir un modèle formel d’Andreatta-Gasbarri
X∗,f(v) sur OK de X∗,rig(v) en recollant les éclatements Spf(R∗0{X}/(hX − p
v) pour un re-
couvrement affine (Spf(R∗0))R∗0 de X
∗. Le morphisme Πf : X f → X∗,f fournit par changement
de base un morphisme propre au-dessus des modèles formels Πf : X f(v) → X∗,f(v) dont les
cartes locales ont été décrites par [3, Prop.8.7]. Rappelons cette description.
Les strates deX∗,f(v) sont les éclatements d’Andreatta-Gasbarri Y fP (v) des variétés de Siegel
YP associées à la classe [P ] modulo Γ d’un sous-groupe parabolique propre maximal rationnel
P (cf. Section 3). Soit AP → YP la variété abélienne principalement polarisée avec structure
de niveau N universelle de genre r au-dessus de YP . Soit LP le réseau de rang g−r quotient de
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Zg tel que Sym2LP = U ′P (Z) ; soit TP = LP ⊗Gm
∼= G
g−r
m et EP = N ·U ′P (Z)⊗Gm. Décrivons
la normalisation X f(v) de X∗,f(v) dans X rig(v). Le diviseur à l’infini Df(v) = X f(v)\X f (v)
est muni d’une première stratification par les images inverses DfP (v) des Y
f
P (v), mais aussi
d’une autre plus fine.
Soit ΞP → BP le EP -torseur des 1-motifs polarisés au-dessus de BP = Ext
1
YP
(TP , AP ) =
Hom(LP , AP ) ∼= A
g−r
P . Soit B
f
P (v) = BP ×Y fP
Y fP (v). Pour tout cône τ ∈ ΣP , on forme les
immersions toroïdales relatives ΞP,τ (v) = ΞP,τ ×Y fP Y
f
P (v) ; elles se recollent en une immersion
toroïdale ΞP,ΣP (v)→ B
f
P (v) : ΞP,ΣP (v) =
⋃
σ∈ΣP
ΞP,τ (v).
Soit Σ˚P l’ensemble des cônes de ΣP contenus dans le sous-ensemble C˚P de CP des ma-
trices de U ′P (R) qui sont P -définies positives. Pour chaque cône polyédral σ ∈ Σ˚P , soit
ZP,σ(v) la strate fermée de ΞP,σ(v) ; ces strates se recollent pour former la strate fermée
ZP,ΣP (v) de ΞP,ΣP (v). La complétion Ξ̂P,ΣP (v) de ΞP,ΣP (v) le long de ZP,ΣP (v) Le couple
(ΞP,ΣP (v), ZP,ΣP (v)) est muni d’une action propre et libre du groupe discret ΓP,ℓ ; il en est
donc de même pour Ξ̂P,ΣP (v). Soit ΓP,σ le stabilisateur du cône σ dans ΓP,ℓ. C’est un groupe
fini, donc trivial si Γ est sans torsion. Il y a une stratification de DfP (v) en D
f
P,σ(v) pour
σ ∈ Σ˚P et des isomorphismes de schémas formels φP,σ pour tout σ ∈ Σ˚P de
φP,σ : Ξ̂P,σ(v)/ΓP,σ → X̂ f(v)DfP,σ(v)
où X̂ f(v)DfP,σ(v) désigne la complétion de X
f(v) le long de DfP,σ(v) ; ces isomorphismes se
recollent en un isomorphisme de schémas formels
φP,ΣP : Ξ̂P,ΣP (v)/ΓP,ℓ → X̂
f(v)DfP (v)
Par définition, sur ΞP,ΣP (v)/ΓP,ℓ, l’extension de Raynaud universelle 0→ TP → G˜P → AP →
0 est polarisée, et sur la complétion Ξ̂P,ΣP (v)/ΓP,ℓ, la construction de Mumford lui associe un
schéma semi-abélien GP . C’est le pull-back d’un schéma semi-abélien G → X f(v) associé a la
décomposition Γ-admissible Σ.
Pour P ∈ Π, soit LP le faisceau de monodromie surconvergente sur la varété de Siegel Y
rig
P
de genre r.
Proposition 9.1.1. Il existe un unique prolongement (encore noté L) à X rig(v) du faisceau de
monodromie surconvergente L sur Xrig(v) tel que pour tout P , φ∗P,ΣP L soit donné par la classe
de l’extension de LP par Tp(TP ) qui coïncide sur le lieu ordinaire avec la classe universelle
sur ΞP,ΣP (qui donne l’extension de Raynaud universelle 0→ TP → GP → AP → 0). De plus,
pour tout n ≥ 1 et pour tout rationnel vn <
v
2pn−1
, la restriction de Ln = L /p
n L à X rig(vn)
coïncide avec le sous-groupe canonique Hn.
Démonstration. 1) Existence et unicité du prolongement de L :
On définit L sur le lieu ordinaire de X rig(v) par TpG et par la construction de Brinon-
Mokrane sur Xrig(v). Ces deux définitions coïncident sur l’intersection donc fournissent L sur
la réunion, dont le complémentaire est de codimension au moins 2. Par la pureté rigide ([7,
Lemme 6.4]), il en résulte que le prolongement existe et est unique.
2) Restriction de L au-dessus des strates Y rigP :
Soit S un W -schéma formel admissible et 0 → Gsm → G → A → 0 un schéma semi-
abélien extension globale de A par Gsm sur S. Sa hauteur de Hodge en un point x de S est
36 BRINON, O., MOKRANE, A., AND TILOUINE, J.
définie comme celle de Ax ; on suppose Hdg(x) <
vBM
p pour tout x ∈ S. On se donne un
Frobenius surconvergent φ sur S ; Le groupe p-divisible G[p∞] admet un cristal de Dieudonné
(contravariant) D∗G sur S ([23]), qui est un cristal surconvergent de Hodge sur S. Par la
construction de [7], on associe à ce cristal surconvergent un faisceau LG sur S proétale sur
S[p−1]. On a une suite exacte de cristaux de Dieudonné contravariants 0 → D∗A → D
∗
G →
D∗T → 0. Le cristal D
∗
T est ordinaire de pente 1, de sorte que le cristal presque unité associé est
nul. Les faisceaux de monodromie surconvergente sur S, proétales sur S[p−1] satisfont donc :
LG = LA. On applique ceci auxW -schémas ΞP,ΣP (v)
f au-dessus des strates YP (v)f de X∗,f(v).
On obtient donc l’égalité LGP = LP où LP désigne le faisceau de monodromie surconvergente
pour la variété abélienne universelle AP → YP (v).
Il reste à voir qu’on a une suite exacte
0→ TpTP → φ
∗
P L→ LP → 0
où Tp(TP ) désigne le module de Tate du tore TP de rang g − r associé à P et que la classe
d’extension ainsi définie a pour restriction au lieu ordinaire la classe dans Ext(AP , TP ) donnée
par l’extension de Raynaud 0→ TP → GP → AP .
Par pureté il suffit de le vérifier sur l’ouvert U rig associé au schéma formel U = Uord ∪Ufin
où Uord = Ξf,ordP,ΣP et U
fin = ΞfP (v). Le complémentaire de U × k est de codimension au moins
2. On utilise pour cela l’appendice C. Par C.3.1, on a sur U un morphisme surjectif de log
F -cristaux
H1logcris
(
(Ξ˜
P,Σ˜P
/LP )|U/U
)
π∗P−−→ →D∗cris(GP /U)
avec un noyau de pente 0. Sur Ufin, on applique la construction (fonctorielle) de [7, Th.4.28]
à ces cristaux. On obtient une suite exacte de cristaux quasi-unités. Le faisceau de monodro-
mie surconvergente associé au cristal Hom(LP ,OΞP,ΣP ,cris) qui est de pente 0 n’est autre que
TpTP (−1). Celui associé à φ
∗
PH
1
cris(A/X
f(v)), restreint à Ufin,rig, est φ∗P L(−1)|Ufin,rig . Par ce
qui précède, celui associé à D∗GP est LAP (−1)|Ufin,rig . Par fonctorialité de la construction, on
trouve la suite exacte sur Ufin,rig qu’on cherchait :
(∗) 0→ TpTP → φ
∗
P L |Ufin,rig → LAP |Ufin,rig → 0
Sur Uord, on a φ∗P L = TpG
◦
P (−1), qui est donné par l’extension
0→ TpTP → TpG
◦
P → TpA
◦
P → 0,
qu’on peut réecrire par définition comme une suite exacte
0→ TpTP → φ
∗
P L→ LP → 0
Il reste à voir que ces deux suites coïncident sur Uord,rig ∩ Ufin,rig. La suite exacte
0→ TpTP → φ
∗
P L→ LP → 0
sera alors définie sur U rig, et se prolongera à ΞfP,ΣP par pureté par [7, Lemme 6.4].
Il suffit de voir que la suite exacte (∗) sur Ufin,rig, restreinte à Ufin,rig ∩ Uord,rig, est donnée
par la classe de l’extension 0→ TP → GP → AP → 0. Plus précisément, on va montrer qu’elle
est déterminée par l’image de cette classe par le morphisme
Ext(AP , TP )→ Ext
µ(TpA
◦
P ,TpT
◦
P )
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à valeurs dans le groupe des extensions dans la catégorie de « faisceaux lisses proétales de
type multiplicatif » sur U rig,ord (c’est à dire pour nous, la catégorie des modules de Tate des
groupes p-divisibles de type multiplicatif).
Sur le schéma formel Ufin,f , la correspondance de Katz inverse K−1 établit une équivalence
de catg´ories entre les cristaux unités et les faisceaux lisses proétales. Le foncteur de Brinon-
Mokrane U 7→ L(−1) de la catégorie des cristaux presque unités sur l’ espace rigide Ufin,rig
vers la catégorie des faisceaux lisses proétales sur Srig coïncide avec K−1[p−1] sur la sous-
catégorie des cristaux unités. Sur U rig,ord, la suite (∗) tordue par (−1) est donc l’image par la
correspondance K−1[p−1] de la suite exacte
(∗∗) 0→ L∗P ⊗OUfin,ord,cris→H
1
cris(A/U
fin,ord)h=0
π∗◦π∗P−−−−→ H1cris(AP /U
fin,ord)h=0 → 0
Les classes d’extension définies par (∗) et (∗∗) sont donc les mêmes.
Par [15, VI. Th.1.1.(iii)], on a ωA/U (dlog)
∨ = Lie(GP /U). On sait que sur Ufin,ord, on a un
scindage
H1cris(A/U
fin,ord) = H1cris(A/U
fin,ord)h=0 ⊕ Fil1 H1cris(A/U
fin,ord)
de sorte qu’on a un diagramme commutatif dont les flèches verticales sont des isomorphismes :
H1cris(A/U
fin,ord)h=0
π∗◦π∗P//

H1cris(AP /U
fin,ord)h=0

Lie(GP /U
fin,ord)
π∗ // Lie(AP /U
fin,ord)
Sur la catégorie des groupes p-divisibles de type multiplicatif, le foncteur G 7→ Lie(G) est
une équivalence de catégories. En effet, pour un groupe p-divisible G de type multiplicatif,
l’extension vectorielle universelle G♯ s’identifie à G, de sorte que le module de Dieudonné (co-
variant) D(G) s’identifie à Lie(G). Par conséquent, la différentiation induit une injection de
groupes Extµ(TpA
◦
P ,TpT
◦
P ) →֒ Ext(Lie(AP ), Lie(TP )). Par cette injection, la classe de l’exten-
sion (∗∗) a pour image l’image de l’extension de Raynaud. On voit donc que ces deux éléments
de Extµ(TpA
◦
P ,TpT
◦
P ) ont même image dans Ext(Lie(AP ), Lie(TP )), ils sont donc égaux. Ceci
démontre que la suite (∗) est bien donnée sur le lieu ordinaire par l’extension de Raynaud
universelle. 
Soit Q ∈ Π0 un conjugué rationnel du parabolique de Siegel ; il correspond au choix d’un
lagrangien LQ de Z2g ; soit [Q] sa classe de Γ-conjugaison (i.e. une pointe de X∗, dans le
langage classique). On lui associe une tour d’Igusa compactifiée (T
[Q],rig
n,v )n définie comme
suit :
T
[Q],rig
n,v = IsomX rig(v)(TQ[p
n],Ln) pour toutn ≥ 1.
Désormais, pour alléger les notations, on omet la référence au choix de [Q], et on note T
rig
n,v cet
espace ; mais il est bon de la garder en mémoire. Par conjugaison, on se ramène au cas Q = P0,
et on se permettra donc de noter T
rig
n,v = IsomX rig(v)(µ
g
pn ,Ln). L’identification Q = P0 fixe aussi
un Borel standard du Levi standard de Q et donc un sous groupe d’Iwahori I = N−1 T0N
+
0 .
On note T
rig
I,v le quotient de T
rig
1,v par B(Z /pZ), et π
rig
I : T
rig
N+0 ,v
= T
rig
∞,v/N
+
0 → T
rig
I,v. Ce
sont des espaces connexes. On définit les modèles entiers T
f
I,v, T
f
N+0 ,n,v
, T
f
N+0 ,v
, comme les
normalisations de X f(v) dans T
rig
I,v, T
rig
N+0 ,n,v
, resp. T
rig
N+0 ,v
.
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9.2. Formes surconvergentes entières et réduction modulo pm. On a un modèle entier
πfI : T
f
N+0 ,v
→ T
f
I,v, ce qui fournit un faisceau
̂πfI,∗OT f
N+
0
,v
sur le schéma formel T
f
I,v. On peut
alors définir un sous-faisceau Ou,fv,w,! de ce faisceau.
Soit N l’entier tel que N − 1 < w ≤ N , et soit N−(w)f le W -schéma formel associé à la
réunion finie des δ-polydisques fermés N−(w, x) de rayon p−w de centre x = (x1, . . . , xδ) avec
δ = g(g−1)2 et où chaque xi parcourt un système de représentants de pZp /p
N+1Zp ; de même,
soit M l’entier tel que M − 1 < u ≤ M soit T (u)f le schéma formel associé à la réunion
finie des g-polydisques fermés T (w, y) de rayon p−u de centre y = diag(y1, . . . , yg) où chaque
yi parcourt un système de représentants de 1 + pZp /(1 + pM+1Zp). On considère le modèle
entier A(N−(w)f ×T (u)f , R̂∞) de A(N−(w)×T (u), R̂∞[p−1]) consistant à prendre des séries
à coefficients dans R̂∞ (et tendant vers 0). On forme alors le faisceau
Ou,fv,w,! =
̂πfI,∗OT
N+
0
,v
∩A
(
N−(w)f × T (u)f , ̂π˜fI,∗OT∞,v
)
Notons que le conoyau de Ou,fv,w,! →
̂πfI,∗OT∞,v est sans p-torsion. Pour tout κ ∈ Uu(L), on
définit comme dans 7.4 le faisceau Rκ
N+0
= πf
B+0 ,I,∗
Ωκ,fv sur T
f
I,v.
On introduit de même R̂κu
N+0
sur T
f
I,v ×U
f
u. Pour cela, on forme le faisceau Ω
κu
v des sections
rigides du fibré en droites (T
rig
∞ ×U
rig
u )
B+0
× A1 au-dessus de T
rig
B+0
×U rigu ; la relation d’équivalence
étant donnée par ((ξ · t0, κ), λ) ∼ ((ξ, κ), κ(t0)λ), où l’on peut réécrire κ(t0) comme κu(t0)(κ).
On considère le schéma quotient T
f
B+0 ,v
= T
f
N+0 ,v
/T0 ; notons que, comme dans 9.5, nous ne
savons pas s’il coïncide avec le normalisé de T
f
I,v dans T
rig
B+0 ,v
. Il est muni d’un morphisme
fini πf
B+0
: T
f
B+0 ,v
→ T
f
I,v. On définit un modèle entier Ω
κu,f
v sur T
f
B+0 ,v
× U fu de Ω
κu
v comme le
faisceau des sections formelles du fibré en droite
T
κu,f
N+0 ,v
= (T
f
N+0 ,v
× U fu)
T0
× A1,f
On peut aussi l’écrire comme Ωκu,fv =
(
O
T
f
∞,v×U
f
u
)
∩Ωκuv .
On pose alors
Rκu
N+0
= (πf
B+0
× Id
Ufu
)∗Ω
κu,f
v
On définit alors le faisceau Oκ,fv,w,! sur T
f
I,v , resp. O
κu,f
v,w,! sur T
f
I,v × U
f
u comme le produit fibré
de faisceaux
Oκ,fv,w,! = R̂
κ
N+0
(−D)×
C(N−1 ,R̂
κ
N+0
)
A(N−(w)f , R̂κ
N+0
)
resp.
Oκu,fv,w,! = R̂
κu
N+0
(−D)×
C(N−1 ,R̂
κu
N+
0
)
A(N−(w)f , R̂κu
N+0
).
Pour tout sous-schéma formel affine Spf R ⊂ T fI,v, on a
Oκ,fv,w,!(Spf R) = R̂
κ
N+0
(−D)×A(N−(w)f , R̂κ
N+0
(−D))N
−
1
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resp. pour tout sous-schéma formel affine Spf(R⊗̂WS) ⊂ T fI,v × U
f
u
Oκu,fv,w,!(Spf(R⊗ S)) = R̂
κu
N+0 ,S
(−D)×
C(N−1 ,R̂
κu
N+
0
,S
)
A(N−(w)f , R̂κu
N+0 ,S
)
où RN+0 ,S
= RN+0
⊗̂WS.
Notons que le faisceau Oκu,fv,w,! sur le schéma formel T
f
I,v × U
f
u est le κu-sous-espace propre
pour l’action de T0 sur O
u,f
v,w,!⊗̂WOU fu . Encore une fois, le conoyau de O
κu,f
v,w,! → O
u,f
v,w,!⊗̂WOU fu
est sans p-torsion.
Pour chaque m ≥ 1, on note N−(w)m le schéma affine réduction modulo pm de N−(w)f .
La réduction Oκv,w,!,m = O
κ,f
v,w,!/p
mOu,fv,w,! modulo p
m s’écrit alors
Oκv,w,!,m(Spec(R/p
mR) = (Rκ
N+0
/pmRκ
N+0
)(−Dm)×C(N−1 ,RκN+0
/pmRκ
N+0
)ON−(w)m⊗R
κ
N+0
/pmRκ
N+0
)
Soit κm : T0 → (OCp/p
mOCp)
× ; il n’est pas difficile de montrer que pour chaque m il existe
un entier nm tel que pour tout n ≥ nm le caractère κm se factorise à travers le quotient
T0 → T (Z /p
n Z). Le plus petit tel nm sera noté Cond(κm). Soit N
+
n,0 = N
+(Z /pn Z) ; le
module Oκv,w,!,m(Spec(R/p
mR)) peut s’écrire comme la réunion pour n ≥ cond(κm) des
Oκv,w,!,n,m(Spec(R/p
mR) = (Rκ
N+0 ,n
/pmRκ
N+0 ,n
)(−Dn,m)×C(N−1 ,Rn/pmRn)
ON−(w)m ⊗Rn/p
mRn
Pour m fixé, considérons la fonction Uu → N donnée par κ 7→ Cond(κm). Cette fonc-
tion est localement constante sur l’affinoïde Uu de sorte qu’elle présente un maximum, noté
Cond(κu,m). Soit Uu,m la réduction modulo pm du schéma formel affine U fu. Pour n ≥ Cond(κu,m),
le caractère κu,m : T0 → H0(Uu,m,OUu,m)
× se factorise à travers le quotient T0 → T (Z /pn Z).
Définition 9.2.1. Soit Oκuv,w,m,! la réduction modulo p
m de Oκu,fv,w,! ; et soient O
κu,m
v,w,n,m,! (pour
n = 1, . . .) les faisceaux cohérents donnés sur Spec(R/pmR ⊗ S/pmS) par le produit fibré de
modules
(Rκu
N+0 ,S,n
/pmRκu
N+0 ,S,n
)(−Dn,m)×C(N−1 ,Rn/pmRn⊗S/pmS)
ON−(w)m ⊗Rn/p
mRn ⊗ S/p
mS.
On voit que le faisceau Oκuv,w,m,! est réunion croissante des O
κu,m
v,w,n,m,!.
Considérons le morphisme propre de K-espaces rigides ΠI : XB(p)rig → XB(p)∗,rig de com-
pactification toroïdale fixée vers la compactification minimale de niveau iwahorique. On peut
définir XB(p)rig(v), XB(p)∗,rig(v) en termes de la hauteur de Hodge, et la restriction de ΠI à
XB(p)
rig(v) applique cet ouvert dans XB(p)∗,rig(v).
Lemme 9.2.2. Pour v assez petit fixé, l’espace T
rig
I,v s’identifie à la composante connexe conte-
nant le lieu où le sous-groupe lagrangien H ′ est de type multiplicatif, dans la compactification
toroïdale XB(p)
rig.
En effet, le diagramme du corollaire 6.7.6 se prolonge aux compactifications toroidales :
T
rig
1,v
//

X rigU (p)

X rig(v) // X rigQ (p)
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Ceci résulte de la propriété "presque universelle" du schéma semi-abélien sur XQ(p)rig (voir
[15, lIV.6.10 Cor.3]) et de la Prop.9.1.1, puis on divise le morphisme T
rig
1,v → X
rig
U (p) par
BGL(Z /pZ) = (BSp/U)(Z /pZ), ce qui donne le morphisme T
rig
I,v → X
rig
B (p) de l’énoncé.
Soit alors T ∗I,v l’image de T
rig
I,v par ΠI . On définit alors T
∗,f
I,v comme la normalisation de
X∗,f(v) dans T ∗I,v. Il est muni d’un morphisme fini T
∗,f
I,v → X
∗,f(v) et d’un morphisme ΠfI : T
f
I,v →
T ∗,fI,v compatible avec le morphisme Π
f : X f(v)→ X∗,f(v).
Pour tout m ≥ 1, notons ΠI,m la réduction modulo pm de ΠfI : T I,v → T
∗,f
I,v . Le but du reste
de la section 9 est de montrer le
Théorème 9.2.3. 1) Changement de base : Pour tout couple d’entiers (ℓ,m) tel que 1 ≤ ℓ ≤
m, on note iℓ,m : T
∗,f
I,v,ℓ →֒ T
∗,f
I,v,m l’immersion fermée associée à (ℓ,m). On a
i∗ℓ,m(ΠI,m × 1)∗O
κu
v,w,m,! = (ΠI,ℓ × 1)∗O
κu
v,w,ℓ,!.
2) Acyclicité : pour tout m ≥ 1 et pour tout i > 0, on a RiΠI,m,∗O
κ
v,w,m,! = 0 et R
i(ΠI,m ×
IdUu,m)∗O
κu
v,w,m,! = 0.
9.3. Restriction de ΠfI aux strates du bord. On va décrire la restriction de Π
f
I au bord
de ces "modèles entiers des compactifications dans la direction de l’infini" (et pas dans la
direction de non-ordinarité). Le diagramme commutatif
T
rig
I,v
ΠI //
πI,∅

T ∗,rigI,v
π∗
I,∅

X rig(v)
Π // X∗,rig(v)
induit sur les modèles entiers le diagramme commutatif
T
f
I,v
ΠfI //
πf
I,∅

T ∗,fI,v
π∗,f
I,∅

X f(v)
Πf // X∗,f(v)
Rappelons que nous avons fixé une classe [Q] de paraboliques de Siegel ; soit Q ∈ [Q] ; on note
Π[Q], resp. ΠQ, l’ensemble des paraboliques contenant le radical unipotent d’un élément de
[Q], resp. de Q. Pour ΓQ = Γ∩Q, on a Π[Q]/Γ = ΠQ/ΓQ ; en effet, tout P ∈Π[Q] possède un
Γ-conjugué qui contient le radical unipotent UQ de Q. Soit P ∈ ΠQ ; le sous-espace isotrope
LP stable par P est contenu dans le lagrangien LQ stable par Q et on a une décomposition
canonique LQ = LP,ℓ ⊕ LP,h, d’où une décomposition canonique du tore TQ associé à LQ
en TP,ℓ × TP,h. Rappelons que pour simplifier les notations, nous avons pris Q = P0. On a
donc une décomposition du tore standard Ggm = TP,ℓ × TP,h, resp. du groupe multiplicatif
µgps = TP,ℓ[p
s] × TP,h[p
s]. Considérons la strate Y fP (v) de X
∗,f(v) associée à P . Soit L1,P le
faisceau de monodromie surconvergente modulo p sur Y rigP (v). Il coïncide avec le sous-groupe
canonique H1,P d’échelon 1 et est donc fini et plat sur Y
rig
P (v).
Soit T rig1,P,v = IsomY rigP (v)
(TP,h[p],L1,P ) la variété rigide d’Igusa d’échelon 1 au-dessus de
Y rigP (v) et soit T
rig
I,P,v son quotient par BP,h(Z /pZ) où BP,h désigne le sous-groupe de Borel
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de MP,h obtenu par projection de B ∩P dans MP,h. On note T fI,P,v la normalisation de Y
f
P (v)
dans T rigI,P,v. Avec ces notations, on a le
Lemme 9.3.1. Le morphisme π∗,fI,∅ est fini ; le schéma T
∗,f
I,v est muni d’une stratification natu-
relle, indexée par [P ] ∈ Π[Q]/Γ (ou par P ∈ ΠQ/ΓQ) ; l’ensemble des composantes irréductibles
de la r-strate est en bijection avec l’ensemble Π[Q],r/Γ des Γ-classes de conjugaison de Π[Q],r ;
pour [P ] ∈ Π[Q],r/Γcomposante irréductible associée à [P ] est isomorphe à T
f
I,P,v. Cette stra-
tification est compatible par π∗,fI,∅ avec la stratification de X
∗,f(v) : cette application induit une
bijection sur l’ensemble des strates et pour tout [P ] ∈ Π/Γ, π∗,fI,∅ envoie la strate T
f
I,P,v sur la
strate Y fP (v).
Démonstration. Montrons d’abord l’énoncé pour les fibres rigides. L’espace T ∗,rigI,v est un ouvert
affinoïde connexe deX∗,rigB (p) qui s’identifie à la composante connexe de X
∗,rig
B (p)(v) contenant
le lieu où le sous-groupe lagrangien H ′ est de type multiplicatif. Les composantes irréductibles
des strates de X∗,rigB (p) sont des variétés de Siegel de niveau iwahorique Y
rig
P,BP,h
(p). On sait que
T rigI,P,v s’identifie à la composante connexe de Y
rig
P,BP,h
(p)(v) contenant le lieu où le sous-groupe
canonique H ′P de AP est de type multiplicatif. Pour la fibre rigide T
∗,rig
I,v de T
∗,f
I,v , l’énoncé du
Lemme revient à dire que l’on a T ∗,rigI,v ∩ Y
rig
P,BP,h
= T rigI,P,v, ce qui résulte des définitions.
Pour passer aux modèles entiers, rappelons [33] qu’on peut définir des compactifications
toroïdale et minimale XB(p)Zp et X
∗
B(p)Zp , normales sur Zp. Par [33, Théorème principal],
la [P ]Γ0(p)-strate de X
∗
B(p)Zp est réunion (finie) d’espaces de modules YP,BP,h,Zp , modèles
entiers des variétés de Shimura (à mauvaise réduction) YP,BP,h. Le schéma formel T
f
I,P,v est
une composante irréductible du modèle formel d’Andreatta-Gasbarri Y fP,BP,h(v). Ceci permet
de choisir une section de la projection de l’ensemble des Γ0(p)-orbites [P ]Γ0(p) vers l’ensemble
des Γ-orbtes [P ] ; qu’on notera encore [P ]. L’immersion ouverte T ∗,rigI,v → X
∗,rig
B (p) induit par
normalisation une immersion fermée de T ∗,fI,v dans le schéma formel normal X
∗,f
B (p)(v), qui est
relativement irréductible au-dessus de X∗,fB (p). On voit alors que les immersions localement
fermées T rigI,P,v →֒ T
∗,rig
I,v se prolongent par normalisation en des immersions localement fermées
T fI,P,v →֒ T
∗,f
I,v dont les images sont irréductibles ; lorsque P parcourt [P ]Γ0(p), ces images
forment un recouvrement de la [P ]-strate de T ∗,fI,v ; en effet cette strate est l’intersection avec
T ∗,fI,v de la [P ]Γ0(p)-strate de X
∗,f
B (p)(v). 
Pour tout parabolique maximal rationnel propre P , soit BfI,P (v) = B
f
P (v) ×Y fP (v)
TI,P,v,
ΞI,P (v) = ΞP (v) ×Y fP (v)
TI,P,v le EP -torseur sur BI,P (v) obtenu par changement de base
à TI,P,v. Soit ΞI,P,σ(v), resp. ΞI,P,ΣP (v) les immersions toroidales de ΞI,P (v) au-dessus de
BfI,P (v) obtenues par changement de base de B
f
P (v) à B
f
I,P (v) ; soit ZI,P,σ , resp. ZI,P,ΣP ,
la strate fermée de ΞI,P,σ(v), resp. ΞI,P,ΣP (v). Soit D
f
I,P,σ(v), resp. D
f
I,P (v), le pull-back de
DfP,σ(v) , resp. de D
f
P,σ(v), par π
f
I,∅.
Lemme 9.3.2. La complétion de T
f
I,v le long de D
f
I,P,σ(v), resp. D
f
I,P (v), est isomorphe au
quotient par ΓP,σ, resp. par ΓP,ℓ de la complétion Ξ̂I,P,σ(v) de ΞI,P,σ(v) le long de ZI,P,σ, resp.
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de ΞI,P,ΣP (v) le long de ZI,P,ΣP ; de plus, les isomorphismes
φI,P,σ : Ξ̂I,P,σ(v)/ΓI,P,σ → (T̂
f
I,v)DfI,P,σ(v)
, φI,P,σ : Ξ̂I,P,σ(v)/ΓI,P,ℓ → (T̂
f
I,v)DfI,P,σ(v)
sont les changements de bases de φP,σ, resp. φP,ΣP à T
f
I,P,v.
9.4. Cartes locales en niveau ps pour 1 ≤ s ≤ ∞. Dans cette section et la suivante,
comme l’indice de surconvergence v ne varie pas, on l’omettra dans tous les termes de la tour
d’Igusa. On notera par exemple, pour tout s ≥ 1, T
rig
N+0 ,s
au lieu de T
rig
N+0 ,s,v
. Notons DI,P
resp. Ds,P l’image inverse de DP dans T
rig
I , resp. T
rig
s (ou dans T
rig
N+0 ,s
). La complétion du
morphisme π˜rigs,I le long de Ds,P s’insère dans un diagramme commutatif
Ξ̂rigs,P,ΣP (v)/ΓP,ℓ
φs,P //

(T̂
rig
s )Ds,P
π˜s,I

Ξ̂rigI,P,ΣP (v)/ΓP,ℓ
φI,P // (T̂
rig
I )DI,P
où l’on a posé
Ξrigs,P,ΣP (v) = IsomΞrigP,ΣP (v)
(µgps , φ
∗
P,ΣP
Ls)
resp.
ΞrigI,P,ΣP (v) = Ξ
rig
1,P,ΣP
(v)/B(Z /pZ),
et où les flèches horizontales sont des isomorphismes I-équivariants. On a de même en quo-
tientant la première ligne par N+0 :
(Ξ̂rigs,P,ΣP (v)/ΓP,ℓ)/N
+
0
φs,P //

(
̂
T
rig
N+0 ,s
)Ds,P
πs,I

Ξ̂rigI,P,ΣP (v)/ΓP,ℓ
φI,P // (T̂
rig
I )DI,P
et en prenant la limite projective quand s → ∞ et en prenant les produits contractés par T0
agissant sur la droite affine par κ :
Ξ̂κ,rigN+0 ,P,ΣP
(v)/ΓP,ℓ
φ∞,P //

(
̂
T
κ,rig
N+0
)D∞,P
πs,I

Ξ̂rigI,P,ΣP (v)/ΓP,ℓ
φI,P // (T̂
rig
I )DI,P
où l’on a posé
Ξ̂κ,rigN+0 ,P,ΣP
(v) = Ξ̂rig∞,P,ΣP (v)
B+0
× A1
et
(
̂
T
κ,rig
N+0
)D∞,P = (T̂
rig
∞ )D∞,P
B+0
× A1
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Soit BP,h le Borel de MP,h image de B ∩P par la projection P →MP,h soit N
+
P,h le radical
unipotent de BP,h ; pour alléger la notation, on note encore N
+
P,h le groupe de ses Zp-points
(qu’on devrait noter N+P,h,0) ; soit IP,h le sous-groupe d’Iwahori de MP,h(Zp) associé à BP,h.
On a des tours d’Igusa surconvergentes T rigP,s → T
rig
IP,h
et T rig
P,N+P,h,s
→ T rigIP,h au-dessus de l’ouvert
Y rigP (v) de la variété de Siegel Y
rig
P , données par :
T rigP,s = IsomY rigP (v)
(TP,h[p
s],LP,s)
qui est l’espace des (Z /ps Z)-bases de LP,s(−1), et
T rig
P,N+P,h,s
= Isom
Y rigP (v)
(TP,h[p
s],LP,s)/N
+
P,h
qui est l’espace des drapeaux complets de LP,s(−1) munis de rigidifications τi : Z /ps Z ∼=
gri LP,s(−1), i = 1, . . . , r. De même, en notant Tp TP,h le module de Tate du tore TP,h, on
forme
T rigP,∞ = IsomY rigP (v)
(Tp TP,h,LP )
et
T rig
P,N+P,h
= Isom
Y rigP (v)
(Tp TP,h,LP )/N
+
P,h.
Notons que
ΞrigI,P,ΣP (v) = Ξ
rig
P,ΣP
(v)×
Y rigP (v)
T rigP,IP,h.
Par 9.1.1, l’extension de Raynaud sur ΞrigP,ΣP (v) fournit pour chaque s ≥ 1 un dévissage
0→ TP,ℓ[p
s]→ φ∗P,ΣP Ls → LP,s → 0.
Soient Is, IP,s, IP,?,s, resp.WP,s, les réductions mod. ps du groupe I, de I∩P , de sa projection
IP,? dans MP,? pour ? ∈ {ℓ, h}, resp. du groupe WP des Zp-points du radical unipotent de
MQ ∩ P (qui s’identifie à Hom(LP,ℓ, LP,h)). On voit que T
rig
P,s → T
rig
IP,h
est un IP,h,s-torseur
étale. Considérons le IP,s-torseur étale des isomorphismes filtrés, resp. le IP,ℓ × IP,h-torseur
des isomorphismes gradués :
Ξrigs,P,ΣP ,fil(v) = IsomΞrigP,ΣP (v),fil
(TP,ℓ[p
s]× TP,,h[p
s], φ∗P,ΣP Ls)
et
Ξrigs,P,ΣP ,gr(v) = IsomΞrigP,ΣP (v),gr
(TP,ℓ[p
s]× TP,h[p
s], φ∗P,ΣP Ls) = IP,ℓ,s × T
rig
P,s
Le premier représente les bases de φ∗P,ΣP Ls(−1) adaptées au dévissage 9.1.1, le second, les
couples (gP,ℓ, ψP,h) où gP,ℓ ∈ IP,ℓ,s et ψP,h est une base de LP,s(−1). Le morphisme canonique
ξP : Ξ
rig
s,P,ΣP ,fil
(v)→ Ξrigs,P,ΣP ,gr(v) est un torseur sousWP,s. Montrons que ce torseur est trivial.
La donnée d’une base de LP,s(−1) induit une base de φ∗P,ΣP L(−1), donc la donnée d’une
trivialisation du IP,h-torseur T
rig
P,s fournit aussi (non canoniquement) une trivialisation du Is-
torseur Ξrigs,P,ΣP ,fil(v) → Ξ
rig
I,P,ΣP
(v). On applique cela au point tautologique de T rigP,s et on
obtient une section de ξP .
Soit T rigP,s = (IP,ℓ,s × T
rig
P,s) ⋉ WP,s. L’action de IP,s sur IP,ℓ,s × T
rig
P,s se factorisant par la
projection IP,s → IP,s/WP,s = IP,ℓ,s × IP,h,s et le symbole de produit semi-direct signifie que
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l’action de IP,s sur ce produit est donnée par multiplication à droite comme suit : si on écrit
g′ ∈ IP,s = (IP,ℓ,s × IP,h,s)⋉WP,s comme g′ = (m′P , w
′) avec m′P = (g
′
P,ℓ, g
′
P,h), on a
((gP,ℓ, ψP,h), w) ◦ (m
′
P , w
′) = ((gP,ℓg
′
P,ℓ, ψP,h ◦ g
′
P,h),m
′
P
−1wm′w′)
On a un morphisme de projection T rigP,s → T
rig
P,s, avec une section permettant de décomposer
l’espace rigide T rigP,s comme une somme disjointe de copies T
rig
P,s × {λ}, λ ∈ IP,ℓ,s ×WP,s. On
peut alors écrire Ξrigs,P,ΣP ,fil(v) sous la forme
Ξrigs,P,ΣP ,fil(v) = Ξ
rig
P,ΣP
(v)×YP (v)rig T
rig
P,s
D’autre part il est clair que Ξrigs,P,ΣP (v) est l’induite parabolique ensembliste de Ξ
rig
s,P,ΣP ,fil
(v) :
Ξrigs,P,ΣP (v) = Ind
Is
IP,s
Ξrigs,P,ΣP ,fil(v) = Ξ
rig
s,P,ΣP
(v) × Is/ ∼
où (ψ ◦ p, g) ∼ (ψ, pg) pour tout p ∈ IP,s et tout g ∈ Is.
On a donc
Ξrigs,P,ΣP (v) = Ξ
rig
P,ΣP
(v)×
Y rigP (v)
(
IndIsIP,s T
rig
P,s
)
avec
IndIsIP,s T
rig
P,s =
⊔
g˙∈IP,s\Is
T rigP,s × {g˙}
On peut alors calculer les quotients Ξrig
N+0 ,s,P,ΣP
(v) = Ξrigs,P,ΣP (v)/N
+
0 (s ≥ 1) et Ξ
κ,rig
N+0 ,P,ΣP
(v)
(le caractère κ : T0 → O
×
L est fixé ci-dessous, on traiterait le cas du caractère universel κu sur
Uu de manière analogue, mais avec des notations plus lourdes).
Pour chaque g ∈ Is, le stabilisateur de T
rig
P,s ×{g˙} dans N
+
0 est g
−1IP,sg∩N
+
0 , et le quotient
correspondant s’identifie à T rigP,s/(gN
+
0 g
−1 ∩ P )× {g˙}. On peut donc identifier(
IndIsIP,s T
rig
P,s
)
/N+0
à la somme disjointe des quotients⊔
g˙
T rigP,s/(gN
+
0 g
−1 ∩ P )× {g˙}
l’ensemble d’indice étant IP,s\Is/N+(Z /ps Z). On remarque alors que T
rig
P,s/(gN
+
0 g
−1 ∩ P )
s’identifie à une somme disjointe de copies (indexées par λ ∈ IP,ℓ,s ×WP,s) de T
rig
P,gN+P,h,s
=
T rigP,s/
gN+P,h où l’on note
gN+P,h l’image de gN
+
0 g
−1 ∩P par la projection IP → IP,h. Remarquer
que, malgré les apparences, la notation gN+P,h ne désigne pas un sous-groupe de
gIP,h, mais
bien de IP,h lui-même ! On conclut donc
Lemme 9.4.1. Pour tout s ∈ {1, . . . ,∞}, Ξrig
N+0 ,s,P,ΣP
(v) s’identifie à une somme disjointe to-
pologique de ΞrigP,ΣP (v)×Y rigP (v)
T rig
P,gN+P,hs
, indexée par des couples (g˙, λ) où g˙ ∈ IP,s\Is/N
+(Z /ps Z)
et λ ∈ IP,ℓ,s ×WP,s.
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Soit gκP,h la restriction de gκ : gT0 → O
×
L ,
gt0 7→ κ(t0) au tore gT0∩ IP,h. Il permet de définir
(en niveau p∞) un produit contracté
T
gκP,h,rig
P,gN+P,h
= T rig
P,gN+P,h
gBP,h,
gκP,h
× A1.
On déduit du lemme précédent en passant à la limite lorsque s→∞ et en prenant le produit
contracté par T0 agissant sur A1 par κ.
Lemme 9.4.2. L’espace Ξκ,rig
N+0 ,P,ΣP
(v) s’identifie à une somme disjointe topologique de
ΞrigP,ΣP (v)×Y rigP (v)
T
gκP,h,rig
P,gN+P,h
indexée par un quotient XP de l’espace topologique profini (IP \I/N
+
0 × (IP,ℓ) ×WP ). Cette
description est compatible avec l’action de ΓP,ℓ sur chaque terme de la somme disjointe, usuelle
sur le facteur ΞrigP,ΣP (v) et trivale sur T
gκP,h,rig
P,gN+P,h
.
Soit T fP,s, resp. T
f
P,gN+P,hs
, la normalisation de Y fP (v) dans T
rig
P,s, resp. T
rig
P,gN+P,hs
. On considère
le produit contracté T
gκP,h,f
P,gN+P,hs
de T f
P,gN+P,h
×A1 par le caractère gκP,h de g T0 ∩ IP,h ; c’est un
fibré en droites sur le schéma formel (non nécessairement normal) T f
P,gB+P,h
= T f
P,gN+P,h
/T0. On
définit
Ξfs,P,ΣP (v) = Ξ
f
P,ΣP (v)×Y fP (v)
(
IndIsIP,s((IP,ℓ,s × T
f
P,s)⋉WP,s)
)
et en posant
T f
P,N+P,hs
=
⊔
g˙,λ
T f
P,gN+P,h,s
,
où g˙ ∈ IP,s\Is/N+(Z /ps Z) et λ ∈ IP,ℓ,s ×WP,s, on introduit aussi
Ξf
N+0 ,s,P,ΣP
(v) = ΞfP,ΣP (v)×Y fP (v)
IndIsIP,s T
f
P,N+P,hs
et (en niveau p∞) :
Ξκ,f
N+0 ,P,ΣP
(v) =
⊔
(g,λ)∈XP
ΞfP,ΣP (v)×Y fP (v)
T
κP,h,f
P,N+P,h
.
Soit ΞI,P,ΣP ,m, resp. ΞN+0 ,s,P,ΣP ,m
, resp. Ξκ
N+0 ,P,ΣP ,m
la réduction modulo pm de ΞfI,P,ΣP (v)
resp. Ξf
N+0 ,s,P,ΣP
(v), resp. Ξκ
N+0 ,P,ΣP ,m
; on considère les complétions de ces schémas le long de la
fibre en un point géométrique x de TP,I,m : Ξ̂I,P,ΣP ,m,x(v), Ξ̂N+0 ,s,P,ΣP ,m,x
(v), Ξ̂κ
N+0 ,s,P,ΣP ,m,x
(v).
On obtient des isomorphismes
( ̂TN+0 ,s,m
)x = Ξ̂N+0 ,s,P,ΣP ,m,x
(v)/ΓP,ℓ
d’où, par produit contracté par T0 :
(T̂
κ
N+0 ,m
)x = Ξ̂
κ
N+0 ,P,ΣP ,m,x
(v)/ΓP,ℓ
On voit qu’on a un modèle local du morphisme composé ΠI,m ◦ πs,I,m :
( ̂T s,N+0 ,m
)x → (T̂ I,m)x → (T̂ ∗I,m)x
46 BRINON, O., MOKRANE, A., AND TILOUINE, J.
resp., en niveau p∞ :
(T̂
κ
N+0 ,m
)x → (T̂ I,m)x → (T̂
∗
I,m)x
donné par une somme disjointe sur les couples (g˙, λ) comme ci-dessus de morphismes composés
ΠP,I,m ◦ pr1 :
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
×T̂P,I,m,x T̂P,gN+P,h,m,s,m,x
→
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
→ T̂P,I,m,x
resp., en niveau p∞ :
ΠP,I,m ◦ pr1 :
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
×T̂P,I,m,x T̂
κP,h,m
P,gN+P,h,m,m,x
→
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
→ T̂P,I,m,x
qu’on peut réécrire comme
πP,s,I,m ◦ pr2 :
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
×T̂P,I,m,x T̂P,gN+P,h,m,s,m,x
pr2−→ T̂P,gN+P,h,m,s,m,x
→ T̂P,I,m,x
resp., en niveau p∞ :
πP,I,m ◦ pr2 :
(
Ξ̂I,P,ΣP ,m,x/ΓP,ℓ
)
×
T̂P,I,m,x
T̂
κP,h,m
P,gN+P,h,m,m,x
pr2−→ T̂
κP,h,m
P,gN+P,h,m,m,x
→ T̂P,I,m,x
puisqu’on a la commutation évidente ΠP,I,m ◦ πP,s,I,m = πP,s,I,m ◦ΠP,s,m. Notons que cette
formule joue le rôle de la formule ΠI,m ◦ πs,I,m = π∗s,I,m ◦ Πs,m, dépourvue de sens puisqu’on
ne peut pas définir T ∗,rigs,v !
9.5. Démonstration du théorème de changement de base. On a vu dans 9.2.1 que la
réduction κu,m de κu modulo pm se factorise par un quotient fini de T0, de sorte que
(ΠI,m × IdUu,m)∗O
κu
v,w,!,m = lim−→
s≥Cond(κu,m)
(ΠI,m × IdUu,m)∗O
κu
v,w,s,!,m.
On suit la stratégie de la démonstration du théorème 8.2.2.3 de [3, Sect.8.2]. On se ramène à
comparer pour tout s ≥ Cond(κu,m) les faisceaux cohérents i∗ℓ,m(ΠI,m × IdUu,m)∗O
κu
v,w,s,!,m et
(ΠI,ℓ × IdUu,ℓ)∗O
κu
v,w,!,ℓ. Plus précisément, on veut montrer que le morphisme canonique
i∗ℓ,m(ΠI,m × IdUu,m)∗O
κu
v,w,!,m → (ΠI,ℓ × IdUu,ℓ)∗O
κu
v,w,!,ℓ
est un isomorphisme. Il suffit de montrer que c’est le cas après complétion en chaque point
fermé de T ∗I,v,ℓ. Supposons x ∈ TI,P,ℓ pour un [P ] ∈ ΠQ/ΓQ fixé.
Pour chaque s ≥ 1, soit XP,s l’ensemble fini quotient de XP par le groupe de congruence
principal de niveau ps ; pour (g˙, λ) ∈ XP,s, soit gκu : gT0 → Gm le caractère défini par transport
de structure : gκu(gt0) = κu(t0) ; soit gκu,P,h la restriction à l’image gΘP,h de gB
+
0 ∩ I ∩ P par
la projection IP → IP,h, qu’on peut voir comme un facteur direct de gT0 par la décomposition
naturelle gT0 = gΘP,h×gΘP,ℓ. Pour chaque s ≥ Cond(κu,m), considérons le faisceau Ω
gκu,P,h,m
P,gB+P,h,s,m
des sections sur TP,gB+P,h,s,m
du fibré en droites
T
gκu,P,h,m
P,gN+P,h,s,m
→ TP,gB+P,h,s,m
× Uu,m
où
T
gκu,P,h,m
P,gN+P,h,s,m
= TP,gN+P,h,s,m
gΘ+P,h,
gκu,P,h,m
× A1.
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Soit πP,gB+P,h,s,I,m
: TP,gB+P,h,s,m
→ TP,I,m. Pour chaque s ≥ Cond(κu,m), on peut réécrire le
faisceau (ΠI,m × IdUu,m)∗O
κu
v,w,s,!,m. comme le produit cartésien, indexé par XP,s de faisceaux
de la forme
AP,g,s,m ×C(N−1 ,AP,g,s,m)
ON−(w)m ⊗AP,g,s,m
et il suffit donc de voir que la formation du faisceau AP,g,s,m commute au changement de base.
On a :
AP,g,s,m = (πP,gB+P,h,s,I,m
× IdUu,m)∗Ω
gκu,P,h,m
P,gB+P,h,s,m
⊗ΠP,I,m,∗ÔΞI,v,m,x(−D).
On observe d’abord que le morphisme πP,gB+P,h,s,I,m
×IdUu,m est fini, de sorte que (πP,gB+P,h,s,I,m
×
IdUu,m)∗Ω
gκu,P,h,m
P,gB+P,h,s,m
commute au changement de base i∗ℓ,m. Reste à voir queΠP,I,m,∗ÔΞI,v,m,x(−D)
commute au changement de base. Comme
ΠP,I,m,∗ÔΞI,v,m,x(−D) = ΠP,m,∗ÔΞP,m,x(−D)⊗OYP,m OTP,I,v,m ,
cette commutation résulte directement du Cor.3.2 du théorème de Hida [18, Th.3.1] (repris
dans la démonstration du [3, Th.8.2.2.3]). Ceci achève la démonstration.
9.6. Démonstration du théorème d’acyclicité.
Démonstration. On suit la démonstration de la proposition 8.2.2.4 de [3], en plus simple.
On veut montrer que pour tout m ≥ 1 et pour tout i > 0, on a RiΠI,m,∗Oκv,w,m,! = 0 et
Ri(ΠI,m × IdUu,m)∗O
κu
v,w,m,! = 0. Pour alléger les notations, on traite le cas d’un caractère κ
fixé. Il suffit de voir que RiΠI,m,x,∗Ôκv,w,!,m,x = 0 en tout point fermé géométrique x d’une
strate TP,I,m. Notons que πB+0 ,s,I,m
est fini de sorte que les images directes supérieures par
ηs,m = ΠI,m ◦ πB+0 ,s,I,m
sont données par (RiΠI,m,∗) ◦ πB+0 ,s,I,m,∗
.
Soit Rκ
N+0 ,s,m
= πB+0 ,s,m,∗
Ωκ
N+0 ,s,m
; la réduction Rκ
N+0 ,m
modulo pmdu faisceau Rκ
N+0
sur T fI,v
défini en 7.4 s’écrit comme réunion (sur tous les s assez grands) :
Rκ
N+0 ,m
=
⋃
s
Rκ
N+0 ,s,m
.
Considérons le faisceau sur TB+0 ,s,m
:
Bs,m,! = Ω
κ
N+0 ,s,m
(−Dm)×C(N−1 ,ΩκN+
0
,s,m
)(−Dm)
(
ON−(w)m ⊗Ω
κ
N+0 ,s,m
(−Dm)
)
On a
πB+0 ,s,m,∗
Bs,m,! = R
κ
N+0 ,s,m
(−Dm)×C(N−1 ,RκN+
0
,s,m
(−Dm))
(
ON−(w)m ⊗R
κ
N+0 ,s,m
(−Dm)
)
de sorte que RiΠI,m,∗Oκv,w,s,!,m = R
iηs,m,∗Bs,m,!. Pour chaque s fixé, le théorème d’interpola-
tion de Lagrange montre que la première projection
pr1 : πB+0 ,s,m,∗
Bs,m,! →R
κ
N+0 ,s,m
(−Dm)
est surjective. Soit Is,m l’idéal des P ∈ ON(w)m tels que P (n
−
1 ) = 0 pour tout n
−
1 ∈
N−(pZ /ps Z). Pour chaque s fixé, on a la suite exacte
0→ Is,m → ON(w)m → C(N
−(pZ /ps Z),W/pmW )→ 0.
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En tensorisant parRκ
N+0 ,s,m
(−Dm), et en prenant le produit fibré sur C(N−(pZ /ps Z),RκN+0 ,s,m
(−Dm)),
on obtient la suite exacte courte
0→ Is,m ⊗W/pmW R
κ
N+0 ,s,m
(−Dm)→ πB+0 ,s,m,∗
Bs,m,!
pr1→ Rκ
N+0 ,s,m
(−Dm)→ 0
En passant à la suite exacte longue pour RiΠI,m,∗, on voit donc qu’on est ramené à démontrer
que Riηs,m,∗ΩκN+0 ,s,m
(−Dm) = 0 pour tout i > 0.
Par les calculs de la section 9.4, on est ramené à montrer que pour tout s ≥ Cond(κm) et
pour tout couple (g˙, λ) de XP,s :
πP,gB+P,h,s,I,m,∗
Ω
gκP,h,m
P,gB+P,h,s,m
⊗RiΠP,I,m,∗ÔΞI,v,m,x(−D) = 0.
On est ramené à voir que RiΠP,I,m,∗ÔΞI,v,m,x(−D) = 0. Ceci résulte alors, dans le cas beaucoup
plus simple du niveau premier à p, de [15, Th.V.5.8] comme dans la démonstration de la
proposition 8.2.2.4 de [3]. 
9.7. Projectivité et contrôle. On a vu que le module des Uu-familles de formes (v,w)-Igusa-
surconvergentes est donné par Sκuv,w(ΓB(p)) = H
0
(
T I,v,O
κu
v,w,!
)
= H0
(
T ∗I,v, (Π
f
I,v×IdU fu)∗O
κu
v,w,!
)
.
Proposition 9.7.1. Le A(Uu,K)-module de Banach S
κu
v,w(ΓB(p)) est projectif.
On va utiliser une variante de [3, Th.A.1.2.2] :
Lemme 9.7.2. Soit X un schéma formel sur Zp admissible normal quasi-projectif de fibre
générique X affinoïde ; soit F un faisceau formel de Banach sur X qui définit un faisceau fibre
générique rigide F sur X. Soit Fm et Xm = X⊗Z /p
m Z les réductions modulo pm de F et X.
On suppose que Fm = lim−→s
Fs,m où les Fs,m sont cohérents et commutent au changement de
base : si ℓ < m, i∗ℓ,mFs,m = Fs,ℓ. Soit (U
f
i ) un recouvrement affine formel de X. Alors, la suite
0→ H0(X,F)[1/p] →
⊕
i
H0(U fi ,F)[1/p]→
⊕
ij
H0(U fij ,F)[1/p]→ . . .
est exacte.
Démonstration. Comme dans la démonstration du Th.A.1.2.2 de [3], on peut supposer qu’il
existe un morphisme formel projectif X→ Z et un faisceau inversible ample L sur X relatif à
ce morphisme. Par le théorème d’annulation de Kodaira, il existe une suite croissante d’entiers
(bs)s telle que pour tout s ≥ 1 et pour tout i > 0, on ait
Hi(X1,Fs,1 ⊗ L
⊗bs
1 ) = 0.
Si la suite (bs) peut être prise stationnaire, il suffit de recopier la démonstration du th. A.1.2.2.
On suppose donc la suite strictement croissante. Par dévissage on voit qu’on a pour tout
m ≥ 1 :
Hi(Xm,Fs,m ⊗ L
⊗bs
m ) = 0
Il s’ensuit que pour chaque m ≥ 1 et chaque s ≥ 1 le complexe de Cech
Cs,m : 0→ H
0(Xm,Fs,m⊗L
⊗bs
m )→
⊕
i
H0(Ui,m,Fs,m⊗L
⊗bs
m )→
⊕
ij
H0(Uij,m,Fs,m⊗L
⊗bs
m )→ . . .
est exact. On peut supposer que L est engendré par ses sections globales. Soit t une telle section.
On a des morphismes − ⊗ t⊗(bs+1−bs) : L⊗bs → L⊗bs+1 . D’où un morphisme de complexes
t⊗(bs+1−bs) : Cs,m → Cs+1,m. Pour tout m ≥ 1, soit L⊗∞tm = lim−→s L
⊗bs
m pour t
′ 7→ t′ ⊗ tbs+1−bs .
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Cette limite ne dépend pas du choix de la suite strictement croissante des bs. La limite inductive
C∞,m = lim−→s
Cs,m de ces résolutions est une résolution de
H0(Xm,Fs,m ⊗ L
⊗∞t
m ).
Par Nakayama topologique, le complexe
C∞,∞ :
⊕
i
H0(U fi ,F⊗ L̂
⊗∞t)→
⊕
ij
H0(U fij ,F⊗ L̂
⊗∞t)→ . . .
est une résolution de H0(X,F ⊗ L̂⊗∞t) où
L̂⊗∞t = lim
←−
m
L⊗∞tm .
En passant à la fibre générique et en utilisant le fait que le faisceau inversible L[1/p] est
donné sur l’affinoïde X = Spm B par un B-module L projectif de rang 1, on a pour tout
ouvert affine V f de X :
H0(V f ,F⊗ L̂⊗∞t)[1/p] = H0(V f ,F)[1/p]⊗̂BL〈1/t〉
où L〈1/t〉 = H0(X, L̂⊗∞t) désigne la complétion p-adique du B-module des sections sur X de
L⊗∞, qui s’identifie donc à la complétion p-adique de lim
−→s
L⊗(bs+1−bs). Si L = B, t = b ∈ B,
on a L〈1/t〉 = B〈1/b〉. On peut maintenant montrer que
C(U rig• ,F) :
⊕
i
H0(U rigi ,F)→
⊕
ij
H0(U rigij ,F)→ . . .
est une résolution de H0(X,F) = H0(X,F)[1/p]. On peut tensoriser le complexe C(U rig• ,F) par
L. Il suffit de montrer qu’en tout idéal maximal m de B, C(U rig• ,F)⊗B Lm est une résolution
de H0(X,F)⊗B Lm. Comme L est engendré par ses sections globales sur A, Lrig est engendré
par ses sections globales sur B ; il existe donc une section globale t qui ne s’annule pas en m ;
on a donc Lm = L〈1/t〉m comme Bm-modules, et on est ramené à l’énoncé déjà démontré :
C(U rig• ,F) ⊗B L〈1/t〉 est une résolution de H0(X,F) ⊗B L〈1/t〉. 
Démonstration. Soit G = Oκu,fv,w,! et φ = Π
f
I,v × IdU fu et F = φ∗G. Par le Th.9.2.3, c’est
un faisceau de Banach formel sur le schéma formel admissible normal quasi-projectif X =
T ∗,fI,v × U
f
u dont la fibre générique X est affinoïde. Ce faisceau définit un faisceau rigide sur
X = T ∗,rigI,v × U
rig
u .
Fixons un recouvrement admissible U f = (U fα)α∈A fini de T
∗,f
I,v par des ouverts affines dont
les intersections sont affines. Le complexe de Cech augmenté sur K =W [1/p] :
H0(T ∗,fI,v × U
f
u,F)[1/p]→ C
0(U f × U fu,F)[1/p]→ C
1(U f × U fu,F)[1/p]→ . . .
est exact par le lemme précédent. Soit α = (α0, . . . , αi) ∈ Ai+1 et U fα =
⋂i
j=0 U
f
αj . Montrons
que le A(Uu)-module H0(U fα×U
f
u,F)[1/p] est orthonormalisable. La réduction modulo p de sa
boule unité H0(U fα×U
f
u,F) est le A(Uu,1)-module H
0(Uα,1×Uu,1,F1). Ce module est libre sur
A(Uu,1). En effet, A(Uu,1) est un anneau de polynômes sur un corps fini F, donc son groupe
multiplicatif coïncide avec F× ; il s’ensuit que le caractère κu,1 est à valeurs dans F× et est
50 BRINON, O., MOKRANE, A., AND TILOUINE, J.
donc d’ordre premier à p. Ceci montre que le faisceau Ωκu,11 est de la forme Ω˜
κu,1
1 ⊗OUu,1 où
Ω˜
κu,1
1 est le faisceau des sections de
TN+0 ,1
T0,κu,1
× A1 → TN+0 ,1
Formons
A˜
κu,1
1 = πB+0 ,I,1,∗
Ω˜
κu,1
1
et
A˜′1 = A˜
κu,1
1 (−D1)×C(N−1 ,A˜
κu,1
1 (−D1))
(
ON−(w)1 ⊗ A˜
κu,1
1 (−D1))
)
.
On trouve
F1 = A˜
′
1 ⊗F OUu,1
Si l’on considère une base (ej)j sur F de H0(Uα,1, A˜′1), on voit que les ej ⊗ 1 forment une base
sur A(Uu,1) de H0(Uα,1 ⊗ Uu,1,F1).
En relevant une base de ce module, on obtient une base orthonormée de H0(U fα,×U
f
u,F)
(par Nakayama topologique).
On a donc une résolution du A(Uu)-module de Banach Sκuv,w(ΓBSp(p)) par des modules
de Banach orthonormalisables, avec morphismes continus. Ceci entraîne que ce module est
projectif grâce au lemme ci-dessous.

Lemme 9.7.3. Si 0 → M ′ → M → M ′′ → 0 est une suite exacte de A(X)-modules et si M
et M ′′ sont quasi-orthonormalisables, ou même seulement projectifs, alors M est projectif.
Démonstration. En effet, si M et M ′′ sont quasi-orthonormalisables, soit (fi) une base ortho-
normale de M ′′ ; fixons des antécédents e˜i des fi. On a |e˜i| ≥ C > 0. Si on forme ei =
e˜i
|e˜i|
,
on obtient une base orthonormée dont l’image est une base de norme bornée. On peut donc,
en changeant la norme de M ′′ par une norme équivalente, trouver une base orthonormée de
M ′′ qui se relève en un système libre orthonormé de M ; il engendre topologiquement un
relèvement topologique de M ′′ facteur direct de M ′ dans M , donc M ′ est projectif.
SiM etM ′′ sont seulement projectifs, on leur ajoute un facteur direct topologique commun
assez grand pour se ramener à une suite exacte de noyau M ′ et où M et M ′′ sont quasi-
orthonormalisables. 
Corollaire 9.7.4. Soient v,w comme ci-dessus. Pour tout poids κ ∈ Uw(L), le morphisme :
Sκwv,w(ΓBSp(p))⊗A(Uu),κ L→ S
κ
v,w(ΓBSp(p), L)
est un isomorphisme.
Démonstration. On suit la méthode de démonstration de [3, Cor.8.2.3.2]. Considérons l’idéal
maximal Iκ de OUu des fonctions qui s’annulent au point κ, et Iκ = H
0(Uu,Iκ) A = A(Uu).
Formons la résolution de Koszul :
Kos(κ) : 0→ A→ Ag → · · · → Ag → A→ A/ Iκ → 0.
On a une suite exacte de faisceaux sur T
rig
I,v × Uu :
0→ Iκ · O
κu
v,w,! → O
κu
v,w,! → O
κ
v,w,! → 0
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Par annulation de R1(ΠI × IdUu)∗O
κu
v,w,! sur T
∗,rig
I,v , on a encore une suite exacte de faisceaux
sur T ∗,rigI,v × Uu :
0→ Iκ · ΠI,∗O
κu
v,w,! → ΠI,∗O
κu
v,w,! → ΠI,∗O
κ
v,w,! → 0
Soit Fκu = (ΠI × IdUu)∗O
κu
v,w,! et F
κ = ΠI,∗O
κ
v,w,!. On a donc OUu/Iκ ⊗OUu F
κu ∼= Fκ.
On forme le produit tensoriel Kos(κ) ⊗A H0(T
∗,rig
I,v × Uu,F
κu) On va montrer qu’il induit un
isomorphisme de L-espaces de Banach
A/Iκ ⊗A H
0(T ∗,rigI,v × Uu,F
κu) ∼= H0(T
∗,rig
I,v ,F
κ)
On fixe un recouvrement affine U f = (U fi )i du modèle formel T
∗,f
I,v de T
∗,rig
I,v . On sait par le
Lemme 9.7.2 qu’on a des résolutions de Cech
C•(U rig×Uu,F
κu) : H0(T ∗,rigI,v ×Uu,F
κu)→
⊕
i
H0(U rigi ×Uu,F
κu)→
⊕
ij
H0(Uij×Uu,F
κu)→ . . .
et
C•(U rig,Fκ) : H0(T ∗,rigI,v ,F
κ)→
⊕
i
H0(U rigi ,F
κ)→
⊕
ij
H0(Uij ,F
κ)→ . . .
On tensorise la première résolution par la résolution de Koszul et on obtient un complexe
double
Kos(κ) ⊗A C
•(U rig × Uu,F
κu)
où l’on place verticalement les flèches de Kos(κ) et horizontalement celles du complexe de
Cech. Chaque ligne est exacte parce que les termes du complexe de Koszul sont A-libres.
Chaque colonne est exacte parce que pour chaque multi-indice α chaque A-module H0(U rigα ×
Uu,F
κu) est projectif, donc plat sur A. De plus, comme U rigα est affine, le morphisme
H0(U rigα × Uu,F
κu)→ H0(U rigα ,F
κ)
induit par A → A/ Iκ est surjectif et induit un isomorphisme d’espaces de Banach en tenso-
risant le terme de gauche par A/Iκ. On en déduit par chasse au diagramme que la première
colonne du complexe double est exacte. C’est-à-dire que le morphisme continu d’espaces de
Banach
A/ Iκ⊗AH
0(T ∗,rigI,v × Uu,F
κu)→ H0(T ∗,rigI,v ,F
κ)
est un isomorphisme. 
10. Opérateurs de Hecke
10.1. Opérateurs de Hecke hors de Np. Soit ℓ un nombre premier, premier à Np. Considé-
rons les matrices αi = diag(Ig−i, ℓ Ii) ∈ GLg(Q) pour i = 0, . . . , g− 1, et, pour i = 1, . . . , g− 1,
βi = diag(αi, ℓ
2 · tα−1i ) ∈ Sp2g(Q), et β0 = diag(Ig, ℓ · Ig) ∈ Sp2g(Q). Soit Γi = Γ ∩ β
−1
i Γβi,
et Xi la variété de Siegel de niveau Γi sur Zp. Si i = 0, cette variété classifie les quadru-
plets (A,λ, φ,H0), où φ est une structure de niveau N modulo Γ, et H0 est un sous-groupe
fini étale lagrangien de A[ℓ] ; si i = 1, . . . , g − 1, Xi classifie les quadruplets (A,λ, φ,Hi), où
φ est une structure de niveau N modulo Γ, et Hi est un sous-schéma en groupes fini étale
d’ordre ℓ2g de A[ℓ2], totalement isotrope pour l’accouplement de Weil
∧2A[ℓ2] 7→ µℓ2 , et tel
que son sous-groupe de ℓ-torsion Hi[ℓ] soit de rang ℓg+i ; notons qu’alors Ki = ℓ · Hi est un
sous-schéma en groupes fini et plat de rang ℓg−i de Hi ; le schéma abélien A/Hi[ℓ] contient
H ′i = Hi/Hi[ℓ], et l’isogénie A/Hi[ℓ]→ A induite par la multiplication par ℓ sur A induit un
isomorphisme de schémas en groupes H ′i → Ki. Considérons le modèle canonique sur Zp de la
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variété de Siegel de niveau parahorique XP oi (ℓ) associée au parabolique maximal P
o
i , opposé
au parabolique standard de Levi GLg−i× Sp2i . Le morphisme (A,λ, φ,Hi) 7→ (A,λ, φ,Hi[ℓ])
induit un morphisme fini et plat Xi → XP oi (ℓ).
Notons que le schéma abélien A/Hi est principalement polarisé. Pour tout i = 0, . . . , g− 1,
Xi est donc muni d’une isogénie universelle ϕi : A → A/Hi entre deux schémas abéliens
principalement polarisés, et le schéma Xi est donc muni de deux morphismes finis étales
pj : Xi → X, j = 1, 2, donnés par (A,λ, φ,Hi) 7→ (A,λ, φ), resp. (A,λ, φ,Hi) 7→ (A/Hi, λi, φi),
où λi et φi sont induits par λ et φ. On voit que pour tout x ∈ X
rig
i (L), Hdg(pj(x)) = Hdg(x),
de sorte qu’on obtient par restriction des morphismes pj : X
rig
i (v)→ X
rig(v).
On considère la tour d’Igusa v-surconvergente Ti,∞,v au-dessus de X
rig
i (v) associée au fais-
ceau lisse L(A/Xi) sur X
rig
i (v). L’isogénie étale ϕi : A → A/Hi induit, par fonctorialité co-
variante de L (voir [7, Section 6]) un isomorphisme L(ϕi) : L(A/Xi) → L((A/Hi)/Xi). On
prolonge alors les morphismes pj , j = 1, 2, en des morphismes pj : Ti,∞,v → T∞,v qui en-
voient un quintuplet (A,λ, φ,Hi, ψ) défini sur S vers (A,λ, φ, ψ), resp. (A/Hi, λi, φi, ψi), où
ψi : µp∞ → L((A/Hi)/S) est le composé de ψ : µ
g
p∞ → L(A/S) et de L(ϕi). Les morphismes
pj ainsi prolongés sont finis étales. On définit des endomorphismes Tℓ,i des faisceaux Ouv,w,
Oκuv,w comme la composée (p1)∗ ◦ p
∗
2. Ils sont compatibles avec les opérateurs habituels Tℓ,i
définis sur X et sur la tour d’Igusa ordinaire par les mêmes formules (voir par exemple [35,
8.1] pour g = 2). Ils respectent donc la cuspidalité et l’intégralité des modèles formels obtenus
par clôture intégrale du modèle formel d’Andreatta-Gasbarri X f(v). Ils fournissent donc des
endomorphismes continus Tℓ,i, i = 0, . . . , g−1, desA(Uu)-modules de Banach Sκuv,w(Γ), appelés
opérateurs de Hecke en ℓ.
10.2. L’opérateur Up et sa théorie spectrale. On va définir un endomorphisme continu
Up du A(Uu)-module de Banach Mκuv,w respectant S
κu
v,w et tel que pour tout v > 0 assez petit
et pour tout w ≥ u > 0, Up(Sκuv,w) ⊂ S
κu
pv,w+1, ce qui entraînera sa complète continuité.
L’endomorphisme Up est défini comme un produit d’endomorphismes Up,i (i = 0, 1, . . . , g− 1)
de Mκuv,w provenant de correspondances algébriques sur T∞,v.
Pour i ∈ {0, 1, . . . , g − 1}, on considère les matrices αi = diag(Ig−i, p Ii) ∈ GLg(Q) et les
matrices βi = diag(αi, p2α
−1
i ) ∈ GSp2g(Q) pour i ∈ {1, . . . , g − 1}, et β0 = diag(Ig, p Ig) ∈
GSp2g(Q).
Soit H le semi-groupe commutatif engendré dans M2g(Z) par les βi pour i ∈ {0, 1 . . . , g−1}.
Soit β = diag(α, ν · tα−1) ∈ H, où ν = ν(β) ∈ Z. Rappelons qu’on a défini, pour tout r ≥ 1,
les quotients TN+0 ,r,v
= Tr,v/N
+
0 qui classifient les drapeaux complets dans Lr munis d’une
trivialisation du gradué associé ; on introduit aussi N+0 (β) = α
−1N+0 α ∩ N
+
0 et pour tout
r ≥ 1, TN+0 (β),r,v
= Tr,v(β)/N
+
0 (β), où pour tout r ≥ 1, Tr,v(β) désigne le X
rig(v)-espace
rigide classifiant les (A
π
−→ A′, ψr, ψ
′
r) où A et A
′ sont des variétés abéliennes principalement
polarisées à bonne réduction, ψr resp. ψ′r est une base de Lr(A), resp. de Lr(A
′), et π est une
p-isogénie de facteur de similitude ν(β) (relativement aux accouplements de Weil de A et A′)
et telle qu’il existe (étale localement) des bases ψ et ψ′ de L(A)(−1), resp. L(A′)(−1), relevant
ψr resp. ψ′r telles qu’en notant L(π) : L(A)→ L(A
′) l’image de π par le foncteur covariant L
([7, Section 8]), la matrice de L(π)(−1) soit égale à α ; autrement dit, L(π)(−1) ◦ ψ = ψ′ ◦ α.
Le quotient TN+0 (β),r,v
classifie donc les (A
π
−→ A′, ψr ◦ N
+
0 , ψ
′
r ◦ N
+
0 ) avec π, ψr, ψ
′
r, ψ, ψ
′
comme ci-dessus, tels que L(π)(−1) ◦ ψ ∈ ψ′ ◦ αN+0 (on voit aisément que cette condition ne
dépend pas du choix des représentants de ψ◦N+0 et ψ
′◦N+0 ). On sait [16, Th.8.2.3, (2)] que pour
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tout sous-groupe lagrangien H ′ de A[p] tel que H ′ ∩H1 = 0, Hdg(A/H ′) = p−1Hdg(A), de
sorte que si Hdg(A) ≤ v, Hdg(A/H ′) ≤ v/p. On définit les projections p1 : TN+0 (β),r,v
→ TN+0 ,r,v
et p2 : TN+0 (β),r,v
→ TN+0 ,r,v/p
par
p1 : (π, ψr ◦N
+
0 , ψ
′
r ◦N
+
0 ) 7→ (A,ψr ◦N
+
0 ), p2 : (π, ψr ◦N
+
0 , ψ
′
r ◦N
+
0 ) 7→ (A
′, ψ′r ◦N
+
0 ).
Ces morphismes sont finis étales.
Pour i ∈ {0, 1, . . . , g − 1} fixé, soit β = βi ; on pose α′i = pα
−1
i ; soit Sg(Zp) le Zp-module
des matrices symétriques g × g et mβ = (Sg(Zp) : α′iSg(Zp)α
′
i). On définit alors pour chaque
r ≥ 1 l’opérateur Up,i(r) comme la composée de la restriction
resv,v/p : H
0(Tr,v,O
N+0
Tr,v
)→ H0(Tr,v/p,O
N+0
Tr,v/p
)
avec
1
mβ
p1,∗ ◦ p
∗
2 : H
0(Tr,v/p,O
N+0
Tr,v/p
)
p∗2−→ H0(Tr,v(β),O
N+0
Tr,v(β)
)
1
mβ
p1,∗
−−−−→ H0(Tr,v,O
N+0
Tr,v
)
On obtient ainsi un endomorphisme continu de H0(TN+0 ,r,v
,OT
N+
0
,r,v
).
Remarque 10.2.1. Notons que cette définition ne nécessite pas de propriété de compatibilité
du faisceau L au pull-back par le morphisme de Frobenius φ : X(vp)→ X(v) contrairement à
la situation de [3].
Lemme 10.2.2. (1) Les opérateurs Up,i(r) et Up,i(r+ 1) sont compatibles avec les inclusions
H0(Tr,v,O
N+0
Tr,v
) →֒ H0(Tr+1,v,O
N+0
Tr+1,v
)
(2) Pour tout i = 0, . . . , g− 1, Up,i respecte la structure entière standard H
0(T f
N+0 ,v
,OT f
N+
0
,v
)
de H0(T∞,v,O
N+0
T∞,v
).
(3) Pour tout v,w ≥ u > 0 et pour tout κ ∈ Uu(L), les opérateurs Up,i induisent des endo-
morphismes continus du sous-espace Sκv,w(Γ, L) de la complétion p-adique de H
0(T∞,v,OT∞,v )
(4) il induit un endomorphisme continu A(Uu)-linéaire de S
κu
v,w muni de la norme | |
u
v,w.
Démonstration. (1) Un calcul matriciel semblable à (la démonstration de) [18, Prop.3.5]
montre que les morphismes p1 : TN+0 (β),r,v
→ TN+0 ,r,v
et p2 : TN+0 (β),r,v
→ TN+0 ,r,v
pour r ≥ 1,
forment un morphisme de systèmes projectifs ; les correspondances Up,i(r) sont donc compa-
tibles quand r varie.
(2) On définit T f
N+0 (β),∞,v
par clôture intégrale du OK-schéma formel X f(v) dans TN+0 (β),∞,v
;
les morphismes p1 : TN+0 (β),v
→ TN+0 ,v
, et p2 : TN+0 (β),∞,v
→ TN+0 ,v/p
fournissent alors par
restriction des morphismes finis pf1 : T
f
N+0 (β),v
→ T f
N+0 ,v
et pf2 : T
f
N+0 (β),v
→ T f
N+0 ,v/p
. La formule
1
mβ
p1,∗ ◦p
∗
2 ◦res
f
v,v/p définit un morphisme Up,i : H
0(T f
N+0 ,v
,OT f
N+0 ,v
)→ H0(T f
N+0 ,v
,OT f
N+0 ,v
)[p−1].
Pour voir qu’il respecte l’intégralité, on utilise le principe du q-développement 7.3.3 et [18,
Proposition 3.5] qui montre que pour tout f ∈ H0
(
T f
N+0 ,v
,OT f
N+
0
,v
)
et pour tout i = 0, . . . , g−1,
on a Φ∗P (Up,i(f)) ∈
̂OK((qT )). On pourrait aussi utiliser [26, Appendice A.1].
(3) et (4) se démontrent simultanément : par (2), l’endomorphisme Up,i de H0 = H0(T∞,v,O
N+0
T∞,v
)
se prolonge par continuité à la complétion p-adique Ĥ0. Pour tout v,w, u > 0, montrons que
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Up,i respecte le sous-espace Mκv,w de Ĥ
0 et qu’il induit un endomorphisme continu pour la
norme | |uv,w.
En désignant par R̂∞(β) la complétion p-adique de la clôture intégrale de R dans TN+0 (β),∞,v
,
et en notant (πu, ψu ◦N
+
0 , ψ
′
u ◦N
+
0 ) le triplet universel défini sur R̂∞(β), on peut poser pour
f ∈ R̂∞(β) et g ∈ I, f˜(A, g) = f(A,ψu ◦ g). Considérons un système de représentants ǫj ,
resp. ηk, de N
+
0 (β)\N
+
0 , resp. de U(Zp)/α
′
iU(Zp)α
′
i. Pour tout couple (j, k), on note H
′
j,k
le sous-schéma en groupes fini et plat de A associé à ǫjηk, c’est à dire tel que l’isogénie
πj,k : A→ A/H
′
j,k satisfait L(πj,k)(ψu) = ψ
′
u◦αǫjηk. Notons que l’intersection H
′
j,k∩H1 deH
′
j,k
avec le sous-groupe canonique H1 est d’ordre pi. On pose f˜j,k(A/H ′j,k, g
′) = f(A/H ′j,k, ψ
′
u ◦g
′).
Si pour chaque H ′j,k, on pose g
′
j,k = αηkǫjgα
−1, on a
(1) p˜1,∗p∗2f(A, g) =
∑
j,k
f˜j,k(A/H
′
j,k, g
′
j,k).
On sait que
(2) αN−(w)α−1 ⊂ N−(w),
on voit que si f˜(A, g) se prolonge à N−(w)× T (u), il en est de même pour p˜1,∗p∗2f(g).
De plus, en revenant à la définition 7.3.4, on voit immédiatement que si f est cuspidale, les
fonctions f˜j,k sont aussi cuspidales et donc Up,if l’est aussi. 
Posons alors Up = Up,0U
(0)
p oùU
(0)
p =
∏g−1
i=1 Up,i.
Proposition 10.2.3. (1) Pour tout v < 12p , l’opérateur Up,0 envoie S
κu
v/p,w dans S
κu
v,w,
(2) Pour tout v < 12 et pour tout w ≥ u, l ’opérateur U
(0)
p envoie S
κu
v,w+1 dans S
κu
v,w ;
(3) Pour tout v < 12p , l’opérateur Up induit un endomorphisme complètement continu du
A(Uu)-modules de Banach S
κu
v,w.
Démonstration. (1) On applique la formule 1 avec i = 0. On sait [16, Th.8.2.3, (2)] que pour
tout sous-groupe lagrangien H ′ de A[p] tel que H ′ ∩H1 = 0, Hdg(A/H ′) = p−1Hdg(A), de
sorte que si Hdg(A) ≤ v, Hdg(A/H ′) ≤ v/p. Ainsi, si f est v/p-surconvergente, Up,0(f) est
v-surconvergente.
(2) La formule 2 appliquée à α =
∏g−1
i=1 αi est renforcée en αN
−(w)α−1 ⊂ N−(w+1). Ceci
montre que si f˜(g) est analytique sur N−(w + 1), la fonction p˜1,∗p∗2f(g) est analytique sur
N−(w).
(3) On écrit Up comme la composée de la restriction Sκuv,w → S
κu
v/p,w+1, qui est complètement
continue par 7.4.4, et du morphisme continu Sκu
v/p,w+1
→ Sκuv,w donné par (1) et (2). La composée
d’un morphisme continu et d’un morphisme complètement continu est complètement continue
[8, Lemma 2.7]. 
Définition 10.2.4. On note encore Up =
∏g−1
i=0 Up,i l’endomorphisme complètement continu
du A(Uu)-modules de Banach Sκuv,w(Γ), resp. du L-espace de Banach S
κ
v,w(ΓBSp(p), L), pour
chaque κ ∈ Uu(L).
Proposition 10.2.5. Les morphismes HTI∗ : Sk(ΓBSp(p))→ S
k
v,w(ΓBSp(p)) et HTI
∗ : Sκ,AIPv,w →
Sκv,w(ΓBSp(p)) définis en 8.1.3 sont compatibles aux opérateurs de Hecke Tℓ,i, i = 0, . . . , g − 1
et Up.
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Démonstration. Les opérateurs de Hecke Tℓ,i et Up définis ci-dessus sont compatibles aux
opérateurs de Hecke définis par Hida sur le lieu ordinaire ([18, Sect.3.6 et 6.5] ou [26, Appendice
A], voir aussi [35, 8.1]) . On en déduit que ces opérateurs respectent la cuspidalité, et d’autre
part que les morphismes HTI∗ sont équivariants pour les opérateurs de Hecke. 
10.3. Contrôle et classicité. Pour tout κ ∈ Uu(L), et pour chaque α = (α0, . . . , αg−1) ∈
(R+)g, on considère (Sκv,w)
≤α(Γ, L) le L-sous-espace vectoriel où les valeurs propres générali-
sées des opérateurs commutant mutuellement Up,i (i = 0, . . . , g − 1) sont de valuation ≤ αi.
On rappelle un résultat de classicité démontré pour l’espace des formes surconvergentes
(Skv,w)
≤α(ΓBSp(p), L) par B. Stroh et V. Pilloni dans [27]. :
Corollaire 10.3.1. Si k = (k1, . . . , kg) est un poids classique tel que kg >
g(g+1)
2 et si α0 <
kg−
g(g+1)
2 et αi < kg−i−kg−i+1+1 (i = 1, . . . , g−1), le morphisme de restriction de XBSp(p)
rig
à TI,v induit une identification Hecke-équivariante (pour les opérateurs hors de N) :
Sk,≤α(ΓBSp(p), L) = (S
k
v,w)
≤α(ΓBSp(p), L).
On en déduit
Corollaire 10.3.2. Si k = (k1, . . . , kg) est un poids classique tel que kg >
g(g+1)
2 et si α0 <
kg −
g(g+1)
2 et αi < kg−i − kg−i+1 + 1 (i = 1, . . . , g − 1), pour tout v <
1
2p et tout w ≥ u > 0,
l’épimorphisme Hecke-équivariant (pour les opérateurs de Hecke hors de N)
Sκuv,w(ΓBSp(p), L)⊗A(Uu),k L→ S
k
v,w(ΓBSp(p), L)
induit un isomorphisme Hecke-équivariant
(Sκuv,w(ΓBSp(p))⊗A(Uw),k L)
≤α = Sk,≤α(ΓBSp(p), L).
Démonstration. Lorsque v < 12pn−1 , u = w et n − 1 < w < n − v
pn−1
p−1 , on peut le déduire du
théorème de contrôle de [3] en utilisant le théorème de comparaison de 8.2 et la Proposition
10.2.5 qui permettent d’identifier (Sκuv,w)
≤α(ΓBSp(p), L) avec (S
κw,AIP
v,w )≤α(ΓBSp(p), L) en tant
que modules pour l’action de l’algèbre de Hecke hors de N .
Lorsque v < 12p , pour tout w ≥ u > 0, nous pouvons donnner une démonstration indépen-
dante de celle de [3] en utilisant notre théorème de contrôle 9.7.4 et la Proposition 10.2.5. 
11. Variétés de Hecke
Rappelons que des variétés de Hecke XUrb (voir [37]) et XAIP (voir [3]) pour Sp2g, munies
de morphismes de poids κ vers W ont été construites par E. Urban [37] et Andreatta-Iovita-
Pilloni [3]. La première classifie les systèmes de valeurs propres de Hecke cohomologiques de
niveau Γ ∩ ΓB(p∞) de pente finie, et la seconde les systèmes de valeurs propres de formes
de Siegel holomorphes de niveau Γ ∩ ΓB(p∞) de pente finie. Les considérations des sections
précédentes permettent de construire une variété de Hecke XBMT classifiant aussi les systèmes
de valeurs propres de formes de Siegel holomorphes de niveau Γ∩ΓB(p∞) de pente finie.Pour la
construire, on utilise le formalisme de [8, Section 5] appliqué au triplet (Sp2g,Γ, φ), où φ = Up.
Soit T l’algèbre de Hecke abstraite hors de N , définie comme l’algèbre de polynômes en-
gendrée sur Z par des indéterminées Tℓ,i pour tout premier ℓ ne divisant pas Np et tout
i = 0, . . . , g − 1, et une indéterminée Up. On considère pour chaque ouvert affinoïde Uu de
W la famille de A(Uu)-modules de Banach projectifs (Sκuv,w(Γ))v,w munis de l’opérateur com-
plètement continu φ = Up défini en 10.2.4 ; on considère les séries caractéristiques P uv,w(T ) =
56 BRINON, O., MOKRANE, A., AND TILOUINE, J.
det(I−Tφ;Sκuv,w(Γ)) ∈ A(Uu){{T}}. Les lieux Z
u
v,w,φ des zéros de P
u
v,w(T ) dans Uu×Gm se re-
collent quand v → 0 et w→∞, et fournit la variété spectrale Zuφ qui paramétrise les inverses
des valeurs propres non-nulles de φ. Le morphisme de projection π : Zuφ → Uu est localement
fini et plat [8, Cor.4.2]. On définit alors la variété de Hecke Duv,w,φ comme « le spectre »
Spm Tuv,w de l’image T
u
v,w de la représentation naturelle de A(Uu) ⊗ T dans EndA(Uu)(S
κu
v,w)
(à cause du rang infini de Sκuv,w sur A(Uu), il faut en fait procéder comme dans [8, Section
5]). Ces variétés sont munies de morphismes d’algèbres θuv,w : T→ ODuv,w,φ compatibles quand
v,w, u varient, appelés systèmes de valeurs propres de Hecke universels ; de plus, on a un fais-
ceau quasi-cohérent d’espaces de Banach Suv,w → D
u
v,w,φ donné par le T
u
v,w-module S
κu
v,w. Les
variétés Duv,w,φ se recollent quand v,w et u varient. Comme les ouverts affinoïdes Uu forment
un recouvrement de W, on obtient ainsi une variété rigide sur K munie d’un morphisme d’al-
gèbres θ : T→ ODφ , d’un morphisme analytique κ : Dφ
f
−→ Zφ
π
−→ W localement fini , et d’un
fibré S, avec les propriétés
• Dφ est équidimensionnelle de dimension g ;
• f est fini et tel que toute composante irréductible de Dφ s’envoie surjectivement par f
sur une composante irréductible de Zφ ;
• l’image par κ = π ◦ f d’une composante irréductible de Dφ est Zariski-dense dans W.
Définition 11.0.3. Pour tout ouvert affinoïde Y de Dφ, l’espace H0(Y,S) est appelé espace
des Y -familles de formes propres de Siegel surconvergentes.
Pour toute extension finie L de K, un point x ∈ Dφ(L), de poids κ = κ(x) ∈ W(L) la fibre
Sx s’identifie au sous-espace de lim−→v,w S
κ
v,w(Γ, L) constitué des formes de Siegel cuspidales
surconvergentes de valeurs propres données par le système de valeurs de propres de Hecke
θx = x ◦ θ : T→ L. Si ce point est de poids classique et de pente petite au sens de 10.3.2, il
définit une (ou plusieurs) forme(s) de Siegel classique de Sk(ΓB(p)).
Notons XBMT = Dφ, munie de θ : T→ OXBMT , κ : X
BMT →W et SBMT = S, les données
ainsi obtenues. La proposition 10.2.5 montre que le morphisme HTI∗ induit un morphisme
XBMT → XAIP qui fournit une identification canonique de quadruplets (XBMT, θ, κ,SBMT) =
(XAIP, θ, κ,SAIP).
Annexe A. Le morphisme des périodes
Dans cet appendice on utilise les notations de 6.2 et de [7]. On fixe uneW -algèbre admissible
normale S et (M, φM) un σ-module libre de rang r sur A˜
∇
cris(S) (voir [7, Definition 4.21]).
A.1. Le morphisme des périodes en caractéristique p. Soit (M, φM) la réduction de
(M, φM) modulo (p, I{p−1}), qui fournit un module libre de rang r sur Λ0(S)/pΛ0(S) avec un
endomorphisme semi-linéaire. Rappelons que Λ0(S)/pΛ0(S) ≃ RS/p˜p−1RS et que
J [1]
(
Λ0(S)/pΛ0(S)
)
= ξ
(
Λ0(S)/pΛ0(S)
)
= p˜
(
Λ0(S)/pΛ0(S)
)
de sorte que
J [1]M := J [1]
(
Λ0(S)/pΛ0(S)
)
⊗Λ0(S)/pΛ0(S)M≃M/p˜
p−2M
Par ailleurs, l’image u de σ1(ξ) dans Λ0(S) est inversible (cf [7, Lemme 5.10]), si bien que
l’application φ1 − IdM : J
[1]M→M s’identifie à l’application
M/p˜p−2M
uφ
M
−p˜ Id
M−−−−−−−−→M
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Supposons que p˜pε ∈ det(1⊗φM) avec ε ∈ Q∩[0, 1/p[. On sait (cf [7, Proposition 5.25]) que :
(i) p˜pεM⊂ Im
(
φM
)
= Im
(
φ1 − IdM
)
;
(ii) le Fp-espace vectoriel V
(
M
)
:= V
(
Λ0(S)/pΛ0(S), (M, φM)
)
est de dimension r.
On dispose d’une application Λ0(S)/pΛ0(S)-linéaire
αM :
(
Λ0(S)/pΛ0(S)
)
⊗Fp V
(
M
)
→ J [1]M
déduite de l’inclusion V
(
M
)
⊂ J [1]M.
Lemme A.1.1. On a p˜
p
p−1 Ker
(
αM
)
= 0.
Démonstration. Soit v = (v1, . . . , vr) une base de V
(
M
)
. On dispose de l’isomorphisme
RS/p˜
p−1RS → S/p
1− 1
pS
(x0, x1, . . .) 7→ x1
(qui envoie p˜ sur p(1) = p
1
p ). Le choix d’une base e = (e1, . . . , er) de M sur Λ0(S)/pΛ0(S)
fournit un isomorphisme M≃
(
S/p
1− 1
pS
)r
et identifie uφM − p˜ IdM à une application
uφM − p
1
p Id:
(
S/p
1− 2
pS
)r
→
(
S/p
1− 1
pS
)r
et V
(
M
)
à un sous-Fp-espace vectoriel de
(
S/p
1− 2
pS
)r
.
La preuve de [7, Lemme 5.23] implique le résultat plus précis suivant : pour tout η ∈ Q>0,
l’image de V
(
M
)
dans p˜M/p˜
p
p−1
+pη
M ≃
(
S/p
1
p(p−1)
+η
S
)r
est un Fp-espace vectoriel de
dimension r. En effet, en reprenant les notations de loc. cit., les pr éléments de V
(
M
)
se
relèvent de façon unique en les solutions Z ∈ S r de l’équation ÂZ(p) + p
1
pZ = 0 (où Â =
(ai,j)1≤i,j≤r ∈ Mr
(
S
)
est un relèvement de la matrice de uϕ dans la base e, et Z(p) le vecteur
dont les composantes sont celles de Z élevées à la puissance p). Pour tout i ∈ {1, . . . , r}, on a
−p
1
p zi =
∑r
j=1 ai,jz
p
j , de sorte que
1
p+v(zi) ≥ inf(pv(zj)) = pv(Z), et donc
1
p+v(Z) ≥ pv(Z) :
si Z 6= 0, on a alors v(Z) ≤ 1p(p−1) .
Soient λ1, . . . , λr ∈ S tels que
(∗)
r∑
i=1
λivi = 0
dans
(
S/p1−
2
pS
)r
≃ J [1]M : il s’agit de voir que p
1
p−1λi ∈ p
1− 1
pS i.e. que p
1
p(p−1)λi ∈ p
1− 2
pS
pour tout i ∈ {1, . . . , r}. Quitte à le remplacer par S′ ∈ IS assez grand, on peut supposer que
S contient p
1
p(p−1) , les coordonnées des vi dans la base e et λi pour tout i ∈ {1, . . . , r}, ainsi
que les coefficients de la matrice de φ dans e.
Cas où S est un anneau de valuation discrète. Soit v la valuation de S normalisée par v(p) =
1. Quitte à renuméroter les vecteurs de la base v, on peut supposer que l’égalité (∗) s’écrit
s∑
i=1
λivi = 0, que la suite (v(λi))1≤i≤s est décroissante et que s est minimal. On a alors
s∑
i=1
λ−1s λivi = 0 dans
(
S/p1−
2
p
−v(λs)S
)r. Comme uφM( s∑
i=1
λ−11 λivi
)
=
s∑
i=1
(
λ−1s λi
)p
p
1
p vi dans(
S/p
1− 1
p
−v(λs)S
)r
, on a pv(λs)
s∑
i=1
[(
λ−1s λi
)p
− λ−1s λi
]
vi = 0 dans (S/p
1− 2
pS)r. Par minimalité
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de s, on a pv(λs)
[(
λ−1s λi
)p
− λ−1s λi
]
= 0 dans S/p1−
2
pS, i.e.
(
λ−1s λi
)p
− λ−1s λi ∈ p
1− 2
p
−v(λs)S
pour tout i ∈ {1, . . . , s}. Supposons v(λs) < 1− 2p −
1
p(p−1) : on a v(λs) = 1−
2
p −
1
p(p−1) − η
avec η ∈ Q>0, donc
(
λ−1s λi
)p
− λ−1s λi ∈ p
1
p(p−1)
+η
S pour tout i ∈ {1, . . . , s}. Si λ˜i désigne
l’image de λ−1s λi dans S/p
1
p(p−1)
+η
S, on a donc λ˜i ∈ Fp pour tout i ∈ {1 . . . , s}, et
s∑
i=1
λ˜ivi = 0
dans V(M) : comme λ˜s = 1, cela contredit l’indépendance linéaire sur Fp de la famille v dans(
S/p
1
p(p−1)
+η
S
)r
. On a donc v(λs) ≥ 1 − 2p −
1
p(p−1) a fortiori p
1
p(p−1)λi ∈ p
1− 2
pS pour tout
i ∈ {1, . . . , r}.
Cas général. Pour tout idéal premier minimal p de S/pS, notons Ŝp le séparé complété, pour la
topologie p-adique, du localisé Sp. C’est un anneau de valution discrète : notons vp la valuation
de Ŝp, normalisée par vp(p) = 1. L’égalité (∗) induit une égalité dans
(
Sp/p
1− 2
pSp
)r
. D’après
le cas traité plus haut, on a vp
(
p
1
p(p−1)λi
)
≥ 1− 2p pour tout i ∈ {1, . . . , r}. Comme c’est vrai
pour tout idéal premier de hauteur 1 contenant pS et comme S est normal, cela implique que
p
1
p(p−1)λi ∈ p
1− 2
pS pour tout i ∈ {1, . . . , r}, ce qu’on voulait. 
Proposition A.1.2. On a p˜
1
p−1 Coker
(
αM
)
= 0.
Cela résulte des deux lemmes suivants.
Lemme A.1.3. Il existe c ∈ Q∩[0, p − 2[ tel que p˜c Coker
(
αM
)
= 0.
Démonstration. On conserve les notations de la preuve du lemme A.1.1. Soit M˜ unRS-module
libre de rang r tel que M˜/p˜p−1M˜
∼
→M. Soit e˜ =
(
e˜1, . . . , e˜r
)
une base de M˜ un RS qui relève
e. Fixons φ˜ : M˜ → M˜ semi-linéaire relevant φM (il suffit pour cela de choisir pour la matrice
de 1 ⊗ φ˜ dans la base e˜ un relèvement dans Mr(RS) de la matrice de 1 ⊗ φ dans la base e).
Par hypothèse, µ˜ := det
(
1⊗ φ˜
)
divise p˜pε (car c’est vrai modulo p˜p−1). Notons aussi u˜ ∈ R×S
relevant l’image de u dans Λ0(S)/pΛ0(S) ≃ RS/p˜p−1RS .
Commençons par montrer que pour tout i ∈ {1, . . . , r}, il existe v˜i ∈ M˜ relevant vi ∈
J [1]M ≃ M/p˜p−2M et tel que u˜φ˜
(
v˜i
)
= p˜v˜i. Choisissons x˜i,0 ∈ M˜ quelconque relevant vi.
Comme uφM(vi) = p˜vi, on a u˜φ˜
(
x˜i,0
)
≡ p˜x˜i,0 mod p˜
p−1M˜. Pour n ∈ N, posons δn = pn(p−
3) + p
n+1−2pn+p
p−1 ∈ N>0. On a δ0 = p− 1 et δn+1 = p(δn − 1). Supposons qu’il existe xi,n ∈ M˜
qui relève vi et tel que u˜φ˜
(
x˜i,n
)
≡ p˜x˜i,n mod p˜
δnM˜ : écrivons u˜φ˜
(
x˜i,n
)
= p˜x˜i,n + p˜
δnyi,n.
Posons alors x˜i,n+1 = x˜i,n + p˜δn−1yi,n ∈ M˜. Comme δn ≥ p − 1, l’élément x˜i,n+1 relève lui
aussi vi. Par ailleurs, on a
u˜φ˜
(
x˜i,n+1
)
− p˜x˜i,n+1 = u˜φ˜
(
p˜δn−1yi,n
)
= u˜p˜δn+1 φ˜
(
yi,n
)
Comme p > 2, on a lim
n→∞
δn = +∞ : on construit ainsi une suite de Cauchy
(
x˜i,n
)
n∈N
pour la
topologie p˜-adique dans M˜. Comme M˜ ≃ RrS et RS est séparé et complet pour la topologie
p˜-adique, la suite
(
x˜i,n
)
n∈N
converge vers v˜i ∈ M˜ relevant vi et tel que u˜φ˜
(
v˜i
)
= p˜v˜i (par
continuité).
Notons alors V
(
M˜
)
le sous-Fp-espace vectoriel de M˜ engendré par v˜ =
(
v˜1, . . . , v˜r
)
. La
réduction modulo p˜p−2 fournit un isomorphisme V
(
M˜
) ∼
→V
(
M
)
. Par ailleurs, on dispose du
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morphisme
α˜ : RS ⊗Fp V
(
M˜
)
→ M˜
déduit de l’inclusion V
(
M˜
)
⊂ M˜ par RS linéarité. On a le diagramme commutatif :
RS ⊗Fp V
(
M˜
) α˜ //

M˜
≃ // p˜M˜
(
RS/p˜
p−1RS
)
⊗Fp V
(
M
) α
M // J [1]M p˜M
Il s’agit donc de montrer qu’il existe c ∈ Q∩[0, p − 2[ tel que p˜c Coker
(
α˜
)
= 0. La commu-
tativité du diagramme et le lemme A.1.1 impliquent que si x ∈ RS ⊗Fp V
(
M˜
)
est tel que
α˜(x) ∈ p˜p−2M˜, alors p˜
p
p−1x ∈ p˜p−1RS ⊗Fp V
(
M˜
)
, i.e. x ∈ p˜
p2−3p+1
p−1 RS ⊗Fp V
(
M˜
)
. Comme
RS est séparé et complet pour la topologie p˜-adique et sans p˜-torsion, cela implique qu’une
part que α˜ est injectif. D’autre part, si Coker
(
α˜
)
est tué par p˜d avec d ∈ Q≥p−2, il l’est aussi
par p˜d−
p2−3p+1
p−1 . Cela implique alors que Coker
(
α˜
)
est tué par p˜c avec c ∈ Q≥0 et c < p − 2.
Comme α˜ est une application linéaire entre deux RS-modules libres de même rang, il reste
donc à montrer que det
(
α˜
)
divise une puissance de p˜.
On a det
(
RS⊗FpV
(
M˜
))
= RS v˜1∧· · ·∧ v˜r et det
(
M˜
)
= RS e˜1∧· · ·∧ e˜r : il existe λ˜ ∈ RS
tel que
det
(
α˜
)(
v˜1 ∧ · · · ∧ v˜r
)
= λ˜e˜1 ∧ · · · ∧ e˜r
D’après ce qui précède, il s’agit de voir que λ˜ divise une puissance de p˜. Notons que l’injectivité
de α˜ implique que λ˜ n’est pas diviseur de zéro. On a{
φ˜
(
e˜1
)
∧ · · · ∧ φ˜
(
e˜r
)
= µ˜e˜1 ∧ · · · ∧ e˜r
u˜φ˜
(
v˜1
)
∧ · · · ∧ u˜φ˜
(
v˜r
)
= p˜rv˜1 ∧ · · · ∧ v˜r
Comme α˜ est déduit de l’inclusion V
(
M˜
)
⊂ M˜ par RS linéarité, il est compatible à φ˜, de
sorte que u˜rµ˜λ˜p = p˜rλ˜, d’où u˜rµ˜λ˜p−1 = p˜r (car λ˜ n’est pas diviseur de zéro), et donc λ˜ | p˜r,
ce qu’on voulait. 
Lemme A.1.4. Si p˜c Coker
(
αM
)
= 0 avec c ∈ Q∩[0, p − 2[, alors p˜
1
p−1 Coker
(
αM
)
= 0.
Démonstration. On peut supposer c > 1p−1 . Soit y ∈ J
[1]M. Par hypothèse, il existe z ∈(
Λ0(S)/pΛ0(S)
)
⊗FpV
(
M
)
tel que p˜cy = αM(z). On a alors αM
(
p˜p−2−cz
)
= 0, de sorte que
p˜p−2−c+
p
p−1 z = p˜p−1−c+
1
p−1 z = 0 d’après le lemme A.1.1. Par normalité, il existe donc x0 ∈(
Λ0(S)/pΛ0(S)
)
⊗FpV
(
M
)
tel que z = p˜c−
1
p−1x0. On a alors p˜
c− 1
p−1
(
p˜
1
p−1 y−αM(x0)
)
= 0, si
bien qu’il existe y1 ∈ J [1]M tel que p˜
1
p−1 y = αM(x0)+ p˜
p−2−c+ 1
p−1 y1. On peut ainsi construire
des suites (yn)n∈N ∈ J [1]M
N
et (xn)n∈N ∈
((
Λ0(S)/pΛ0(S)
)
⊗Fp V
(
M
))N
telles que y0 = y
et p˜
1
p−1 yn = αM(xn) + p˜
p−2−c+ 1
p−1 yn+1 pour tout n ∈ N. On a alors p˜
1
p−1 y = αM(x) pour
x =
∞∑
n=0
p˜n(p−2−c)xn ∈
(
Λ0(S)/pΛ0(S)
)
⊗Fp V
(
M
)
(la série n’a qu’un nombre fini de termes
car p˜n(p−2−c) = 0 dans Λ0(S)/pΛ0(S) si n(p− 2− c) ≥ p− 1). 
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A.2. Le morphisme des périodes en caractéristique 0. Soit
(
M, φM
)
un σ-module libre
de rang r sur A˜∇cris(S), tel que p˜
pε ∈ det
(
1 ⊗ φM
)
avec 2ε ∈ [0, 1/p[. D’après [7, Théorème
5.40], pour tout α ∈ Q∩]2ε, 1p [, le Zp-module V
(
Λα(S),M
)
est libre de rang r. Comme
V
(
Λα(S),M
)
⊂ J [1]Λβ(S) ⊗A˜∇cris(S)
M, pour tout β ∈ Q∩[α, 1[, on dispose de l’application
Λβ(S)-linéaire :
αM,β : Λβ(S)⊗Zp V
(
Λα(S),M
)
→ J [1]Λβ(S)⊗A˜∇cris(S)
M
PosonsM =
(
Λ0(S)/pΛ0(S)
)
⊗
A˜∇cris(S)
M et φM l’opérateur de Frobenius induit. Comme on
l’a vu dans le paragraphe A.1, on dispose de l’application αM :
(
Λ0(S)/pΛ0(S)
)
⊗FpV
(
M
)
→
J [1]M.
Lemme A.2.1. Coker
(
αM,β
)
est tué par [p˜]
1
p−1 pour tout β ∈ Q∩
]
max
(
α, 1p−1
)
, 1
[
.
Démonstration. En tensorisant par Λβ(S)/pΛβ(S), la proposition A.1.2 implique que le co-
noyau de l’application(
Λβ(S)/pΛβ(S)
)
⊗Zp V
(
Λα(S),M
)
→ J [1]
(
Λβ(S)/pΛβ(S)
)
⊗
A˜∇cris(S)
M
est tué par p˜
1
p−1 . Soit alors y ∈ J [1]Λβ(S)⊗A˜∇cris(S)
M : il existe y1 ∈ J [1]Λβ(S)⊗A˜∇cris(S)
M et(
λi,0
)
1≤i≤r
∈ Λβ(S)
r tels que
[p˜]
1
p−1 y =
r∑
i=1
λi,0vi + py1 =
r∑
i=1
λi,0vi +
p
[p˜]
1
p−1
[p˜]
1
p−1 y1
On construit ainsi par récurrence des suites
(
(λi,n)1≤i≤r
)
n∈N
∈
(
Λβ(S)
r
)N
et (yn)n∈N>0 ∈
J [1]Λβ(S)⊗A˜∇cris(S)
M telles que pour tout n ∈ N>0, on ait
[p˜]
1
p−1 y =
r∑
i=1
n−1∑
j=0
pj
[p˜]
j
p−1
λi,jvi +
pn
[p˜]
n
p−1
[p˜]
1
p−1 yn
Comme 1p−1 < β, la suite
(
pn
[p˜]
n
p−1
)
n∈N
converge vers 0 pour la topologie p-adique dans Λβ(S).
Il en résulte que les séries λi :=
∞∑
j=0
pj
[p˜]
j
p−1
λi,j convergent dans Λβ(S), et qu’en passant à la
limite, on a [p˜]
1
p−1 y =
r∑
i=1
λivi, i.e. [p˜]
1
p−1 y = αM,β
(
r∑
i=1
λi ⊗ vi
)
. 
Proposition A.2.2. Pour tout β ∈ Q∩
]
max
(
α, 1p−1
)
, 1
[
,
αM,β
[
p−1
]
: Λβ(S)
[
p−1
]
⊗Zp V
(
Λα(S),M
)
→ J [1]Λβ(S)
[
p−1
]
⊗
A˜∇cris(S)
M
est un isomorphisme.
Démonstration. Les choix d’une base deV
(
Λα(S),M
)
sur Zp et deM sur A˜
∇
cris(S) permettent
de décrire αM,β par une matrice A ∈ Mr
(
Λβ(S)
)
. D’après le lemme A.2.1, il existe B ∈
Mr
(
Λβ(S)
)
tel que AB = [p˜]
1
p−1 Ir. Mais dans Λβ(S), on a [p˜]
1
p−1 | p vu que p = p
[p˜]β
[p˜]β et
1
p−1 < β, si bien que [p˜]
1
p−1 ∈ Λβ(S)
[
p−1
]×
, et donc A ∈ GLr
(
Λβ(S)
[
p−1
])
. 
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A.3. Application aux F -cristaux surconvergents de Hodge. Considérons une immer-
sion fermée dans un schéma formel affine lisse Spf(S) →֒ Z = Spf(T ), donnée par un mor-
phisme de W -algèbres surjectif u : T → S où T est une W -algèbre formellement lisse ; notons
D(u) l’enveloppe à puissances divisées de T pour Ker(u).
On considère également θu = µ ◦ (θ⊗ u) : W(R)⊗W T → Ŝ où µ désigne la multiplication ;
on forme A˜cris(u), complété p-adique de l’enveloppe à puissances divisées de W(R)⊗W T pour
l’idéal θ−1u
(
p
1− 1
pŜ
)
. On le munit d’une action de GS en faisant agir ce groupe trivialement sur
le facteur T de W(R) ⊗W T . Cet anneau est une T -algèbre munie d’une connexion (voir [6])
dont l’anneau des sections horizontales est A˜∇cris(S) (qui est seulement une W -algèbre).
Soit S′ une seconde W-algèbre admissible normale munie d’un morphisme de W-algèbres
ιS : S → S
′ et d’un morphisme semilinéaire de W-algèbres ϕS : S → S′, satisfaisant
ιS ◦ Frob ≡ ϕS (mod p
1−µS′[p1−µ])
pour un certain 0 < µ < 1. On choisit alors (ιT , φT ) un Frobenius de la présentation u : T → S,
c’est-à-dire deux diagrammes commutatifs
T
ιT //
u

T ′
u′
S
ιS // S′
T
ϕT //
u

T ′
u′
S
ϕS // S′
tels que ϕT mod p1−w soit donné par ιT ◦ Frob modulo p1−µ.
Le morphisme ϕT induit un morphisme GS′-équivariant A˜cris(u)→ A˜cris(u′).
Soit (M ,Φ,Fil MS) un F -cristal surconvergent de Hodge vérifiant les hypothèses de [7,
Théorème 3.23] ; rappelons que Fil MS est un sous-S-module projectif de l’évaluation MS
du cristal M en l’épaississement trivial S. Notons Z = Spf(D(u)) le complété formel p-
adique de l’enveloppe à puissances divisées de Z. On suppose qu’on dispose d’un sous-module
FilMZ ⊂ MZ relevant Fil MS. Ces données sont décrites par celle d’un ϕ-module filtré(
M(u),FilM(u),∇,ΦM(u)
)
sur D(u) (voir [7, Définition 3.30]).
Par hypothèse, les modules FilM(u) et M(u)/FilM(u) sont localement libres de rang r
sur D(u). On pose M(u) =
(
A˜cris(u)⊗D(u) M(u)
)∇=0
.
Soit ϕ le Frobenius de A˜∇cris(S
′). Le A˜∇cris(S
′)-moduleM′ =M′(u) =M(u)⊗
A˜∇cris(S)
A˜
∇
cris(S
′)
est muni d’un endomorphisme ϕ-semilinéaire φM′ . Soit I ⊂ A˜cris(u) le complété p-adique de
l’idéal à puissances divisées engendré par les indéterminées de A˜cris(u) associées à u : T → S
comme dans [7, Proposition 4.11]. On définit FilIM′ ⊂ M′ comme le sous-A˜
∇
cris(S
′)-module
engendré par l’image de A˜cris(u)⊗D(u) FilM(u) dans
M′ =
[(
A˜cris(u)⊗D(u) M(u)
)
/I
(
Acris(u)⊗D(u) M(u)
)]
⊗
A˜∇cris(S)
A˜∇cris(S
′).
Soit w ∈]0, 1 − µ[ la hauteur de Hodge de MS/FilMS ; par le théorème de décomposition
([7, Proposition 4.27]), il existe un unique sous-σ-module
(
U ′, φU ′
)
=
(
U ′(u), φU ′(u)
)
de M′ =
M′(u) tel que
(1) [p˜]((p−1)r+1)w ∈ det
(
φU ′
)
A˜
∇
cris(S
′) ;
(2) [p˜]wM′ + FilIM′ = U ′ ⊕ FilIM′
D’après la proposition A.2.2 appliquée à U ′, l’application
αU ′,α
[
p−1
]
: Λα(S
′)
[
p−1
]
⊗Zp V
(
Λα(S
′),U ′
)
→ J [1]Λα(S
′)
[
p−1
]
⊗
A˜∇cris(S)
U ′
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est un isomorphisme pour tout α ∈ Q∩
]
2ε
p ,
1
p
[
, en posant ε = ((p − 1)r + 1)w.
Par ailleurs, on a un isomorphisme τ : A˜cris(u)⊗A˜∇cris(S)
M(u)
∼
→ A˜cris(u)⊗D(u)M(u) (cf [7,
Proposition 4.17]), et donc un isomorphisme(
A˜
∇
cris(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)
⊗
A˜∇cris(S
′)
M′(u)
∼
→
(
A˜
∇
cris(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)
⊗D(u) M(u)
Proposition A.3.1. L’application (1 ⊗ τ) ◦
(
1 ⊗ αM′(u),α
)
induit un isomorphisme GS′-
équivariant
H˜T: Ŝ ′[p−1]⊗Zp V
(
Λα(S
′),U ′(u)
) ∼
→ ξŜ ′[p−1]⊗D(u)
(
M(u)/FilM(u)
)
Démonstration. Comme ε = ((p− 1)r+1)w ≥ w, on a w < α, de sorte que [p˜]w est inversible
dans Λα(S′)
[
p−1
]
: on a donc
(3) Λα(S
′)
[
p−1
]
⊗
A˜∇cris(S
′)
M′(u) =
Λα(S
′)
[
p−1
]
⊗
A˜∇cris(S
′)
U ′(u)⊕ Λα(S
′)
[
p−1
]
⊗
A˜∇cris(S
′)
FilIM
′(u)
Par ailleurs, comme
FilIM
′(u) = A˜
∇
cris(S
′)⊗
(
A˜cris(u)⊗D(u) FilM(u)
)
/I
(
A˜cris(u)⊗D(u) FilM(u)
)
on a (1⊗ τ)
(
FilIM
′(u)
)
⊂
(
A˜
∇
cris(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)
⊗D(u)FilM(u), de sorte que
(1⊗ τ)
((
A˜∇cris(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)
⊗
A˜∇cris(S
′)
FilIM
′(u)
)
=(
A˜∇cris(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)
⊗D(u) FilM(u)
La décomposition (3) implique donc que
(
Λα(S
′)⊗
A˜∇cris(S)
A˜cris(u)
)[
p−1
]
⊗D(u) M(u) est égal
à
(1⊗ τ)
(
Λα(S
′)
[
p−1
]
⊗
A˜∇cris(S
′)
U ′(u)
)
⊕
(
Λα(S
′))⊗
A˜∇cris(S)
A˜cris(u)
)[
p−1
]
⊗D(u)FilM(u)
Si A (u, S′) = Λα(S′)⊗A˜∇cris(S)
A˜cris(u)
[
p−1
]
, on a donc
ξA (u, S′)⊗D(u) M(u) =
(1⊗ τ) ◦ (1⊗ αM′(u),α)
(
A (u, S′)⊗Zp V
(
Λα(S
′),U ′(u)
))
⊕ ξA (u, S′)⊗D(u) FilM(u)
d’où un isomorphisme
(4) A (u, S′)⊗Zp V
(
Λα(S
′),U ′(u)
) (1⊗τ)◦(1⊗αM′(u),α)
−−−−−−−−−−−−−→ ξA (u, S′)⊗D(u)
(
M(u)/FilM(u)
)
Le morphisme d’anneaux θ : A˜∇cris(S
′)→ Ŝ ′ induit un morphisme θ : Λ0(S′)→ Ŝ ′. Si α < 1, il
se prolonge en θ : Λα(S′) → Ŝ ′ en posant θ
(
p
[p˜]α
)
= p1−α. Ce dernier se prolonge à son tour
en θu,S′ := θ ⊗ θu : A (u, S′) → Ŝ ′[p−1]. Modulo Ker
(
θu,S′
)
, l’isomorphisme (4) fournit donc
l’isomorphisme
H˜T: Ŝ ′[p−1]⊗Zp V
(
Λα(S
′),U ′(u)
) ∼
→ ξŜ ′[p−1]⊗D(u)
(
M(u)/FilM(u)
)
recherché. Comme les applications αM′(u),α, τ et θu,S′ sont GS′-équivariantes, il en est de même
de l’isomorphisme H˜T. 
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Corollaire A.3.2. L’application
HT =
(
H˜T
∨)−1
: Ŝ ′[p−1]⊗Zp V
(
Λα(S
′),U ′(u)
)
D ∼
→ Ŝ ′[p−1]⊗S
(
MS/FilMS
)∨
est un isomorphisme GS′-équivariant (où V
D = V ∨(1) est le « dual de Cartier » de V ).
Annexe B. Lien entre les faisceaux surconvergents Ln et les sous-groupes
canoniques supérieurs
Dans cette section, nous allons démontrer le théorème 6.7.3. Commencons par démontrer
que L1 est canoniquement isomorphe à H1 sur Xrig(vBM).
B.1. Le cas de l’échelon 1 : sous-groupe canonique et application de Hodge-Tate.
Proposition B.1.1. Si v ≤ vBM, on a un isomorphisme V1 ∼= H1 de faisceaux finis étales sur
Xrig(v), compatible aux correspondances de Hecke et s’insérant dans le diagramme commutatif
suivant
IsomXrig(0)
(
A[p]◦, µgp
)
= T1



//
%

++
T1,v
∼ //

IsomXrig(v)
(
H1, µ
g
p
)
xx♣♣
♣♣
♣♣
♣♣
♣♣
Xrig(0) 

// Xrig(v)
Démonstration. L’isomorphisme étant canonique, il suffit de le construire localement. Soient
Spf(S) ⊆ V un ouvert affine, u : T → S une présentation, (M,FilM,∇, φM ) le ϕ-cristal filtré
sur u, évaluation du F -cristal surconvergent localement de Hodge R1f∗A. Le D(u)-module
M/FilM est localement libre de rang g. Posons M ′ = D(u′)⊗D(u)M et FilM
′ = D(u′)⊗D(u)
FilM . Posons M =
(
A˜cris(u) ⊗D(u) M
)∇=0
≃
(
A˜cris(u) ⊗D(u) M
)
/I
(
A˜cris(u) ⊗D(u) M
)
,
M′ = A˜
∇
cris(S
′) ⊗
A˜∇cris(S)
M. D’après le théorème de décomposition ([7, Théorème 4.27]), il
existe un unique sous-ϕ-module
(
U ′, φU ′
)
de M′ tel que
(1) H
(
U ′
)
= ((p − 1)g + 1)w ;
(2)
[
p˜
]w
M′ + FilIM
′ = U ′ ⊕ FilIM
′
où w = H(M/FilM) et FilIM′ est l’image de Acris(u)⊗D(u) FilM dans M
′.
En tensorisant la décomposition
[
p˜
]w
M′+FilIM
′ = U ′⊕FilIM
′ par Λ0(S′) au-dessus de
A˜∇cris(S
′) et en quotientant par pΛ0(S′)⊗A˜∇cris(S′)
M′, on a
(5) [p˜]w
(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
M′ +
(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
FilIM
′ =(
Λ0(S
′)/(p, [p˜]p−1−w)Λ0(S
′)
)
⊗
A˜∇cris(S
′)
U ′ ⊕
(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
FilIM
′
dans
(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
M′.
On dispose du composé
T → A˜cris(u)→ A˜cris(u)/I = A˜
∇
cris(S)→ Λ0(S)→ Λ0(S)/pΛ0(S)
∼
→S/p1−
1
pS
l’isomorphisme Λ0(S)/pΛ0(S)
∼
→S/p
1− 1
pS étant donné par θ ◦ ϕ−1. Il se factorise en un mor-
phisme
ψS : D(u)→ S/p
1− 1
pS
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ce dernier est égal au composé
D(u)→ S → S/pp−1S
∼
→S/p
1− 1
pS
où le dernier morphisme est l’inverse du Frobenius. On a(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
M′
∼
→
(
S ′/p
1− 1
pS ′
)
ψS′
⊗D(u′) M
′(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
FilIM
′ ∼→
(
S ′/p
1− 1
pS ′
)
ψS′
⊗D(u′) FilM
′
Par ailleurs, on a la suite exacte
0→ FilM ′ →M ′ → H1
(
A×X Spf(D(u
′)),OA×X Spf(D(u′))
)
→ 0
après extension des scalaires à S ′/p1−
1
pS ′, elle fournit un morphisme surjectif GS′-équivariant(
S ′/p1−
1
pS ′
)
ψS′
⊗D(u′) M
′ →
(
S ′/p1−
1
pS ′
)
ψS′
⊗D(u′) H
1
(
A×X Spf(D(u
′)),OA×X Spf(D(u′))
)
Appliqué à l’égalité (5), il induit un isomorphisme GS′-équivariant canonique(
Λ0(S
′)/(p, [p˜]p−1−w)Λ0(S
′)
)
⊗
A˜∇cris(S
′)
U ′
∼
→
(
p
w
p S ′/p1−
1
pS ′
)
ψS′
⊗D(u′) H
1
(
A×X Spf(D(u
′)),OA×X Spf(D(u′))
)
En outre,
(
Λ0(S
′)/pΛ0(S
′)
)
⊗
A˜∇cris(S
′)
U ′ est libre de rang g sur S ′/p1−
1
pS ′, et sa hauteur de
Hodge vaut
1
pH
(
U ′
)
= ((p − 1)g + 1)wp
D’après [7, Proposition 5.25], comme H
(
U ′
)
< 1p le Fp-espace vectoriel
V1,S′ := V
(
Λ0(S
′)/(p, [p˜]p−1−w)Λ0(S
′),U ′
)
est de dimension g. D’après ce qui précède, il s’identifie au noyau de
(
p
w
p S ′/p
1− 2
pS ′
)
ψS′
⊗D(u′) H
1
S′
uφ−p
1
p
−−−−→
(
p
w
p S ′/p
1− 1
pS ′
)
ψS′
⊗D(u′) H
1
S′
où H1S′ := H
1
(
A×X Spf(D(u
′)),OA×X Spf(D(u′))
)
.
Rappelons que u est l’image de σ1(ξ) =
p−[p˜]p
p , i.e. de 1−
[p˜]p
p dans Λ0(S
′)/pΛ0(S
′). Notons
u0 l’image de
∞∑
m=0
m!
( 1
p−1
m
)(
−[p˜]p
p
)[m]
dans Λ0(S′)/pΛ0(S′) (comme l’idéal p A˜
∇
cris(S
′)+Ker(θ) est à puissances divisées dans A˜∇cris(S
′),
on a
(
−[p˜]p
p
)[m]
∈ A˜
∇
cris(S
′)). Comme m!
( 1
p−1
m
)
=
m−1∏
i=0
1−i(p−1)
p−1 , on a vp
(
m!
( 1
p−1
m
))
≥ ⌊mp ⌋, ce
qui implique que la série qui précède converge dans A˜∇cris(S
′) (pour la topologie p-adique). On
a bien sûr u = up−10 . Par ailleurs, pour g ∈ GS′ , on a g([p˜]) = [ζ]
c(g)[p˜] (où c : GS′ → Zp(1) est
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un cocycle), de sorte que g
(
[p˜]p
p
)
= [ζ]pc(g) [p˜]
p
p . Comme l’image de [ζ]
p dans Λ0(S′)/pΛ0(S′)
vaut 1, l’élément u0 est invariant sous l’action de GS′ . On a donc un diagramme commutatif
0 // V1,S′ //

(
p
w
p S ′/p1−
2
pS ′
)
ψS′
⊗D(u′) H
1
S′
uφ−p
1
p
//
u0

(
p
w
p S ′/p1−
1
pS ′
)
ψS′
⊗D(u′) H
1
S′
u0

0 // V˜1,S′ //
(
S ′/p1−
2
pS ′
)
ψS′
⊗D(u′) H
1
S′
φ−p
1
p
//
(
S ′/p1−
1
pS ′
)
ψS′
⊗D(u′) H
1
S′
Comme u0 est inversible, les applications verticales sont injectives, comme il est invariant sous
l’action de GS′ , elles sont GS′-équivariantes. Par ailleurs, le Fp-espace vectoriel V˜1,S′ est de
dimension g en vertu de [7, Proposition 5.25]. Il en résute qu’on dispose d’un isomorphisme
Fp-linéaire GS′-équivariant canonique V1,S′
∼
→ V˜1,S′ .
Avec les notations de [2], si λ = −p
1
p , on a a(λ) ≡ p
1
p mod pZp (car wp−1 ≡ (p − 1)!
mod p, cf [25, Proposition p.9]). D’après [2, Theorem 8.1 & Proposition 12.1], on a donc
H1fppf
(
A⊗S S
′, Gλ
) ∼
→Ker
((
S ′/p
1− 1
pS ′
)
ψS′
⊗D(u′) H
1
S′
φ−p
1
p
−−−−→
(
S ′/pS ′
)
ψS′
⊗D(u′) H
1
S′
)
car p(p−1)(2p−1) < vp(λ) =
1
p ≤
1
p−1 vu que p ≥ 3 (avec les notations de loc. cit., on a r = 1−
1
p).
On a donc une application naturelle
H1fppf
(
A⊗S S
′, Gλ
)
→ V1,S′
D’après [7, Lemme 5.23], c’est un isomorphisme. Avec les notations de [2, Definition 6.5], on a
H1fppf
(
A⊗ S ′, µp
)[λ]
:= H1fppf
(
A⊗S S
′, Gλ
)
→֒ H1fppf
(
A⊗S S
′, µp
)
Mais comme vp(λ) = 1p , le sous-groupe canonique H1 ⊗ S
′
K coïncide avec l’orthogonal de
H1fppf
(
A⊗S S
′, µp
)[λ]
pour l’accouplement de Weil(
A⊗S S
′
)
[p]× H1fppf
(
A⊗S S
′, µp
)
→ µp
(cf [2, §13.1]). Il en résulte donc que
V ∨1,S′(1)
∼
→H1fppf
(
A⊗S S
′, µp
)
/V1,S′
∼
→HD1 ⊗S S
′
K
(le premier isomorphisme étant déduit de la polarisation principale), de sorte que V1,S′ ≃
H1 ⊗S S
′
K , ce qu’on voulait. 
B.2. Lien avec le sous-groupe canonique et l’application de Hodge-Tate d’échelon
n. Soit n ≥ 1 et v < min
(
1
2pn−1 , vBM
)
(rappelons que p > 3) ; soient Hn le sous-groupe
canonique défini par Fargues et Tian sur X(v) et Ln le n-ième échelon du faisceau lisse
surconvergent défini en 6.1.3. On construit l’isomorphisme canonique Ln ∼= Hn par récurrence.
L’échelon 1 a été traité dans la section précédente. Supposons n > 1. Considérons le diagramme
łignes exactes de schémas en groupes sur Xrig(v) :
0 // Ln−1 //
in−1

Ln //
in

L1 //
i1

0
0 // Hn−1 // Hn // H1 // 0
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Les flèches in−1 et i1 sont les isomorphismes canoniques donnés par l’hypothèse de récur-
rence. Elles induisent un isomorphisme Ext(in−1, i1) entre les faisceaux Ext1gr(L1,Ln−1) et
Ext1gr(H1,Hn−1) d’extensions de schémas en groupes sur X
rig(v). Comme ils classifient les
extensions entre des schémas en groupes étales, ce sont des faisceaux localement libres de rang
fini. Les lignes du diagramme précédent fournissent deux sections [Ln] et [Hn] de ces faisceaux
dont les restrictions à Xrig(0) se correspondent par Ext(in−1, i1) ; par unicité du prolongement
analytique, on a Ext(in−1, i1)([Ln]) = [Hn], sur Xrig(v), ce qui fournit un isomorphisme in
en pointillé, dont la restriction au lieu ordinaire Xrig(0) est la composée des isomorphismes
canoniques Ln ∼= A[pn]◦ ∼= Hn, ce qui caractérise in par unicité du prolongement analytique.
Considérons maintenant le morphisme de Hodge-Tate classique HTn : HDn → ωHn/X(v) asso-
cié à Hn. La composée de HT: L∨(1)→ ωA/Xrig(v) avec la restriction ωA/Xrig(v) → ωHn/Xrig(v)
se factorise en
HT′ : LDn → ωHn/Xrig(v)
On obtient ainsi deux morphismes HTn et HT′n ◦i
D
n de H
D
n vers ωHn/Xrig(v). Ces deux mor-
phismes coïncident au-dessus de Xrig(0) ; par unicité du prolongement analytique, ils coïn-
cident donc au-dessus de Xrig(v). Ceci achève la démonstration.
Remarque B.2.1. D’après [29, Rem. 3.4.12 (i)], on sait a priori que le germe du prolongement
du revêtement fini étale A[pn]◦ → Xrig(0) est unique, de sorte qu’il existe vn > 0 assez petit
et un isomorphisme in : Ln ∼= Hn au-dessus de Xrig(vn) (cet isomorphisme est canonique
par prolongement analytique). La démonstration ci-dessus fournit le prolongement de cet
isomorphisme à tout domaine où les deux groupes sont définis.
Annexe C. Module de Dieudonné d’une variété semiabélienne
C.1. Log-cristal de la variété de Kuga-Sato. Par [15, Chap.VI, Th.1.1], il existe un W -
morphisme propre et log-lisse f : A → X prolongeant le schéma abélien universel f : A →
X ; il est associé à une décomposition en cônes polyédraux rationnels Σ˜ compatible à la
décomposition Σ préalablement fixée pour définir X . On suppose que Σ˜ est assez fine pour
que le schéma semi-abélien G → X soit muni d’une immersion ouverte dans A au-dessus de
X . On a la suite exacte de Hodge
0→ ωG/X →H
1
logdR(A/X )→ ω
∨
G/X
→ 0
On a également une connexion à pôles logarithmiques
∇ : H1logdR(A/X )→ H
1
logdR(A/X )⊗ ΩX (dlogD)
où D désigne le diviseur à l’infini de X sur W . En outre, on peut définir un endomorphisme
de Frobenius de la manière suivante. Par log-lissité, H1logdR(A/X ) = H
1
logcris(As/X ) où s est
le point fermé de W . Le Frobenius absolu de As induit par fonctorialité un endomorphisme
W -semilinéaire sur le cristal H1logcris(As/X ) sur X/W . Sur X
f(v), on dispose du relèvement
excellent de Frobenius ϕ : X f(vp)→ X
f(v) défini par la "propriété universelle" de la compac-
tification toroïdale [15, Th.IV.5.7 (5)] : Gϕ(x) = Gx/H1,x, où H1 → X
f(v) désigne le schéma
en groupes canonique fini et plat de G (défini dans [3, Prop.4.1.3]). On peut ainsi munir
H = H1logdR(A/X
f(v)) d’une structure de F -cristal surconvergent de Hodge ([7, Definition
3.20]) à pôles logarithmiques.
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C.2. Cartes locales de la variété de Kuga-Sato. On va utiliser les notations de [15, IV.5.7,
IV.6.7 et VI.1], ainsi que celles de 9.1. On doit comparer φ∗PH
1
logcris(A/X ) avec le module de
Dieudonné contravariant D∗GP sur ΞP,ΣP . Soit AP → Y
f
P la variété abélienne universelle sur la
strate Y fP , soit 0→ L
∗
P ⊗Gm → GP → AP → 0 l’extension de Raynaud sur B
f
P et Ξ
f
P → B
f
P
le torseur sous UP (Γ) ⊗Gm sur lequel le pull-back de GP (encore noté GP ) est muni d’une
structure de 1-motif polarisé LP → GP . Le schéma formel Ξ˜fP = Ξ
f
P ×BfP
GP est muni d’une
action de GP et de LP (par la structure de 1-motif de GP au-dessus de ΞP ), au-dessus du
morphisme Ξ˜fP → Ξ
f
P donné par la première projection. Soit U˜P (Γ) = UP (Γ)⋉L
∗
P ; considérons
le tore FP = U˜P (Γ) ⊗Gm. On a une décomposition FP = EP × (L∗P ⊗Gm). On a donc une
fibration (triviale) FP → EP en tores L∗P ⊗Gm. On voit que Ξ˜
f
P est un FP -torseur au-dessus
de AP via la composée
Ξ˜fP → Ξ
f
P ×BP AP → AP .
Soit Σ˜P une décomposition en cônes polyédraux rationnels, admissible pour ΓP,ℓ ⋉ LP , du
cône C˜P ⊂ U˜P (Γ). On la suppose compatible avec la décomposition ΣP de CP , admissible
pour ΓP,ℓ (pour les détails, voir [15, VI.1]). On forme l’immersion torique FP ⊂ FP,Σ˜P ; elle
est munie d’un morphisme FP,Σ˜P → EP,ΣP compatible avec les actions des tores FP et EP
via FP → EP . On définit Ξ˜fP,Σ˜P
= Ξ˜fP
FP
× FP Le morphisme Ξ˜fP,Σ˜P
→ BfP ×YP AP est un fibré
en F
P,Σ˜P
. Le schéma formel Ξ˜f
P,Σ˜P
est encore muni d’une action de GP et d’une action de LP
via LP → GP ,au-dessus de ΞfP,ΣP .
On note f : Ξ˜f
P,Σ˜P
→ ΞfP,ΣP le morphisme canonique. Soit Ξ̂
f
P,ΣP
la complétion formelle de
ΞfP,ΣP par rapport au diviseur Z
f
P,ΣP
(voir 9.1) et ̂˜ΞfP,Σ˜P la complétion formelle par rapport
au diviseur f∗Z fP,ΣP . On omet désormais l’exposant f pour alléger les notations.
Par [15, VI.1.11], on sait qu’après complétion formelle le long de DP , le pull-back de A → X
par φP s’identifie au morphisme ̂˜
Ξ
P,Σ˜P
/LP → Ξ̂P,ΣP
induit par f .
C.3. Dévissage du log-cristal de la variété de Kuga-Sato sur une carte locale. On
a (après complétion formelle) :
φ̂∗PH
1
logcris(A/X ) = H
1
logcris
(
(
̂˜
Ξ
P,Σ˜P
/LP )/Ξ̂P,ΣP
)
.
Proposition C.3.1. 1) Le morphisme de quotient de Mumford
πP :
̂˜
Ξ
P,Σ˜P
→
̂˜
Ξ
P,Σ˜P
/LP
induit un morphisme de log-F-cristaux sur Ξ̂fP,ΣP :
H1logcris
(
(
̂˜
ΞP,Σ˜P /LP )/Ξ̂P,ΣP
)
π∗P−−→ D∗cris(GP /Ξ̂P,ΣP )
où D∗ désigne le module de Dieudonné contravariant [23]
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2) Soit U = Ξ̂f,ordP,ΣP ∪ Ξ̂
f
P ; c’est un ouvert formel de Ξ̂
f
P,ΣP
. La restriction de π∗P à U s’insère
dans une suite exacte courte
0→ Hom(LP ,OU,cris)→ H
1
logcris
(
(Ξ˜
P,Σ˜P
/LP )|U/U
)
π∗P−−→ D∗cris(GP /U)→ 0.
Remarque C.3.2. On notera que dans la suite exacte, seul le terme du milieu est à singula-
rités logarithmiques.
Le schéma formel p-adique Ξ̂P,ΣP donne par la construction de Berthelot [19] un espace
rigide Ξ̂rigP,ΣP . Pour simplifier, on pose S = Ξ̂
rig
P,ΣP
et Slog le schéma logarithmique donné
par S et son diviseur à l’infini. On pose aussi A = Ξ˜
P,Σ˜P
/LP , G = Ξ̂
rig
P,ΣP
×BP GP , G
♥ =
(Ξ̂rigP,ΣP×BPGP )/LP , et G =
̂˜
Ξ
rig
P,Σ˜P . Rappelons qu’on a G ⊂ G et qu’on peut supposer G
♥ ⊂ A.
On note πP la flèche de quotient de Mumford G→ A.
Lemme C.3.3. On a une suite exacte de faisceaux localement libres sur S :
(∗) 0→ Hom(LP ,OS)→H
1
logdR(A/Slog)
π∗P−−→ H1logdR(G/S)→ 0
De plus la flèche de restriction ρ : H1logdR(G/S) → H
1
dR(G/S) induite par G ⊂ G est un
isomorphisme.
Remarque C.3.4. 1) Soit LP le sous-faisceau du faisceau constant LP , constructible sur S
donné par les sous-groupes abéliens Lσ de LP de rang r′ − r sur une strate ZP,σ où le rang
torique de G♥ vaut g − r′ (r ≤ r′ ≤ g). Notons encore πP la flèche de quotient de Mumford
G→ G♥ ; On a aussi une suite exacte
0→ Hom(XP ,OS)→H
1
dR(G
♥/S)
π∗P→ H1dR(G/S)→ 0
[Pour montrer l’exactitude, il suffit de travailler fibre à fibre sur chaque strate où le rang de
la partie torique de G♥ est constant.]
2) Concernant l’inclusion G♥ ⊂ A, le morphisme ρ n’est pas un isomorphisme : le rang de
H1logdR(A/S) est constant égal à 2g tandis que celui de H
1
dR(G
♥/S) diminue sur les strates
non ouvertes (et vaut g+ r sur la strate fermée). Il s’agit d’un faisceau cohérent qui n’est pas
localement libre.
Démonstration. On sait que H1logdR(A/Slog) est localement libre de rang 2g ([15, Chap.VI] et
[21]). Par ailleurs,H1logdR(G/S) est localement libre de rang fini. En effet, G\G est un diviseur à
croisements normaux relatif sur S. L’espace S est réunion stricte (infinie) d’ affinoïdes ; il suffit
donc de vérifier l’assertion pour S affinoïde,et même supposer que S est un schéma S = Spec B
lisse de type fini sur Q. On peut alors étendre les scalaires à C et appliquer [14, Cor.3.14]
qui montre que l’inclusion G ⊂ G au-dessus de S induit l’isomorphisme ρ : H1logdR(G/S)
∼=
H1dR(G/S). Par le théorème de Grothendieck relatif [17, Th.2], on voit que H
1
dR(G/S) est
localement libre de rang fini. Comme G est extension de AP par L∗P ⊗Gm, on trouve que le
rang de H1dR(G/S) est 2r + g − r = g + r. On déduit qu’il en va de même sur S = Ξ̂
rig
P,ΣP
.
Par [24, Chap.II.5, Cor.2] (où l’hypothèse de propreté n’est pas nécessaire, lorsque la coho-
mologie relative est de rang fini constant), il suffit de vérifier l’exactitude de la suite (∗) fibre
à fibre.
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Soit x ∈ S et soit K le corps résiduel de x (on peut supposer que c’est un corps p-adique).
On procède comme dans [13, 2.1] pour définir un morphisme
Ker
(
π∗P
)
→ Hom(XP ,K)
Soit (Ui) un recouvrement de A par des ouverts affines ; soit Ui,j = Ui ∩ Uj. Un élément s de
Ker
(
π∗P
)
est une classe de cohomologie dans H1logdR(Axlog) (où xlog est le point logarithmique
obtenu comme composé de la log-structure de S avec x : OS → K) . On note ω1 le faisceau
des différentielles logarithmiques pour le morphisme Ax,log → xlog. La classe s est représentée
par un élément ((ωi)i, (fi,j)i,j) ∈
⊕
i f∗ω
1
Ui
⊕
⊕
i,j f∗OUi,j fermé pour la différentielle totale,
et tel qu’il existe des sections hi (localement sur S) de
⊕
i f∗OUi telles que π
∗
Pωi = dhi et
π∗P = hi − hj sur Ui,j. Pour chaque γ ∈ LP , on définit alors gi = γ
∗hi − hi et on note que
dgi = 0 et gi− gj = 0 sur Ui,j. Les fonctions gi fournissent donc localement une fonction sur S
notée gγ . La forme linéaire γ 7→ gγ est l’image ψ(s) de s cherchée. On voit que ψ est injective.
Il en résulte, en comparant les dimensions, que π∗P est surjective et que la suite est exacte. 
de la proposition C.3.1. Soit E(G)/S l’extension vectorielle universelle de G/S ; en notant
encore G/S le groupe de Barsotti-Tate de G, et GD son dual de Cartier, c’est une extension
de G par ωGD [23, Chap.IV, Cor.1.14]. On sait que le module de Dieudonné covariant de G/S
est défini par D(G/S)rig = Lie(E(G)/S) (par Mazur-Messing, Th.1 qui ne traite que le cas
abélien, mais la démonstration est la même dans le cas de l’extension de Raynaud G). Par
[12, Th.1.2.2] on a un isomorphisme canonique H1dR(G/S)
∼= Inv(Ω1E(G)/S). On a donc un
isomorphisme canonique H1dR(G/S) = D
∗(G/S)rig.
Pour étudier l’intégralité de la flèche induite par πP , on se restreint d’abord de Ξ̂fP,ΣP à
Ξ̂fP ; on observe, par la propriété d’universalité de l’extension vectorielle universelle que le
morphisme πP : G→ A défini sur Ξ̂fP induit une suite exacte de schémas en groupes sur Ξ̂
f
P :
0 // ωGD //
πP

E(G) //

G //
πP

0
0 // ωAD // E(A) // A // 0
ceci fournit un morphisme D(G)→ D(A) injectif sur les modules de Dieudonné covariants. En
effet, πP induit un isomorphisme Lie(G) ∼= Lie(A), et on voit facilement par le lemme des cinq
que la multiplication par pn (pour tout n ≥ 1) fournit une suite exacte courte
0→ G[pn]→ A[pn]→ LP /p
nLP → 0
ce qui fournit par dualité de Cartier la suite exacte courte 0 → (LP /pnLP )D → A[pn]D →
G[pn]D → 0 qui donne par passage aux différentielles l’injection
ωGD →֒ ωAD.
D’ où, par [22, Th.1] un morphisme surjectif induit par πP :
H1cris(A/Ξ̂
f
P )
π∗P−−→ D∗(GP /Ξ̂
f
P )→ 0.
De plus par le lemme C.3.3, ce morphisme se prolonge à Ξ̂rigP,ΣP (c’est à dire quand on inverse
p). Pour voir qu’il se prolonge en fait à Ξ̂fP,ΣP , c’est à dire qu’il préserve l’intégralité, il suffit
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de remarquer que l’injection induite par la restriction de Ξ̂fP,ΣP à Ξ̂
f
P,ΣP
:
O
Ξ̂fP,ΣP
→֒ O
Ξ̂fP,ΣP
est de conoyau sans p-torsion, ce qui évident sur les cartes affines explicites pour chaque cône
σ ∈ ΣP , grâce au sous-lemme :
Sous-Lemme C.3.5. Soit A une W [[T ]]-algèbre plate, régulière. Soit L un A-module libre de
rang N . Soit L′ un A-module de type fini contenu dans L[p−1]. On suppose que L′[p−1] =
L[p−1] et L′[T−1] = L[T−1]. Alors, L′ ⊂ L.
Démonstration. Comme L est réflexif, on peut localiser en hauteur 1, et A devient principal.
Si f ∈ L′, on sait qu’il existe m1,m2 ≥ 0 tels que pm1f ∈ L et Tm2f ∈ L. Ceci entraîne
f ∈ L. 
Remarque C.3.6. Par contre, L′ n’est pas nécessairement libre de sorte que l’inclusion peut
être stricte. Exemple : L′ = (p, T ) ⊂W [[T ]].
Pour montrer l’intégralité de la flèche ψ du lemme C.3.3, on utilise le relèvement de A à
W donné par la construction de Faltings-Chai et on calcule le H1logcris(A/Ξ̂P,ΣP ) comme la
cohomologie log-de Rham entière. On obtient ainsi un diagramme
0→ Ker
(
π∗P
)
→ H1logcris
(
(Ξ˜P,Σ˜P /LP )/Ξ̂P,ΣP
)
π∗P−−→ D∗cris(GP /Ξ̂P,ΣP )
Avec ψ : Ker
(
π∗P
)
→֒ Hom(LP ,OΞ̂P,ΣP ,cris
).
Ces morphismes sont clairement des morphismes de log-cristaux (car ils sont compatibles
aux connexions par construction). De plus, ces morphismes sont compatibles avec les Frobe-
nius. Pour cela on rappelle que la formation du H1logcris
(
(Ξ˜P,Σ˜P /LP )/X̂iP,ΣP
)
commute au
changement de base, on peut vérifier la compatibilité aux Frobenius en procédant fibre à fibre.
Soit x un point fermé de (Ξ̂fP,ΣP )red, K(x) son corps résiduel le morphisme π
∗
P se factorise
comme suit
H1logcris(Ax/W (K(x))log)→ H
1
rig(G
♥
P,x)→ H
1
rig(GP,x)→ D
∗(GP,x)
On reprend alors l’argument de [13, 2.(ii)], la première flèche est construite comme dans
[11] ; elle est Frobenius équivariante par construction. La seconde est induite par πP , et est
donc compatible au Frobenius par fonctorialité. La compatibilité avec Frobenius du dernier
isomorphisme se montre séparément pour la partie abélienne (qui résulte des théorèmes de
comparaison pour les variétés abéliennes entre coholomogie rigide et cristalline d’une part et
cohomologie cristalline et module de Dieudonné d’autre part), et pour la partie torique, on se
ramène à Gm et la vérification est immédiate.
Reste à vérifier que ces données fournissent la suite exacte désirée quand on se restreint à
l’ouvert U et en fait uniquement à l’ouvert ordinaire. En chaque point x de Ξ̂f,ordP,ΣP , la fibre de
H1logcris
(
(Ξ˜
P,Σ˜P
/LP )/Ξ̂P,ΣP
)
s’identifie au H1logcris de la fibre. Comme l’image et le noyau de
π∗P,x sont ordinaires comme F -cristaux. On en déduit que le H
1
logcris de la fibre est ordinaire, et
par un calcul facile, on voit que son espace de pente 0 est de dimension g et se surjecte sur la
partie de pente 0 de D∗(GP,x). Il en résulte que π∗P est surjective et de noyau Hom(LP ,K(x)).
Par Nakayama, on en déduit l’énoncé 2) de la proposition. 
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