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Introduction
The multivariate normal distribution is one of the most important and very useful distribution in multivariate statistical analysis. If we have sample of size n from the kvariate normal distribution then the sample unbiased estimators of the mean vector and the covariance matrix have k-variate normal and k-variate Wishart distributions, respectively, and they are independently distributed (see Section 3 of Mardia et al. (1980) ).
Recently, several papers study the investigation of properties of the estimators for mean vector and covariance matrix. For instance, Stein (1956) and Jorion (1986) discuss improvement techniques for the mean estimator. Ledoit However, functions that depend on the product of the (inverse) Wishart random matrix and the Gaussian random vector are not comprehensively investigated in literature. Bodnar and Okhrin (2011), Bodnar et al. (2013 Bodnar et al. ( , 2014b derived the exact distributions of the product of the (inverse) Wishart random matrix and the Gaussian random vector, which have integral representations. We note that these products have direct applications in the portfolio theory and in the discriminant analysis. For example, the elements of the sample estimator of the discriminant function are expressed as products of the inverse Wishart random matrix and the Gaussian random vector, and the weights of the tangency portfolio are estimated by the same product. In this paper we extend the results obtained by Bodnar and Okhrin (2011) by providing the asymptotic and approximate density functions of this product.
The rest of the paper is structured as follows. The main results are presented in Section 2, where the asymptotic distribution of the product of an inverse Wishart random matrix and a Gaussian random vector is derived as Theorem 2.1. Its approximate density function which is based on the third order Taylor series approximation is obtained in Theorem 2.2. The numerical performance of the obtained results is outlined in details in Section 3, while Section 4 summarizes the paper.
Main Results
In this section we consider the product of the inverse Wishart random matrix and a normally distributed random vector. In particular, we derive its asymptotic and approximative density functions.
Let A ∼ W k (n, Σ), i.e. the random matrix A has the k-dimensional Wishart distribution with n degrees of freedom and covariance matrix Σ, which is positive definite. We consider the case when k < n, i.e. A is a non-singular random matrix. Also, let z ∼ N k (µ, λΣ), it means that the random vector z has the k-dimensional normal distribution with mean vector µ and covariance matrix λΣ, where λ > 0 is a constant. Furthermore, let L is the p × k non-zero matrix of constants of rank(L) = p < k, the symbol 0 denotes the suitable vector of zeros, and I k stands for the k × k identity matrix. Throughout the paper it is assumed that A and z are independently distributed. Then it holds that the distribution of LA −1 z|(z = z * ) equals to the distribution of LA −1 z * . It is noted that
and is independently distributed of z * . Furthermore, it holds that z
Using the proof of Theorem 1 of Bodnar and Schmid (2008) it follows that
where
stands for the pdimensional multivariate t-distribution with d degrees of freedom, the location parameter b, and the dispersion matrix B.
Let ξ = z
Then ξ and z are independent and ξ ∼ χ 2 n−k+1 . As a result, we obtain the following stochastic representation of LA −1 z which is given by
, and t 0 ∼ t p (n − k + 2, 0 p , I p ). Moreover, ξ, z, and t 0 are independently distributed.
Next, we consider the asymptotic distribution of nLA −1 z. It is remarkable that usually λ = 1/n (see Section 3 of Muirhead (1982) ). Then
Also, it is easy to see that lim n→∞ ξ n = 1 and lim
Thus, from (3), (4), (5), and Theorem 6.15 of Arnold (1990), we get the asymptotic distribution of nLA −1 z which is presented in the following theorem.
Theorem 2.1. Let matrix A ∼ W k (n, Σ) and vector z ∼ N k (µ, λΣ) with Σ positive definite and λ = 1/n. Furthermore, let A and z be independent and L be a p × k matrix of constants of rank(L) = p < k. Then the asymptotic distribution of nLA −1 z, i.e. n → ∞, is given by
From Theorem 2.1 we get that the asymptotic distribution of the random vector nLA −1 z has a p-variate normal distribution. In many applications the sample size n is not large. For this reason, we need an adjustment like a finite-sample approximation of the density. Bodnar and Okhrin (2011) derived an exact density function of LA −1 z. However, density function is expressed as a four-dimensional integral of the generalized function. Hence, the aim of this paper is to derive a simpler approximative density function of the random vector LA −1 z.
It is noted that Q is a k × k singular and projection matrix with Q = PP T . In the next theorem we suggest the approximate density function of LA −1 z which is based on the Gaussian integral and the third order Taylor series expansion. Theorem 2.2. Let matrix A ∼ W k (n, Σ) and vector z ∼ N k (µ, λΣ) with Σ positive definite. Furthermore, let A and z be independent and L be a p × k matrix of constants of rank(L) = p < k. Then the approximate density function of LA −1 z is given by
.
The symbol f χ 2 n−k+1
(·) denotes the density of the χ 2 -distributed random variable with
Proof. From (2) the unconditional density function of
From Theorem 18.2.8 of Harville(1997) it follows that
Using the transformation t = Σ −1/2 (z * − µ) in the last integral with Jacobian |Σ| 1/2 we get
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and f 2 (y, t) = 1 + 1
Next, we approximate the function f 1 (t)f
(y, t) using a Taylor series expansion of the third order at t = 0. Notice, that the integrals of summands in Taylor series expansion, which correspond to the odd derivatives at point t = 0 are all zero as the moments of the odd order from the multivariate normal distribution with zero mean vector. As a result, we get the next approximation
It is easy to see that
Then the second order derivative
, where Table 2 . Area under the approximate density function which is given in Theorem 2.2 for n ∈ {30, 60, 90, 120}, k ∈ {11, 12, 13, 14, 15}, p = 10,
The results of the first simulation study are presented in Tables 1 and 2 for a several values of k with p = {1, 10}, and L = (I p , 0 p,k−p ). From Tables 1 and 2 we observe that our approximate density works quite good for different values p.
In the second numerical study, we compare the asymptotic and the approximate density functions with the exact one. The results are given for k = {2, 4}, p = 1, and l T = (1, 0, ..., 0). We note that in this case the exact density is given as the twodimensional integral (see Theorem 1 b) of Bodnar and Okhrin (2011)). Also, it is remarkable that all integrals can be easily evaluated using any mathematical software, e.g., Mathematica. Here, in Figure 1 , the Taylor series approximation is shown by the short-dashed line, the asymptotic density by the long-dashed line, and the exact one by the solid line. We observe that the approximative density function coincides with the exact one. Furthermore, we observe that they are slightly skewed to the right. Also, we see that the asymptotic density leads very closed to the exact one and the approximate densities.
Summary
In this paper, the product of a random matrix which includes an inverse Wishart distributed and a normally distributed vector is studied. We derived its asymptotic distribution. Moreover, we obtained the formula of an approximative density of linear functions of the product which is based on the Gaussian integral and the third order Taylor expansion. In the numerical study we documented the good performance of the approximate and asymptotic densities. Figure 1 . The exact density and its two approximations as given in Section 2 with k ∈ {2, 4}, n ∈ {60, 120}, and l ∈ {(1, 0) T , (1, 0, 0, 0) T }.
