Abstract. The fixed membrane problem Au + X« = 0 in St, u = 0 on an, for a bounded region Í2 of the plane, is approximated by a finite-difference scheme whose matrix is monotone. By an extension of previous methods for schemes with matrices of positive type, 0(A4) convergence is shown for the approximating eigenvalues and eigenfunctions, where h is the mesh width. An application to an approximation of the forced vibration problem Au + qu = / in SI, u = 0 in dfi, is also given.
Similar formulas apply at other points of Of. One special case may arise, as shown in Fig. 1 , where (x1( x2 + h), (xu x2 + 2h) do not lie in Q.
Figure 1
In such a case x would be excluded from the difference scheme altogether and the point (xi + h, x2) would be added to Qk3\ For the new point, formula (2.1) would be used with 1 < a g 2. If oß has bounded curvature and h is sufficiently small, there will be no difficulty with the new point.
Next, let Qk2) be those points of Sh C\ Q, not in Qj-3) or excluded, which have a nearest neighbor in Qk3). For x G 0^2) define License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Let Qk = Sl'k U Qk2) U Qh3). We approximate the Laplacian of a function u vanishing on du by (2.4) -A"M(x) = ¿2 lk{x, y)u{y), x G ß». »en» Let us agree to use C as a generic constant, whose value may change at each usage, but which is always independent of h. Then, if also u G Cf{Ü) {u has continuous sixth derivatives on the closure of ti), it can be seen from Taylor series expansions that (2 5) |A«(x) -A"k(x)| g Ch\ x G Oí, úch2, x g of un'3'.
Bramble and Hubbard used Ah in [2] in approximating the Dirichlet problem for Poisson's equation. Our difference scheme approximating (1.1) is (2.6) AkUk{x) + \kUk{x) =0, x G 0».
Problem (2.6) is equivalent to finding the eigenvalues and eigenvectors of the matrix [lh(x, y)]x,veoh. In the next section, we develop some tools to use in studying this matrix which, however, have some independent interest.
3. Monotone Matrices. Let A = (a,,) be an n X n matrix. We say A ^ 0 if each a¡¡ ^ 0 and A^BiiB -A^O. The matrix A is monotone if Ax 2: 0 implies x = 0 for all x. Thus, A is monotone if and only if A'1 exists and A'1 ^ 0. An easily recognized type of monotone matrix is a matrix of positive type. The matrix A is of positive type if A is indecomposable, the diagonal of A is positive, the off-diagonal elements negative, and the row sums are nonnegative with at least one strictly positive. The following theorem is due to Price [8] :
Theorem 3.1. A is monotone if and only if there exists M monotone such that
(ii) piM'XM -A))< 1.
Here p denotes spectral radius, the maximum of the moduli of the eigenvalues. Here and in the corollaries, the "only if part is trivial: take M = A. This theorem generalizes Theorem 2.7 of Bramble and Hubbard [2] . There are a number of important corollaries: Proof. Let x be such that Mxx is the vector with all components 1. Since Mx is monotone, x exists and x = 0. Also, Ax 2: Mxx > 0, so the hypotheses of Corollary 3.4 are satisfied. we have WA + XC = /. Multiply on the right by A 4. Discrete Green's Functions. The main tools in our investigations will be discrete analogues of Green's function. These are inverses of matrices related to [h2lk(x, y)]x,"e¡¡» and their nonnegativity is crucial to the investigation. This will be established, using results of the previous section.
We define then where A = [h2lkix, ^."ev^i.i, B = [h2lk(x, yXUo»'un»c.>,"enAu>, and l is the identity on Q(k3) X ®k3). It also follows from Lemma 3.7 that the matrix [gh(x, y)]x.v<Eak'vakc> is the inverse of A. In [2] , it was shown that (4.2) gkix, y) ^ 0, x, y G 0*.
i.e., 2JÎ is monotone. Since gk is the inverse, it follows that, for any function ff defined on Oj, all x G fi*,
This is analogous to Poisson's formula. In [2] , the following properties were proved ofg*: and from this and (2.1), we see that x(x) =1, xE ßi,
By (5.4), the first term vanishes. Using the definitions of H and x, this can be written as
Now, we estimate the factors in each term. First, note that (7 -H)'1 ^ 0. This is not obvious, but follows from H ^ 0 and p(H) < 1. That H ^ 0, is due to 0 Ĥ 2(I -HX1 = H* + 77277, +-• • • , since the negative terms in H2 are cancelled by positive terms in 77277, as in [2] . That p(77) < 1 is due to p(77) = p((7 -TT/,)"^) < 1, since the row sums of (/-(/-HZT'H,) = (7 -HtT\l -Ht-H2)
-(7 -Ht -H2) + 77,(7 -Ht -HJ + • • • are positive. Again negative row sums of (7 -77, -H2) are cancelled by corresponding positive row sums of 77,(7 -77, -772).
Now, we consider, for y E fií', the term It follows from (5.5) and the above that
By similar reasoning, using the function
it can be shown that E«-en»<" [(7 -H)~xD\xa g C. The argument is carried out in [2, Lemma 3.3] . Finally, we note from (5.4) that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 6. Convergence of /u»n) to X("'. In this section, we show that the eigenvalue MÍ"' of (6.1) A»F»n)(x) + pkn)Vkn)ix) = 0, x G fií, VÏ\x) = 0, x G fi»2> W 0<3\ converges to X(n' of (1.1) for each n. We will use the variational principles associated with (1.1) and (6.1), and a technique of Weinberger [9] . The nth eigenvalue of (1.1) can be characterized by '/¿",fe License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 7. Convergence of Xin> to X(n) by Perturbation. Next, we will show that the XÍ"' are a perturbation of the pkn), and that as h tends to zero, \hn) tends to juin), hence to X(n), by Section 6. We employ the following theorem of Wielandt: Theorem 7.1. If A, B are v X v matrices and A has an orthonormal basis of eigenvectors, then the eigenvalues ofB lie in the union of the v discs \pM -z\ ^ \\A -B\\2, where the p{,) are the eigenvalues of A. If k discs are disjoint from the others, they contain exactly k eigenvalues of B.
In where ||-1|, is the maximum of the absolute row sums of the matrix. This is a consequence of the Gerschgorin circle theorem (see, e.g., [7, p. 146] ). Thus, we need to estimate 2) bounded by CA|log h\, which tends to zero as h tends to zero. Thus, the radii of the discs in Theorem 7.1 tend to zero as h does. Since the p™ tend to the Xe"', which have no finite accumulation point, the disc associated with fri»"']-1 for any fixed n eventually becomes disjoint from the remaining discs. Consequently, for any fixed n and e > 0, there is h sufficiently small that (7.3) |X»"' -X(n'| < 6.
8. Main Theorem. We are now ready to state and prove our main theorem: Theorem 8.1. Let X(n' be the nth eigenvalue o/(l.l), let \hH} be the nth eigenvalue of (2.6) with associated eigenvector U(kn). For each n = 1,2, • • • , there are constants Cn, h" such that for h < hn Let us suppose that X(n' = X<n+I) = • • • = X("+m) is an eigenvalue of multiplicity m + 1. Since Ak restricted to 0Í is symmetric, the eigenvectors Vlkmi of (6.1) are a complete orthonormal basis on 0¡¡:
(Vï\ K")i= 8(i,J). However, on Of W Oi3) both E/»" and «»" are bounded by CA, while the number of points in 0i2) W 0Í3' is only proportional to A"1. From these considerations, we see that the first three terms on the right side of (8.12) are bounded by C¿A\ As for the remaining term,
vanishes for x $ û,' U Of U Of, and is bounded by Also, when X(i> is simple, Xf will be real for A sufficiently small. This is because the matrix [lh(x, y)]z, "eß» is real. Thus, if Xf were complex, its conjugate [Xf ]" would also be a distinct eigenvalue of Ak converging to Xf. But this is impossible, since [Xf ]-must converge to some X(I' ^ Xu>. We normalized £/f by requiring ||C/i° ||* = 1. This determines Uh{) only up to a multiplicative constant of modulus 1. If we specify this constant by requiring that (Uk°, Vk° )'k ^ 0, then when X('' is simple, wf is a real multiple of uw, as can be seen from (8.9) . Theorem 8.1 shows that t/i° approximates to 0(h*) an eigenfunction wf which depends on A. Properly normalized, however, £/f will approximate to G(A4) an eigenfunction wf such that /a |«f |2 dx = 1, independently of A. In particular, when Xu> is simple, Uki) will approximate the unique normalized eigenfunction uM. This normalization is A2 E «»00 I C(i)(y)|2 = I. The proofs require only that the additional term q be carried along throughout. We make this remark because we next wish to consider the problem where Ak is the difference operator defined in Section 2. We prove: Theorem 9.1. If (93) has a unique solution u E C8(fi), there are constants C, h0 such that for A < A0, (9.5) has a unique solution Uhfor which max \Uk -u\ < CA4. Therefore, using (5.13) and (5.14) for Gk of (9.2) and (2.5), 
