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Abstract
Write μ(A) = μ1(A)  · · ·  μmin(A) for the eigenvalues of a Hermitian matrix A. Our main result is:
Let A be a Hermitian matrix partitioned into r × r blocks so that all diagonal blocks are zero. Then for
every real diagonal matrix B of the same size as A
μ(B − A)  μ
(
B + 1
r − 1A
)
.
Let G be a nonempty graph, χ(G) be its chromatic number, A be its adjacency matrix, and L be its
Laplacian. The above inequality implies the well-known result of Hoffman
χ(G)  1 + μ(A)−μmin(A) ,
and also,
χ(G)  1 + μ(A)
μ(L) − μ(A) .
Equality holds in the latter inequality if and only if every two color classes of G induce a |μmin(A)|-regular
subgraph.
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Main results
Write μ(A) = μ1(A)  · · ·  μmin(A) for the eigenvalues of a Hermitian matrix A. Given
a graph G, let χ(G) be its chromatic number, A(G) be its adjacency matrix, and D(G) be the
diagonal matrix of its degree sequence; set L(G) = D(G) − A(G).
Letting G be a nonempty graph with L(G) = L and A(G) = A, we prove that
χ(G)  1 + μ(A)
μ(L) − μ(A), (1)
complementing the well-known inequality of Hoffman [1]
χ(G)  1 + μ(A)−μmin(A) . (2)
Equality holds in (1) if and only if every two color classes of G induce a |μmin(A)|-regular
subgraph.
We deduce inequalities (1) and (2) from a theorem of its own interest.
Theorem 1. Let A be a Hermitian matrix partitioned into r × r blocks so that all diagonal blocks
are zero. Then for every real diagonal matrix B of the same size as A,
μ(B − A)  μ
(
B + 1
r − 1A
)
. (3)
Proof of Theorem 1. Write n for the size of A, let [n] = ∪ri=1Ni be the partition of its index set,
and let b1, . . . , bn be the diagonal entries of B. Set L = B − A, K = (r − 1)B + A, and select
a unit eigenvector x = (x1, . . . , xn) to μ(K). Our proof strategy is simple: using x, we define
specific n-vectors y1, . . . , yr and show that
r(r − 1)μ(L)  μ(L)
∑
i∈[r]
‖yi‖2 
∑
i∈[r]
〈Lyi , yi〉  r〈Kx, x〉 = rμ(K).
For i = 1, . . . , r define yi = (yi1, . . . , yin) as
yij =
{−(r − 1)xj if j ∈ Ni,
xj if j ∈ [n]\Ni.
The Rayleigh principle implies that
μ(L)
∑
i∈[r]
‖yi‖2 
∑
i∈[r]
μ(L)‖yi‖2 
∑
i∈[r]
〈Lyi , yi〉. (4)
Noting that
‖yi‖2 =
∑
j∈[n]\Ni
|xj |2 + (r − 1)2
∑
j∈Ni
|xj |2 = 1 + r(r − 2)
∑
j∈Ni
|xj |2,
we obtain,∑
i∈[r]
‖yi‖2 = r + r(r − 2)
∑
i∈[r]
∑
j∈Ni
|xj |2 = r + r(r − 2) = r(r − 1). (5)
On the other hand, we have
〈Lyi , yi〉 =
∑
j∈[n]
bj |yij |2 −
∑
j,k∈[n]
ajkyikyij .
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For every i ∈ [n], we see that∑
j∈[n]
bj |yij |2 =
∑
j∈[n]
bj |xj |2 + r(r − 2)
∑
j∈Ni
bj |xj |2,
and, likewise,∑
j,k∈[n]
ajkyikyij =
∑
j,k∈[n]
ajkxkxj − r
∑
j∈Ni,k∈[n]
ajkxkxj − r
∑
k∈Ni,j∈[n]
ajkxkxj .
Summing these equalities for all i ∈ [r], we find that∑
i∈[r]
〈Lyi , yi〉 =
∑
i∈[r],j∈[n]
bj |xj |2 + r(r − 2)
∑
i∈[r],j∈Ni
bj |xj |2
−r
∑
j,k∈[n]
ajkxkxj + r
∑
i∈[r]
( ∑
j∈Ni,k∈[n]
ajkxkxj + r
∑
k∈Ni,j∈[n]
ajkxkxj
)
= r(r − 1)
∑
j∈[n]
bj |xj |2 − r
∑
j,k∈[n]
ajkxkxj + 2r
∑
j,k∈[n]
ajkxkxj
= r(r − 1)
∑
j∈[n]
bj |xj |2 + r
∑
j,k∈[n]
ajkxkxj = r〈Kx, x〉 = rμ(K).
Hence, in view of (4) and (5), we obtain (r − 1)μ(B − A)  μ(K), completing the proof. 
Lemma 2. Let A be an irreducible nonnegative symmetric matrix and R be the diagonal matrix
of its rowsums. Then
μ
(
R + 1
r − 1A
)
 r
r − 1μ(A) (6)
with equality holding if and only if all rowsums of A are equal.
Proof. Let A = (aij ) and n be its size. Note first that for any vector x = (x1, . . . , xn)
〈(R − A)x, x〉 =
∑
1i<jn
aij (xi − xj )2  0.
Hence, R − A is positive semidefinite; since A is irreducible, if 〈(R − A)x, x〉 = 0, then all entries
of x are equal.
Let x = (x1, . . . , xn) be an eigenvector to μ = μ(D + 1r−1A). We have
μ=
〈(
R + 1
r − 1A
)
x, x
〉
=
n∑
i=1
x2i
n∑
j=1
aij + 1
r − 1
n∑
i=1
n∑
j=1
aij xixj
=
∑
1i<jn
aij (xi − xj )2 + r
r − 1
n∑
i=1
n∑
j=1
aij xixj
=〈(R − A)x, x〉 + r
r − 1
n∑
i=1
n∑
j=1
aij xixj 
r
r − 1μ(A), (7)
proving (6).
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Let now equality holds in (6). Then equality holds in (7), and so 〈(R − A)x, x〉 = 0 and x is
an eigenvector of A to μ(A). Therefore x1 = · · · = xn and the rowsums of A are equal.
If the rowsums of A are equal, the vector j = (1, . . . , 1) is an eigenvector of A to μ(A) and of R
to μ(R); therefore j is an eigenvector of R + 1
r−1A to μ, and so equality holds in (6), completing
the proof. 
Proof of (1) and (2). Let G be a graph with chromatic number χ = r . Coloring the vertices of
G into r colors defines a partition of its adjacency matrix A = A(G) with zero diagonal blocks.
Letting B be the zero matrix, Theorem 1 implies inequality (2).
Letting now B = D = D(G), Lemma 2 implies that
μ
(
D + 1
r − 1A
)
 r
r − 1μ(A),
and inequality (1) follows.
The following argument for equality in (1) was kindly suggested by the referee. If equality
holds in (1), by Lemma 2, G is regular; hence equality holds also in (2). Setting μ(G) = k,
|μmin(G)| = τ and writing α(G) for the independence number of G, let us recall Hoffman’s
bound on α(G): for every k-regular graph G,
α(G)  nτ
k + τ . (8)
On the other hand, we have
α(G)  n
χ(G)
= n
1 + k/τ =
nτ
k + τ .
and thus, equality holds in (8). It is known (see, e.g., [2], Lemma 9.6.2) that this is only possible
if χ(G) = n/α(G) and every two color classes of G induce a τ -regular bipartite subgraph. 
Concluding remarks
For the complete graph of order n without an edge, inequality (1) gives χ = n − 1, while (2)
gives only χ  n/2 + 2. By contrast, for a sufficiently large wheel W1,n, i.e., a vertex joined to
all vertices of a cycle of length n, we see that (1) gives χ  2, while (2) gives χ  3.
A natural question is to determine when equality holds in (3). A particular answer, building upon
[4], can be found in [5]: if G is a connected graph, then μ(D(G) − A(G)) = μ(D(G) + A(G))
if and only if G is bipartite.
Problem 3. Determine when equality holds in (3).
Finally, any lower bound on μ(A(G)), together with (1), gives a lower bound on μ(L(G)).
This approach helps deduce some inequalities for bipartite graphs given in [3] and [6].
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