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Einleitung
Das inverse Galoisproblem hat seit seiner Formulierung durch D. Hilbert im Jahre
1892 nichts von seiner Faszination eingebu¨ßt. Wa¨hrend Hilbert in seiner beru¨hm-
ten Arbeit [Hil92] das Problem fu¨r die symmetrischen, alternierenden und abelschen
Gruppen lo¨ste, blieb es fu¨r andere Gruppen la¨ngere Zeit ungelo¨st. Erst Scholz/Reich-
hardt (1936/37) [Rei37] (s.a. [Ser92], [GJ98], [MM99]) und dann spa¨ter Sˇafarevicˇ
(1954) [Sˇaf54] konnten die Realisierbarkeit nilpotenter bzw. auflo¨sbarer Gruppen
u¨ber Zahlko¨rpern zeigen. Ab Anfang der 80er Jahre gelang es mittels der soge-
nannten Rigidita¨tsmethode, eine positive Antwort auch fu¨r eine ganze Reihe klas-
sischer Gruppen, vor allem aber fu¨r nicht-abelsche einfache Gruppen zu erzielen (vgl.
[MM99]). Im Gegensatz zu den Arbeiten von Scholz, Reichardt und Sˇafarevicˇ, die
algebraische Zahlentheorie und Klassenko¨rpertheorie benutzen, basieren die Reali-
sierungen mittels der Rigidita¨tsmethode auf dem hilbertschen Irreduzibilita¨tssatz
und Galoisdescent. Dabei realisiert man die Gruppe als regula¨re Galoiserweiterung
eines Funktionenko¨rpers u¨ber einem Zahlko¨rper und zeigt dann mittels des hilbert-
schen Irreduzibilita¨tssatz, daß die Gruppe auch eine Realisierung u¨ber dem Konstan-
tenko¨rper besitzt. Dabei heißt eine Funktionenko¨rpererweiterung L/K regula¨r, falls
der Konstantenko¨rper von K in L algebraisch abgeschlossen ist. Insofern sind also
genau diejenigen Ko¨rpererweiterungen regula¨r, die keine Konstantenko¨rpererweite-
rung enthalten, also rein geometrischen Ursprungs sind. Die Rigidita¨tsmethode hat
in ihrer Folge, zumal auch wegen der neuen geometrischen Aspekte, ein großes Inter-
esse an der Frage nach der regula¨ren Realisierbarkeit endlicher Gruppen, dem sog.
regula¨ren Umkehrproblem der Galoistheorie, geweckt. Der Kern dieses Verfahrens be-
steht darin, die Existenz eines Galoisdescentdatums (u¨ber einem Funktionenko¨rper
mit algebraisch abgeschlossenem Konstantenko¨rper besitzt jede endliche Gruppe eine
regula¨re Realisierung) auf eine rein gruppentheoretische Bedingung zuru¨ckzufu¨hren.
Erstaunlicherweise la¨ßt sich diese fu¨r nicht-abelsche einfache Gruppen relativ einfach
nachpru¨fen, wohingegen sie fu¨r (nicht-abelsche) auflo¨sbare Gruppen vollkommen un-
bekannt ist.
Von daher bildet das regula¨re Umkehrproblem der Galoistheorie fu¨r auflo¨sbare
Gruppen ein unbekanntes,
”
weites Feld“. Das ist der Auslo¨ser dafu¨r, in dieser Arbeit
die folgende optimistische Behauptung zu untersuchen:
Behauptung. Bezeichne G eine endliche, nilpotente Gruppe ungerader Ordnung und
X entweder eine eigentliche, glatte, geometrisch zusammenha¨ngende Kurve u¨ber ei-
nem Zahlko¨rper oder eine eigentliche, glatte, geometrisch zusammenha¨ngende Fla¨che
u¨ber einem endlichen Ko¨rper F mit
(
#G, (#F− 1)) = 1. Dann existiert eine geome-
trisch zusammenha¨ngende Galoisu¨berlagerung Y → X mit Automorphismengruppe
G.
Mittels des hilbertschen Irreduzibilita¨tssatz sieht man, daß die Behauptung den
klassischen Satz von Scholz/Reichardt verallgemeinern wu¨rde. Da man vermutungs-
weise annimmt, daß jede galoissche Erweiterung eines Zahlko¨rpers mittels des hil-
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bertschen Irreduzibilita¨tssatzes aus einer geometrischen Erweiterung entsteht, ist die
Behauptung eventuell gar nicht zu optimistisch. Insbesondere da sie fu¨r abelsche
Gruppen schon bekannt ist [MM99, CH. I §5.1]. U¨ber den abelschen Fall hinaus-
gehend hat J. Sonn gezeigt [Son94], daß man alle endlichen, nilpotenten Gruppen
ungerader Ordnung u¨ber der maximalen nilpotenten Erweiterung von Qab regula¨r
realisieren kann. Da diese Ko¨rpererweiterung u¨ber Q unendliche Galoisgruppe be-
sitzt, la¨ßt sich daraus u¨ber die Behauptung nichts folgern.
Das Ziel der vorliegenden Arbeit ist es, eine Theorie zu entwickeln, mit der man
obige Behauptung beweisen kann. Dieses Ziel hat sich als aufwendiger als anfangs
gedacht herausgestellt, so daß es letztendlich dem Autor nicht mo¨glich war, obige
Behauptung zu beweisen. Die Theorie ist aber so weit entworfen, um einen Beweis
unter Hinzunahme einer technischen Annahme, deren Gu¨ltigkeit wir hier allerdings
den Nachweis schuldig bleiben mu¨ssen, zu geben; es gilt na¨mlich
Hauptsatz. Bezeichne S entweder das Spektrum des Ganzheitsrings eines Zahlko¨r-
pers oder eine glatte Kurve u¨ber einem endlichen Ko¨rper und gelte: fu¨r jede endliche
Menge abgeschlossener Punkte von P1S, die in der Faser u¨ber einem geeigneten Punkt
v ∈ S liegen und eine geeignete endliche `-regula¨re Teilmenge T ⊂ S, gibt es einen
u¨ber S\T fast etalen, v-exzellenten Divisor auf P1S mit I(D) ⊂ T , der diese Punkte
entha¨lt.
Dann ist die Behauptung richtig.
Eine genauere Erkla¨rung der Bedingung des Satzes, sowie des Begriffes exzellenter
Divisor, findet sich in §6.3.1. Ferner entha¨lt §6.3.2 eine Diskussion der Probleme beim
Existenznachweis fu¨r exzellente Divisoren. Dabei gehen wir vor allen auf den Fall eines
Divisors mit zwei Punkten ein und geben ganz konkrete Hinweise, wie sich in diesem
Fall die Existenz eventuell zeigen la¨ßt. Dieser Fall ist insofern interessant, da daraus
die regula¨re Realisierbarkeit der einfachsten nichtabelschen Gruppen folgen wu¨rde.
Neben dem Beweis des Hauptsatzes entha¨lt die Arbeit Ergebnisse, die unabha¨ngig
von der hier gemachten Anwendung von Interesse sind; na¨mlich eine Verallgemeine-
rung der Hasse-Prinzipien und des Satzes von Grunwald-Wang aus der Galoisko-
homologie globaler Ko¨rper auf die Etalkohomologie glatter Kurven u¨ber globalen
Ko¨rpern. Genauer sei k ein globaler Ko¨rper und bezeichne kv die Lokalisierung von
k an einer Stelle v von k, dann gilt
Satz I. Sei X/k eine eigentliche, glatte und geometrisch irreduzible Kurve mit Funk-
tionenko¨rper K und ` 6= ch(K) eine Primzahl. Ferner bezeichne Kv den Funktio-
nenko¨rper von Xv := X ×k kv und JX die Jacobische von X. Ist dann der Index
γ(Xv) = 1 fu¨r alle Stellen v von k und gilt X
1(k(ζ`), JX)` = 0, so ist die Abbildung
H2(K,Z/`)→
∏
v
H2(Kv,Z/`)
injektiv.
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Unter sta¨rkeren technischen Bedingungen ist es uns auch mo¨glich, Aussagen u¨ber
die Injektivita¨t der entsprechenden Abbildung in der Etalkohomologie fu¨r offene Un-
terschemata U ⊂ X,
H2(U,Z/`)→
∏
v/∈T
H2(Uv,Z/`),
zu machen. Wie schon in Satz I so ha¨ngt auch hier die Injektivita¨t vom Verschwinden
von X1(k(ζ`), JX)` ab (cf. Korollar 1.3.12). Der Beweis all dieser und noch weiterer
Aussagen finden sich in §1.
Kommen wir zur Verallgemeinerung des Satzes von Grunwald-Wang. Hierbei
spielt der Begriff des Blochpunktes, der bereits in der ho¨herdimensionalen Klas-
senko¨rpertheorie [Sai85] von großer Bedeutung ist, eine entscheidende Rolle. Wir
zeigen
Satz II. Sei k ein globaler Ko¨rper, X ein k-Schema mit einem rationalen Punkt und
v ein schwacher `-Blochpunkt fu¨r X. Dann ist die Restriktionsabbildung
H1(X,Z/`m)→ H1(Xv,Z/`m)
surjektiv.
Dabei ist bekannt, daß jedes k-Schema nach einer endlichen Basiserweiterung
k′ → k einen Blochpunkt besitzt. Bemerkenswerterweise konnten wir zeigen, daß
z.B. P1Q abgeschlossene Unterschemata ∆ besitzt, so daß P1Q\∆ bereits u¨ber Q einen
Blochpunkt besitzt. Als Anwendung dieser Tatsache geben wir einen konzeptionell
neuen Beweis des folgenden
Satz III. Die Behauptung ist richtig, falls G abelsch ist.
Unser Beweis hat insbesondere den Vorteil, daß er auch in positiver Charakteristik
gu¨ltig ist und fu¨r X = P1 eine genaue Kontrolle des Verzweigungsdivisors gestattet
(cf. Satz 6.2.6).
Wir wollen nun die Idee fu¨r den Beweis des Hauptsatzes erla¨utern. Sie besteht im
wesentlichen aus dem sukzessiven Lo¨sen von Einbettungsproblemen. Um die sukzessi-
ve Lo¨sbarkeit zu garantieren, fu¨hren wir spezielle Einbettungsprobleme, sog. Scholz-
probleme, ein und greifen damit eine Idee auf, die bereits auf Scholz zuru¨ckgeht. Ein
`n-Scholzproblem S (k,∆) mit ∆ ⊂ P1k abgeschlossen ist ein Diagramm
pi1(P1k\∆)
ρ

1 // C // E
α // G // 1
mit einer endlichen Gruppe E der Ordnung `n und Epimorphismen ρ und α, so daß
sowohl ρ als auch die Gruppenerweiterung speziellen Bedingungen genu¨gen (s. Def.
4.3.1). Eine Lo¨sung diese Problems, eine sog. Scholzlo¨sung, ist ein Epimorphismus
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ψ : pi1(P1k\∆) E mit α ◦ ψ = ρ, der den selben speziellen Bedingungen (Scholzbe-
dingungen) wie ρ genu¨gt. Nach Galoistheorie ist klar, daß ψ eine Galoisu¨berlagerung
mit Automorphismengruppe E beschreibt.
Der folgende Satz stellt den technischen Kern im Beweis des obigen Hauptsatzes
dar. Er garantiert die Existenz von Scholzlo¨sungen fu¨r geeignete Scholzprobleme.
Satz IV. Sei S (k,∆) ein `n-Scholzproblem mit Ausnahmemenge T ⊃ T`, so daß ρ
in den Fasern u¨ber Punkten außerhalb T unverzweigt ist. Ferner sei v0 ∈ (S\T )0 ein
`-regula¨rer Punkt und D = {x1, . . . , xd} ein v0-exzellenter Divisor mit den folgenden
Eigenschaften:
a) ∆ = ∆r = {x1, . . . , xr} ⊂ D mit r < d,
b) Dc ist fast etal u¨ber S\T und I(D) ⊂ T ,
c) ρ(pi1(xi)) = 1, fu¨r r < i ≤ d; d.h. xi ist in ρ voll zerlegt,
d) das lokale Scholzproblem S (kv0 , (∆ ∪ {xr+1})v0) besitzt eine `n-Scholzlo¨sung ψv0,
die entlang der speziellen Faser unverzweigt ist und ψv0(pi1(xi,v0)) = 1 erfu¨llt fu¨r
r + 1 < i ≤ d; d.h. alle xi,v0 sind in ψv0 voll zerlegt.
Dann besitzt das Scholzproblem S (k,∆∪{xr+1}) eine `n-Scholzlo¨sung ψ, die in den
Fasern u¨ber Punkten außerhalb T unverzweigt ist, lokal bei v0 die gegebene Lo¨sung
ψv0 induziert und in der alle xi fu¨r r + 1 < i ≤ d voll zerlegt sind.
Die im vorstehenden Satz auftretenden Begriffe sind zu technisch, um hier ihre
Definition wiederzugeben. Sie finden sich alle in §4 und §6. Zur leichteren Orientie-
rung des Lesers sei hier die Beweisstrategie fu¨r den vorstehenden Satz schon einmal
angegeben. Der Beweis erfolgt in 5 Schritten:
1. Fu¨r eine Stelle v von k bezeichne kv die Lokalisierung von k bei v und ∆v =
∆⊗k kv. Dann ist das durch pi1(P1kv\∆v)→ pi1(P1k\∆) induzierte Einbettungs-
problem fu¨r pi1(P1kv\∆v) wieder ein Scholzproblem, das sog. lokale Scholzpro-
blem S (kv,∆v) bei v.
2. Ist fu¨r alle Stellen v /∈ T das lokale Scholzproblem S (kv,∆v) lo¨sbar, so auch
S (k,∆).
3. Nach Wahl eines rationalen Punktes x0 ∈ P1k\∆ ist fu¨r alle Stellen v /∈ T das
induzierte lokale ScholzproblemS (kv, (∆∪{x0})v) lo¨sbar. Insbesondere besitzt
nach dem vorherigen Schritt das induzierte Scholzproblem S (k,∆∪{x0}) eine
Lo¨sung ψˇ.
4. Wir a¨ndern ψˇ zu einer Lo¨sung ψˆ von S (k,∆∪{x0}) ab, die in den Fasern u¨ber
Punkten außerhalb T unverzweigt ist.
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5. Wir a¨ndern die durch ψˆ induzierte Lo¨sung von S (k,∆ ∪ {x0, x′}) zu einer
Scholzlo¨sung, die die Bedingungen des Satzes erfu¨llt und u¨ber pi1(X\(∆∪{x′}))
faktorisiert, ab.
Die Ausfu¨hrung dieser Strategie findet sich in §6.4. Insbesondere vereinigt §6 den
gesamten Beweis des Hauptsatzes. Dabei wird die in den Paragraphen §1 bis §5 ent-
wickelte Theorie benutzt. Da diese ha¨ufig mehr enthalten als spa¨ter gebraucht wird,
sei der Leser ermutigt, seine Lektu¨re mit §6 zu beginnen. Der Inhalt der u¨brigen Ab-
schnitte ist im einzelnen wie folgt. In §1 werden im Detail Hasseprinzipien studiert.
Er entha¨lt insbesondere den Beweis von Schritt 2 der obigen Beweisstrategie. §2 stu-
diert Blochpunkte, sowie einen Grunwald-Wang-Satz. Dieser spielt auch beim Beweis
des Hauptsatzes eine wichtige Rolle. Diese Punkte betrachten wir in §2.1 auch fu¨r
nicht-eigentliche Schemata und studieren ihre Beziehung zur Theorie der Spezialisie-
rungsabbildung. Es ist eine Besonderheit von P1k, daß dieser schon u¨ber k Blochpunkte
besitzt. In §3 definieren wir den Begriff der Galois- und der Scholzu¨berlagerung und
untersuchen die Vertra¨glichkeit letzterer mit Basiswechsel. Die Wiederholung einiger
allgemeiner Tatsachen u¨ber Einbettungsprobleme und die Einfu¨hrung des Begriffs
des Scholzproblems obliegt §4. Schließlich gibt §5 eine Verallgemeinerung der klas-
sischen Theorie fu¨r Scholzprobleme u¨ber endlichen Ko¨rpern auf solche u¨ber lokalen
Ko¨rpern, wo unter anderem die ho¨herdimensionale Klassenko¨rpertheorie von K. Kato
und S. Saito fu¨r Kurven u¨ber lokalen Ko¨rpern als neues Element hinzukommt. Zu
diesem Zweck geben wir eine geeignete Darstellung der klassischen Theorie.
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Vorbemerkungen und Notation
Wa¨hrend der gesamten Arbeit halten wir uns, wenn nichts anderes gesagt wird, an
die folgenden Konventionen.
Es bezeichne immer k einen globalen Ko¨rper der Charakteristik p = ch(k); d.h.
einen Zahlko¨rper, falls p = 0, oder einen Funktionenko¨rper in einer Variable u¨ber
einem endlichen Ko¨rper, falls p > 0. Die Menge der Primstellen von k bekommt das
Symbol P(k). Diese ist disjunkte Vereinigung der archimedischen Stellen Σ∞ und
der nichtarchimedischen Stellen Σfin von k. Sei nun K ein beliebiger Ko¨rper. Dann
bezeichne K einen algebraischen Abschluß von K und GK bzw. G(K) die absolute
Galoisgruppe Gal(K/K) von K.
Sei Σ ⊆ P(k) eine Stellenmenge. Bezeichne kΣ die maximale außerhalb von Σ
unverzweigte Erweiterung von k, und sei GΣ(k) := Gal(kΣ/k). Wir definieren fu¨r
einen endlichenGΣ(k)-ModulM , eine Stellenmenge T ⊂ Σ und fu¨r alle ganzen Zahlen
i die Gruppen Xi(kΣ,Σ\T,M) und cki(kΣ,Σ\T,M) so, daß die folgende Sequenz
0→Xi(kΣ,Σ\T,M)→ H i(kΣ/k,M)→
∏
Σ\T
H i(kv,M)→ cki(kΣ,Σ\T,M)→ 0
exakt ist. Ist T leer, so schreiben wir auch einfach nur Xi(kΣ,M). Bezeichnet Σ die
Menge aller Stellen, so schreiben wir Xi(k,Σ\T,M).
Fu¨r einen Modul M bezeichne M∨ := Hom(M,R/Z) das Pontrjagin-Dual von
M . Ferner bezeichne M∗ := Hom(M,Q/Z) das diskrete Pontrjagin-Dual.
Seien X → S und S ′ → S Schemamorphismen. Dann bezeichnet X(S′) → S ′
den Basiswechsel von X mit S ′. Ist X ein k-Schema, so schreiben wir X anstelle
von X(Spec k) und Xv anstelle von X(Spec kv), wo kv die Komplettierung von k an
einer Stelle v bedeutet. Die Menge der i-dimensionalen Punkte bezeichnen wir mit
Xi := {x ∈ X; dim {x} = i}, den Restklassenko¨rper von x ∈ X mit κ(x). Wir nennen
X eine Kurve, falls X integer und von Dimension 1 ist.
Wir schreiben meist Λ fu¨r die konstante (etale) Garbe Z/n auf X. Ferner definie-
ren wir fu¨r jede ganze Zahl i die Twists
Λ(i) = Z/n(i) := µ⊗in ,
wo µn die Garbe der n-ten Einheitswurzeln ist. Fu¨r eine Garbe F von Z/n-Moduln
bzw. einen Z/n-Galoismodul M setzen wir dann
F(i) := F ⊗Λ Λ(i) bzw. M(i) := M ⊗Z/n Z/n(i).
Fu¨r ein k-Schema X haben wir dann den kanonischen Isomorphismus von Gk-Moduln
Hj(X,Λ(i)) ' Hj(X,Λ)(i).
Sei X ein integres, noethersches Schema. Eine (eventuell verzweigte) U¨berlagerung
von X ist ein surjektiver, endlicher Morphismus f : Y → X, der generisch etal ist.
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Dabei heißt ein Morphismus f : Y → X generisch etal, falls f in den generischen
Punkten von Y etal ist. Ist f sogar etal, so sprechen wir von f als einer etalen
U¨berlagerung von X. Eine U¨berlagerung f : Y → X heißt galoissch mit Gruppe G,
falls es einen Gruppenhomomorphismus G → AutX(Y ) gibt, durch den G einfach
transitiv auf einer generischen, geometrischen Faser von f operiert (vgl. a. §3.2 fu¨r
eine alternative Definition). Abku¨rzend sagen wir in diesem Fall auch, daß f eine G-
U¨berlagerung ist. Ist G genauer eine `-Gruppe, ` prim, so sprechen wir auch einfach
von f als einer `-U¨berlagerung.
Ist G ein kommutatives Gruppenschema u¨ber k, so schreiben wir H i(k,G) fu¨r
H i(k,G(k)). Da G kommutativ ist, ist G darstellendes Objekt fu¨r eine abelsche,
etale Garbe Gk auf Spec(k)e´t, und wir ko¨nnen H
i(k,G) als Kurzschreibweise fu¨r
H ie´t(Spec k,Gk) auffassen. Sei v eine Stelle von k und k ↪→ kv die durch eine feste
Fortsetzung von v auf k definierte Einbettung. Unter der Lokalisierungsabbildung
verstehen wir die Komposition
H i(k,G) = H i(k,G(k))→ H i(kv, G(k))→ H i(kv, G(kv)) = H i(kv, G).
Ferner liefert jede exakte Sequenz kommutativer Gruppenschemata
0→ G1 → G2 → G3 → 0,
die lokal von endlichem Typ u¨ber k sind, eine exakte Sequenz von Gk-Moduln
0→ G1(k)→ G2(k)→ G3(k)→ 0,
und somit – in mit der Bezeichnung konsistenter Weise – eine lange Kohomologiese-
quenz
· · · → H i(k,G1)→ H i(k,G2)→ H i(k,G3)→ · · · .
Wenn nichts anderes gesagt wird, ist im folgenden die betrachtete Kohomologie
immer die Etalkohomologie.
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Kapitel 1: Kohomologie von Kurven
1 Hasseprinzipien (HP)
1.1 HP fu¨r die Brauergruppe
Sei k ein globaler Ko¨rper. Die Existenz von (kohomologischen) Hasseprinzipien fu¨r k
ist klassischer Bestandteil der Zahlentheorie. Prominentestes Beispiel ist vermutlich
der Satz von Hasse-Brauer-Noether, wonach die Sequenz
0→ Br(k)→
⊕
v
Br(kv)→ Q/Z→ 0 (1.1)
exakt ist.
Sei nun X eine Kurve u¨ber k mit Funktionenko¨rper K. Ausgangspunkt fu¨r dieses
Kapitel ist die Frage, ob diese klassischen Sa¨tze auch fu¨r die Kohomologie von X bzw.
K gelten. Wir werden zuna¨chst zeigen, daß die Injektion in (1.1) ein 2-dimensionales
Analogon besitzt.
Fu¨r ein Schema X setzen wir Br(X) := H2(X,Gm) und nennen es die Brauer-
gruppe von X.
Definition 1.1.1. Sei X eine Kurve u¨ber einem beliebigen Ko¨rper F . Wir definieren
den Index γ(X) von X als den gro¨ßten gemeinsamen Teiler derjenigen Ko¨rpergrade
[F ′ : F ], so daß X einen F ′-rationalen Punkt besitzt.
Trotz des Notationsmißbrauchs schreiben wir fu¨r eine Menge von abgeschlossenen
Punkten oder ein abgeschlossenes Unterschema ∆ von X auch γ(∆) fu¨r ggT{[κ(x) :
k];x ∈ ∆0}. Der Begriff des Index gestattet es ha¨ufig, die Bedingung, daß X einen
rationalen Punkt besitzt, durch die schwa¨chere Bedingung γ(X) = 1 zu ersetzen; so
gilt z.B.
Lemma 1.1.2. Sei f : X → SpecF eine Kurve mit Index 1. Dann ist fu¨r jede
lokalkonstante, abelsche (etale) Garbe F auf X die kanonische Abbildung
H2(F, f∗F)→ H2(X,F)
injektiv.
Beweis. Nach Voraussetzung gibt es eine Menge ∆ von abgeschlossenen Punkten
von X mit γ(∆) = 1. Die Aussage ist klar, falls X einen k-rationalen Punkt besitzt.
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Andernfalls betrachten wir das kommutative Diagramm
H2(F, f∗F) //
r

H2(X,F)
⊕
x∈∆
H2(κ(x), f
(x)
∗ F) //
⊕
x∈∆
H2(Xκ(x),F).
Nach dem bereits Gesagten ist die untere horizontale Abbildung injektiv. Ferner wird
der Kern von H2(F, f∗F) → H2(κ(x), f (x)∗ F) durch deg(x) = [κ(x) : F ] annulliert,
also insbesondere der Kern von r durch γ(∆) annulliert. Folglich ist r und damit
auch die obere horizontale Abbildung injektiv.
Sei nun X eine eigentliche, glatte und geometrisch irreduzible Kurve u¨ber k, die
der folgenden Bedingung
(*) fu¨r alle Stellen v von k sei γ(Xv) = 1
genu¨gt. Dann gilt
Proposition 1.1.3. Bezeichne JX die Jacobische von X. Dann ist die Restriktions-
abbildung
Br(X)→
∏
v
Br(Xv)
injektiv, falls X1(k, JX) = 0 gilt.
Der Beweis ergibt sich aus den folgenden beiden Lemmata. Bezeichne dazu X(X)
den Kern der Abbildung Br(X)→∏v Br(Xv).
Lemma 1.1.4. Es gilt
X(X) ↪→X1(k,PicX/k).
Beweis. Die Leray-Spektralsequenz fu¨r den Strukturmorphismus f : X → Spec k
Ep,q2 = H
p
e´t(k,R
qf∗Gm)⇒ Hp+qe´t (X,Gm)
degeneriert wegen Rqf∗Gm = 0 fu¨r q > 1 [Gro68, III, Cor. 5.8] (Satz von Tsen), und
liefert die lange exakte Sequenz
0→H1(k, f∗Gm)→ H1(X,Gm)→ H0(k,R1f∗Gm)→
H2(k, f∗Gm)→ H2(X,Gm)→ H1(k,R1f∗Gm)→ H3(k, f∗Gm).
Nach [BLR90, §8.1] existiert ein Isomorphismus etaler k-Garben
R1f∗Gm ' PicX/k .
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Wegen γ(Xv) = 1 und Lemma 1.1.2 erhalten wir das folgende exakte Diagramm
0 _

//X(X) _

//X1(k,PicX/k) _

Br(k)

// Br(X)

// H1(k,PicX/k)

0 //
⊕
v Br(kv)
//
⊕
v Br(Xv)
//
⊕
vH
1(kv,PicXv/kv)
Mit der Identita¨t PicX/k(kv) = PicXv/kv(kv) [BLR90, §8.1, Prop. 4] folgt dann die
Behauptung.
Lemma 1.1.5. Es gibt eine Zahl c ∈ Z, so daß die Sequenz
0→ Z/c→X1(k, JX)→X1(k,PicX/k)→ 0
exakt ist. Genauer ist c gleich dem Index von X.
Beweis. Die Gradabbildung liefert die exakte Sequenz
0→ Pic◦X/k → PicX/k → Z→ 0,
welche ihrerseits die lange exakte Sequenz von Kohomologiegruppen
Pic◦X/k(k)→ PicX/k(k)→ Z→ H1(k,Pic◦X/k)→ H1(k,PicX/k)→ H1(k,Z)
impliziert. Wegen H1(k,Z) = Hom(Gk,Z) = 0 und cv = γ(Xv) = 1 folgt die Behaup-
tung aus dem folgenden kommutativen Diagramm
0 // Z/c

// H1(k,Pic◦X/k)

// H1(k,PicX/k)

// 0
0 //
⊕
v Z/cv //
⊕
vH
2(kv,Pic
◦
Xv/kv)
//
⊕
vH
1(kv,PicXv/kv)
Man beachte, da X glatt und eigentlich ist, ist Pic◦X/k eine abelsche Varieta¨t [BLR90,
9.2/3], die Jacobische JX von X.
Als Analogon zu (1.1) erhalten wir
Satz 1.1.6. Sei X/k eine eigentliche, glatte und geometrisch irreduzible Kurve mit
Funktionenko¨rper K der Charakteristik 0, die die Bedingung (*) erfu¨llt. Kv sei der
Funktionenko¨rper von Xv fu¨r v ∈ P(k). Gilt außerdem X1(k, JX) = 0, so ist
0→ Br(K)→
∏
v
Br(Kv)
exakt. Allgemeiner gilt die Aussage fu¨r alle `-prima¨ren Komponenten fu¨r alle Prim-
zahlen ` 6= ch(K).
15
Beweis. Sei ι : SpecK → X die Einbettung des generischen Punktes von X. Die
Leray-Spektralsequenz
Ep,q2 = H
p(X,Rqι∗Gm)⇒ Hp+q(K,Gm)
liefert die exakte Sequenz [Gro68, III, Prop. 2.1]
0→ H2(X,Gm)→ H2(K,Gm)→
⊕
x∈X0
H1(κ(x),Q/Z).
Analog erha¨lt man fu¨r alle ιv : SpecKv → Xv entsprechende Sequenzen, die sich zu
dem folgenden kommutativen Diagramm zusammensetzen:
0 // H2(X,Gm)

// H2(K,Gm)

//
∏
x∈X0 H
1(κ(x),Q/Z)

0 //
∏
vH
2(Xv,Gm) //
∏
vH
2(Kv,Gm) //
∏
v
∏
x′∈(Xv)0 H
1(κ(x′),Q/Z).
Dabei sind die senkrechten Pfeile jeweils die Restriktionsabbildungen. Die rechte ver-
tikale Abbildung ist nach dem klassischen Hasse-Prinzip fu¨r globale Ko¨rper injektiv
(es reicht die Aussage fu¨r Z/n-Koeffizienten nachzupru¨fen, da H1(κ(x),Q/Z) Torsi-
onsgruppe und H1(κ(x),Q/Z)n = H1(κ(x),Z/n)), denn∏
v
∏
x′∈(˜Xv)0
H1(κ(x′),Q/Z) ↪→
∏
x∈X0
∏
v∈P(κ(x))
H1(κ(x)v,Q/Z),
wobei (˜Xv)0 die Menge derjenigen abgeschlossenen Punkte von Xv bezeichnet, die
unter Xv → X nicht auf den generischen Punkt abgebildet werden. Daher folgt die
Behauptung aus Proposition 1.1.3.
Sei A eine abelsche Gruppe und n eine natu¨rliche Zahl. Mit An bezeichnen wir
die Torsionsuntergruppe von A der Elemente der Ordnung n. Ferner schreiben wir
ζn fu¨r eine primitive n-te Einheitswurzel. Satz I beweisen wir nun in Form von
Korollar 1.1.7. Unter den Bedingungen des Satzes gilt dann: ist ` 6= ch(K) eine
Primzahl und X1(k(ζ`), JX)` = 0, so ist die Abbildung
H2(K,Z/`)→
∏
v
H2(Kv,Z/`)
injektiv.
Beweis. Setze k′ := k(ζ`) und K ′ der Funktionenko¨rper von X ′ = X ⊗k k′. Wegen
` - [K ′ : K] erhalten wir eine Injektion [NSW00, 1.5.7]
H2(K,Z/`) res−−→ H2(K ′,Z/`) ' Br(K ′)`.
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Die Isomorphie mit der `-Torsion der Brauergruppe ist eine Konsequenz aus Hilberts
Satz 90. Analog bekommen wir Injektionen fu¨r Kv (bzw. K
′
v) anstelle von K (bzw.
K ′). Wir erhalten daher das kommutative Diagramm
H2(K,Z/`)

  // Br(K ′)`
∏
vH
2(Kv,Z/`) 

//
∏
v Br(K
′
v)`.
Die Injektivita¨t der linken vertikalen Abbildung folgt somit aus der der rechten. Nach
Voraussetzung und Satz 1.1.6 ist diese injektiv.
Bemerkung 1.1.8. Nach der Birch-Swinnerton-Dyer-Vermutung fu¨r abelsche Varieta¨-
ten ist X1(k, JX) endlich, so daß man in Satz 1.1.6 fu¨r fast alle ` eine Injektion auf den
`-prima¨ren Komponenten bekommt. Das ist fu¨r viele elliptische Kurven und einige
ho¨herdimensionale abelsche Varieta¨ten schon bewiesen (Kolivagin/Rubin). Fu¨r viele
elliptische Kurven E/Q gilt sogar X1(Q, E) = 1 [Cre97].
Ob ein Lokal-Global-Prinzip wie im vorstehenden Korollar auch fu¨r H2e´t(X,µ`)
richtig ist, la¨ßt sich aus Satz 1.1.6 leider nicht ableiten. Denn es gibt keine Beziehung
zwischen H2e´t(X,µ`) und Br(X)` wie im Ko¨rperfall. Wir werden diese Frage nun fu¨r
nicht notwendig eigentliches X studieren und sehen, daß die Existenz eines Lokal-
Global-Prinzips fu¨r die Etalkohomologie von X weitere Bedingungen erfordert.
1.2 HP mit der Kohomologie einer Kurve als Galoismodul
Sei k ein globaler Ko¨rper und Σ ⊆ P(k) eine nichtleere Stellenmenge. Wir setzen fu¨r
ein kommutatives Gruppenschema G u¨ber k und eine positive ganze Zahl n:
G(k,Σ, n) := Kern
(
G(k)/n→
∏
v∈Σ
G(kv)/n
)
.
Ist G (u¨ber k) n-divisibel, so liefert die Multiplikation mit n die exakte Sequenz
0→ Gn → G n−→ G→ 0.
Aufgefaßt als Sequenz von Gk-Galoismoduln liefert sie die kurze exakte Sequenz
0→ G(k)/n→ H1(k,Gn)→ H1(k,G)n → 0 (1.2)
und somit fu¨r die Kerne unter der Restriktionsabbildung (resv)v∈P\T die exakte Se-
quenz
0→ G(k,P\T, n)→X1(k,P\T,Gn)→X1(k,P\T,G)n, (1.3)
wo P = P(k) und T ⊂ P.
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1.2.1 Kohomologie eigentlicher Kurven
Sei nun X/k eine glatte, eigentliche, geometrisch irreduzible Kurve. Wir schreiben Λ
fu¨r die konstante Garbe Z/n auf Xe´t, wobei wir n als auf X invertierbar annehmen.
Aus der Kummersequenz erha¨lt man den Gk-Isomorphismus
H1(X,Λ(1)) ' Pic(X)n ' Pic◦(X)n ' JX(k)n, (1.4)
wo JX die Jacobische von X bezeichnet (letztere ist wieder u¨ber k definiert). Nach
[ST68] ist der Gk-Modul H
1(X,Λ(1)) an all denjenigen Stellen von k unverzweigt1)
an denen X gute Reduktion hat und die n nicht teilen. Bezeichne Σbad = Σbad(X)
die Menge der Stellen schlechter Reduktion von X und Σn die Menge der Teiler von
n. Ferner sei Σbad,n = Σbad ∪ Σn. Somit ist H1(X,Λ(1)) genauer ein GΣ(k)-Modul
fu¨r jede Stellenmenge Σ, die Σbad,n entha¨lt.
Wir mo¨chten
X1(kΣ,Σ\T,H1(X,Λ(1)) 'X1(kΣ,Σ\T, JX,n)
studieren.
Da JX = JX ×k k divisibel ist, erhalten wir die Sequenzen (1.2) und (1.3) fu¨r
G = JX ; d.h. wir haben die exakte Sequenz
0→ JX(k,P\T, n)→X1(k,P\T,H1(X,Λ(1))→X1(k,P\T, JX)n. (1.5)
Sei nun Σ ⊆ P beliebig mit Σbad,n ⊂ Σ. Die Inflations-Restriktionssequenz zum
Epimorphismus Gk  GΣ(k) liefert fu¨r T ⊂ Σ die Inklusion
X1(kΣ,Σ\T,H1(X,Λ(1)) ↪→X1(k,P\((P\Σ) ∪ T ), H1(X,Λ(1)). (1.6)
Somit ko¨nnen wir uns fu¨r unsere Frage auf das Studium von (1.5) beschra¨nken. Wir
nennen Σ ⊆ P koendlich, falls P\Σ endlich ist.
Seien T ⊂ Σ ⊂ P(k) Teilmengen mit Dirichletdichte δk(Σ\T ) = 1. Wir be-
schra¨nken uns im folgenden auf Kurven die der Bedingung
(†n) JX(k,Σ\T, n) = 0
genu¨gen. Man kann zeigen, daß die Bedingung (†n) bereits aus der Bedingung (†`)
fu¨r alle Primzahlen `|n folgt.
Es ist bekannt, daß jede eigentliche, glatte Kurve die Bedingung (†`) fu¨r fast alle
` erfu¨llt.
Fu¨r einen GΣ(k)-Modul M setze
M ′ := Hom(M,O×kΣ),
wo OkΣ der Ganzheitsring von kΣ ist.
1)Ein Gk-Modul heißt unverzweigt an einer Stelle v von k, falls die absolute Tra¨gheitsgruppe
Iv ↪→ Gk von v auf M trivial operiert.
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Lemma 1.2.1. Sei M ein endlicher GΣ(k)-Modul und enthalte Σ die Teiler von
#M und sei ansonsten beliebig. Fu¨r eine endliche Stellenmenge T ⊂ Σ haben wir
die kanonische exakte Sequenz (0 ≤ i ≤ 2)
0→Xi(kΣ,M)→Xi(kΣ,Σ\T,M)→ ck2−i(kΣ, T,M ′)∗ → 0.
Beweis. Aus den lokalen und globalen Dualita¨tssa¨tzen von Tate bzw. Tate-Poitou
erhalten wir das folgende kommutative Diagramm mit exakten Zeilen und Spalten.
0
Xi(kΣ,Σ\T,M) // H i(kΣ/k,M) //
∏∐
Σ\T H
i(kv,M)
OO
Xi(kΣ,M)
  //
?
OO
H i(kΣ/k,M) //
∏∐
Σ H
i(kv,M)
OO
// H2−i(kΣ/k,M ′)∗
∏
T H
i(kv,M)
OO
//
∏
T H
2−i(kv,M ′)∗
OO
0
OO
ck2−i(kΣ, T,M ′)∗
OO
0
OO
Daraus folgt die Behauptung.
Proposition 1.2.2. Sei Σ ⊃ Σbad(X) eine Stellenmenge von k mit Dirichletdichte
δk(Σ) = 1 (und Σ ⊃ Σ∞ im Zahlko¨rperfall), die die Teiler von n ≥ 3 entha¨lt. Dann
ist fu¨r eine endliche Stellenmenge T ⊂ Σ\Σbad,n der kanonische Homomorphismus
H1(kΣ/k,H
1(X,Λ(1)))→
∏
T
H1(kv, H
1(X,Λ(1)))
surjektiv.
Beweis. Bezeichne k′ die minimale trivialisierende Erweiterung von H1(X,Λ(1)).
Nach [ST68, §2 Cor. 2] ist k′/k an allen Stellen v ∈ T unverzweigt. Da die Restklas-
senko¨rper von k endlich sind, bedeutet das, daß fu¨r alle v ∈ T die Zerlegungsgruppen
Dv(k
′/k) zyklisch sind. Andererseits gilt nach Poincare´-Dualita¨t
H1(X,Λ(1))′ ' H1(X,Λ(1))∗(1)
' H1(X,Λ)(1) ' H1(X,Λ(1)) (1.7)
Somit la¨ßt sich [NSW00, 9.2.2(vi)] anwenden und das zeigt die Behauptung.
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Zusammenfassend erhalten wir
Proposition 1.2.3. Sei T ⊂ P = P(k) eine endliche Menge von Stellen an denen X
gute Reduktion hat und die die Teiler von n nicht entha¨lt und genu¨ge X der Bedingung
(†n). Dann gilt
X1(k,P\T,H1(X,Λ(1)) ↪→X1(k, JX)n.
Allgemeiner gilt fu¨r Σbad,n ⊂ Σ ⊂ P(k) koendlich und T ⊂ Σ\Σbad,n wie eben
X1(kΣ,Σ\T,H1(X,Λ(1)) ↪→X1(k, JX)n.
Beweis. Die zweite Aussage folgt aus der ersten nach (1.6). Zum Beweis der ersten
betrachte (1.5). Nach Voraussetzung gilt fu¨r alle T ⊂ Σ endlich
X1(k,P\T,H1(X,Λ(1)) ↪→X1(k,P\T, JX)n.
Nach Wahl von T zeigt Proposition 1.2.2 zusammen mit (1.7)
ck1(k, T,H1(X,Λ(1))′) ' ck1(k, T,H1(X,Λ(1))) = 0
Daraus folgt mit Lemma 1.2.1
X1(k,P\T,H1(X,Λ(1)) 'X1(k,H1(X,Λ(1)) ↪→X1(k, JX)n.
Das zeigt die Behauptung.
Im folgenden wird jetzt immer vorausgesetzt, daß X und T der Bedingung (†n)
genu¨gen. Dann folgt unmittelbar
Satz 1.2.4. Seien Σbad,n ⊂ Σ ⊂ P(k), T ⊂ Σ\Σbad,n und Σ\T koendlich. Gilt dann
X1(k, JX)n = 0, so ist
H1(kΣ/k,H
1(X,Λ(1)))→
∏
Σ\T
H1(kv, H
1(X,Λ(1)))
injektiv.
Korollar 1.2.5. Seien Σ und T wie bisher und enthalte Σ zusa¨tzlich noch die Teiler
von n = ` prim. Gilt dann X1(k(ζ`), JX)` = 0, so ist
H1(kΣ/k,H
1(X,Λ))→
∏
Σ\T
H1(kv, H
1(X,Λ))
injektiv.
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Beweis. Die Behauptung folgt aus der Injektivita¨t der Restriktionsabbildungen in
dem kommutativen Diagramm
H1(kΣ/k,H
1(X,Λ))

  // H1(kΣ/k(ζn), H
1(X,Λ(1)))
∏
Σ\T H
1(kv, H
1(X,Λ)) 

//
∏
Σ\T H
1(k(ζn)v, H
1(X,Λ(1)))
(1.8)
und Satz 1.2.4.
Korollar 1.2.6. Seien Σ und T wie in Satz 1.2.4 und ` 6= ch(k) eine Primzahl. Falls
X1(k, JX)(`) = 0 gilt, so ist
(i) die Restriktion
H1(kΣ/k,H
1(X,Z`(1)))→
∏
Σ\T
H1(kv, H
1(X,Z`(1))) (1.9)
injektiv,
(ii) falls Σ zusa¨tzlich die Teiler von ` entha¨lt,
H2(kΣ/k,H
1(X,Q`/Z`(1)))→
⊕
Σ
H2(kv, H
1(X,Q`/Z`(1))) (1.10)
injektiv.
Beweis. (i) folgt sofort aus Satz 1.2.4 durch U¨bergang zum projektiven Limes. (ii)
sieht man wie folgt ein. Es gilt
X2(kΣ, H
1(X,Q`/Z`(1))) ' lim−→
n
X2(kΣ, H
1(X,Z/`n(1))).
Weiter gilt nach Tate-Poitou-Dualita¨t und (1.7)
X2(kΣ, H
1(X,Z/`n(1))) 'X1(kΣ, H1(X,Z/`n(1))′)∗
'X1(kΣ, H1(X,Z/`n(1)))∗.
Letztere Gruppe ist aber nach Proposition 1.2.3 gleich Null.
Bemerkung 1.2.7. Die Aussage des Korollars findet sich im Prinzip schon in [Jan89,
§4 Thm. 3]. Dort wurde genauer gezeigt, daß der Kern der Restriktionsabbildung
(1.9) endlich ist. Nach dem Korollar liegt dieser Kern in X1(k, JX). Die beru¨hmte
Birch-Swinnerton-Dyer-Vermutung besagt insbesondere, daß diese Gruppe endlich
ist. Somit bekommt man vermutungsweise das Jannsensche Resultat auch aus obi-
gem Korollar. Die daraus resultierende Frage, ob X1(k, JX) genau die Obstruktion
gegen ein Hasse-Prinzip beschreibt, muß hier leider unbeantwortet bleiben. Das bisher
gesagte trifft auch auf die Restriktionsabbildung (1.10) zu. Das Korollar stellt inso-
fern eine geringfu¨gige Verbesserung dar, daß hier eine Aussage u¨ber GΣ(k)-Moduln
anstatt Gk-Moduln wie in loc. cit. gemacht wird.
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1.3 HP fu¨r die Etalkohomologie
Sei X/k wieder eine Kurve und fv : Xv → X der Basiswechselmorphismus fu¨r eine
Stelle v von k. Fu¨r eine konstante etale Garbe F auf X ist der Adjunktionsmorphis-
mus F → f∗f ∗F injektiv und f ∗F ' F auf Xv. Folglich existieren Abbildungen
H i(X,F)→ H i(X, f∗f ∗F)→ H i(Xv, f∗F) '−→ H i(Xv,F),
wobei die mittlere Abbildung der Eckenmorphismus der Leray-Spektralsequenz zu
f ist. Das Kompositum dieser Abbildungen nennen wir die (etale) Restriktionsab-
bildung zur Stelle v. (Fu¨r X = Spec k erha¨lt man die gewo¨hnliche Restriktions-
abbildung der Galoiskohomologie.) Damit definieren wir nun fu¨r eine Stellenmenge
T ⊂ P = P(k) und ganze Zahlen i ≥ 0 die Gruppen Xi(e´t)(X,P\T,F) als Kern der
Restriktionsabbildung
H ie´t(X,F)→
∏
v/∈T
H ie´t(Xv,F)
Wie bisher schreiben wir einfach Xi(X,F), falls T = ∅.
1.3.1 Kohomologie eigentlicher Kurven
Sei X/k eine glatte, eigentliche und geometrisch irreduzible Kurve. Fu¨r eine etale
Garbe F auf X hat man die Hochschild-Serre-Spektralsequenz
Ep,q2 = H
p(k,Hq(X,F))⇒ Hp+q(X,F) (1.11)
und insbesondere einen Eckenmorphismus
Hq(X,F)→ H0(k,Hq(X,F)).
Der Kern dieses Homomorphismus sei mit H˜q(X,F) bezeichnet. Mit dieser Bezeich-
nung liefert (1.11) die exakte Sequenz
H2(k,Γ(X,F))→ H˜2(X,F)→ H1(k,H1(X,F))→ H3(k,Γ(X,F)). (1.12)
Besitzt X einen k-rationalen Punkt, oder ist allgemeiner γ(X) = 1 bzw. ist F eine
endliche Garbe und γ(X) teilerfremd zum Exponenten von F , so impliziert (1.12)
die exakte Sequenz
0→ H2(k,Γ(X,F))→ H˜2(X,F)→ H1(k,H1(X,F)). (1.13)
Fu¨r die Gruppen H˜q sei der Kern unter der Restriktionsabbildung mit X˜
q
be-
zeichnet. Wegen X0(k,P\T, ·) = 0 gilt
X˜
2
(X,P\T,F) 'X2(X,P\T,F). (1.14)
Fu¨r eine positive, auf X invertierbare, ganze Zahl n bezeichne wieder Λ die kon-
stante etale Garbe Z/n.
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Definition 1.3.1. Sei ` eine Primzahl. Eine Menge T von Stellen von k heißt `-
regula¨r, falls fu¨r alle v ∈ T die Lokalisierung kv keine primitive `-te Einheitswurzel
entha¨lt. Fu¨r v - ` ist das gleichbedeutend mit ` - #(κ(v)×).
Satz 1.3.2. Es seien T ⊂ P\Σbad,n endlich und γ(Xv) = 1 fu¨r alle v /∈ T vorausge-
setzt. Ferner genu¨ge X der Bedingung (†n). Dann gilt
(i) falls #T = 1,
X2(X,P\T,Λ(1)) ↪→X1(k, JX)n,
(ii) falls n = ` prim und ungerade, k ( k′ := k(ζ`) und T `-regula¨r,
X2(X,P\T,Λ) ↪→X1(k′, JX)`.
Beweis. Sei j ∈ {0, 1}. Wegen γ(Xv) = 1 haben wir fu¨r H˜2(Xv,Λ(j)) eine kurze
exakte Sequenz wie in (1.13). Daraus erha¨lt man mittels Schlangenlemma die exakte
Sequenz
X2(k,P\T,Λ(j))→ X˜2(X,P\T,Λ(j))→X1(k,P\T,H1(X,Λ(j)).
Daraus folgt die Behauptung, falls X2(k,P\T,Λ(j)) = 0 gilt. Denn setzen wir k0 := k′
und k1 := k, so erhalten wir
X˜
2
↪→X1(k,P\T,H1(X,Λ(j)) ↪→X1(kj, JX)n
nach Proposition 1.2.3 fu¨r j = 1 und (1.8) fu¨r j = 0, also die Behauptung.
Wir betrachten nun die kurze exakte Sequenz (Lemma 1.2.1)
0→X2(k,Λ(j))→X2(k,P\T,Λ(j))→ ck0(k, T,Λ(1− j))∗ → 0.
Dann ist ck0(k, T,Λ(1 − j)) = 0. Fu¨r j = 1 ist das a¨quivalent zu #T = 1. Im Fall
j = 0 wird die Aussage trivial, weil wegen k 6= k′ und T `-regula¨r alle beteiligten
Kohomologiegruppen verschwinden.
Fehlt nur noch X2(k,Λ(j)) = 0. Das folgt aus [NSW00, 9.1.8(i)+(ii)], denn ` ist
ungerade. Damit ist alles gezeigt.
Korollar 1.3.3. Unter den Bedingungen des Satzes sei ` eine ungerade Primzahl,
ζ` /∈ k und T eine endliche, `-regula¨re Stellenmenge. Gilt außerdem X1(k(ζ`), JX)` =
0, so ist die Restriktionsabbildung
H2(pi1(X),Z/`)→
∏
v/∈T
H2(pi1(Xv),Z/`)
injektiv.
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Beweis. Aus der Hochschild-Serre-Spektralsequenz bekommt man die exakte Sequenz
H1(X˜,Λ)pi1(X) → H2(pi1(X),Z/`)→ H2(X,Λ), (1.15)
wobei H1(X˜,Λ) die
”
erste Kohomologiegruppe der universellen U¨berlagerungsfla¨che
von X“ bezeichnet. Diese Bezeichnung ist nur als ein formaler Ausdruck anzusehen.
Eigentlich stu¨nde dort ein injektiver Limes von Kohomologiegruppen von endlichen
Galoisu¨berlagerungen von X. Aber wie man es erwartet, verschwindet diese Gruppe.
Demnach folgt die Aussage aus dem kommutativen Diagramm
H2(pi1(X),Z/`)

  // H2(X,Λ)
∏
v/∈T H
2(pi1(Xv),Z/`) 

//
∏
v/∈T H
2(Xv,Λ)
und Satz 1.3.2(ii).
Bemerkung 1.3.4. Vorstehende Untersuchung la¨ßt sich auch fu¨r Xi(X,Λ(j)), i und
j beliebig, durchfu¨hren. So gilt z.B. fu¨r 2 - #Λ:
i=3: La¨ßt sich zuru¨ckfu¨hren auf das Studium von
X1(k,H2(X,Λ(j))) 'X1(k,Λ(j − 1))
und
X2(k,H1(X,Λ(j))) 'X1(k,H1(X,Λ(2− j)))∨.
i=4: Der Fall ist besonders einfach, da
H4(X,Λ(j)) ' H2(k,H2(X,Λ(j)))
und also
X4(X,Λ(j)) 'X2(k,Λ(j − 1)) 'X1(k,Λ(2− j))∨.
Letztere Gruppe ist fu¨r Λ = Z/`, ` prim, gleich Null [NSW00, 9.1.3(iv)].
Fu¨r i ≥ 5 gilt Xi(X,Λ(j)) = 0, denn cd(X) = 4.
1.3.2 Kohomologie offener Kurven
SeiX/k wie bisher eine glatte, eigentliche und geometrisch zusammenha¨ngende Kurve
und U ein offenes Unterschema. Wir wollen
X2(U,P\T,Λ(j))
studieren. Sei dazu ∆ := X\U mit Immersionen
U
  j // X ∆.?
_ioo
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Da U affin, ist cd(U,Λ(j)) = 1 [Mil80, VI Cor. 11.5]. Folglich degeneriert die
Spektralsequenz (1.11) fu¨r U und liefert eine lange exakte Kohomologiesequenz. Um
damit eine Beschreibung von X2(U) zu bekommen, mu¨ssen wir die Ergebnisse des
vorherigen Abschnitts auf nicht-eigentliche Kurven u¨bertragen. Das kann man tun
indem man die verallgemeinerte Jacobische studiert. Dies sei dem Leser u¨berlassen.
Stattdessen beweisen wir
Satz 1.3.5. Fu¨r jede ganze Zahl j gilt
Hn∆(X,Λ(j)) '
⊕
x∈∆0
Hn−2(κ(x),Λ(j − 1)).
Dabei bezeichne Hn∆ die Kohomologie mit Tra¨ger in ∆.
Beweis. Die Gruppen Hn∆(X,Λ(j)) werden durch die Spektralsequenz
Ep,q2 = H
p(∆, Rqi!Λ(j))⇒ Hp+q∆ (X,Λ(j))
berechnet. Nach dem Reinheitssatz [SGA 4, XIX, Thm 3.2] bzw. [Mil80, VI §5] fu¨r
X und ∆ gilt Rqi!Λ(j) = 0 fu¨r q 6= 2 und R2i!Λ(j) ' i∗Λ(j − 1). Folglich ist
Hn∆(X,Λ(j)) ' Hn−2(∆, R2i!Λ(j))
'
⊕
x∈∆0
Hn−2(Specκ(x),Λ(j − 1))
'
⊕
x∈∆0
Hn−2(κ(x),Λ(j − 1)).
Damit liest sich die etale Lokalisierungssequenz wie folgt:
Korollar 1.3.6. Die folgende Sequenz ist exakt:
0→ H1(X,Λ(j))→ H1(U,Λ(j))→
⊕
x∈∆0
Λ(j − 1)Gκ(x) →
→ H2(X,Λ(j))→ H2(U,Λ(j))→
⊕
x∈∆0
H1(κ(x),Λ(j − 1))→ · · · .
Insbesondere erha¨lt man die folgende exakte Sequenz von Gk-Moduln
0→ H1(X,Λ(j))→ H1(U,Λ(j))→
⊕
x∈∆0
IndGkGκ(x) Λ(j − 1)→ Λ(j − 1)→ 0.
Beweis. Die erste Aussage folgt aus dem Satz und der etalen Lokalisierungssequenz.
Fu¨r die zweite Aussage wurde zusa¨tzlich noch Tate-Dualita¨t und cd(U,Λ(j)) = 1
benutzt.
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Bezeichne C den Kokern der Abbildung H1(X,Λ) → H1(U,Λ) und sei K :=
Kern(piab1 (U)→ piab1 (X)). Ist X vom Geschlecht g und n = #∆0, dann haben wir
0 // K
'

// piab1 (U)
'

// piab1 (X)
'

// 0
0 // Zˆn/Zˆ // Zˆn/Zˆ⊕ Zˆ2g // Zˆ2g // 0
Folglich spaltet die kurze exakte Sequenz
0→ Hom(piab1 (X),Λ)→ Hom(piab1 (U),Λ)→ Hom(K,Λ)→ 0,
und beweist damit die Exaktheit der Sequenz
0→ Hom(piab1 (X),Λ)Gk → Hom(piab1 (U),Λ)Gk → Hom(K,Λ)Gk → 0.
Sei nun Λ = Z/` und ` prim. AlsGk-Modul istK isomorph zu
(⊕
x∈∆0 Zˆ(1)
)
/Zˆ(1),
also
Hom(K,Λ) ' (⊕
x∈∆0
Λ(−1))/Λ(−1)
' (⊕
x∈∆0
IndGkGκ(x) Λ(−1)
)
/Λ(−1) ' C
(1.16)
ein Isomorphismus von Gk-Moduln (s.a. Korollar 1.3.6).
Lemma 1.3.7. Fu¨r Λ = Z/` mit ` prim und ` - γ(∆) erhalten wir die exakte Sequenz
0→ H1(X,Λ)Gk → H1(U,Λ)Gk → (⊕
x∈∆0
Λ(−1))Gk → H2(X,Λ)Gk → 0.
Beweis. Nach dem bisher gesagten und Korollar 1.3.6 bleibt noch zu pru¨fen, ob
0→ Hom(K,Λ)Gk → (⊕
x∈∆0
Λ(−1))Gk → H2(X,Λ)Gk ' Λ(−1)Gk → 0
exakt ist. Unter Beru¨cksichtigung von (1.16) und der Tatsache, daß alle Gruppen
Z/`-Vektorra¨ume sind, reicht es,
Hom(K,Λ)Gk
'←−−
⊕
x∈∆0
Λ(−1)Gκ(x)/Λ(−1)Gk
zu zeigen. Die Abbildung ist injektiv. Ihr Kokern ist gerade der Kern der Restrik-
tionsabbildung
H1(k,Λ(−1))→
∏
x
H1(κ(x),Λ(−1)),
welcher wegen ` - γ(∆) gleich Null ist.
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Lemma 1.3.8. Fu¨r eine Primzahl ` mit ` - γ(∆) und ` - γ(U) ist
0→ H˜2(X,Λ)→ H2(U,Λ)→
⊕
x∈∆0
H1(κ(x),Λ(−1))
exakt.
Beweis. Betrachten wir das folgende kommutative Diagramm mit exakten Zeilen
0 // H1(X,Λ)Gk // H1(U,Λ)Gk // (
⊕
x∈∆0
Λ(−1))Gk // H2(X,Λ)Gk // 0
0 // H1(X,Λ)
OOOO
// H1(U,Λ)
OOOO
//
⊕
x∈∆0
Λ(−1)Gκ(x) β // H2(X,Λ)
OO
// H2(U,Λ)
H1(k,Λ)
?
OO
H1(k,Λ)
?
OO
H˜2(X,Λ)
?
OO
(1.17)
Die Exaktheit der Zeilen folgt aus Lemma 1.3.7 und Korollar 1.3.6, die der beiden
linken Spalten aus Lemma 1.1.2 (denn wegen ` - γ(∆) und ` - γ(U) gilt auch ` - γ(X)).
Die Behauptung des Lemmas ist a¨quivalent zu: im β ' H2(X,Λ)Gk . Die Surjektivita¨t
ist sofort klar. Die Injektivita¨t pru¨ft man vermittels Diagrammjagd.
Bemerkung 1.3.9. Der Leser sei darauf hingewiesen, daß die Argumentation in diesem
Abschnitt bisher unabha¨ngig von der Wahl von k war.
Lemma 1.3.10. Seien X/k eine glatte, eigentliche und geometrisch irreduzible Kur-
ve, Λ = Z/` fu¨r eine Primzahl ` 6= 2 und T ⊂ P\Σbad,` eine endliche Stellenmenge.
Gelte (†`). Sei ∆ ⊂ X ein abgeschlossenes Unterschema mit ` - γ(∆v) und ` - γ(Uv)
fu¨r alle v ∈ P\T , wo man U := X\∆ setzt, so erha¨lt man einen Epimorphismus
X2(X,P\T,Λ)X2(U,P\T,Λ).
Teilt ` auch keine der Gro¨ßen γ(∆) bzw. γ(U), so erhalten wir sogar einen Isomor-
phismus.
Beweis. Mittels Korollar 1.3.6 und Lemma 1.3.8 bzw. Bemerkung 1.3.9 ist das nach-
stehende Diagramm kommutativ und besitzt exakte Zeilen und spalten.
0 //___ X˜
2
(X,P\T,Λ)

//X2(U,P\T,Λ)

//
⊕
x∈∆0
X1(κ(x),P\T,Λ(−1))

0 //____ H˜2(X,Λ)

// H2(U,Λ)

//
⊕
x∈∆0
H1(κ(x),Λ(−1))

0 //
∏
v/∈T
H˜2(Xv,Λ) //
∏
v/∈T
H2(Uv,Λ) //
∏
v/∈T
⊕
y∈(∆v)0
H1(κ(y),Λ(−1))
(1.18)
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Die Exaktheit der mittleren Zeile folgt mittels Diagrammjagd aus (1.17), wo aller-
dings i.a. die oberste Zeile ganz rechts nicht exakt ist. Teilt ` nicht γ(∆) und γ(U),
so gelten die gestrichelten Pfeile. Daraus folgt zusammen mit (1.14) die Behauptung
des Satzes, falls
X1(κ(x),P\T,Λ(−1)) = 0
fu¨r alle x ∈ ∆0 gilt. Da Λ(−1) ein einfacher Gk-Modul und T endlich ist, folgt das
aus [NSW00, 9.1.3(iv)].
Damit haben wir nun bewiesen:
Satz 1.3.11. Seien X/k eine glatte, eigentliche und geometrisch zusammenha¨ngende
Kurve, die (†`) erfu¨llt, T ⊂ P\Σbad,` eine endliche Stellenmenge und ∆ ein abge-
schlossenes Unterschema von X. Setze U = X\∆. Ferner sei ` 6= 2 eine Primzahl
mit ` - γ(∆v) und ` - γ(Uv) fu¨r alle v /∈ T , und gelte X2(X,P\T,Λ) = 0 fu¨r Λ = Z/`.
Dann ist die Restriktionsabbildung
H2(U,Λ)→
∏
v/∈T
H2(Uv,Λ)
injektiv.
Zusammen mit Satz 1.3.2 bekommen wir
Korollar 1.3.12. Seien X, ∆ und ` wie im Satz. Ferner enthalte k keine primitive
`-te Einheitswurzel ζ` und T sei `-regula¨r. Gilt dann X
1(k(ζ`), JX)` = 0, so ist
H2(U,Λ)→
∏
v/∈T
H2(Uv,Λ)
injektiv.
Beweis. Wegen γ(Xv)|γ(Uv) und ` - γ(Uv) gilt auch ` - γ(Xv) fu¨r alle v /∈ T . Daher
folgt die Behauptung aus Satz 1.3.11 und Satz 1.3.2 (man beachte, daß dort eigentlich
nur ` - γ(Xv) gebraucht wird).
Als wichtigen Spezialfall erhalten wir
Korollar 1.3.13. Seien ` 6= 2 eine Primzahl und k ein globaler Ko¨rper, der keine
primitive `-te Einheitswurzel entha¨lt. Ferner sei ∆ ein abgeschlossenes Unterschema
von X = P1k, das einen k-rationalen Punkt entha¨lt, und T eine endliche, `-regula¨re
Stellenmenge. Setze U = X\∆. Dann ist
H2(U,Λ)→
∏
v/∈T
H2(Uv,Λ)
injektiv. Insbesondere ist auch H2(pi1(U),Z/`)→
∏
v/∈T H
2(pi1(Uv),Z/`) injektiv.
Beweis. Offensichtlich teilt ` keine der Gro¨ßen γ(∆), γ(U) und γ(∆v), γ(Uv) fu¨r
v ∈ P. Da trivialerweise auch noch (†`) gilt, ist alles gezeigt.
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Man beachte, wegen H˜2(P1k,Λ) = H2(k,Λ bekommt (1.18) eine besonders einfache
Gestalt, so daß man die Aussage des Korollar auch direkt aus diesem Diagramm
ablesen kann. Insbesondere sieht man, daß T auch die Teiler von ` enthalten darf.
1.4 HP fu¨r die Etalkohomologie relativer Kurven
Bezeichne Sk ein Modell von k (s. §). Fu¨r ein offenes Unterschema S ⊂ Sk bezeichne
S◦ die Menge der Stellen von k die nicht Punkten aus S entsprechen.
Ziel dieses Paragraphen ist es, die Resultate aus §1.3 zu verallgemeinern indem
wir auch beschra¨nkte Verzweigung in der Basis zulassen.
1.4.1 HP fu¨r eigentliche Modelle
Sei X/k eine glatte, eigentliche und geometrisch irreduzible Kurve mit regula¨rem,
eigentlichem Modell pi(S) : X(S) → S u¨ber S ⊂ Sk offen. Fu¨r eine auf X(S) inver-
tierbare, positive, ganze Zahl n bezeichne Λ die konstante Garbe Z/n auf X(S). Die
Leray-Spektralsequenz bzgl. pi(S) mit Garbe Λ lautet:
Ep,q2 = H
p(S,Rqpi(S)∗Λ)⇒ Hp+q(X(S),Λ). (1.19)
Lemma 1.4.1. Falls pi(S) glatt ist, gilt
Hp(S,Rqpi(S)∗Λ) ' Hp(kS◦/k,Hq(X,Λ)).
Beweis. Nach dem Satz u¨ber den glatten und eigentlichen Basiswechsel [Mil80, VI
§4] gilt fu¨r jeden geometrischen Punkt s von S:
(Rqpi(S)∗Λ)s ' Hq(X,Λ).
Damit folgt die Behauptung aus [Mil86, II Prop. 2.9].
Sei nun S ⊂ Sk so gewa¨hlt, daß pi(S) glatt ist. Mit Lemma 1.4.1 liefert (1.19)
sodann die exakte Sequenz
H2(kS◦/k,Λ)→ H˜2(X(S),Λ)→ H1(kS◦/k,H1(X,Λ)),
wo wir wieder
H˜2(X(S),Λ) := Kern(H2(X(S),Λ)→ Γ(S,R2pi(S)∗Λ))
setzen. Diese Sequenz ist funktoriell in S und wir ko¨nnen folglich den direkten Limes
bzgl. endlicher Teilmengen einer Stellenmenge Σ∞ ⊂ Σ ⊂ P(k), die Σ∞ enthalten,
bilden. (Man beachte, daß jede endliche Teilmenge, die — im Zahlko¨rperfall — Σ∞
entha¨lt, von der Form S ′◦ fu¨r ein offenes Unterschema S ′ ⊂ Sk ist.) Genauer bilden
wir den direkten Limes bzgl. endlicher Teilmengen von Σ, die
Σ0 := Σ∞ ∪ Σbad ∪ Σn (1.20)
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enthalten. Hierbei steht Σn fu¨r die Menge der Stellen, die n teilen. Somit erhalten
wir die exakte Sequenz
H2(kΣ/k,Λ)→ lim−→
Σ0⊂S◦
H˜2(X(S),Λ)→ H1(kΣ/k,H1(X,Λ)) (1.21)
Satz 1.4.2. Seien T ⊂ Σ ⊂ P(k) Stellenmengen mit Σ0 ⊂ Σ, T ∩ Σbad = ∅ und
Σ\T koendlich. Ferner sei Λ = Z/` mit ` prim, ` - γ(Xv) fu¨r alle v ∈ Σ\T und T
`-regula¨r. Außerdem enthalte T nicht die Teiler von ` und gelte (†`). Dann ist die
Restriktionsabbildung
lim−→
S
Σ0⊂S◦⊂Σ
H2(X(S),Λ)→
∏
Σ\T
H2(Xv,Λ)
injektiv, falls X1(k(ζn), JX)n = 0 ist.
Beweis. Wir betrachten das kommutative Diagramm
H2(kΣ/k,Λ)

// lim−→S◦ H˜
2(X(S),Λ)

// H1(kΣ/k,H
1(X,Λ))
∏
v∈Σ\T H
2(kv,Λ) //
∏
v∈Σ\T H˜
2(Xv,Λ) //
∏
v∈Σ\T H
1(kv, H
1(X,Λ))
Hierbei fassen wir fu¨r v ∈ S◦ die lokale Kurve Xv auf als den etalen Basiswechsel
X(S)×SSpec kv. Die Exaktheit der Zeilen ergibt sich aus (1.21) und (1.13). Zusammen
mit (1.14) reicht es zu zeigen, daß X2(kΣ,Σ\T,Λ) = 0 und X1(kΣ,Σ\T,H1(X,Λ)) =
0 gilt. Letzteres wurde bereits in Korollar 1.2.5 gezeigt. Wegen der `-Regularita¨t von
T ist ck0(kΣ, T,Λ(1)) = 0. Daraus folgt zusammen mit Lemma 1.2.1 und [NSW00,
9.1.8(i)]
X2(kΣ,Σ\T,Λ) = X2(kΣ,Λ) = 0.
Fu¨r Σ0 ⊂ Σ ⊂ P(k) definieren wir
piΣ1 (X) := lim←−
Σ0⊂S◦⊂Σ
pi1
(X(S)).
Dann klassifiziert piΣ1 (X) diejenigen etalen U¨berlagerungen von X, deren induzierte
U¨berlagerung von X(S) auch entlang von Fasern u¨ber Punkten, die nicht zu Stellen aus
Σ geho¨ren, etal ist. Satz 1.4.2 besagt dann, daß, unter den angegebenen Bedingungen,
insbesondere
H2(piΣ1 (X),Λ)→
∏
Σ\T
H2(pi1(Xv),Λ)
injektiv ist; denn wir haben das kommutative Diagramm (vgl. (1.15))
H2(piΣ1 (X),Λ)
res

  // lim−→Σ0⊂S◦⊂Σ H
2(X(S),Λ)
res
∏
Σ\T H
2(pi1(Xv),Λ)
  //
∏
Σ\T H
2(Xv,Λ).
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1.4.2 HP fu¨r regula¨re Modelle
Seien X/k und pi : X → S wie in §1.4.1. Ein abgeschlossenes Unterschema D heißt
horizontal, falls die Komposition
D ↪→ X pi−−→ S
surjektiv ist. Entsprechend nennen wir einen Divisor auf X horizontal, falls jede ir-
reduzible Komponente ein horizontales Unterschema ist. Sei D ein abgeschlossenes
Unterschema von X . Setzen wir U := X\D, U = U ⊗X k so haben wir ein kommuta-
tives Diagramm
D
p
  
@@
@@
@@
@@
  i // X

U? _joo
q
~~ ~
~~
~~
~~
S
mit abgeschlossenen (bzw. offenen) Immersionen i (bzw. j).
Als Analogon zu Satz 1.3.5 beweisen wir jetzt
Satz 1.4.3. Sei X regula¨r und D ein regula¨res, horizontales, abgeschlossenes Unter-
schema. Dann gilt fu¨r n invertierbar auf X und alle ganzen Zahlen k und l:
HkD(X ,Λ(l)) '
⊕
x∈D1
Hk−2(GSx(κ(x)),Λ(l − 1)).
Dabei bezeichnet HkD die Kohomologie mit Tra¨ger in D und Sx die Menge der Stellen
von κ(x), die u¨ber S liegen.
Beweis. Wir betrachten die Spektralsequenz
Ep,q2 = H
p(D, Rqi!Λ(l))⇒ Hp+qD (X ,Λ(l)).
Da D horizontal ist, ist D in X von der konstanten Kodimension 1 und somit gilt
nach O. Gabbers [Gab] absolutem Reinheitssatz
R2i!Λ(l) = Λ(l − 1) und Rqi!Λ(l) = 0 fu¨r q 6= 2.
Daher degeneriert die Spektralsequenz und wir erhalten den folgenden Isomorphismus
HnD(X(S),Λ(l)) ' Hn−2(D,Λ(l − 1))
'
⊕
D⊂D irred
Hn−2(D,Λ(l − 1))
'
⊕
x∈D1
Hn−2(SpecOκ(x) ×Sk S,Λ(l − 1))
'
⊕
x∈D1
Hn−2(GSx(κ(x)),Λ(l − 1)).
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Dabei haben wir benutzt, daß D als regula¨res, horizontales Unterschema disjunk-
te Vereinigung von irreduziblen, abgeschlossenen, horizontalen Unterschemata ist.
Letztere sind regula¨r und affin und stimmen daher u¨ber S mit dem Spektrum des
Ganzheitsrings von κ(x) u¨berein. Der letzte Isomorphismus folgt aus [Mil86, II §2,
Prop. 2.9].
Wie in §1.3.2 schließen wir weiter:
Satz 1.4.4. Sei D wie bisher ein regula¨res, abgeschlossenes Unterschema, T ⊂
Σ\Σbad eine Stellenmenge, so daß Σ\T koendlich ist. Fu¨r eine beliebige Stelle v von
k setze ∆v := D ×S Spec kv. Sei ferner Λ = Z/` fu¨r eine Primzahl ` 6= 2, so daß T
`-regula¨r und ` keine der Gro¨ßen γ(∆v) und γ(Uv) fu¨r alle v ∈ Σ\T teilt. Gilt dann
auch noch X1(k(ζn), Jx)n = 0, so ist die Abbildung
lim−→
Σ0⊂S◦⊂Σ
H2(U(S),Λ)→
∏
Σ\T
H2(Uv,Λ),
mit Σ0 wie in (1.20), injektiv.
Beweis. Die etale Lokalisierungsabbildung liefert zusammen mit Satz 1.4.3 die Ex-
aktheit der ersten Zeile des folgenden kommutativen Diagramms
lim−→
Σ0⊂S◦⊂Σ
H˜2(X(S),Λ)

// lim−→
Σ0⊂S◦⊂Σ
H2(U(S),Λ)

//
⊕
x∈D1
H1(κ(x)Σ/κ(x),Λ(−1))
∏
v∈Σ\T
H˜2(Xv,Λ) //
∏
v∈Σ\T
H2(Uv,Λ) //
∏
v∈Σ\T
⊕
y∈(∆v)0
H1(κ(y),Λ(−1))
Nach Lemma 1.3.8 ist die untere Zeile exakt und die erste Abbildung injektiv. Folglich
ist die Sequenz der Kerne exakt. Die linke senkrechte Abbildung ist injektiv nach Satz
1.4.2, denn ` - γ(Xv), da γ(Xv)|γ(∆v) und ` - γ(∆v). Der Kern der rechten Abbildung
ist gleich ⊕
x∈D1
X1(κ(x)Σ,Σ\T,Λ(−1)).
Da Λ(−1) einfach und Σ\T koendlich, ist X1(κ(x)Σ,Σ\T,Λ(−1)) = 0 fu¨r alle x ∈ D1
zufolge [NSW00, 9.1.3(iv)].
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2 Ein Grunwald-Wang-Satz
2.1 Blochpunkte
Der Begriff des Blochpunkts wurde von S. Saito in [Sai85] eingefu¨hrt und ist von zen-
traler Bedeutung im Beweis der ho¨herdimensionalen Klassenko¨rpertheorie. Im Ge-
gensatz zu loc. cit. betrachten wir Blochpunkte auch fu¨r nicht-eigentliche Schemata;
vgl. a. [Ras95].
Sei f : X → S ein Schemamorphismus und F eine etale Garbe auf X . Fu¨r jeden
Morphismus p : S ′ → S haben wir ein kartesisches Diagramm
X
f

X ′
f ′

p′
oo
S S ′
p
oo
mit X ′ = X ×S S ′ und einen Morphismus
p∗Rif∗F → Rif ′∗(p′∗F). (2.1)
Wir sagen nun die Garbe Rif∗F sei mit beliebigem Basiswechsel vertra¨glich, falls die
Abbildung (2.1) ein Isomorphismus ist.
Sei nun k ein globaler Ko¨rper mit regula¨rem Modell Sk und S ⊂ Sk ein offenes
Unterschema. Ferner sei f : X → S ein regula¨res, eigentliches Modell einer glat-
ten, eigentlichen und geometrisch zusammenha¨ngenden Kurve X/k. Bezeichne U das
Kompliment eines horizontalen Divisors D auf X in X , U dessen generische Faser und
pi = f |U . Außerdem sei ` eine feste, auf S invertierbare, Primzahl. In dieser Situation
gilt
Satz 2.1.1. Es existiert ein dichtes, offenes Unterschema S ′ von S, so daß fu¨r al-
le n ≥ 0 die etalen Garben Rnpi∗Z/` auf S ′ lokal-konstant, konstruierbar und mit
beliebigem Basiswechsel von S ′ vertra¨glich sind.
Beweis. [SGA 41
2
; Th. finitude, Thm. 1.9]
Bemerkung 2.1.2. Da die Bedingung (2.1) lokal fu¨r die etale Topologie und U nach
Voraussetzung separiert und quasi-kompakt ist, ist allgemeiner Rnpi∗Λ fu¨r jede lo-
kalkonstante `-Torsionsgarbe Λ auf S ′ mit beliebigem Basiswechsel vertra¨glich. Es
reicht, die Bedingung (2.1) in den Halmen nachzurechnen. Da es zu jedem geometri-
schen Punkt eine etale Umgebung gibt, die Λ trivialisiert, kann man Λ = (Z/`)d fu¨r
d ≥ 1 annehmen. Da andererseits (2.1) mit direkten Summen vertra¨glich ist, folgt
die Aussage aus der fu¨r Λ = Z/`.
Definition 2.1.3. Ein abgeschlossener Punkt s ∈ S heißt gewo¨hnlich fu¨r U (bzw.
U), falls er eine Umgebung in S besitzt, fu¨r die die Aussage von Satz 2.1.1 gilt.
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Wir bezeichnen im folgenden mit S ′ das maximale offene, dichte Unterschema von
S, das die Aussage des Satzes erfu¨llt, d.h. der gewo¨hnlichen Punkte von S.
Korollar 2.1.4. Fu¨r jede ganze Zahl m ≥ 1 sind die etalen Garben Rnpi∗Z/`m
fu¨r alle n ≥ 0 auf S ′ lokal-konstant, konstruierbar und mit beliebigem Basiswechsel
vertra¨glich.
Beweis. Sei Rn = 0 fu¨r n < 0. Dann ist fu¨r alle n ≥ 0 die Sequenz
Rn−1pi∗Z/`m−1 → Rnpi∗Z/`→ Rnpi∗Z/`m → Rnpi∗Z/`m−1 → Rn+1pi∗Z/`
exakt. Die Behauptung folgt nun durch Induktion u¨ber m aus Satz 2.1.1, da
”
lokal-
konstant“ und
”
konstruierbar“ mit Erweiterung vertra¨glich sind. Ferner bleibt obige
Sequenz auch nach Anwendung von p∗ exakt. Schreibt man darunter die basisgewech-
selte Sequenz, so zeigt das 5er-Lemma die Vertra¨glichkeit mit beliebigem Basiswech-
sel.
Korollar 2.1.5. Sei pi : U → S wie eben, bezeichne Vs die Faser u¨ber einem abge-
schlossenen Punkt s ∈ S0 und sei Us := U ×Spec k Spec ks die Kurve u¨ber dem lokalen
Ko¨rper ks. Ist dann s ein gewo¨hnlicher Punkt von S, so ist die Spezialisierungsabbil-
dung
Hn(Vs,Z/`m)→ Hn(Us,Z/`m)
fu¨r alle m ≥ 1 ein Isomorphismus. Insbesondere erhalten wir einen Isomorphismus
Hn(Vs,Q`/Z`)→ Hn(Us,Q`/Z`).
Beweis. Nach Definition existiert eine Umgebung Ss von s, so daß fu¨r jeden geome-
trischen Punkt t von Ss nach Korollar 2.1.4 gilt:
(Rnpi∗Z/`m)t ' Hn(Vt,Z/`m).
Da Rnpi∗Z/`m auf S konstruierbar ist, ist Hn unabha¨ngig von der Wahl eines algebrai-
schen Abschlußes, also insbesondere Hn(U,Z/`m) ' Hn(Us,Z/`m). Da Rnpi∗Z/`m
außerdem lokal-konstant ist, gilt (Rnpi∗Z/`m)η ' (Rnpi∗Z/`m)s, wobei η einen geo-
metrischen Punkt der u¨ber dem generischen Punkt von Ss liegt, bezeichnet.
Lemma 2.1.6. Bezeichne S˜ das maximale offene Unterschema von S, so daß X ×S
S˜ → S˜ glatt und D ×S S˜ → S˜ etal ist. Dann gilt S˜ ⊂ S ′.
Beweis. i) Wir zeigen zuerst, daß Rnpi∗Z/` auf S˜ mit beliebigem Basiswechsel ver-
tra¨glich ist. Dazu arbeiten wir in der Unterkategorie D+(Z,Z/`) der derivierten Ka-
tegorie der Z/`-Modulgarben auf einem Schema Z, wo wir uns auf nach unten be-
schra¨nkte Komplexe beschra¨nken. Fu¨r jeden Basiswechsel g : T → S existiert das
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folgende Diagramm
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Bezeichne Rpi∗ bzw. Rpi′∗ die totalen Ableitungen von pi∗ bzw. pi
′
∗. Dann reicht es,
g∗Rpi∗Z/` ' Rpi′∗Z/` zu zeigen. Wir schreiben wieder Λ fu¨r die konstante etale Garbe
Z/`. Dann haben wir ein Dreieck
i∗Ri!Λ→ Λ→ Rj∗j∗Λ→ i∗Ri!Λ[1] (2.2)
bzw. nach Anwendung von g∗Rf∗ das exakte Dreieck
g∗Rp∗Ri!Λ→ g∗Rf∗Λ→ g∗Rpi∗j∗Λ→ g∗Rp∗Ri!Λ[1].
Zusammen mit dem analogen Dreieck fu¨r g′′∗Λ erha¨lt man das kommutative Dia-
gramm
g∗Rp∗Ri!Λ //

g∗Rf∗Λ //

g∗Rpi∗Λ //

g∗Rp∗Ri!Λ[1] //

g∗Rf∗Λ[1]

Rp′∗Ri
′!g′′∗Λ // Rf ′∗g
′′∗Λ // Rpi′∗g
′′′∗Λ // Rp′∗Ri
′!g′′∗Λ[1] // Rf ′∗g
′′∗Λ[1].
Der zweite und letzte vertikale Pfeil sind Isomorphismen nach Basiswechsel fu¨r ei-
gentliche Morphismen. Der erste vertikale Pfeil ist ebenfalls ein Isomorphismus. Denn
nach Voraussetzung ist p = f ◦ i etal und also Ri!Λ ' Λ(−1)[−2] wegen kohomologi-
scher Reinheit [SGA 4, XVI, Thm. 3.7]. Zusammen mit dem eigentlichen Basiswechsel
fu¨r p erhalten wir schließlich
g∗Rf∗i∗Ri!Λ ' g∗Rp∗Λ(−1)[−2] ' Rp′∗g′∗Λ(−1)[−2] ' Rp′∗Ri′!g′′∗Λ ' Rf ′∗i′∗Ri′!g′′∗Λ.
Durch eine analoge Rechnung sieht man, daß auch der vierte Pfeil ein Isomorphismus
ist. Anwendung des 5er-Lemma zeigt dann die gewu¨nschte Isomorphie.
ii) Es bleibt noch zu zeigen, daß die Rnpi∗Z/` auf S˜ lokal-konstant und konstruier-
bar sind. Durch Anwendung von Rf∗ auf (2.2) und kohomologischer Reinheit (s.o.)
bekommen wir das exakte Dreieck
Rp∗Λ(−1)[−2]→ Rf∗Λ→ Rpi∗Λ→ Rp∗Λ(−1)[−1]→ Rf∗Λ[1].
Da
”
lokal-konstant“ und
”
konstruierbar“ mit Erweiterung vertra¨glich und f und p
glatt und eigentlich sind, folgt die Behauptung aus dem Satz vom glatten und eigent-
lichen Basiswechsel.
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Wir kommen nun zu der wichtigen
Definition 2.1.7. Ein abgeschlossener Punkt v ∈ S heißt ein schwacher `-Blochpunkt
fu¨r U , falls die natu¨rliche Abbildung
H1(U,Q`/Z`)Gk → H1(U,Q`/Z`)Gkv
ein Isomorphismus ist. Ein schwacher `-Blochpunkt, der auch ein gewo¨hnlicher Punkt
fu¨r U ist, heißt ein `-Blochpunkt fu¨r U .
Fu¨r einen abgeschlossenen Punkt v ∈ S bezeichne Vv = U ⊗ κ(v) die Reduktion
von U bei v. Dann ist nach Korollar 2.1.5 die Existenz eines Isomorphismus
H1(U,Q`/Z`)Gk ' H1(Vv,Q`/Z`)Gκ(v) ,
bzw. dual dazu, die Existenz eines Isomorphismus
piab1 (U)(`)Gk ' piab1 (Vv)(`)Gκ(v)
eine notwendige Bedingung dafu¨r, daß v ein `-Blochpunkt ist. Angesichts dieser Tat-
sache kommt einem die Existenz von `-Blochpunkten wundersam vor. Es gilt jedoch
Lemma 2.1.8. (i) Sei ` 6= p = ch(k). Es gibt eine endliche U¨berlagerung S˜ → S,
so daß S˜ einen `-Blochpunkt besitzt.
(ii) Habe S die Dimension 1 und besitzt S einen schwachen `-Blochpunkt v, an
dem die Operation von Gk auf H
1(U,Q`/Z`) unverzweigt ist, so besitzt S schon
unendlich viele schwache `-Blochpunkte. Insbesondere besitzt S dann auch un-
endlich viele `-Blochpunkte.
Beweis. (i) Siehe [Blo81].
(ii) Die erste Aussage ist in [Ras95, Lemma 6.30] bewiesen. Da S 1-dimensional ist,
gibt es nach Satz 2.1.1 nur endlich viele Punkte in S, die nicht gewo¨hnlich sind.
Die na¨chste Proposition besagt, daß man fu¨r geeignete offene Unterschemata der
projektiven Geraden in Lemma 2.1.8(i) sogar S˜ = S wa¨hlen kann; d.h. diese Sche-
mata besitzen nicht erst nach Basiserweiterung einen Blochpunkt. Das ist von großer
Bedeutung fu¨r die spa¨tere Anwendung.
Proposition 2.1.9. Sei U ⊂ X := P1k ein offenes Unterschema, ∆ = X\U und
` 6= ch(k) eine Primzahl. Eine `-regula¨re Primstelle v - ` von k ist genau dann ein
schwacher `-Blochpunkt, falls v den folgenden Bedingungen genu¨gt:
(i) fu¨r alle x ∈ ∆0 ist v in der Erweiterung κ(x)/k tra¨ge,
(ii) fu¨r alle x ∈ ∆0 ist µ`∞(κ(x)) = µ`∞(κ(x)v), wo µ`∞ die Vereinigung der Menge
aller `m-ten Einheitswurzeln fu¨r m ≥ 1, im jeweiligen Ko¨rper bezeichnet.
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Beweis. Wegen pi1(X) = 1 liefert Korollar 1.3.6 die exakte Sequenz von Gk-Moduln:
0→ H1(U,Λ)→
⊕
x∈∆0
IndGkGκ(x) Λ(−1)→ Λ(−1)→ 0,
fu¨r Λ = Z/`n, n ≥ 1. Da k nach Voraussetzung keine primitive `-te Einheitswurzel
besitzt, erhalten wir
0→ H1(U,Λ)Gk →
⊕
x∈∆0
Λ(−1)Gκ(x) → Λ(−1)Gk = 0, (2.3)
und daraus
H1(U,Q`/Z`)Gk '
⊕
x∈∆0
Q`/Z`(−1)Gκ(x) .
Dabei operiert Gκ(x) vermittels des zyklotomischen Charakters. Sei ∆v = ∆ ×k kv.
Eine analoge Argumentation wie eben liefert
H1(U,Q`/Z`)Gkv '
⊕
y∈(∆v)0
Q`/Z`(−1)Gκ(y) '
⊕
x∈∆0
⊕
w|v
Q`/Z`(−1)Gκ(x)w ,
wobei die zweite Summe u¨ber alle Fortsetzungen w von v la¨uft. Das zeigt, daß
H1(U,Q`/Z`)Gk und H1(U,Q`/Z`)Gkv genau dann isomorph sind, wenn die ange-
gebenen Bedingungen gelten.
Wir sagen v sei ein schwacher Blochpunkt fu¨r ein abgeschlossenes Unterschema
∆ von X, falls v ein schwacher Blochpunkt fu¨r U = X\∆ ist.
Korollar 2.1.10. Seien ∆1 und ∆2 zwei abgeschlossene Teilmengen von X und v
ein schwacher `-Blochpunkt sowohl fu¨r ∆1 als auch fu¨r ∆2. Dann ist v ein schwacher
`-Blochpunkt fu¨r ∆1 ∪∆2.
Beweis. Die Bedingungen aus Proposition 2.1.9 sind fu¨r alle Punkte aus ∆ un-
abha¨ngig voneinander. Daraus folgt sofort die Behauptung.
2.2 Ein Grunwald-Wang-Satz
Lemma 2.2.1. Sei k ein Ko¨rper, X ein k-Schema und ` eine Primzahl. Die Sequenz
0→ piab1 (X)(`)Gk → piab1 (X)(`)→ Gabk (`)→ 0
ist in den folgenden Fa¨llen exakt:
a) X besitzt einen rationalen Punkt,
b) k ist ein lokaler Ko¨rper,
c) k ist ein globaler Ko¨rper.
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Beweis. Die Hochschild-Serre-Spektralsequenz
Ep,q2 = H
p(k,Hq(X,Q`/Z`))⇒ Hp+q(X,Q`/Z`)
liefert die exakte Sequenz
0→ H1(k,Q`/Z`)→ H1(X,Q`/Z`)→ H1(X,Q`/Z`)Gk α−−→ H2(k,Q`/Z`).
Ist α die Nullabbildung, so bekommen wir eine kurze exakte Sequenz und die Be-
hauptung folgt wegen
H1(X,Q`/Z`) ' Hom(piab1 (X)(`),Q/Z)
durch Dualisieren. Wir zeigen nun, daß das unter den angegebenen Bedingungen der
Fall ist. Das ist klar, falls X einen k-rationalen Punkt besitzt. In den beiden anderen
Fa¨llen gilt H2(k,Q`/Z`) = 0. Denn ist k ein lokaler Ko¨rper, so gilt nach lokaler
Tate-Dualita¨t
H2(k,Q`/Z`)′ ' lim←−
n
µ`n(k) = 0,
da k nur endlich viele `-te Einheitswurzeln besitzt. Die Aussage fu¨r k ein globaler
Ko¨rper ist in [Ser77, 6.5, S. 232ff] bewiesen.
Proposition 2.2.2. Sei k ein globaler Ko¨rper, X ein k-Schema mit einem rationalen
Punkt und v ein schwacher `-Blochpunkt fu¨r X. Dann ist die Restriktionsabbildung
H1(X,Z/`m)→ H1(Xv,Z/`m)
surjektiv.
Beweis. Wie in Lemma 2.2.1 erhalten wir ein kommutatives Diagramm mit exakten
Zeilen
0 // H1(k,Z/`m)

// H1(X,Z/`m)

// H1(X,Z/`m)Gk

// 0
0 // H1(kv,Z/`m) // H1(Xv,Z/`m) // H1(Xv,Z/`m)Gkv // 0.
Andererseits liefert die Kohomologiesequenz zur kurzen exakten Sequenz 0→ Z/`m →
Q`/Z` → Q`/Z` → 0 das Diagramm
0 // H1(X,Z/`m)Gk //

H1(X,Q`/Z`)Gk //

H1(X,Q`/Z`)Gk

0 // H1(X,Z/`m)Gkv // H1(X,Q`/Z`)Gkv // H1(X,Q`/Z`)Gkv
mit exakten Zeilen. Die beiden rechten vertikalen Abbildungen sind nach Voraus-
setzung an v Isomorphismen und somit auch die linke (5er-Lemma). Zusammen mit
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H1(X,Z/`m) ' H1(Xv,Z/`m) (der generische Punkt von X ist nach Satz 2.1.1 immer
gewo¨hnlich) erhalten wir also
H1(X,Z/`m)Gk ' H1(Xv,Z/`m)Gkv .
Daher bleibt nur noch zu zeigen, daß H1(k,Z/`m)→ H1(kv,Z/`m) surjektiv ist. Das
folgt aber aus dem Satz von Grunwald-Wang.
Korollar 2.2.3. Seien U ⊂ P1k ein offenes Unterschema und v ein gewo¨hnlicher
Punkt fu¨r U , der die Bedingungen (i) und (ii) aus Proposition 2.1.9 erfu¨llt. Dann
ist, falls ` 6= p = ch(k), die Restriktionsabbildung
H1(U,Z/`m)→ H1(Uv,Z/`m)
surjektiv.
Beweis. Das folgt aus Proposition 2.1.9 und Proposition 2.2.2.
Sei nun f : X → S ⊂ Sk und U = X\D wie vor Satz 2.1.1.
Proposition 2.2.4. Sei f glatt, D ⊂ X ein u¨ber S etaler Divisor, U(S) 6= ∅ und v
ein schwacher `-Blochpunkt fu¨r U = U ×S k. Dann ist die Restriktionsabbildung
H1(U ,Z/`m)→ H1(Uv,Z/`m)
surjektiv.
Beweis. Sei pi : U → S der Strukturmorphismus. Nach Lemma 2.1.6 gilt (R1pi∗Z/`m)s
' H1(U,Z/`m) fu¨r alle geometrischen Punkte s von S. Aus der Leray-Spektralse-
quenz (1.19) erhalten wir das kommutative Diagramm mit exakten Zeilen
0 // H1(S,Z/`m)

// H1(U ,Z/`m)

// H1(U,Z/`m)Gk

// 0
0 // H1(Sv,Z/`m) // H1(Uv,Z/`m) // H1(U,Z/`m)Gkv // 0.
(2.4)
Wie eben pru¨ft man leicht nach, daß alle senkrechten Pfeile surjektiv sind.
Korollar 2.2.5. Bezeichne Vv die spezielle Faser von Uv, und sei v ein `-Blochpunkt
fu¨r U . Dann erhalten wir eine Surjektion
H1(U ,Z/`m)→ H1(Vv,Z/`m).
Beweis. Nach Korollar 2.1.5 ist H1(U,Z/`m) ' H1(Vv,Z/`m) und zufolge (2.4) auch
H1(Uv,Z/`m) ' H1(Vv,Z/`m). Daher folgt die Behauptung aus Proposition 2.2.4.
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Kapitel 2: Realisierung nilpotenter Grup-
pen
3 Scholzu¨berlagerungen
3.1 Scholzdivisoren
Sei X ein regula¨res, lokal-noethersches Schema und D ein Divisor auf X. Wie bisher
seien alle Divisoren als reduziert angenommen. Wir identifizieren D mit dem asso-
ziierten, abgeschlossenen Unterschema von X bzw. mit der Menge abgeschlossener
Punkte D0. Fu¨r ein x ∈ X bezeichne ÔX,x die Komplettierung des lokalen Rings
OX,x.
Definition 3.1.1. Sei n eine positive, ganze Zahl. Ein Divisor D auf X heißt ein
n-Scholzdivisor (oder kurz: n-scholz ), falls fu¨r jeden generischen Punkt ξ von D der
lokale Ring ÔX,ξ eine primitive n-te Einheitswurzel entha¨lt.
Alternativ hat man auch die folgende Beschreibung:
Lemma 3.1.2. Sei k ein Ko¨rper, X ein regula¨res, lokal-noethersches k-Schema und
n eine auf X invertierbare, positive, ganze Zahl. Ein Divisor D auf X ist genau dann
n-scholz, falls fu¨r jeden generischen Punkt ξ von D der Restklassenko¨rper κ(ξ) eine
primitive n-te Einheitswurzel entha¨lt.
Beweis. (⇒) Setze k′ = κ(ξ). Der regula¨re lokale Ring OX,ξ ist equicharakteristisch,
und somit gilt fu¨r seine Komplettierung
ÔX,ξ ' k′[[T ]] (3.1)
[Mat86, Thm. 29.7]. Nach Voraussetzung entha¨lt ÔX,ξ eine primitive n-te Einheits-
wurzel. Diese ist algebraisch und, da k′ in ÔX,ξ algebraisch abgeschlossen ist, folglich
in k′ enthalten.
(⇐) Klar, wegen (3.1).
Sei S ein integres Schema und X → S ein flaches, regula¨res, lokal-noethersches
Schema. Wir sagen, ein DivisorD auf X sei etal bzw. horizontal, falls die Komposition
D ↪→ X → S etal ist, bzw. jede irreduzible Komponente von D surjektiv auf S
abgebildet wird. Dann gilt allgemeiner
Korollar 3.1.3. Fu¨r S und X → S wie eben bezeichne X die generische Faser.
Ferner sei n eine auf X invertierbare, positive, ganze Zahl. Dann ist ein horizontaler
Divisor D auf X genau dann n-scholz, falls fu¨r jeden generischen Punkt ξ von D der
Restklassenko¨rper κ(ξ) eine primitive n-te Einheitswurzel entha¨lt; also genau dann,
wenn D = D ×X X n-scholz ist.
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Das ist trivial wegen OX,ξ = OX ,ξ ⊗OS k = OX ,ξ, wobei k den Funktionenko¨rper
von S bezeichnet.
Nach Lemma 3.1.2 ist offensichtlich, daß horizontale Scholzdivisoren mit beliebi-
gem, flachen Basiswechsel vertra¨glich sind.
Korollar 3.1.4. Seien S ein integres Schema und f : X ′ → X ein flacher Morphis-
mus zwischen flachen, regula¨ren, lokal-noetherschen S-Schemata, sowie n eine auf X
invertierbare, positive, ganze Zahl. Ist dann D ein horizontaler n-Scholzdivisor auf
X , so auch f ∗D auf X ′.
Beweis. Nach [EGA IV, 21.4.5] ist f ∗D ein Divisor auf X ′. Sei nun ξ′ ein generischer
Punkt von f ∗D und ξ = f(ξ′) ein ebensolcher von D. Der lokale Homomorphismus
OX ,ξ → OX ′,ξ′ induziert die Inklusion κ(ξ) ↪→ κ(ξ′). Daraus folgt die Behauptung
zusammen mit Korollar 3.1.3.
Lemma 3.1.5. Sei S ein integres, normales Schema der Dimension 1, n eine auf
S invertierbare, positive, ganze Zahl und X → S ein flaches, glattes, noethersches
Schema von relativer Dimension 1. Ferner sei D ein horizontaler, u¨ber S etaler n-
Scholzdivisor auf X , und Yv bezeichne die Faser u¨ber einem abgeschlossenen Punkt
v von S. Dann ist Dv := D ×X Yv ein n-Scholzdivisor auf Yv.
Beweis. Wir ko¨nnen o.E. S lokal voraussetzen. Denn SpecOS,v → S ist flach und
also f : X ×S SpecOS,v → X ein flacher Morphismus zwischen regula¨ren Schemata.
Also ist nach Korollar 3.1.4 auch f ∗D ein n-Scholzdivisor, und außerdem horizontal
und etal.
Sei nun also o.E. S = SpecOS,v regula¨r und D irreduzibel mit generischem
Punkt ξ. Sei ξv der generische Punkt von Dv. Wir haben zu zeigen, daß ÔYv ,ξv
eine primitive n-te Einheitswurzel ζ entha¨lt. Nach Lemma 3.1.2 reicht es dafu¨r
ζ ∈ κ(ξv) ' OYv ,ξv/mv, wo mv das maximale Ideal von OYv ,ξv ist, zu zeigen. Es
gilt
κ(ξv) ' OX ,ξv/m ' (OX ,ξv/p)/(m/p) ' OD,ξv/mD =: κD(v),
wo m das maximale Ideal und p das zu D geho¨rige Primideal von OX ,ξv , sowie mD das
maximale Ideal von OD,ξv bezeichnet. Da S regula¨r und D u¨ber S etal ist, ist auch
OD,ξv regula¨r, also insbesondere ganz abgeschlossen. Nach Korollar 3.1.3 entha¨lt κ(ξ)
eine primitive n-te Einheitswurzel ζ. Da ζ ganz und n auf S invertierbar ist, folgt
ζ ∈ OD,ξv und schließlich ζ ∈ κD(v) ' κ(ξv).
3.2 Galoisu¨berlagerungen
Sei Y ein Schema, G eine endliche Gruppe und ϕ : G → Aut(Y ) ein Gruppenho-
momorphismus. In diesem Fall sagen wir, G operiert (via ϕ) durch Automorphismen
auf Y . Ist ϕ injektiv, so nennen wir die Operation treu.
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Definition 3.2.1. Sei Y ein Schema und G eine endliche Gruppe, die treu durch
Automorphismen auf Y operiert. Ein endlicher Schemamorphismus p : Y → X heißt
eine Galoisu¨berlagerung mit Gruppe G, falls OX ' p∗(OY )G gilt. Ist p : Y → X
u¨berdies ein Morphismus von S-Schemata und operiert G durch S-Automorphismen
von Y , so sagen wir p sei eine S-Galoisu¨berlagerung mit Gruppe G.
Dabei ist p∗(OY )G die Garbe die durch U 7→ p∗(OY )(U)G = OY (p−1U)G fu¨r offene
Teilmengen U von X gegeben wird.
Proposition 3.2.2. Sei p : Y → X eine Galoisu¨berlagerung mit Gruppe G. Dann
gilt:
(i) p ist surjektiv, seine Fasern sind G-Orbits und die Topologie auf X stimmt mit
der Quotiententopologie von Y u¨berein.
(ii) (X, p) ist ein Quotientenschema von Y ; d.h. X = Y/G und X stellt den Funktor
Z 7→ Hom(Y, Z)G dar. Insbesondere ist p G-invariant.
(iii) Jedes offene Unterschema U von X ist ein Quotient von p−1(U) nach G.
(iv) Ist H ≤ G eine Untergruppe, so existiert Y/H und Y → Y/H ist eine Ga-
loisu¨berlagerung mit Gruppe H. Ist H E G sogar ein Normalteiler, so ist
Y/H → X eine Galoisu¨berlagerung mit Gruppe G/H.
(v) Sei nun p : Y → X eine S-Galoisu¨berlagerung. Dann ist Y genau dann separiert
u¨ber S, wenn X es ist.
(vi) Sei p wie in (vi) und S ′ → S ein flacher Basiswechsel, so daß Y ′ = Y ×S S ′ →
X ′ = X×S S ′ bezu¨glich der induzierten G-Operation (d.h. G operiert trivial auf
S ′) invariant ist. Dann ist Y ′ → X ′ eine S ′-Galoisu¨berlagerung mit Gruppe G.
Ferner gilt Y/G×S S ′ ' (Y ×S S ′)/G.
Beweis. (i) folgt aus [SGA 1, V, Prop. 1.3]. Ferner folgen (v) aus [loc. cit., Cor. 1.5],
(ii) aus (i) und OX ' p∗(OY )G und (iii) aus [loc. cit., Cor. 1.4]. Die Existenz von
Z = Y/H in (iv) ist in [loc. cit., Cor. 1.7] gezeigt. Der zweite Teil ist auch klar, denn
sei p = p2p1, so gilt p2∗(OZ)G/H ' ((p2∗p1∗(OY ))H)G/H ' p∗(OY )G ' OX . Schließlich
folgt (vi) aus [loc. cit., Prop. 1.9].
Die Proposition zeigt, daß eine Galoisu¨berlagerung im Sinne von Definition 3.2.1
auch eine Galoisu¨berlagerung im Sinne der Vorbemerkung ist.
Proposition 3.2.3. Sei X ein exzellentes, normales, integres, noethersches Sche-
ma mit Funktionenko¨rper K, L/K eine endliche Galoiserweiterung mit Gruppe G.
Bezeichne Y die Normalisierung von X in L und p : Y → X den kanonischen
Morphismus. Dann operiert G treu durch Automorphismen auf Y und p ist eine
Galoisu¨berlagerung mit Gruppe G.
43
Beweis. Sei (Xi) eine U¨berdeckung von X durch offene, affine Unterschemata, Xi =
SpecBi. Dann ist nach Konstruktion Yi = p
−1(Xi) ein offenes, affines Untersche-
ma von Y , Yi = SpecAi, also p insbesondere affin, und A
G
i = Bi oder a¨quivalent
Yi/G = Xi. Die Yi liefern eine U¨berdeckung von Y durch G-invariante, offene, affine
Unterschemata. Die G-Operation auf den Yi stimmt auf Yi ∩ Yj u¨berein. Denn fu¨r
y ∈ Yi ∩ Yj ist p−1(p(y)) ⊆ Yi ∩ Yj und nach Proposition 3.2.2(i) stimmt p−1(p(y))
mit dem G-Orbit von y in Yi bzw. Yj u¨berein. Dann gibt es ein offenes, affines Unter-
schema Xij = SpecBij mit p(y) ⊂ Xij ⊂ Xi ∩Xj, und es gilt Bij = BiS−1i = BjS−1j .
Dann ist y ∈ p−1(Xij) = SpecAij, wo Aij der ganze Abschluß von Bij in L ist. Nach
[Bourbaki, Alg. comm.; V §1 no. 5 Prop. 16] gilt Aij = AiS−1i = AjS−1j . Folglich
stimmt die G-Operation auf Aij und daher auch auf p
−1(p(y)) u¨berein. Somit lassen
sich die von g ∈ G induzierten Automorphismen der Yi zu Automorphismen von Y
verkleben, und G operiert folglich treu durch Automorphismen auf Y , denn G ope-
riert bereits treu auf den Yi. Nach Konstruktion gilt OX ' p∗(OY )G und also ist p
eine Galoisu¨berlagerung.
Sei G eine endliche Gruppe, die durch Automorphismen auf einem Schema Y
operiert. Fu¨r y ∈ Y definieren wir die Zerlegungsgruppe Dy von y als den Stabilisator
von y in G. Die Gruppe Dy operiert daher auf dem lokalen RingOY,y und folglich auch
auf dem Restklassenko¨rper κ(y). Der Kern des Homomorphismus Dy → Aut(κ(y))
heißt die Tra¨gheitsgruppe Iy von y.
Proposition 3.2.4. Sei p : Y → X eine Galoisu¨berlagerung mit Gruppe G, X
lokal-noethersch, y ∈ Y und x = p(y) sein Bild in X. Dann gilt
(i) Spec ÔY,y → Spec ÔX,x ist eine Galoisu¨berlagerung mit Gruppe Dy;
(ii) Die Restklassenko¨rpererweiterung κ(y)/κ(x) ist normal und wir haben die ex-
akte Sequenz
1→ Iy → Dy → Aut(κ(y)/κ(x))→ 1,
wo Aut(κ(y)/κ(x)) die Gruppe der κ(y)-Automorphismen von κ(x) bezeichnet;
(iii) Sei Y zusammenha¨ngend. p ist genau dann in y etal, wenn Iy = 1 gilt.
Beweis. (i) Wir wissen bereits, Dy ↪→ Aut(ÔY,y/ÔX,x). Es reicht zu zeigen, daß
ÔDyY,y = ÔX,x gilt. Das ist aber klar, denn nach Proposition 3.2.2(vi) ist Y ×X
Spec ÔX,x → Spec ÔX,x eine Galoisu¨berlagerung mit Gruppe G. Folglich ist Y ×X
Spec ÔX,x = SpecA mit AG = ÔX,x. Weiter ist A '
⊕
y′∈p−1(x) ÔY,y′ ' IndGDy ÔY,y,
denn die Faser u¨ber x ist ein G-Orbit (Proposition 3.2.2(i)).
(ii) [SGA 1, V, Prop. 1.3]
(iii) [SGA 1, V, Cor. 2.4] Man beachte, die Ru¨ckrichtung (⇐) gilt auch ohne die
Voraussetzung Y zusammenha¨ngend [loc. cit., Cor. 2.3].
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Bemerkung 3.2.5. Es ist vielleicht notwendig, noch ein paar Worte u¨ber die Aus-
sage von Proposition 3.2.4(ii) zu verlieren. Bezeichnet κ(y)s die maximale sepa-
rable Zwischenerweiterung von κ(y)/κ(x), so ist κ(y)s/κ(x) galoissch und es gilt
Aut(κ(y)/κ(x)) = Gal(κ(y)s/κ(x)) [Bourbaki, Alg. comm., Ch. V §2 no. 2 Thm. 2].
Insbesondere kann Dy = 1 gelten, obwohl κ(y) 6= κ(x). In diesem Fall ist κ(y)/κ(x)
eine radizielle Erweiterung, die sogar unendlichen Grad haben kann [loc. cit.]. Ist
κ(x) perfekt, so ist natu¨rlich κ(y) eine galoissche Erweiterung.
Sei Y ein zusammenha¨ngendes Schema auf dem eine endliche Gruppe G durch
Automorphismen operiert, f : Y → X ein G-invarianter Morphismus, y ∈ Y und
x = f(y) sein Bild in X. Gilt Iy 6= 1, so sagen wir y verzweigt in f . Andererseits
sagen wir f ist in x verzweigt, falls es ein y′ ∈ f−1(x) mit Iy′ 6= 1, also ein y′
das in f verzweigt, gibt. y heißt rein verzweigt in f , falls Dy = Iy 6= 1, und zahm
verzweigt, falls ch(κ(y)) - #Iy gilt. Ist f in x nicht verzweigt, so sagen wir f ist in x
unverzweigt. (Falls f eine Galoisu¨berlagerung ist, so ist das a¨quivalent dazu, daß f
in allen Punkten u¨ber x ein unverzweigter Morphismus ist.) Gilt Dy = 1, so heißt y
vollsta¨ndig zerlegt.
Sei nun f eine G-Galoisu¨berlagerung. Dann sind die Tra¨gheitsgruppen aller y ∈
f−1(x) konjugiert und f ist in x verzweigt, falls einer und damit alle Punkte u¨ber x
in f verzweigen, bzw. falls f u¨ber x nicht etal ist (Proposition 3.2.4(iii)). Bezeichne
D das kleinste Unterschema von X, so daß Y \f−1D f−→ X\D etal ist. Fu¨r regula¨res,
lokal-noethersches X ist D nach dem Reinheitssatz von Zariski-Nagata [SGA 2, X]
ein abgeschlossenes Unterschema der reinen Kodimension 1 und definiert daher einen
Divisor, den sogenannten Verzweigungsdivisor D = D(f) auf X. Nach Proposition
3.2.2(vi) ist Y \f−1D f−→ X\D eine etale Galoisu¨berlagerung, oder a¨quivalent dazu
ein endlicher, etaler Morphismus [SGA 1, V, Prop. 3.1], d.h. eine etale U¨berlagerung
im Sinne von loc. cit.. Die etalen U¨berlagerungen von X\D werden durch die etale
Fundamentalgruppe pi1(X\D) von X\D beschrieben.
Bevor wir zu einer spezielleren Situation u¨bergehen, erwa¨hnen wir noch
Proposition 3.2.6. Sei f : Y → X eine S-Galoisu¨berlagerung und S ′ bzw. f ′ :
Y ′ → X ′ wie in Proposition 3.2.2(vi). Weiter sei y′ ∈ Y ′ und y sein Bild in Y . Dann
ist y genau dann in f verzweigt, wenn y′ in f ′ verzweigt. Außerdem gilt, ist y rein
verzweigt, so auch y′.
Beweis. Nach Proposition 3.2.2(vi) ist f ′ eine S ′-Galoisu¨berlagerung mit selber Grup-
pe G wie f . Dann gilt Iy = Iy′ [SGA 1, V, Prop. 2.1]. Das zeigt die erste Aussage,
fu¨r die zweite sei Dy = Iy. Bezeichne x bzw x
′ das Bild von y bzw. y′ in X bzw.
X ′, sowie κ(y)s bzw. κ(y′)s die maximalen separablen Zwischenerweiterungen von
κ(y)/κ(x) bzw. κ(y′)/κ(x′). Wir haben κ(y′)s = κ(x′) zu zeigen. Nach Proposition
3.2.4(ii) und der nachfolgenden Bemerkung gilt κ(y)s = κ(x) und daher
κ(y′)s ↪→ κ(y)s ⊗κ(x) κ(x′) = κ(x′). (3.2)
Das zeigt Dy′ = Iy′ .
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Bemerkung 3.2.7. Die Umkehrung der letzten Aussage in Proposition 3.2.6 ist im all-
gemeinen falsch. Gilt na¨mlich κ(y)s ↪→ κ(x′) in (3.2), so ist κ(y)s⊗κ(x)κ(x′) =
⊕
κ(x′)
und folglich ko¨nnen Punkte auf X ′ rein verzweigt sein ohne das ihre Bildpunkte in
X rein verzweigt wa¨ren.
Sei nun S ein normales, integres, 1-dimensionales (und folglich regula¨res) Schema
mit generischem Punkt η und f : X ′ → X eine S-Galoisu¨berlagerung mit Gruppe
G zwischen normalen, integren, relativen Kurven u¨ber S. Bezeichne X bzw. X ′ die
generischen Fasern von X bzw. X ′. Der induzierte Morphismus X ′ → X ist eine κ(η)-
Galoisu¨berlagerung mit Gruppe G (Proposition 3.2.2(vi)) und sei mit fη bezeichnet.
Sei nun X als regula¨r vorausgesetzt. Fu¨r einen Divisor D auf X setze Dη =
D ×X X. Bezeichne D(f) bzw. D(fη) den Verzweigungsdivisor von f bzw. fη. Dann
gilt D(f)η = D(fη). Sei jetzt D = D(f). Da S Dimension 1 besitzt, ist das Bild
eines irreduziblen Divisors auf X unter dem Strukturmorphismus X → S entweder
ein abgeschlossener Punkt von S oder ganz S. Im ersten Fall nennen wir den Divisor
vertikal im zweiten horizontal. Offensichtlich hat man eine Zerlegung
D = Dhor +Dver (3.3)
in horizontale und vertikale Komponenten. Da X von Dimension 2 ist, sind die ver-
tikalen Komponenten eines Divisors irreduzible Komponenten von speziellen Fasern.
Ferner gilt Dη = Dhor×XX, und umgekehrt ist Dhor der Abschluß von Dη in X [EGA
IV, 2.8.5]. Aus Funktorialita¨tsgru¨nden haben wir einen Homomorphismus
pi1(X\Dη)→ pi1(X\D). (3.4)
Das ruft nun die Frage auf den Plan, wann ein Homomorphismus pi1(X\Dη) → G
u¨ber den vorstehenden Homomorphismus faktorisiert?
Es reicht die Frage fu¨r lokale Kurven, d.h. Kurven u¨ber lokalen Ko¨rpern, zu
beantworten (Prop. 3.2.6). Sei dazu jetzt S = SpecR das Spektrum eines vollsta¨ndi-
gen, diskreten Bewertungsrings R mit generischem Punkt η und speziellem Punkt
ζ. Bezeichne Ssh = SpecRsh die strikte Henselisierung von S. Fu¨r ein beliebiges
S-Schema X setzen wir Xsh := X ×S Ssh. Weiter seien X , X ′ relative Kurven
wie eben, f : X ′ → X eine S-Galoisu¨berlagerung mit abelscher Gruppe G und
fη : X
′ = X ′ ⊗S κ(η)→ X = X ⊗S κ(η) die induzierte κ(η)-Galoisu¨berlagerung. Der
Verzweigungsdivisor von f bzw. fη sei mit D(f) bzw. D(fη) bezeichnet. Setzte im
folgenden, im Gegensatz zu oben, D = D(f)hor. Dann ist D ein horizontaler Divisor
auf X mit Dη = D(fη). Obige Frage la¨ßt sich dann auch so aussprechen, na¨mlich,
wann gilt D = D(f)?
Nun bestimmt fη eine Klasse ε ∈ H1(X\Dη, G) und diese nach Wahl eines η-
rationalen Punkts s : η → X\Dη wegen der exakten Sequenz
1→ H1(η,G)→ H1(X\Dη, G)→ H1(X\Dη, G)
ihrerseits Klassen ε
(s)
ar = s∗(ε) ∈ H1(η,G) und εgeo ∈ H1(X\Dη, G). Die Klasse ε(s)ar
heißt unverzweigt, falls sie unter der Restriktionsabbildung H1(η,G)→ H1(Iκ(η), G)
verschwindet.
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Bezeichne Iκ(η) die absolute Tra¨gheitsgruppe von Gκ(η) und Y die spezielle Faser
von X .
Proposition 3.2.8. Sei nun ein S-rationaler Punkt s : S → X\D fixiert und G
eine endliche, abelsche Gruppe. Dann ist ε
(s)
ar unverzweigt, falls f in Y (genauer in
allen generischen Punkten von Y ) unverzweigt ist. Sei nun H1((X\D)sh, G)pi1(S) →
H1(X\Dη, G)pi1(η) surjektiv. Dann ist umgekehrt f in Y unverzweigt, falls ε(s)ar unver-
zweigt ist.
Beweis. Bezeichne ι : η → S die Einbettung des generischen Punkts und ι′ : X =
η ×S X → X den Basiswechsel. Auf Grund der universellen Eigenschaft des Faser-
produkts existiert ein Schnitt sη : η → X\Dη mit ι′sη = sι. Daraus folgt nun, daß ι′∗
in
1 // H1(S,G)
ι∗

α
// H1(X\D,G)
ι′∗

β
//
s∗
qq
H1((X\D)sh, G)pi1(S)
ι′′∗

// 1
1 // H1(η,G)

γ
// H1(X\Dη, G)

δ
//
s∗η
qq
H1(X\Dη, G)pi1(η) //

1
1 // Q1 //

Q2 //

Q3 //

1
1 1 1
mit der durch s∗ bzw. s∗η induzierten direkten Summenzerlegung vertra¨glich ist. Denn
s∗ bzw. s∗η induzieren Schnitte s
′∗ : β(x) 7→ x − αs∗(x) bzw. s′∗η : δ(x) 7→ x − γs∗η(x)
von β bzw. δ, und es gilt (αs∗+s′∗β)(x) = αs∗(x)+x−αs∗(x) = x; analog fu¨r s′∗η . Die
Schnitte s′∗ und s′∗η sind wohldefiniert. Gilt na¨mlich beispielsweise β(x) = β(x
′), so
ist x = x′+α(y) und folglich x−αs∗(x) = x′+α(y)− (αs∗(x′)+α(y)) = x′−αs∗(x′).
Andererseits ist ι′∗αs∗ = γι∗s∗ = γs∗ηι
′∗ und folglich
ι′∗ = ι′∗αs∗ + ι′∗s′∗β = ι′∗αs∗ + ι′∗ − ι′∗αs∗
= γs∗ηι
′∗ + ι′∗ − γs∗ηι′∗ = γs∗ηι′∗ + s′∗η δι′∗.
Das zeigt ι′∗ = ι∗⊕ ι′′∗, woraus weiter Q2 = Q1⊕Q3 folgt. Insbesondere verschwindet
das Bild von ε in Q2 genau dann, falls die Bilder von ε
(s)
ar in Q1 bzw. ε
(s)
geo in Q3
verschwinden.
Nach Voraussetzung ist ι′′∗ surjektiv, also Q3 = 0. Da sich andererseits Q1 injektiv
in H1(Iκ(η), G) einbettet, folgt die Behauptung.
Die Proposition zeigt außerdem, daß, falls die geometrische Restriktionsabbildung
surjektiv ist, die Aussage unabha¨ngig von der Wahl des S-rationalen Punkts s ist.
Wir erlauben uns daher εar anstelle ε
(s)
ar zu schreiben.
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Korollar 3.2.9. Sei G eine endliche, abelsche Gruppe, H1((X\D)sh, G)pi1(S) →
H1(X\Dη, G)pi1(η) surjektiv und besitze X\D einen S-rationalen Punkt. Dann sind
a¨quivalent:
(a) f ist in Y unverzweigt.
(b) εar ist unverzweigt.
(c) Fu¨r alle x′ ∈ X ′0, so daß der Abschluß {x′} ⊂ X ′ disjunkt zu f−1(D) ist, ist die
Restklassenko¨rpererweiterung κ(x′)/κ(f(x′)) unverzweigt.
(d) Es gibt ein x ∈ X0, so daß der Abschluß {x} ⊂ X disjunkt zu D und etal u¨ber S
und fu¨r alle x′ ∈ f−1(x) die Ko¨rpererweiterung κ(x′)/κ(x) unverzweigt ist.
Beweis. Die A¨quivalenz der ersten beiden Aussagen folgt aus Proposition 3.2.8.
Es gibt ein offenes Unterschema U ⊂ X\D, glatt u¨ber S, so daß U×X Y offen und
nicht leer in Y ist [EGA IV, 6.5.2(ii) + 6.12.5]. Indem wir einen Punkt in (U ×X Y )0
wa¨hlen, finden wir einen Punkt x0 ∈ X0, so daß {x0} ⊂ X\D etal u¨ber S ist [EGA
IV, 18.5.17]. Sei x′0 ∈ X ′0 ein Punkt mit f(x′0) = x0. Nach Wahl von x0 erfu¨llt x′0
die Bedingungen von Aussage (c) und daher Aussage (d). Das zeigt (c) ⇒ (d). Wir
nehmen nun (d) an. Setze x = x0. Aus der Einbettung x0 ↪→ X\Dη → η erhalten
wir die Kommutativita¨t des Dreiecks in
H1(η,G)
pi∗
//
res
''OO
OOO
OOO
OOO
O
H1(X\Dη, G)
s∗0

s∗η
qq
H1(X\D,G)

oo
H1(x0, G) H1({x0}, G)oo
wobei die diagonale Abbildung die Restriktionsabbildung der Galoiskohomologie ist.
Aus der Kommutativita¨t des Quadrats und der Voraussetzung u¨ber den oberen rech-
ten, horizontalen Pfeil ist s∗0εgeo unverzweigt. Andererseits ist Aussage (d) zufolge
κ(x′0)/κ(x0) und also auch s
∗
0ε unverzweigt. Somit ist auch s
∗
0ε− s∗0εgeo = s∗0pi∗s∗ηε =
res(s∗ηε) = res(εar) unverzweigt. Das kommutative Diagramm
H1(η,G) //
res

H1(Iκ(η), G)
H1(x0, G) // H
1(Iκ(x0), G),
wobei Iκ(η) bzw. Iκ(x0) die Tra¨gheitsgruppe von Gκ(η) bzw. Gκ(x0) bezeichnet, zeigt
nun die Unverzweigtheit von εar. Dabei ergibt sich die Gleichheit auf der rechten
Seite aus der Tatsache, daß {x} etal u¨ber S ist. Somit gilt (d)⇒ (b). Um den Beweis
abzuschließen, zeigen wir nun noch (a)⇒ (c).
Sei dazu x′ ∈ (X ′\f−1(D))hor; d.h. {x′} ∩ f−1(D) = ∅ und f(x′) 6= ξ. U¨berdies
sei x = f(x′) und Z = {x} ⊂ X . Wegen Z ∩ D = ∅ ist Z ′ = X ′ ×X Z → Z etal,
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und Z ′ ×X ′ X ′ = f−1(x). Da Z affin ist, ist Z ′ folglich disjunkte Vereinigung affiner
Unterschemata Z ′x′ ⊂ X ′ fu¨r x′ ∈ f−1(x). Bezeichne Ox den Ganzheitsring von κ(x).
Dann ist Z das Spektrum einer Ordnung in Ox, und wir haben einen Morphismus
SpecOx → Z, bzw. ein kommutatives Diagramm
Z ′x′

Z ′x′ ×Z SpecOx

oo
Z SpecOxoo
fu¨r alle x′ ∈ f−1(x). Nach dem bereits Gesagten ergibt sich, daß Z ′x′ ×Z SpecOx →
SpecOx affin und etal ist. Folglich ist Z ′x′ ×Z SpecOx regula¨r, insbesondere nor-
mal [Mat86, Thm. 19.4] und integer [Mat86, Thm. 20.3], und also gleich dem Spek-
trum der Maximalordnung von κ(x′). Das zeigt die Unverzweigtheit der Erweiterung
κ(x′)/κ(f(x′)).
Als na¨chstes eliminieren wir den Schnitt aus der Aussage von Korollar 3.2.9.
Korollar 3.2.10. Sei G eine endliche, abelsche Gruppe. Ist H1((X\D)sh, G)pi1(S) →
H1(X\Dη, G)pi1(η) surjektiv, so sind die folgenden Aussagen a¨quivalent:
(a) f ist in Y unverzweigt.
(b) Fu¨r alle x′ ∈ X ′0, so daß der Abschluß {x′} ⊂ X ′ disjunkt zu f−1(D) ist, ist die
Restklassenko¨rpererweiterung κ(x′)/κ(f(x′)) unverzweigt.
(c) Es gibt ein x ∈ X0, so daß der Abschluß {x} ⊂ X disjunkt zu D und etal u¨ber S
und fu¨r alle x′ ∈ f−1(x) die Ko¨rpererweiterung κ(x′)/κ(x) unverzweigt ist.
Beweis. Der Beweis von (a)⇒ (b) ist identisch mit dem von (a)⇒ (c) aus Korollar
3.2.9, da der Beweis von der Existenz eines Schnittes keinen Gebrauch macht.
Nach [EGA IV, 17.7.4] ist Aussage (a) lokal fu¨r die etale Topologie auf X . An-
dererseits, zeigt die Konstruktion von x0 im Beweis von Korollar 3.2.9, daß auch die
Existenz eines Schnitts lokal fu¨r die etale Topologie ist; d.h. es gibt einen etalen Mor-
phismus S˜ → S, so daß X˜ = X ×S S˜ → S˜ einen Schnitt besitzt, X˜ glatt und D×S S˜
etal u¨ber S˜. Da außerdem Aussage (b) auch fu¨r X˜ ′ = X ′ ×S S˜ anstelle X ′ zutrifft,
ko¨nnen wir Korollar 3.2.9 anwenden und sehen, daß die induzierte U¨berlagerung f˜
in Y˜ = Y ×S S˜ unverzweigt ist. Also ist (a)⇔ (b).
Da Aussage (c) mit etalem Basiswechsel vertra¨glich ist, zeigt Korollar 3.2.9 (c)⇒
(a). Andererseits existiert ein Divisor {x˜0} in X˜ etal u¨ber S˜, so daß fu¨r alle Punkte
x˜′0 u¨ber x˜0 die Restklassenko¨rpererweiterung κ(x˜
′
0)/κ(x˜0) unverzweigt ist. Bezeichne
x0 das Bild von x˜0 unter X˜ → X . Nach [EGA IV, 17.7.4] ist dann auch {x0} in
X etal u¨ber S und die Restklassenko¨rpererweiterungen zu Punkten u¨ber x0 sind
unverzweigt. Also (a)⇒ (c).
Wir verallgemeinern nun das vorstehende Korollar auf nilpotente Gruppen.
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Korollar 3.2.11. Sei ` 6= p = ch(κ(ζ)) eine Primzahl und G eine endliche `-Gruppe.
Dann sind die beiden folgenden Aussagen a¨quivalent:
(a) f ist in Y unverzweigt,
(b) Fu¨r alle x′ ∈ X ′0, so daß der Abschluß {x′} ⊂ X disjunkt zu f−1(D) ist, ist die
Restklassenko¨rpererweiterung κ(x′)/κ(f(x′)) unverzweigt.
falls pi1((X\D)sh)(p′) ' pi1(X\Dη)(p′) gilt. Man beachte, daß (a) ⇒ (b) auch ohne
diese letzte Bedingung gilt.
Beweis. (a) ⇒ (b) Der Beweis ist der selbe wie (a) ⇒ (c) in Korollar 3.2.9, da dort
von der Abelizita¨t von G kein Gebrauch gemacht wird. Ebenso wird der vorausge-
setzte Isomorphismus der Fundamentalgruppen nicht benutzt.
(b)⇒ (a) Wir machen Induktion u¨ber die Gruppenordnung. Der Fall #G = 1 ist
trivial. Sei nun also #G > 1. Da G eine `-Gruppe ist, existiert eine exakte Sequenz
1 → C → G → G′ → 1 mit C ' Z/` und #G > #G′. Nach Proposition 3.2.2(iv)
existiert eine Galoisu¨berlagerung f ′′ : X ′′ → X mit Gruppe G′ und X ′′ = X ′/C. Nach
Induktionsvoraussetzung ist f ′ in Y unverzweigt. Sei f ′′ : X ′ → X ′′ die Galoisu¨ber-
lagerung mit Gruppe C, s.d. f = f ′f ′′. Dann ist fu¨r x′ ∈ (X ′\f−1(D))1\f−1(Y )
der Restklassenko¨rper κ(f ′′(x′)) ein Zwischenko¨rper von κ(x′)/κ(f(x′)) und also
κ(x′)/κ(f ′′(x′)) unverzweigt. Folglich erfu¨llt auch f ′′ die Aussage (b) mit f ′′ anstelle
f und Y ′′ = f−1(Y ) anstelle Y . Außerdem sind in dem kommutativen Diagramm
1 // pi1(X ′′\f ′−1(Dη))(p′)

// pi1(X\Dη)(p′) //

G˜′ // 1
1 // pi1((X ′′\f ′−1(D))sh)(p′) // pi1((X\D)sh)(p′) // G˜′ // 1
(3.5)
die Zeilen exakt und der mittlere und rechte, vertikale Pfeil Isomorphismen, sowie G˜′
eine Untergruppe von G′. Also ist auch der rechte Pfeil ein Isomorphismus und wir
ko¨nnen Korollar 3.2.10(b) mit f ′′ anwenden. Das zeigt Aussage (a).
Ein Divisor D auf X → S heißt fast etal u¨ber S, falls seine irreduziblen Kompo-
nenten etal u¨ber S sind. Insbesondere ist ein u¨ber S fast etaler Divisor horizontal.
Satz 3.2.12. Sei X → S eine glatte, eigentliche, relative Kurve und ` 6= p = ch(κ(ζ))
eine Primzahl. Ferner sei D ein Divisor auf X der einer der folgenden Bedingungen
genu¨gt:
i) D ist etal u¨ber S, oder
ii) D ist fast etal u¨ber S, X = P1S, κ(ζ) perfekt, und κ(η) besitzt keine primitive
`-te Einheitswurzel.
Dann ist H1((X\D)sh,Z/`n)pi1(S) → H1(X\Dη,Z/`n)pi1(η) ein Epimorphismus fu¨r
alle n ≥ 1. Im ersten Fall gilt sogar allgemeiner pi1((X\D)sh)(p′) ' pi1(X\Dη)(p′).
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Beweis. Im ersten Fall ist die erste Aussage eine Konsequenz der zweiten, welche
in [OV00] bewiesen ist. Gelte nun also ii). Dann gibt es einen nichtleeren Divisor
D0 ⊂ D, der etal u¨ber S ist. Setze D1,η = Dη−D0,η und D1 gleich den Abschluß von
D1,η in X . Da κ(η) nach Voraussetzung keine primitive `-te Einheitswurzel besitzt,
liefert (2.3) fu¨r Λ = Z/`n und alle n ≥ 1
H1(X\Dη,Λ)Gk '
⊕
x∈Dη
Λ(−1)Gκ(x)
'
⊕
x∈D0,η
Λ(−1)Gκ(x) ×
⊕
x∈D1,η
Λ(−1)Gκ(x)
' H1(X\D0,η,Λ)Gk ×H1(X\D1,η,Λ)Gk .
(3.6)
Andererseits haben wir Basiswechseldiagramme
X\D0,η
ι0

X\Dη
j0,η
oo
ι

j1,η
// X\D1,η
ι1

(X\D0)sh (X\D)shj0oo j1 // (X\D1)sh.
Wir schreiben nun H1(·) fu¨r H1(·,Λ). Bezeichne K den Kokern des Homomorphismus
H1((X\D0)sh)Gκ(ζ) → H1((X\D)sh)Gκ(ζ) . Dann erhalten wir das folgende kommuta-
tive Diagramm mit exakten Zeilen
H1(X sh)Gκ(ζ)

// H1((X\D1)sh)Gκ(ζ)
j∗1

1 // H1((X\D0)sh)Gκ(ζ)
ι∗0

// H1((X\D)sh)Gκ(ζ)
ι∗

// K

// 1
1 // H1(X\D0,η)Gκ(η)
j∗0,η
// H1(X\Dη)Gκ(η) s // H1(X\D1,η)Gκ(η) //
j∗1,η
pp
1.
Dabei folgt die Exaktheit der untersten Zeile aus (3.6). Wir machen Induktion u¨ber
die Ma¨chtigkeit von (Dη)0. Nach Bedingung i) des Satzes ist ι
∗
0 ein Isomorphis-
mus. Andererseits ist sj∗1,η = id, und also sι
∗j∗1 = sj
∗
1,ηι
∗
1 = ι
∗
1. Nach Induktions-
voraussetzung ist ι∗1 surjektiv. Aus obigem Diagramm folgt daher, daß auch K →
H1(X\D1,η)Gκ(η) surjektiv ist. Schließlich zeigt das 5er-Lemma die Surjektivita¨t von
ι∗.
Korollar 3.2.13. Sei ` 6= p = ch(κ(ζ)) eine Primzahl und G eine endliche `-Gruppe.
Ferner seien X glatt und D etal u¨ber S. Dann sind a¨quivalent:
(a) f ist in Y unverzweigt.
(b) Fu¨r alle x′ ∈ X ′0, so daß der Abschluß {x′} ⊂ X disjunkt zu f−1(D) ist, ist die
Restklassenko¨rpererweiterung κ(x′)/κ(f(x′)) unverzweigt.
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Man beachte, daß (a)⇒ (b) auch ohne Voraussetzung an X und D gilt.
Beweis. Satz 3.2.12 zusammen mit Korollar 3.2.11.
Als Gegenpol zu den bisherigen Aussagen beweisen wir noch
Proposition 3.2.14. Seien S = SpecR, R ein vollsta¨ndiger, diskreter Bewertungs-
ring mit endlichem Restklassenko¨rper und f : X ′ → X eine S-Galoisu¨berlagerung
mit Gruppe G zwischen normalen, integren, relativen Kurven u¨ber S, sowie X, X ′
wie bisher. Ferner sei f in der speziellen Faser (genauer in ihren generischen Punk-
ten) von X als rein verzweigt und G als nicht notwendig abelsch vorausgesetzt. Ist f
in einem abgeschlossenen Punkt x′ ∈ X ′ etal, so ist entweder κ(x′) = κ(f(x′)) oder
κ(x′)/κ(f(x′)) rein verzweigt.
Beweis. Bezeichne y′ die Spezialisierung von x′. Nach dem Reinheitssatz von Zariski-
Nagata ist jeder abgeschlossene Punkt einer irreduziblen Komponente Y ′ der speziel-
len Faser von X ′ in f rein verzweigt. Nach Proposition 3.2.4(ii) ist κ(y′) = κ(f(y′)).
Andererseits ist {x′} = SpecA ⊂ X ′ fu¨r eine Ordnung A von κ(x′) mit Restklas-
senko¨rper κ(y′). Bezeichne Oκ(x′) die Maximalordnung von κ(x′). Dann ist der Rest-
klassenko¨rper von Oκ(x′) gleich κ(y′). Denn bezeichne Onr die Maximalordnung der
maximalen, unverzweigten Zwischenerweiterung von κ(x′)/κ(η). Als abelsche Gruppe
hat A endlichen Index in Oκ(x′) und folglich auch A∩Onr in Onr. Da wir eine Surjek-
tion SpecA→ S haben, gilt R = OS ⊂ A ∩Onr ⊂ Onr. Nun ist Spec(A ∩Onr)→ S
etal, also A∩Onr regula¨r, insbesondere ganzabgeschlossen und somit A∩Onr = Onr,
d.h. Onr ⊂ A. Da aber Onr und Oκ(x′) bzw. Onr und A den selben Restklassenko¨rper
haben, so auch A und Oκ(x′). Daher zeigt κ(y′) = κ(f(y′)), daß die Galoisgruppe von
κ(x′)/κ(f(x′)) gleich ihrer Tra¨gheitsgruppe ist.
Abschließend geben wir jetzt eine Antwort auf die nach (3.4) gestellte Frage.
Proposition 3.2.15. Sei Sk ein regula¨res Modell eines globalen Ko¨rpers k, S ⊂ Sk
ein offenes Unterschema und ` eine auf S invertierbare Primzahl, so daß k keine
primitive `-te Einheitswurzel besitzt. Außerdem sei f : X ′ → P1S eine S-Galoisu¨berla-
gerung mit abelscher `-Gruppe G und einem u¨ber S fast etalem Verzweigungsdivisor
D = D(f). Ferner sei Dk = D ×S k und x ∈ P1k\Dk ein abgeschlossener Punkt.
Bezeichne v - ` einen abgeschlossenen Punkt von S. Ist {x} ⊂ P1S u¨ber v etal und
{x}×Sκ(v) 6⊂ D×Sκ(v), sowie fu¨r jedes Urbild x′ ∈ f−1(x) die Stelle v in κ(x′)/κ(x)
unverzweigt, so ist f entlang der Faser u¨ber v unverzweigt.
Beweis. Sei Sv = Spec ÔS,v. Es existiert ein xv ∈ x ×k kv mit {xv} ∩ Dv = ∅, wo
Dv = D ×S Sv. Da Sv → S ein flacher Morphismus ist, ko¨nnen wir wegen Propo-
sition 3.2.2(vi) und [EGA IV, 17.7.1(ii)] oder Proposition 3.2.6 o.E. S als lokal und
vollsta¨ndig voraussetzen. Nach Satz 3.2.12 ii) ko¨nnen wir Korollar 3.2.10 (c) auf xv
anwenden und die Behauptung folgt.
52
3.3 Scholzu¨berlagerungen
Ein Schemamorphismus X
f−−→ S heißt zusammenha¨ngend, falls fu¨r alle s ∈ S die
Faser f−1(s) geometrisch zusammenha¨ngend ist (vgl. [EGA IV, 4.5.5]). Sei nun S ein
noethersches, integres Schema mit generischem Punkt η und f ein flacher, eigentlicher
Morphismus von endlicher Pra¨sentation mit geometrisch reduzierten Fasern. Dann
ist f genau dann zusammenha¨ngend, wenn die generische Faser Xη → η es ist [EGA
IV, 15.5.9(ii)].
Sei S wie eben und f : X ′ → X eine S-U¨berlagerung (d.h. f ist ein S-Morphismus
und eine U¨berlagerung von X). Wir sagen f ist eine geometrische S-U¨berlagerung,
falls die generische Faser X ′η → η geometrisch zusammenha¨ngend ist. Notwendi-
gerweise ist auch Xη → η geometrisch zusammenha¨ngend [EGA IV, 4.5.4]. Ist f
sogar eine G-Galoisu¨berlagerung, so bedeutet das, daß die Komposition pi1(Xη) ↪→
pi1(Xη) → G surjektiv ist. In diesem Fall sagen wir, f sei eine geometrische Ga-
loisu¨berlagerung. Ist insbesondere S ein regula¨res Modell eines globalen Ko¨rpers,
so ist eine S-U¨berlagerung zwischen flachen, eigentlichen, relativen Kurven u¨ber S
genau dann geometrisch, wenn sie zusammenha¨ngend ist [EGA IV, 4.6.3].
Wir kommen nun zu der zentralen
Definition 3.3.1. Sei S ein integres, noethersches Schema, ` eine Primzahl und n
eine positive, ganze Zahl. Eine geometrische S-Galoisu¨berlagerung f : X ′ → X von
`-Potenzgrad zwischen normalen, noetherschen S-Schemata heißt eine `n-Scholzu¨ber-
lagerung (oder kurz: `n-scholz ), falls die beiden folgenden Bedingungen gelten:
(i) der Verzweigungsdivisor D von f auf X ist ein `n-Scholzdivisor, und
(ii) f ist in jedem generischen Punkt von D rein zahm verzweigt (s. §3.2).
Bemerkung 3.3.2. Diese Definition verallgemeinert den klassischen Begriff der Schol-
zerweiterung globaler Ko¨rper [GJ98, Ser92]. La¨ßt man na¨mlich in der Definition die
Forderung, daß die U¨berlagerung geometrisch ist, fallen und setzt S = X = SpecOk,
wo Ok der Ganzheitsring eines Zahlko¨rpers k ist, so stimmt diese mit der klassischen
Definition fu¨r Scholzerweiterungen von k u¨berein; vgl. [Ser92, Def. 2.1.2]. Wa¨hlt man
andererseits fu¨r X ein glattes Modell eines globalen Funktionenko¨rper K, fu¨r S das
Spektrum des Konstantenko¨rpers und fu¨r X ′ die Normalisierung von X in einer Ga-
loiserweiterung L/K, so ist L/K genau dann eine regula¨re Scholzerweiterung, wenn
X ′ → X eine Scholzu¨berlagerung im Sinne obiger Definition ist.
Sei k ein globaler Ko¨rper und Sk ein regula¨res Modell von k, sowie S ein Unter-
schema von Sk. Der fu¨r uns interessanteste Fall einer Scholzu¨berlagerung ist der, daß
X eine relative Kurve u¨ber S mit glatter, geometrisch zusammenha¨ngender generi-
scher Faser X/k ist. In dieser Situation machen wir die
Definition 3.3.3. Ein geometrische Galoisu¨berlagerung X ′ → X von `-Potenzgrad
heißt eine `n-Scholzu¨berlagerung u¨ber S (oder kurz: `n-scholz u¨ber S), falls es eine
endliche `-regula¨re Stellenmenge (Definition 1.3.1) T ( S und ein regula¨res Modell
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X von X u¨ber S ′ = S \ T gibt, so daß X ′ → X eine `n-Scholzu¨berlagerung im Sinne
von Definition 3.3.1 ist, wobei X ′ die Normalisierung von X im Funktionenko¨rper von
X ′ bezeichnet. (Man beachte, X ′ → X ist nach Proposition 3.2.3 eine geometrische
Galoisu¨berlagerung.) T heißt die Ausnahmemenge der Scholzu¨berlagerung.
Wir denken uns im folgenden zu jeder Scholzu¨berlagerung f : X ′ → X u¨ber S
eine `-regula¨re Stellenmenge T ⊂ S und ein regula¨res Modell X u¨ber S\T fixiert. Wir
sagen f ist nur horizontal verzweigt, falls der Verzweigungsdivisor D von X ′ → X
auf X keine vertikalen Komponenten besitzt; also D = Dhor gilt.
Ist S das Spektrum eines Ko¨rpers, und X/S eine glatte Kurve, so stimmt diese De-
finition mit 3.3.1 u¨berein. Insbesondere ist der fu¨r uns wichtige Fall einer glatten Kur-
ve u¨ber einem endlichen Ko¨rper eingeschlossen (s.a. Bemerkung 3.3.2). U¨berhaupt
wenden wir Definition 3.3.3 nur in drei Fa¨llen an, na¨mlich S = Sk, S = Spec ÔS,v
oder S = Specκ(v) fu¨r einen abgeschlossenen Punkt v in Sk.
Proposition 3.3.4. Sei S ⊂ Sk ein offenes Unterschema, k ein globaler Ko¨rper wie
eben und fη : X
′ → X eine geometrische Galoisu¨berlagerung, T , X und X ′ wie in
Definition 3.3.3. Bezeichne D den Verzweigungsdivisor von f : X ′ → X auf X . Die
speziellen Fasern von X bzw. X ′ u¨ber einem abgeschlossenen Punkt v von S seien
mit Yv bzw. Y
′
v bezeichnet. Wir betrachten die Aussagen:
(a) fη : X
′ → X ist eine `n-Scholzu¨berlagerung,
(b) fv : X
′
v → Xv ist eine `n-Scholzu¨berlagerung,
(c) fv : Y
′
v → Yv ist eine `n-Scholzu¨berlagerung.
Dann gilt (a)⇒ (b). Sei nun D etal u¨ber v. Ist Yv regula¨r, ` auf Yv invertierbar und
f u¨ber v nur horizontal verzweigt, so gilt (b)⇔ (c).
Beweis. (a)⇒ (b) Da Spec ÔS,v → S flach ist, folgt die Aussage sofort aus Proposi-
tion 3.2.2(vi) und Proposition 3.2.6.
(b)⇔ (c) Setze Dv = D×S Spec ÔS,v und Dv = Dv⊗ÔS,v κ(v). Dann ist Dv genau
dann ein `n-Scholzdivisor, falls Dv ein solcher ist. Die eine Richtung folgt wegen der
Invertierbarkeit von ` aus Lemma 3.1.5, die Ru¨ckrichtung mittels Hensels Lemma,
da Dv Vereinigung von henselschen Ringen ist.
Bezeichne Uv die generische Faser von Uv = Xv\Dv. Da D u¨ber v etal ist, gilt fu¨r
Vv := Uv ⊗ÔS,v κ(v)
pi
(p′)
1 (Uv) ' pi(p
′)
1 (Uv ×S Ssh) ' pi(p
′)
1 (Vv) (3.7)
nach [OV00]. Das zeigt, daß eine geometrische U¨berlagerung (von p-fremden Grad)
von Xv genau dann außerhalb von Uv zahm verzweigt ist, falls die induzierte U¨ber-
lagerung von Yv außerhalb von Vv zahm verzweigt ist. (Denn ein Punkt von Xv ist
genau dann unverzweigt, wenn alle Urbilder in Xv in der induzierten U¨berlagerung
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unverzweigt sind.) Genauer ist ein Punkt /∈ Uv genau dann verzweigt, falls seine
Spezialisierung verzweigt ist.
Es bleibt noch zu zeigen, daß ein Punkt /∈ Uv in einer Zwischenu¨berlagerung von
X ′v → Xv genau dann voll zerlegt ist, falls der reduzierte Punkt in der reduzierten
Zwischenu¨berlagerung von Y ′v → Yv voll zerlegt ist. Denn sei x ∈ (Xv)0 ein abge-
schlossener Punkt, der in einer Zwischenu¨berlagerung f ′′v : X
′′
v → Xv voll zerlegt ist
und x′′ ein Punkt u¨ber x. Bezeichne y bzw. y′′ die Spezialisierung von x bzw. x′′.
Da nach dem bereits Gesagten mit x auch die reduzierte U¨berlagerung in y nicht
verzweigt, ist f entlang {x}c ⊂ X etal. Folglich ist κ(x′′)/κ(x) eine unverzweigte
Ko¨rpererweiterung (vgl. Beweis fu¨r (a) ⇒ (c) von Korollar 3.2.9) und insbesondere
gilt [κ(x′′) : κ(x)] = [κ(y′′) : κ(y)]. Somit ist x genau dann voll zerlegt, falls das fu¨r y
der Fall ist.
Damit ist (b)⇔ (c) gezeigt.
Bemerkung 3.3.5. Falls X ′v gute Reduktion besitzt und v ein gewo¨hnlicher Punkt
ist, kann man auf (3.7) verzichten. Nach Voraussetzung an D′ und Lemma 2.1.6
ist v ein gewo¨hnlicher Punkt fu¨r jede Zwischenu¨berlagerung Xi von X
′
v → Xv. Sei
Ui = Xi×XvX ′v mit Reduktion Vi. Dann haben wir fu¨r alle 0 ≤ i ≤ n Isomorphismen
piab1 (Ui)/` ' piab1 (Vi)/`.
Die Richtung (b)⇒ (a) ist im allgemeinen falsch (vgl. Bemerkung 3.2.7). Wa¨hrend
der Verzweigungsgrad lokal und global in allen verzweigen Punkten u¨bereinstimmt,
kann global in den verzweigen Punkten ein Restklassenko¨rpergrad auftreten, der
durch U¨bergang zur lokalen U¨berlagerung X ′v → Xv aufgezehrt wird.
Erga¨nzung 3.3.6. In der Situation von 3.3.4 gelte zusa¨tzlich: ist Z eine beliebige
Zwischenu¨berlagerung von X ′ → X, (d.h. es existieren Morphismen X ′ → Z → X,
deren Komposition gleich fη ist) und ist xv ∈ (∆v)0 in Zv → Xv voll zerlegt, so ist
schon x in Z → X voll zerlegt, wobei x das Bild von xv unter der Projektion Xv → X
bezeichnet.
Dann gilt (a)⇔ (b), falls f u¨ber S nur horizontal verzweigt ist.
Beweis. Das Beweis lehnt sich an den fu¨r (b) ⇔ (c) an. Sei ∆ = D ×X X und
∆v = ∆⊗kkv. Wir betrachten wieder die Folge X ′v = Xv,n → Xv,n−1 → · · · → Xv,1 →
Xv,0 = Xv von Z/`-U¨berlagerungen Xv,i → Xv,i−1 zwischen normalen, eigentlichen
Schemata fu¨r 0 < i ≤ n. Entsprechend hat man auch eine Folge X ′ = Xn → Xn−1 →
· · · → X1 → X0 = Xv von Z/`-U¨berlagerungen Xi → Xi−1 zwischen normalen,
eigentlichen Schemata fu¨r 0 < i ≤ n. Setze Ui = Xi ×X U bzw. Uv,i = Xv,i ×X Uv.
Da der generische Punkt gewo¨hnlich ist, gilt
piab1 (Ui) ' piab1 (Uv,i).
Das zeigt, daß ein Punkt xv ∈ Xv genau dann in einer Zwischenu¨berlagerung von
X ′v → Xv verzweigt, falls sein Bildpunkt x ∈ X in der entsprechenden Zwischenu¨ber-
lagerung von X ′ → X verzweigt. (Da die Galoisu¨berlagerung geometrisch ist, gibt
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es eine Bijektion zwischen den Zwischenu¨berlagerungen von X ′ → X und den von
X ′v → Xv.
Da nach Voraussetzung Punkte x ∈ X, fu¨r die ein (und damit jeder) Punkt
xv ∈ Xv u¨ber x in einer gegebenen Zwischenu¨berlagerung Zv → Xv vollsta¨ndig
zerlegt ist, selbst schon in Z → X vollsta¨ndig zerlegt sind, folgt (b)⇒ (a).
Konvention: Ist f : X ′ → X eine Scholzu¨berlagerung u¨ber S˜ ⊆ S und X = P1k,
so sei immer X = P1
S˜
als gewa¨hlt angenommen.
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4 Einbettungsprobleme
Wir wiederholen zuna¨chst einige allgemeine Tatsachen aus der Theorie der Einbet-
tungsprobleme und definieren anschließend den Begriff des Scholzproblems.
4.1 Definition
Sei Π eine proendliche Gruppe.
Definition 4.1.1. (i) Ein Einbettungsproblem E (Π) = E (Π, ρ, α) fu¨r die Gruppe
Π ist ein Diagramm
Π
ρ

E
α // // G
mit proendlichen Gruppen G und E und epimorphen Pfeilen ρ und α.
(ii) Eine Lo¨sung eines Einbettungsproblems E (Π) ist ein Homomorphismus ψ :
Π→ E, so daß α◦ψ = ρ gilt. Eine Lo¨sung heißt eigentlich, falls ψ surjektiv ist.
Der Begriff des Einbettungsproblems ist
”
funktoriell“ fu¨r Homomorphismen φ :
Π′ → Π. Denn ist E (Π) ein Einbettungsproblem fu¨r Π, so induziert φ ein Ein-
bettungsproblem φ∗E (Π) fu¨r Π′, na¨mlich φ∗E (Π) = (φ∗E )(Π′, ρ ◦ φ, α′), wo E ′ :=
α−1(im(ρ ◦ φ)) und α′ := α|E ′. Ist andererseits E ′(Π′) = E ′(Π′, ρ′, α′) ein Einbet-
tungsproblem fu¨r Π′ und besitzt ρ′ eine Faktorisierung ρ′ = ρ ◦ φ mit einem Epimor-
phismus ρ : Π→ G, so induziert φ ein Einbettungsproblem φ∗E ′(Π′) fu¨r Π, na¨mlich
φ∗E ′(Π′) = (φ∗E ′)(Π, ρ, α′). Offensichtlich gilt φ∗φ∗ = id, und φ∗φ∗ = id, falls ρ ◦ φ
surjektiv ist. Ferner impliziert jede Lo¨sung von E (Π) auch eine Lo¨sung von φ∗E (Π)
und umgekehrt, falls die Lo¨sung u¨ber φ faktorisiert.
Wir sind vor allem an Einbettungsproblemen fu¨r Π = pi1(X), X ein Schema,
interessiert. Sei insbesondere k ein globaler Ko¨rper und X ein k-Schema. Die kano-
nische Projektion Xv → X induziert einen Homomorphismus φv : pi1(Xv) → pi1(X).
Sei nun E = E (pi1(X)) ein Einbettungsproblem fu¨r pi1(X). Wir nennen das durch φv
induzierte Problem φ∗vE (pi1(X)) die Lokalisierung von E an der Stelle v von k, oder
auch kurz ein lokales Einbettungsproblem.
Schließlich definieren wir noch den Kern eines Einbettungsproblems E = E (Π, ρ, α)
als KernE := Kernα. Wir sprechen dann von einem Einbettungsproblem mit abel-
schem, einfachem (etc.) Kern, falls KernE die entsprechende Eigenschaft besitzt.
Ferner nennen wir E zentral bzw. zerfallend, falls die kurze exakte Sequenz
1→ KernE → E α−→ G→ 1 (4.1)
die entsprechende Eigenschaft besitzt.
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Sei S ein noethersches, integres Schema und X ein S-Schema. Ein Einbettungs-
problem E (pi1(X)) = E (pi1(X), ρ, α) heißt geometrisch, falls im(ρ) die Automorphis-
mengruppe einer geometrischen S-Galoisu¨berlagerung X ′ → X ist (§3.3). Eine geo-
metrische Lo¨sung eines geometrischen Problems E (pi1(X)) ist eine Lo¨sung ψ, so daß
auch im(ψ) eine geometrische U¨berlagerung beschreibt.
Abku¨rzend schreiben wir E (X) fu¨r E (pi1(X)).
4.2 Lo¨sungskriterien
Sei E (Π) = E (Π, ρ, α) ein Einbettungsproblem mit abelschem Kern C. Dann definiert
die kurze exakte Sequenz (4.1) eine Kohomologieklasse ε ∈ H2(G,C) und es gilt die
fundamentale [Hoe68]
Proposition 4.2.1. Das Einbettungsproblem E (Π) besitzt genau dann eine Lo¨sung,
falls ρ∗(ε) = 0 gilt, wo ρ∗ : H2(G,C)→ H2(Π, C) die von ρ induzierte Abbildung ist.
Die Proposition macht allerdings keine Aussagen u¨ber die Existenz eigentlicher
Lo¨sungen. In einigen Fa¨llen ergibt sich die Eigentlichkeit einer Lo¨sung aber zwangs-
la¨ufig.
Lemma 4.2.2. Sei E ein nichtzerfallendes, zentrales Einbettungsproblem mit einfa-
chem Kern. Dann ist jede Lo¨sung von E bereits eigentlich.
Beweis. Sei ψ : Π → E eine Lo¨sung. Dann gibt es im Bild von ψ ein nichttriviales
Element e ∈ E, das im Kern von α liegt. Andernfalls enthielte E eine zu G isomor-
phe Untergruppe und E wa¨re folglich zerfallend, ganz im Widerspruch zur Annahme.
Daraus folgt bereits die Behauptung, denn mit e liegt auch die davon erzeugte Unter-
gruppe im Kern. Letzterer ist nach Voraussetzung abelsch und einfach, besitzt also
keine echten Untergruppen. Folglich erzeugt e schon den ganzen Kern.
Ferner gilt
Lemma 4.2.3. Sei k ein Ko¨rper und X ein integres k-Schema. Fu¨r jedes nicht-
zerfallende, geometrische Einbettungsproblem E (X) mit einfachem Kern sind alle
eigentlichen Lo¨sungen geometrisch.
Beweis. Nehmen wir an, es ga¨be eine nicht-geometrische Lo¨sung. Da die Lo¨sung ei-
gentlich ist, geho¨rt zu ihr ein U¨berlagerungsturm X ′′ → X ′ → X mit X ′ geometrisch
zusammenha¨ngend, X ′′ nicht geometrisch zusammenha¨ngend und Aut(X ′′/X ′) '
KernE . Bezeichne k(X), usw. den Funktionenko¨rper von X, usw., und k˜ den al-
gebraischen Abschluß von k in k(X ′′). Da k in k(X ′) algebraisch abgeschlossen ist,
sind k˜ und k(X ′) u¨ber k linear disjunkt. Folglich ist k(X ′′) ' k(X ′) ⊗k k˜, also
Aut(X ′′/X) ' Aut(X ′/X) × Aut(X ′′/X ′), und das Einbettungsproblem ist im Wi-
derspruch zur Annahme zerfallend.
Zusammenfassend erhalten wir
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Korollar 4.2.4. Sei k ein Ko¨rper, X ein integres k-Schema und E (X) = (pi1(X), ρ, α)
ein nichtzerfallendes, geometrisches, zentrales Einbettungsproblem mit einfachem Kern.
Dann besitzt E (X) eine eigentliche, geometrische Lo¨sung, falls ρ∗(ε) = 0 gilt.
Wir betrachten nun zerfallende Einbettungsprobleme.
Proposition 4.2.5. Sei K ein Ko¨rper von endlichem Typ. Jedes (geometrische)
zerfallende, zentrale Einbettungsproblem E (K) mit einfachem Kern besitzt eine ei-
gentliche (geometrische) Lo¨sung.
Beweis. Bezeichne C den Kern von E (K), ` die Ordnung von C und r den `-Rang
des maximalen elementar-abelschen Quotienten von G = im ρ. O.E. ist K unendlich.
Dann ist K hilbertsch [FJ86, Prop. 12.10] und nach Saltman [Sal82] existiert eine
regula¨re Galoiserweiterung L/K mit Gal(L/K) = Cr+1. Bezeichne M den Fixko¨rper
von Kern ρ, also M/K galoissch mit Gruppe G. Nach Konstruktion besitzt L einen zu
M u¨ber K linear disjunkten Zwischenko¨rper L˜ mit Galoisgruppe C. (Alle Operatio-
nen seien in einem festen algebraischen Abschluß von K, der M entha¨lt, ausgefu¨hrt.)
Das Kompositum L˜M ist dann eine Galoiserweiterung von K mit Galoisgruppe C×G
und nach Voraussetzung isomorph zu E.
4.3 Scholzprobleme
Bezeichne k entweder einen globalen, lokalen oder endlichen Ko¨rper und Sk im jewei-
ligen Fall entweder ein regula¨res Modell von k, SpecOk, wo Ok fu¨r den Ganzheitsring
des lokalen Ko¨rpers k steht, oder Spec k. Bezeichne S ein reduziertes, offenes Unter-
schema von Sk.
Als regula¨res Modell von P1k u¨ber S sei P1S fixiert. Sei nun Y → P1k eine Galoisu¨ber-
lagerung. Dann liefert die Normalisierung Y von P1S im Funktionenko¨rper von Y eine
Galoisu¨berlagerung Y → P1S mit Y ×P1S P1k = Y , die Ausdehnung entlang S. Auf
diese Weise sei im folgenden jeder U¨berlagerung von P1k automatisch schon immer
ihre Ausdehnung auf P1S beigestellt. Sind die entsprechenden Verzweigungsdivisoren
mit ∆ bzw. D bezeichnet, so haben wir eine Zerlegung D = Dhor + Dver (3.3), und
es gilt ∆ = Dhor ×P1S P1k.
Bezeichne nun ∆ ein reduziertes, abgeschlossenes Unterschema von P1k.
Definition 4.3.1. Sei n eine positive, ganze Zahl und ` eine Primzahl. Ein `n-
Scholzproblem S (k,∆) fu¨r ∆ u¨ber Sk ist ein Einbettungsproblem E (pi1(P1k\∆), ρ, α)
mit folgenden Eigenschaften:
(1) die Ausdehnung, der durch ρ : pi1(P1k\∆)  G beschriebenen U¨berlagerung, auf
P1Sk ist eine `
n-Scholzu¨berlagerung,
(2) α : E → G ist ein Epimorphismus von endlichen `-Gruppen,
(3) Kernα ist zentral in E und von Ordnung `, und
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(4) der Exponent von E ist kleiner oder gleich `n.
Die Ausnahmemenge T ⊂ Sk der Ausdehnung von ρ heißt die Ausnahmemenge von
S (k,∆). Eine Scholzlo¨sung von S (k,∆) ist eine eigentliche, geometrische Lo¨sung
von E , deren Ausdehnung eine `n-Scholzu¨berlagerung von P1Sk mit Ausnahmemenge
T beschreibt.
Ergibt sich der Ko¨rper k aus dem Kontext, so schreiben wir S (∆) anstelle
S (k,∆). Nach Definition ist ein Scholzproblem ein geometrisches Einbettungspro-
blem. Die Diskussion in §4.2 zeigt, daß ein nichtzerfallendes Scholzproblem genau
dann eine eigentliche, geometrische Lo¨sung besitzt, falls ρ∗(ε) = 0 gilt. Die Existenz
von Scholzlo¨sungen la¨ßt sich nicht so leicht entscheiden.
Ferner sind Scholzprobleme mit Lokalisierung vertra¨glich; es gilt na¨mlich
Lemma 4.3.2. Sei k ein globaler Ko¨rper, S (k,∆) ein `n-Scholzproblem mit Aus-
nahmenmenge T und v /∈ T eine Stelle von k. Dann ist die Lokalisierung S (kv,∆v)
von S (k,∆) wieder ein `n-Scholzproblem.
Beweis. Das folgt aus der Definition von E (P1kv\∆v) und Proposition 3.3.4.
Der Funktionenko¨rper von P1k sei mit K bezeichnet. Dann induziert jedes `n-
Scholzproblem S (k,∆) vermittels des Epimorphismus GK  pi1(P1k\∆) ein Ein-
bettungsproblem fu¨r GK . Dieses bezeichnen wir trotz des Notationsmißbrauchs mit
S (GK), um zu betonen, daß die zu dem Einbettungsproblem geho¨rige U¨berlagerung
eine Scholzu¨berlagerung ist.
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5 Scholzprobleme u¨ber verschiedenen Grundko¨r-
pern
Wir wollen nun die Lo¨sbarkeit und spezieller die Existenz von Scholzlo¨sungen fu¨r
Scholzprobleme mit lokalem oder endlichem Grundko¨rper untersuchen. Letzterer Fall
ist mittlerweile klassisch und geht im wesentlichen auf Scholz zuru¨ck. Wir zeigen, daß
sich die Argumente aus dem Fall eines endlichen Grundko¨rpers auf den Fall eines
lokalen Grundko¨rpers verallgemeinern lassen. Aus diesem Grund geben wir hier eine
Darstellung des klassischen Falls, die diese Parallelen verdeutlicht. Schließlich geben
wir Bedingungen fu¨r die Existenz von Scholzlo¨sungen bei lokalem Grundko¨rper an.
5.1 Scholzprobleme u¨ber endlichen Ko¨rpern
Bezeichne F einen endlichen Ko¨rper der Charakteristik p und k den Funktionenko¨rper
von X = P1F. Sei ∆ ein reduziertes, abgeschlossenes Unterschema von X. Wir betrach-
ten ein `n-Scholzproblem S (F,∆):
pi1(X\∆)
ρ

1 // C // E
α // G // 1.
(5.1)
Fu¨r jeden Divisor ∆′ ⊇ ∆ auf X bezeichne S (F,∆′) das durch pi1(X\∆′) 
pi1(X\∆) induzierte Scholzproblem.
Dann gilt
Proposition 5.1.1. Entha¨lt k keine primitive `-te Einheitswurzel, so besitzt jedes
nichtzerfallende `n-Scholzproblem S (F,∆) eine eigentliche, geometrische Lo¨sung.
Besitzt k eine primitive `-te Einheitswurzel und ist s : SpecF→ X\∆ ein Schnitt,
x0 = s(SpecF), so besitzt noch das induzierte Scholzproblem S (F,∆ ∪ {x0}) eine
eigentliche, geometrische Lo¨sung.
Beweis. Sei ∆˜ = ∆ ∪ {x0}, falls k eine primitive `-te Einheitswurzel entha¨lt und
∆˜ = ∆ andernfalls. Wir zeigen zuerst, daß das durch Spec k ↪→ X\∆ induzierte
Einbettungsproblem S (k) eine Lo¨sung besitzt, und dann, daß S (k) auch eine solche
Lo¨sung besitzt, die u¨ber pi1(X\∆˜) faktorisiert.
Wir betrachten S (k). Nach Korollar 4.2.4 reicht es ρ∗(ε) = 0 in H2(k, C) zu zei-
gen. Wegen cdpGk(p) = 1 [Ser94] sei o.E. ` 6= p = ch(k). Andererseits reicht es nach
dem klassischen Hasseprinzip [NSW00, 9.1.8], die durch Spec kv → Spec k induzierten
Einbettungsprobleme zu lo¨sen. Solch ein lokales (scholzsches) Einbettungsproblem
liest sich dann wie folgt:
Gkv
ρv

1 // C // Ev
αv // Gv // 1,
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wobei Gv die Zerlegungsgruppe einer Fortsetzung von v in G ist. Bezeichne Iv die
absolute Tra¨gheitsgruppe in Gkv . Fu¨r diejenigen Stellen v, an denen das lokale Ein-
bettungsproblem nicht zerfa¨llt, unterscheiden wir zwei Fa¨lle:
i) ρv(Iv) = 1: Dann faktorisiert ρv u¨ber Gkv/Iv ' Zˆ und besitzt offensichtlich eine
Liftung nach Ev.
ii) ρv(Iv) = Gv: Sei k
′
w = (kv)
Kern ρv . Dann ist k′w ' kv
(
`m
√
t
)
fu¨r ein m > 0 und eine
Uniformisierende t von kv. Wegen der Scholzbedingung (Definition 4.3.1(3)+(4))
entha¨lt kv eine primitive `
n-te Einheitswurzel, und es gilt m < n. Also ist
kv
(
`m+1
√
t
)
/kv eine Galoiserweiterung mit Gruppe Ev, die gesuchte Lo¨sung.
Das zeigt die Existenz einer Lo¨sung ψ.
Es bleibt zu zeigen, daß sich ψ zu einer Lo¨sung ψ˜, die u¨ber pi1(X\∆˜) faktorisiert,
aba¨ndern la¨ßt. Sei v ∈ Ram(ψ)\∆. Dann ist ρ(Iv) = 1, also induziert ψ eine Abbil-
dung ψ|Iv : Iv → C ' Z/`. Folglich reicht es eine Abbildung ϑ : pi1(X\(Ram(ψ) ∪
∆˜)) → C mit ϑ|Iv = ψ|Iv fu¨r v ∈ Ram(ψ)\∆ zu konstruieren. Denn, da C abelsch
ist, ist ϑ−1ψ ein Homomorphismus, und es gilt ϑ−1ψ|Iv = ϑ−1|Iv · ψ|Iv = 1 und somit
Ram(ϑ−1ψ) ⊆ ∆˜. Folglich ist ψ˜ = ϑ−1ψ eine Lo¨sung mit den gewu¨nschten Eigen-
schaften. Die Existenz von ϑ folgt fu¨r Σ = Ram(ψ)\∆ und v0 die zum Punkt x0
geho¨rige Stelle aus dem folgenden Lemma 5.1.2.
Lemma 5.1.2. Sei ` eine ungerade Primzahl und entweder k = Q oder k = Fq(t)
mit ch(k) 6= `. Bezeichne Σ eine endliche Stellenmenge von k (mit Σ ∩ Σ∞ = ∅ fu¨r
k = Q). Ist k = Fq(t) und `|(q− 1), so setzen wir Σ′ = Σ∪ {v0} mit einer beliebigen
Primstelle v0 vom Grad 1, ansonsten sei Σ
′ = Σ. Dann gibt es eine Surjektion
H1(kΣ′/k,Z/`)
⊕
Σ
H1(Iv,Z/`),
wobei Iv die absolute Tra¨gheitsgruppe von v in Gk bezeichnet.
Beweis. Sei zuna¨chst k ein globaler Ko¨rper k mit Ganzheitsring Ok und im Funktio-
nenko¨rperfall ∞ eine Primstelle vom Grad 1, der sog. unendlich ferne Punkt. Weiter
bezeichne U iv fu¨r eine Stelle v von k und i ≥ 0 die i-te Einseinheitengruppe von kv.
Ein Erkla¨rungsmodul m = (m(v))v fu¨r k ist eine Zuordnung einer nicht-negativen,
ganzen Zahl m(v) zu jeder Stelle v von k, so daß fast alle m(v) gleich Null sind. Die
ideltheoretische Fassung der Strahlklassengruppe zum Modul m la¨ßt sich beschreiben
durch das folgende kommutative Diagramm mit exakten Zeilen und Spalten:
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0
0 // K1(Ok)

// K1(k)

//
⊕
v-∞
Z

// Pic(Ok) // 0
0 //
⊕
v
U0v /U
m(v)
v

//
⊕
v
K1(kv)/U
m(v)
v

//
⊕
v
Z

// 0
0 // Qm

// Cm(k)

//
⊕
v|∞
Z

// 0.
0 0 0
(5.2)
Sei nun k wie im Lemma. Dann ist Pic(Ok) = 1 und
K1(Ok)/` ' µ`(k).
Letztere Aussage folgt fu¨r k = Q aus Dirichlets Einheitensatz und im Funktio-
nenko¨rperfall (k = Fq(t)) nach Quillen aus
K1(Ok)/` ' K1(Fq)/` ' Z/(q − 1)⊗ Z/` ' µ`(k).
Entha¨lt k keine primitive `-te Einheitswurzel, so ist folglich Hom(K1(Ok),Z/`) '
(K1(Ok)/`)∗ = 0. Andernfalls ist nach Voraussetzung k = Fq(t) und v0 eine Primstelle
vom Grad 1. Dann gilt Hom(K1(Ok),Z/`) = Hom(K1(Fq),Z/`) = Hom(U0v0/U1v0 ,Z/`).
Bezeichne nun m einen Modul mit Tra¨ger Σ′, d.h. m(x) = 0 fu¨r x /∈ Σ′, und
m(v0) = 1, falls Σ
′ 6= Σ. Aus (5.2) erhalten wir die exakte Sequenz
0→ Hom(Qm,Z/`)→
⊕
v∈Σ′
Hom(U0v /U
m(v)
v ,Z/`)→ Hom(K1(Ok),Z/`),
die nach dem vorher Gesagten die Isomorphie
Hom(Qm,Z/`) '
⊕
v∈Σ
Hom(U0v /U
m(v)
v ,Z/`)
liefert. Da andererseits wegen m(∞) = 0 die kurze exakte Sequenz der Kokerne in
(5.2) spaltet, erhalten wir die exakte Sequenz
0→ Hom(Z,Z/`)→ Hom(Cm(k),Z/`)→
⊕
v∈Σ
Hom(U0v /U
m(v)
v ,Z/`)→ 0.
Durch U¨bergang zum direkten Limes u¨ber alle m mit Tra¨ger Σ′ wie oben folgt wegen
H1(kΣ′/k,Z/`) ' lim−→m Hom(Cm(k),Z/`) jetzt die Behauptung.
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Im Gegensatz zu Proposition 5.1.1 kann man fu¨r zerfallende Scholzprobleme nicht
erwarten, keinen zusa¨tzlichen Verzweigungspunkt zu beno¨tigen. Daß jedoch ein einzi-
ger zusa¨tzlicher Verzweigungspunkt, dessen Grad man sogar noch vorschreiben kann,
ausreicht, und daß fu¨r diesen Verzweigungspunkt dann schon eine Scholzlo¨sung exi-
stiert, zeigt
Proposition 5.1.3. Ist ` 6= p = ch(F), so gibt es fu¨r jedes zerfallende `n-Scholzpro-
blem S (F,∆) unendlich viele abgeschlossene Punkte x ∈ (X\∆)0, so daß [κ(x) :
F] = dm, mit d = [F(ζ`n) : F] teilerfremd zu m, gilt, insbesondere also κ(x) keine
primitive `n+1-te Einheitswurzel entha¨lt, und das induzierte Problem S (F,∆ ∪ {x})
eine Scholzlo¨sung besitzt.
Fu¨r ζ` /∈ k ist das ein Spezialfall von
Satz 5.1.4. Sei F = Fq der endliche Ko¨rper mit q = pm Elementen und ` eine Prim-
zahl mit ` - (q − 1)q; d.h. insbesondere besitzt k keine primitive `-te Einheitswurzel.
Sei d = [Fq(ζ`n) : Fq]. Fu¨r jedes `n-Scholzproblem S (Fq,∆) existieren unendlich viele
abgeschlossene Punkte x = (X\∆)0, so daß deg(x) = [κ(x) : Fq] = dm mit d teiler-
fremd zu m gilt, und S (Fq,∆∪{x}) eine Scholzlo¨sung besitzt. Insbesondere existiert
ein abgeschlossener Punkt vom Grad dm, falls dm log q ≥ N(`, n) := 4 log(8`n(2+n))
gilt.
Beweis. [GJ98, Thm. 9.1].
5.2 Scholzprobleme u¨ber lokalen Ko¨rpern
Wir wollen die Ergebnisse aus §5.1 auf `n-Scholzprobleme u¨ber lokalen Grundko¨rpern
u¨bertragen. Weil wir durchweg ` 6= 2 annehmen, sind die Probleme nur bei nicht-
archimedischen Grundko¨rpern nicht trivial. Der Vollsta¨ndigkeit halber erwa¨hnen wir
auch den Fall archimedischer Grundko¨rper, womit wir beginnen.
5.2.1 Archimedische Ko¨rper
Sei also k ein archimedischer, lokaler Ko¨rper, d.h. k = R oder k = C, und X = P1k.
Wir betrachten zuerst den Fall k = C. Der ist besonders einfach, denn pi1(X\∆)
ist fu¨r alle nichtleeren, abgeschlossenen Unterschemata ∆ von X eine freie proendli-
che Gruppe. Daher ist insbesondere jedes Einbettungsproblem mit abelschem Kern
lo¨sbar.
Sei jetzt k = R. Dann haben wir die Spektralsequenz
Ep,q2 = H
p(C/R, Hq(pi1(X\∆), C))⇒ Hp+q(pi1(X\∆), C).
Daraus folgt fu¨r 2 - #C
H2(pi1(X\∆), C) ' H2(pi1(X\∆), C)GC/R = 0
und also ist jedes Einbettungsproblem mit abelschem Kern ungerader Ordnung u¨ber
R lo¨sbar. Zusammenfassend gilt
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Lemma 5.2.1. Sei U ein affines Unterschema von P1k und k ein zusammenha¨ngen-
der, lokalkompakter Ko¨rper. Dann ist jedes Einbettungsproblem fu¨r pi1(U) mit abel-
schem Kern ungerader Ordnung lo¨sbar.
5.2.2 K-Theorie und ho¨herdimensionale Klassenko¨rpertheorie
Wir wiederholen die Aussage der Klassenko¨rpertheorie fu¨r Kurven u¨ber lokalen Ko¨r-
pern nach K. Kato und S. Saito [KS83]. Die wesentlichen Bausteine dieser zweidi-
mensionalen Klassenko¨rpertheorie sind die milnorschen K-Gruppen KMq , q ≥ 0. Sie
werden fu¨r einen beliebigen Ko¨rper F definiert durch
KM0 (F ) = Z, KM1 (F ) = F× und
KMq (F ) = (F
× ⊗ · · · ⊗ F×︸ ︷︷ ︸
q-mal
)/J fu¨r q ≥ 2,
wobei J diejenige Untergruppe des Tensorprodukts bezeichnet, die von Elementen
a1 ⊗ · · · ⊗ aq, a1, . . . , aq ∈ F×, mit ai + aj = 1 fu¨r Indizes i 6= j erzeugt wird. Die
Nebenklasse a1⊗· · ·⊗aq +J wird mit {a1, . . . , aq} bezeichnet. Dadurch erhalten wir
auch eine Abbildung
{ , } : KMp (F )⊗KMq (F )→ KMp+q(F )
{a1, . . . , ap} ⊗ {b1, . . . , bq} 7→ {a1, . . . , ap, b1, . . . , bq}.
Auf diese Weise bekommt KM∗ (F ) =
⊕
q≥0 K
M
q (F ) eine Ringstruktur und heißt der
Milnorring von F .
Fu¨r einen Ring R bezeichne Kq(R) die q-te quillensche K-Gruppe von R [Qui73].
Es ist bekannt, daß es fu¨r alle q kanonische Homomorphismen KMq (F )→ Kq(F ) gibt,
die fu¨r q ≤ 2 sogar Isomorphismen sind. Wir werden daher im folgenden KMq (F ) und
Kq(F ) fu¨r q ≤ 2 immer stillschweigend miteinander identifizieren.
Sei nun F ein diskret bewerteter Ko¨rper mit Restklassenko¨rper F , Ganzheitsring
OF und maximalem Ideal m. Die Gruppe der i-ten Einseinheiten wird gegeben durch
U (i) := Kern
(O×F → (OF/mi)×) fu¨r i ≥ 0. Es gilt U = U (0) = O×F . In [Kat79] definiert
Kato fu¨r q ≥ 1 eine Filtration (U iKMq (F ))i≥0 auf KMq (F ) wie folgt. Setze
U iKMq (F ) = im
(
U (i) ⊗KMq−1(F )
{ , }−−→ KMq (F )
)
fu¨r i ≥ 1 und
U0KMq (F ) = im
(
U ⊗ · · · ⊗ U︸ ︷︷ ︸
q-mal
{ , }−−→ KMq (F )
)
.
Aus der Definition folgt sofort, daß wir eine absteigende Filtration erhalten.
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Proposition 5.2.2. Mit den Bezeichnungen wie bisher gilt:
(i) KMq (F )/U
1KMq (F ) ' KMq (F )/U0KMq (F )⊕ U0KMq (F )/U1KMq (F ),
(ii) KMq (F )/U
0KMq (F ) ' KMq−1(F ),
(iii) U0KMq (F )/U
1KMq (F ) ' KMq (F ).
Beweis. Das ist ein klassisches Ergebnis und folgt aus [BT73, Ch. I, Prop. 4.3].
Um etwas pra¨ziser zu sein, bezeichne v die diskrete Bewertung von F und sei q = 2
(das ist der spa¨ter fu¨r die Anwendung wichtige Fall). Dann existiert eine Abbildung
∂v : K2(F )→ F×
{a, b} 7→ (−1)v(a)v(b)
(
av(b)
bv(a)
)
das sog.
”
zahme Symbol“. Man rechnet sofort nach, daß U0K2(F ) ⊆ Kern ∂v gilt
und ∂v surjektiv ist. Ferner liefert fu¨r a ∈ F× die Zuordnung a 7→ {a, pi}, wo a ein
Vertreter in einem multiplikativen Repra¨sentatensystem und pi eine Uniformisierende
von F bzgl. v ist, einen Schnitt. Daraus folgt (i) und (ii). Um (iii) einzusehen, fu¨hrt
man dieselbe Art Untersuchung fu¨r die Reduktionsabbildung
KMq (F )→ KMq (F )
{a1, . . . , aq} 7→ {a1, . . . , aq},
wo ai := ai + m, durch.
Um spa¨ter darauf Bezug nehmen zu ko¨nnen, beweisen wir jetzt noch
Proposition 5.2.3. Sei k ein nicht-archimedischer, lokaler Ko¨rper und m eine
natu¨rliche Zahl, prim zur Charakteristik. Dann ist
K2(k)/m ' µm(k),
wobei µm(k) die Menge der m-ten Einheitswurzeln in k bezeichnet.
Beweis. Nach [MS83] und lokaler Tate-Dualita¨t [NSW00, 7.2.6] haben wir einen Iso-
morphismus
K2(k)/m ' H2(k,Z/m(2)) '
(
(Z/m(−1))Gk)∗ ' µm(k).
Bemerkung 5.2.4. Eine genauere Kenntnis von K2(k) hat man durch den Satz von
C. Moore [Moo68], demzufolge
K2(k) ' mK2(k)⊕ µm(k)
gilt, wobei m die maximale Ordnung einer in k enthaltenen Einheitswurzel und
mK2(k) eindeutig dividierbar ist.
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Wir beginnen nun die Klassenko¨rpertheorie fu¨r Funktionenko¨rper von Kurven
u¨ber lokalen Ko¨rpern zu beschreiben. Sei dazu aber zuna¨chst K ein vollsta¨ndiger,
diskret bewerteter Ko¨rper, dessen Restklassenko¨rper ein lokaler Ko¨rper ist (z.B. K =
Qp((t))). Solche Ko¨rper heißen auch zweidimensionale lokale Ko¨rper, oder einfach 2-
lokale Ko¨rper. Entsprechend definiert man induktiv n-lokale Ko¨rper. Fu¨r diese Ko¨rper
hat Kato in [Kat79] eine Klassenko¨rpertheorie bewiesen.
Satz 5.2.5 (Kato). Sei K ein n-lokaler Ko¨rper.
i) Es gibt einen Gruppenisomorphismus H1(K,Q/Z) ' Homcf (KMn (K),Q/Z), wo-
bei Homcf die Menge der stetigen Homomorphismen von endlicher Ordnung be-
zeichnet. Fu¨r die Definition der Topologie auf KMn (K) siehe loc. cit..
ii) Sei ξ ∈ H1(K,Q/Z). Die zu ξ geho¨rige Erweiterung von F ist genau dann
unverzweigt, wenn der von ξ induzierte Homomorphismus KMn (K) → Q/Z die
Gruppe U0KMn (K) annulliert.
Es sei darauf hingewiesen, daß dieser Satz eine natu¨rliche Verallgemeinerung der
klassischen Klassenko¨rpertheorie fu¨r lokale Ko¨rper darstellt. Sei nun K der Funktio-
nenko¨rper einer glatten, eigentlichen und geometrisch zusammenha¨ngenden Kurve
X u¨ber einem nicht-archimedischen, lokalen Ko¨rper k, sowie A der Ganzheitsring
von K. Da A ⊃ k ein Dedekindring ist, definieren wir — Vorbild nehmend an der
Klassenko¨rpertheorie fu¨r globale Ko¨rper — eine Idelklassengruppe fu¨r K. Fu¨r einen
abgeschlossenen Punkt z ∈ X0 bezeichne Kz die z-adische Komplettierung von K.
Diese ist ein 2-lokaler Ko¨rper. Ein Modul m auf X ist eine Familie (m(z))z von nicht-
negativen, ganzen Zahlen m(z) fu¨r jeden abgeschlossenen Punkt z von X, die fast
alle Null sind. Damit definieren wir
Im(K) =
⊕
z∈X0
K2(Kz)/U
m(z)K2(Kz)
und setzen Cm(K) gleich dem Kokern von K2(K) → Im(K) unter der Diagonalein-
bettung. Cm(K) wird mit der feinsten Topologie versehen, so daß die kanonischen
Abbildungen K2(Kz)/U
m(z)K2(Kz)→ Cm(K) fu¨r alle z ∈ X0 stetig sind. Schließlich
setzen wir C(K) = lim←−mCm(K) und versehen es mit der Topologie des projektiven
Limes. Dann gilt
Satz 5.2.6. Es gibt einen Epimorphismus H1(K,Q/Z) Homcf (C(K),Q/Z). Die-
ser ist sogar ein Isomorphismus, falls X gute Reduktion besitzt.
Beweis. [KS83, Ch. I, Thm. 6]
Als Anwendung beweisen wir jetzt Lemma 5.1.2 fu¨r rationale Funktionenko¨rper
u¨ber lokalen Ko¨rpern k. Dazu wa¨hlen wir einen k-rationalen Punkt von X = P1k, den
wir mit ∞ bezeichnen und als den unendlich fernen Punkt ansprechen. Diese Wahl
bestimmt dann ein affines Unterschema A1k = Spec k[t]. Bezeichnet schließlich K den
Funktionenko¨rper von X, so gilt
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Satz 5.2.7. Sei ` eine ungerade Primzahl und k ein nicht-archimedischer, lokaler
Ko¨rper mit von ` verschiedener Charakteristik. Bezeichne ∆ ⊂ P1k eine endliche
Menge abgeschlossener Punkte mit ∞ /∈ ∆ und z0 ∈ (P1k\∆)(k) einen k-rationalen
Punkt. Entha¨lt k eine primitive `-te Einheitswurzel, so setzen wir ∆′ = ∆ ∪ {z0},
ansonsten sei ∆′ = ∆. Dann ist fu¨r U = P1k\∆′
H1(U,Z/`)
⊕
z∈∆
Homcf (K2(κ(z)),Z/`)
surjektiv. Insbesondere hat man einen Epimorphismus
H1(K,Z/`)
⊕
z∈(P1k)0
Homcf (K2(κ(z)),Z/`).
Beweis. Fu¨r den Modul m = (m(z)) auf X mit m(z) = 1, falls z ∈ ∆′, und m(z) = 0
sonst, betrachten wir das folgende kommutative Diagramm mit exakten Zeilen und
Spalten:
0

0 // K2(k[t])

// K2(K)

//
⊕
z∈(A1k)0
κ(z)×

// 0
0 //
⊕
z∈(P1k)0
U0/Um(z) //

⊕
z∈(P1k)0
K2(Kz)/U
m(z)

//
⊕
z∈(P1k)0
κ(z)×

// 0
0 // Qm

// Cm(K)

// κ(∞)×

// 0
0 0 0
(5.3)
Die Exaktheit der ersten Zeile ergibt sich aus der Lokalisierungssequenz fu¨r Dede-
kindringe [Qui73, §5]. Die der mittleren Zeile folgt aus Proposition 5.2.2. Da k von `
verschiedene Charakteristik besitzt, sind alle Gruppen U1K2(Kz) `-dividierbar, und
es gilt insbesondere
H1(U,Z/`) ' Homcf (Cm(k(t)),Z/`); (5.4)
vgl. [KS83].
Nach Proposition 5.2.2 gilt fu¨r alle z ∈ P1k die Isomorphie U0/Um(z) ' K2(κ(z)).
Daher erhalten wir aus (5.3) die exakte Sequenz
0→ Homcf (Qm,Z/`)→
⊕
z∈∆′
Homcf (K2(κ(z)),Z/`)→ Homcf (K2(k[t]),Z/`). (5.5)
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Wegen K2(k[t]) ' K2(k) [Qui73, §6] zeigt Proposition 5.2.3
K2(k[t])/` ' K2(k)/` ' µ`(k).
Entha¨lt k eine primitive `-te Einheitswurzel, so gilt fu¨r den k-rationalen Punkt z0 die
Isomorphie U0/Um(z0)⊗Z/` ' K2(k[t])/`. Folglich liefert (5.5) einen Isomorphismus
Homcf (Qm,Z/`) '
⊕
z∈∆
Homcf (K2(κ(z)),Z/`).
Wegen m(∞) = 0 spaltet die kurze exakte Sequenz der Kokerne in (5.3) und
folglich ist die kanonische Abbildung Homcf (Cm(k(t)),Z/`) → Homcf (Qm,Z/`) ein
Epimorphismus. Daraus folgt die Behauptung.
5.2.3 Nicht-archimedische Ko¨rper
Sei nun k ein nicht-archimedischer, lokaler Ko¨rper, d.h. eine endliche Erweiterung
von Qp oder Fp((t)). Bezeichne Ok den Ganzheitsring von k und sei S := SpecOk.
Wir setzen X = P1k und X = P1S. Die spezielle Faser von X sei mit Y bezeichnet.
Ferner bezeichne Ik die absolute Tra¨gheitsgruppe in Gk.
Sei S (k,∆) ein `n-Scholzproblem. Fu¨r jeden Divisor ∆′ ⊇ ∆ auf X bezeichne
S (k,∆′) das durch pi1(X\∆′) pi1(X\∆) induzierte Scholzproblem.
Proposition 5.2.8. Sei ` eine auf S invertierbare Primzahl. Entha¨lt k keine pri-
mitive `-te Einheitswurzel, so ist jedes `n-Scholzproblem S (k,∆) = (pi1(X\∆), ρ, α)
lo¨sbar.
Besitzt k eine primitive `-te Einheitswurzel und ist s : Spec k → X\∆ ein Schnitt,
x0 := s(Spec k), so ist immerhin noch das induzierte Scholzproblem S (k,∆ ∪ {x0})
lo¨sbar.
Beweis. Nach Proposition 4.2.1 ko¨nnen wir S (X\∆) o.E. als nichtzerfallend anneh-
men. Bezeichne K den Funktionenko¨rper von X. Wir zeigen zuna¨chst, daß das durch
SpecK ↪→ X\∆ induzierte Scholzproblem S (K) eine Lo¨sung besitzt. Da X nach
Voraussetzung geometrisch zusammenha¨ngend ist, ist die kanonische Restriktionsab-
bildung
H2(K,KernS )→
∏
x∈X0
H2(Kx,KernS ),
wobei Kx den Quotientenko¨rper von ÔX,x bezeichnet, injektiv ([Pop88, Thm. 3.7 +
Thm. 4.1] und [Sai86, Thm. 9.2], falls ch(k) 6= 0). Demnach reicht es zu zeigen, daß
fu¨r alle x ∈ X0 das durch SpecKx → SpecK induzierte lokale Einbettungsproblem
S (Kx) lo¨sbar ist.
Sei nun also x ∈ X0 beliebig, bezeichne D = {x} ⊂ X die Ausdehnung von x und
y ∈ X die Spezialisierung von x. Dann liest sich S (Kx) wie folgt:
GKx
ρx

1 // C // Ex // Gx // 1.
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Sei wieder o.E. S (Kx) nichtzerfallend. Wir sagen ρ bzw. ρx ist in x verzweigt bzw.
unverzweigt, falls das fu¨r die zu ρ geho¨rige Galoisu¨berlagerung f von X (s. Konven-
tion §3.3) der Fall ist. Es gibt drei Fa¨lle zu unterscheiden.
1) Wir nehmen zuna¨chst an, ρ sei in x verzweigt. Sei Lx := Kx
Kern ρx
. Nach den
Scholzbedingungen ist dann Lx/Kx total zahm verzweigt, also Lx = Kx(
`m
√
t) fu¨r
eine Uniformisierende t von Kx und m < n. Folglich ist Kx(
`m+1
√
t) eine gesuchte
Galoiserweiterung.
2) Sei nun ρ als unverzweigt entlang D angenommen. Dann ist ρ in y unverzweigt
und nach dem Reinheitssatz von Zariski-Nagata insbesondere auch entlang Y . U¨ber-
dies schneitet D nicht den Verzweigungsdivisor von f . Somit zeigt Korollar 3.2.13,
daß ρx u¨ber GKx → pi1(y) faktorisiert. Wegen pi1(y) ' Zˆ, zeigt das die Existenz einer
Lo¨sung.
3) Es bleibt nun noch der letzte Fall zu betrachten, na¨mlich daß ρ unverzweigt in
x, aber verzweigt in y ist. Dieser Fall tritt ein, falls entweder f in der speziellen Faser
Y von X verzweigt ist, oder D den Verzweigungsdivisor von f in y schneidet. Da es
fu¨r das Verhalten von f entlang D keine Rolle spielt, welche der beiden Ursachen
zutrifft, nehmen wir o.E. f als in Y verzweigt an. Nach Voraussetzung genu¨gt f den
Scholzbedingungen, ist also rein verzweigt in Y . Somit zeigt Proposition 3.2.14, daß
in der nach Voraussetzung existierenden Zerlegung
GKx
ρx

## ##F
FF
FF
FF
F
Gκ(x)
ρ˜x{{{{ww
ww
ww
ww
Gx
ρ˜x wieder die Scholzbedingungen erfu¨llt, d.h. entweder unverzweigt oder total ver-
zweigt ist. Folglich besitzt ρ˜x und daher auch ρx eine Liftung. Das folgt entweder
indem man die Argumente aus i) und ii) fu¨r ρ˜x wiederholt oder aus dem Beweis von
Proposition 5.1.1.
Zusammenfassend erhalten wir eine Lo¨sung ψ von S (K). Sei ∆˜ = ∆∪{x0}, falls
k eine primitive `-te Einheitswurzel entha¨lt, und ansonsten ∆˜ = ∆. Es bleibt noch zu
zeigen, daß auch eine Lo¨sung ψ˜ von S (K), die nur entlang ∆˜ verzweigt ist, existiert.
Dafu¨r gehen wir wie in Proposition 5.1.1 vor. Wie dort bereits gezeigt wurde, reicht
es eine Abbildung ϑ : pi1(X\(Ram(ψ)∪ ∆˜))→ C mit ϑ|Ix = ψ|Ix fu¨r x ∈ Ram(ψ)\∆
zu konstruieren, wobei Ix die absolute Tra¨gheitsgruppe im Punkt x bezeichnet. Die
Existenz von ϑ folgt aus Satz 5.2.7, und also ist ψ˜ = ϑ−1ψ eine gesuchte Lo¨sung.
Damit ist die Proposition bewiesen.
Wir wollen nun der Frage nachgehen, wann S (k,∆) eine Scholzlo¨sung besitzt.
Wie der Leser bereits vermuten mag, ist die Frage hier komplizierter als im Fall ei-
nes endlichen Ko¨rpers. So stellt man fest, daß sich der Beweis von Satz 5.1.4 nicht
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u¨bertragen la¨ßt. Der Hauptgrund dafu¨r liegt in dem Nichtvorhandensein eines tsche-
botareffschen Dichtigkeitssatzes fu¨r X = P1k. Wenn man Scholzlo¨sungen schon nicht
direkt u¨ber X konstruieren kann, so ist es aber vielleicht mo¨glich, Scholzlo¨sungen
u¨ber Y zu Scholzlo¨sungen u¨ber X zu liften? Das ist was wir jetzt zeigen wollen.
Entscheidendes Hilfsmittel dafu¨r ist die grothendiecksche Theorie der Speziali-
sierungsabbildung. Wir nennen im folgenden einen Divisor D auf X etal, falls die
Komposition D ↪→ X → S etal ist. Wir sagen ein Divisor ∆ auf X ist etal u¨ber S,
falls sein Abschluß in X etal ist.
Satz 5.2.9. Bezeichne Y die spezielle Faser von X = P1S und sei D ein etaler Divisor
auf X . Wir setzen D = D×X Y bzw. ∆ = D×X X. Dann kommutiert das Diagramm
1 // pi
(p′)
1 (Y \D) //

pi′1(Y \D) //

Gκ //

1
1 // pi
(p′)
1 (X\∆) // pi′1(X\D) // pi1(S) // 1,
besitzt exakte Zeilen und alle vertikalen Pfeile sind Isomorphismen. Hierbei bezeichnet
pi′1(Z) den Quotienten von pi1(Z) nach dem Kern von pi1(Z)→ pi(p
′)
1 (Z).
Beweis. Da D nach Voraussetzung etal und insbesondere horizontal ist, existiert nach
Hensels Lemma ein Schnitt s : S → X\D, X = P1S. Daher du¨rfen wir [SGA 1, XIII
Prop. 4.3] anwenden, woraus die Exaktheit der Zeilen folgt. Die Kommutativita¨t des
Diagramms folgt aus der des rechten Quadrats, welche ihrerseits aus Funktorialita¨ts-
gru¨nden gegeben ist.
Damit beweisen wir jetzt
Satz 5.2.10. Sei ` eine auf S invertierbare Primzahl und ∆ ein u¨ber S etaler Divi-
sor auf X = P1k. Ferner enthalte k keine primitive `-te Einheitswurzel. Dann existiert
fu¨r jedes `n-Scholzproblem S (k,∆) = (pi1(X\∆), ρ, α), so daß ρ entlang der spezi-
ellen Faser unverzweigt ist, unendlich viele u¨ber S etale Divisoren ∆′ ⊃ ∆, so daß
das induzierte Scholzproblem S (k,∆′) eine Scholzlo¨sung besitzt. Genauer sind alle
Divisoren ∆′ von der Gestalt ∆ ∪ {x′} fu¨r einen abgeschlossenen Punkt x′ von X.
Beweis. Bezeichne Y die spezielle Faser von X , D die Ausdehnung von ∆ auf X und
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sei D = D×X Y . Nach Satz 5.2.9 ist das folgende Diagramm exakt und kommutativ:
1

1

1

pi
(p′)
1 (X\∆)

pi
(p′)
1 (X\∆)

pi
(p′)
1 (Y \D)
'oo

1 // Ik // pi
′
1(X\∆) // //

pi′1(X\D)

pi′1(Y \D)'oo

1 // Ik // Gk // //

pi1(S)

Gκ
'oo

1 1 1
(5.6)
Da ` auf S invertierbar ist, faktorisiert ρ u¨ber pi′1(Y \D) und induziert somit ein `n-
Scholzproblem S (Y \D) (Proposition 3.3.4). Satz 5.1.4 zufolge existieren unendlich
viele abgeschlossene Punkte y ∈ (Y \D)0, so daß S (Y \(D ∪ {y}) eine Scholzlo¨sung
ψ besitzt.
Wir konstruieren jetzt wie folgt einen etalen Divisor auf X , der y entha¨lt. Bezeich-
ne dazu k′ die eindeutige, unverzweigte Erweiterung von k mit Restklassenko¨rper
κ(y), sowie Ok′ die Normalisierung von Ok in k′. S ′ := SpecOk′ . Wegen der Glattheit
von X×SS ′ → S ′ ist die Reduktionsabbildung X (S ′) ' (X×SS ′)(S ′)→ Yκ(y)(κ(y)) '
Y (κ(y)) surjektiv [EGA IV, 18.5.17]. Folglich gibt es einen S ′-wertigen Punkt von X ,
dessen Bild Dy den Punkt y entha¨lt. Nach Konstruktion ist D′ = D ∪ Dy etal und
das obenstehende Diagramm (5.6) besitzt auch Gu¨ltigkeit fu¨r D′ bzw. ∆′ = D′×X X
anstelle von D bzw. ∆. Somit la¨ßt sich die Scholzlo¨sung von S (Y \(D∪{y}) zu einer
Lo¨sung ψ von S (X\∆′) zuru¨ckziehen. Eine nochmalige Anwendung von Proposition
3.3.4 zeigt, daß ψ sogar eine Scholzlo¨sung ist.
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6 Nilpotente Gruppen als Galoisgruppen
Wir benutzen jetzt die in den vorherigen Paragraphen entwickelte Theorie, um einen
Beweis des Hauptsatzes und Satz III der Einleitung zu geben.
6.1 Der Hauptsatz
Wir gehen aus von der
Behauptung 1. Bezeichne G eine endliche, nilpotente Gruppe ungerader Ordnung
und X entweder eine eigentliche, glatte, geometrisch zusammenha¨ngende Kurve u¨ber
einem Zahlko¨rper oder eine eigentliche, glatte, geometrisch zusammenha¨ngende Fla¨-
che u¨ber einem endlichen Ko¨rper F mit
(
#G, (#F − 1)) = 1. Dann existiert eine
geometrisch zusammenha¨ngende Galoisu¨berlagerung Y → X mit Automorphismen-
gruppe G.
Als Spezialfall hiervon erhalten wir
Behauptung 2. Bezeichne ` 6= 2 eine Primzahl und k entweder einen Zahlko¨rper
oder einen Funktionenko¨rper u¨ber einem endlichen Ko¨rper F mit ` - (#F−1). Ferner
sei G eine endliche `-Gruppe. Dann gibt es eine geometrisch zusammenha¨ngende,
galoissche U¨berlagerung Y → P1k mit Automorphismengruppe G.
Wie wir bereits in der Einleitung gesagt haben, ist es uns nicht mo¨glich, Behaup-
tung 1 in der angegebenen Form zu beweisen, sondern nur unter Hinzunahme einer
technischen Bedingung. Dazu zeigen wir zuerst, daß die beiden vorstehenden Behaup-
tungen a¨quivalent sind. Dann geben wir einen von der Charakteristik unabha¨ngigen
Beweis von (Satz III der Einleitung)
Satz 6.1.1. Sei entweder k = Q oder k = Fp(t) mit p prim, ` 6= 2 eine fest gewa¨hlte
Primzahl mit ` - (p− 1) und G eine endliche abelsche Gruppe von Ordnung `n. Dann
gibt es eine geometrisch zusammenha¨ngende, galoissche U¨berlagerung Y → P1k mit
Automorphismengruppe G, die, falls ` 6= p, nur in n Punkten mit jeweils galoisschem
Restklassenko¨rper verzweigt.
Insbesondere ist Behauptung 1 fu¨r abelsche Gruppen richtig.
Schließlich geben wir einen Beweis fu¨r
Hauptsatz 6.1.2. Fu¨r k = Q oder k = Fp(t) mit p prim bezeichne S ein regula¨res
Modell von k, und gelte: fu¨r jede endliche Menge abgeschlossener Punkte von P1S, die
in der Faser u¨ber einem geeigneten Punkt v ∈ S liegen und eine geeignete endliche
`-regula¨re (Def. 1.3.1) Teilmenge T ⊂ S, gibt es einen u¨ber S\T fast etalen (d.h. alle
irred. Komponenten sind u¨ber S\T etal), v-exzellenten Divisor auf P1S mit I(D) ⊂ T ,
der diese Punkte entha¨lt.
Dann ist Behauptung 1 richtig.
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Eine genaue Erkla¨rung der im Satz 6.1.2 auftretenden technischen Bedingung
geben wir in §6.3.1.
Der Beweis der beiden Sa¨tze ergibt sich durch eine Folge von Reduktionen. Als
einen ersten Reduktionsschritt zeigen wir die bereits angeku¨ndigte A¨quivalenz der
beiden Behauptungen.
Proposition 6.1.3. Behauptung 1 ist bereits eine Konsequenz aus Behauptung 2.
U¨berdies reicht es, Behauptung 2 fu¨r k0 = Q oder k0 = Fp(t) mit p prim zu
beweisen.
Beweis. Da jede nilpotente Gruppe G direktes Produkt ihrer `-Sylowgruppen ist,
ko¨nnen wir o.E. G als `-Gruppe voraussetzen. Wir nehmen zuna¨chst einmal an, X
ist eine eigentliche, glatte, geometrisch zusammenha¨ngende Kurve u¨ber einem glo-
balen Ko¨rper k wie in Behauptung 2. Dann gibt es einen endlichen Morphismus
f : X → P1k. Da mit G auch das i-fache direkte Produkt Gi eine `-Gruppe ist, existiert
nach Behauptung 2 fu¨r alle i ≥ 1 eine geometrisch zusammenha¨ngende Galoisu¨ber-
lagerung Yi → P1k mit Gruppe Gi. Indem wir i hinreichend groß machen, finden wir
eine geometrisch zusammenha¨ngende Galoisu¨berlagerung Y → P1k mit Gruppe G,
deren Verzweigungsort disjunkt zu dem von f ist. Da aber P1k geometrisch einfach
zusammenha¨ngend ist, sind die zu X bzw. Y geho¨rigen Funktionenko¨rper u¨ber k(t)
linear disjunkt, und folglich ist Y ×P1k X → X eine geometrisch zusammenha¨ngende
Galoisu¨berlagerung mit Gruppe G.
Damit folgt der Hauptsatz, falls X eine Kurve u¨ber einem Zahlko¨rper ist. Bleibt
noch der Fall, daß es einen endlichen Morphismus X → P2F gibt. Es existiert ein
birationaler Isomorphismus P2F //___ P1F × P1F , und die generische Faser unter der Pro-
jektion P1F × P1F → P1F auf den zweiten Faktor ist isomorph zu P1k, wo k den Funk-
tionenko¨rper von P1F bezeichnet. Bezeichne X˜ die Normalisierung von P1k im Funk-
tionenko¨rper von X. Aus dem ersten Absatz folgt, daß es eine geometrisch zusam-
menha¨ngende Galoisu¨berlagerung Y˜ → X˜ mit Gruppe G gibt. Dann ist die Norma-
lisierung Y von X im Funktionenko¨rper von Y˜ die gesuchte U¨berlagerungsfla¨che.
Die letzte Aussage schließlich folgt aus der Definition einer geometrischen U¨ber-
lagerung.
Bemerkung 6.1.4. Im Zahlko¨rperfall besitzt Proposition 6.1.3 noch einen eleganteren
Beweis. Es existiert na¨mlich eine U¨berlagerung X → P1Q, die nur in drei Q-rationalen
Punkten verzweigt ist [Bel80]. Nach Behauptung 2 gibt es eine geometrisch zusam-
menha¨ngende Galoisu¨berlagerung Y → P1Q mit Gruppe G. Nach evtl. Aba¨nderung
von X → P1Q um einen Automorphismus von P1Q ko¨nnen wir annehmen, daß die
Verzweigungsorte von Y ′ → P1Q und X → P1Q disjunkt sind (beachte: PGL2(Q) ope-
riert strikt 3-fach transitiv!). Da P1Q einfach zusammenha¨ngend ist, ist Y ×P1Q X die
gesuchte U¨berlagerung.
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6.2 Gute Divisoren
Sei nun k = Q oder k = Fp(t) mit p prim. Bezeichne P(k) die Menge der Primstellen
von k, und sei ` 6= 2 eine fest gewa¨hlte Primzahl mit ` - p(p − 1). D.h. wir ko¨nnen
annehmen, k enthalte keine primitive `-te Einheitswurzel und ch(k) 6= `. Ferner
fixieren wir ein regula¨res Modell S := Sk von k und setzen wieder X = P1k und
X = P1S. Wir identifizieren wie bisher wieder S0 mit einer Teilmenge von P(k). Fu¨r
eine Stelle v ∈ P(k) bezeichne kv die Lokalisierung von k an der Stelle v und sei
Xv = X ⊗k kv = P1kv . Ferner sei Xv = X ×S Sv mit Sv = Spec ÔS,v. Schließlich
seien alle Divisoren auf X als reduziert angenommen und ko¨nnen daher mit einer
abgeschlossenen Teilmenge von X identifiziert werden.
Wir sagen ein Divisor D auf X sei v-fast gut, v ∈ S0, falls D die Bedingun-
gen (i) und (ii) aus Proposition 2.1.9 erfu¨llt. Demnach ist fu¨r `-regula¨re (Definition
1.3.1) Punkte v ∈ S ein Divisor D genau dann v-fast gut, wenn er ein schwacher
`-Blochpunkt fu¨r X\D ist. Fu¨r einen Divisor D auf X bezeichne Dc den Abschluß
von D in X . Ein Divisor D auf X heißt v-gut, v ∈ S0, falls er v-fast gut und Dc
etal u¨ber Spec OˆS,v ist. Ist D ein v-guter Divisor, so ist v ein `-Blochpunkt fu¨r X\D
(Lemma 2.1.6).
6.2.1 Existenz guter Divisoren
Wir zeigen nun, daß jede endliche Familie abgeschlossener Punkte, die in einer geeig-
neten Faser von X u¨ber v liegen, auf einem v-guten Divisor liegt.
Wir beginnen mit ein paar technischen Vorarbeiten.
Lemma 6.2.1. Sei ` eine ungerade Primzahl, k ein globaler Ko¨rper, der keine pri-
mitive `-te Einheitswurzel entha¨lt, und v - ` eine `-regula¨re Stelle von k, die in
k(ζ`n)/k tra¨ge bleibt, wo ζ`n eine primitive `
n-te Einheitswurzel ist. Fu¨r jede end-
liche Ko¨rpererweiterung κ′/κ(v), die keine primitive `n+1-te Einheitswurzel besitzt,
existiert eine endliche Ko¨rpererweiterung k′/k, so daß v in k′ tra¨ge bleibt, und fu¨r
die Stelle v′|v von k′ gilt:
a) κ(v′) ' κ′, und
b) µ`∞(k
′) = µ`∞(k′v′).
Beweis. Sei m = [κ′ : κ(v)] und i ≥ 1 die gro¨ßte Zahl, so daß m von `i−1(` − 1)
geteilt wird. Setze q := #κ(v). Dann entha¨lt κ′ eine primitive `i-te, aber keine `i+1-
te, Einheitswurzel, denn
qm ≡ q`i−1(`−1)·m′ ≡ 1 mod `i, aber qm 6≡ 1 mod `i+1, (6.1)
da nach Voraussetzung i ≤ n und v in k(ζ`n) tra¨ge ist. Bezeichne nun k˜ = k(ζ`i),
wo ζ`i eine primitive `
i-te Einheitswurzel ist. Nach Voraussetzung ist v in k˜ tra¨ge.
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Bezeichne v˜ die Stelle von k˜ u¨ber v. Dann ist κ(v˜) ein Zwischenko¨rper von κ′/κ(v)
mit
µ`∞(κ
′) = µ`∞(κ(v˜)) = µ`∞(k˜v˜) = µ`∞(k˜),
wegen #κ(v˜) = q`
i−1(`−1), (6.1) und v - `. Bezeichne k′v′ die eindeutige, unverzweigte
Erweiterung von k˜v˜ mit Restklassenko¨rper κ
′. Dann ist k′v′/k˜v˜ galoissch mit Gruppe
Z/m˜, wo m˜ = m/(`i−1(`− 1)). Nach dem Satz von Grunwald-Wang [NSW00, 9.2.3]
gibt es eine globale Galoiserweiterung k′/k˜ mit Galoisgruppe Z/m˜ und k′⊗k˜ k˜v˜ ' k′v′ .
Nach Konstruktion ist v˜ offensichtlich tra¨ge in k′ und, da v nach Voraussetzung in k˜
tra¨ge ist, auch v tra¨ge in k′. Sei v′ die Stelle von k′ u¨ber v. Dann ist κ(v′) ' κ′ und
#κ(v′) = qm. Wegen der Maximalita¨t von i gilt qm 6≡ 1 (`i+1) und daher µ`∞(k′) =
µ`∞(κ
′) = µ`∞(k′v′).
Korollar 6.2.2. Besitzt der Grad von κ′/κ(v) eine Zerlegung [κ′ : κ(v)] = d ·m mit
d = [κ′ ∩ κ(v)(ζ`n) : κ(v)] relativ prim zu m, so kann man die Ko¨rpererweiterung
k′/k in Lemma 6.2.1 zusa¨tzlich als galoissch wa¨hlen.
Beweis. Wir benutzen die Bezeichnungen aus dem Beweis von Lemma 6.2.1. Un-
ter den angegebenen Voraussetzungen gibt es einen zu κ(v˜) linear disjunkten Zwi-
schenko¨rper κ′′ von κ′/κ(v) vom Grad m mit κ′ ' κ(v˜) ⊗κ(v) κ′′. Bezeichne k′′v′′ die
eindeutige unverzweigte Erweiterung von k mit Restklassenko¨rper κ′′. Nach dem Satz
von Grunwald-Wang gibt es eine globale Galoiserweiterung k′′/k mit Galoisgruppe
Z/m und k′′ ⊗k kv ' k′′v′′ . Dann ist k′′ u¨ber k linear disjunkt zu k˜. Bezeichne nun
k′/k das Kompositum der beiden. Das ist nun eine Galoiserweiterung vom Grad dm
mit Restklassenko¨rper κ′. Da d und m relativ prim sind, gilt µ`∞(k′) = µ`∞(k˜) =
µ`∞(k˜v˜) = µ`∞(k
′
v′).
Korollar 6.2.3. Ist m in Korollar 6.2.2 eine Primzahlpotenz m = `′j
′
mit `′ > ` und
`′ 6≡ 1 (`), [k(ζ`′j′+1) : k] = `′j′(`′ − 1) und v auch im eindeutigen Zwischenko¨rper
vom Grad `′j
′
u¨ber k in k(ζ`′j′+1) tra¨ge, so kann man die Ko¨rpererweiterung k
′/k in
Lemma 6.2.1 zusa¨tzlich als galoissch und außerhalb einer `-regula¨ren Stellenmenge
als unverzweigt annehmen.
Beweis. Die Voraussetzungen implizieren, daß ` und `′ ungerade Primzahlen sind
und `′ teilerfremd zu `− 1 ist. In diesem Fall kann man k′′ in Korollar 6.2.2 als den
eindeutigen Zwischenko¨rper vom Grad `′j
′
in k(ζ`′j′+1)/k wa¨hlen. Dann sind k
′′ und k˜
linear disjunkt u¨ber k, und das Kompositum k′/k ist galoissch mit zyklischer Gruppe
Z/`′j′ ×Z/`n−1×Z/`− 1. Nach Voraussetzung ist v auch in k′/k tra¨ge und es gelten
die Bedingungen a) und b) aus Lemma 6.2.1. Offensichtlich ist k′/k im Zahlko¨rperfall
nur bei ` und `′ verzweigt, sonst unverzweigt. Wegen `′ 6≡ 1 (`) entspricht `′ in diesem
Fall eine `-regula¨re Stelle.
Wir kommen nun zur angeku¨ndigten Existenzaussage. Sei dazu wie zu Beginn von
§6.2 k = Q oder k = Fp(t) mit p prim, und sei ` 6= 2 eine Primzahl mit ` - p(p− 1).
S = Sk.
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Lemma 6.2.4. Bezeichne pi : P1S → S den Strukturmorphismus und v ∈ S eine
`-regula¨re Stelle, die in k(ζ`n)/k tra¨ge bleibt, sowie j eine positive, ganze Zahl ≤ n.
Sei ferner {y1, . . . , yd} ⊂ P1S eine Familie abgeschlossener Punkte mit pi(yi) = v und
[κ(yi) : κ(v)] = m`
j−1(` − 1) mit (`(` − 1),m) = 1 fu¨r 1 ≤ i ≤ d. Dann gibt es
einen v-guten Divisor D = {x1, . . . , xd}, so daß die yi in Dc enthalten sind und die
Spezialisierung von xi u¨ber v gleich yi ist.
Ist v und m = `′j
′
wie in Korollar 6.2.3, so ko¨nnen wir D zusa¨tzlich als fast etal
außerhalb einer `-regula¨ren Teilmenge von S wa¨hlen.
Beweis. Wir ko¨nnen o.E. {y1, . . . , yd} ⊂ A1S annehmen. Bezeichne pi : A1S → S den
Strukturmorphismus und Yv = A1κ(v) die Faser u¨ber v. Abha¨ngig von der Gestalt von
m liefert Korollar 6.2.2 bzw. Korollar 6.2.3 eine Galoiserweiterung k′/k in der v tra¨ge
bleibt und fu¨r die Fortsetzung v′ von v gilt: κ(v′) = κ(yi) fu¨r 1 ≤ i ≤ d. Bezeichne
S ′ die Normalisierung von S in k′. Wir haben ein kartesisches Diagramm
A1S
pi

A1S′
pi′

p
oo
S S ′
q
oo
mit q−1(v) = {v′}. Bezeichne Y ′v′ die Faser u¨ber v′. Fu¨r 1 ≤ i ≤ d wa¨hlen wir
abgeschlossene Punkte y′i ∈ Y ′v′ mit p(y′i) = yi. Wegen κ(v′) = κ(yi) sind die y′i
notwendigerweise κ(v′)-rationale Punkte. Daher gibt es fu¨r jeden Punkt y′i einen
surjektiven Morphismus
κ(v′)[t¯] κ(v′)
t¯ 7→ z¯i.
Andererseits existieren auch Surjektionen OS′  κ(v′) und OS′ [t] κ(v′)[t¯], so daß
man nach Wahl eines Urbilds zi von z¯i ein kommutatives Diagramm
OS[t]

// // κ(s)[t¯]

OS // // κ(s)
bekommt und die durch t 7→ zi induzierten Schnitte einen Divisor D′ = {x′1, . . . , x′d}
auf X ′ = X ×k k′ definieren, so daß D′c alle y′i entha¨lt und die Spezialisierung von
x′i u¨ber v
′ gleich y′i ist. Dann definiert D = {p(x′1), . . . , p(x′d)} einen Divisor auf X,
so daß Dc alle yi entha¨lt und die Spezialisierung von xi = p(x
′
i) u¨ber v gleich yi ist.
U¨berdies ist D noch v-gut. Nach Konstruktion von D und k′ reicht es zu zeigen,
daß κ(xi) = k
′ gilt fu¨r 1 ≤ i ≤ d. Aus der Konstruktion sieht man, κ(xi) ist ein
Zwischenko¨rper von k′/k. Andererseits ist [κ(yi) : κ(v)] der kleinstmo¨gliche Grad
eines Divisors, der yi entha¨lt, also [k(xi) : k] ≥ [κ(yi) : κ(v)] = [k′ : k]. Das zeigt
κ(xi) = k
′.
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Fu¨r einen Divisor ∆ auf X bezeichne T = T (∆) ⊂ S die kleinste Teilmenge,
so daß der Abschluß ∆c von ∆ in XT := X ×S S\T u¨ber S\T etal ist. Sei nun
D = {x1, . . . , xd} wie in Lemma 6.2.4. Dann definieren wir fu¨r alle ∆r = {x1, . . . , xr}
mit r < d
I(D −∆r,∆r) = {v ∈ T (∆r)| fu¨r alle x ∈ D −∆r gilt xc ×S κ(v) ⊂ ∆cr ×S κ(v)}
und setzen I(D) =
⋃
1≤r<d I(D − ∆r,∆r). Bezeichne T ⊂ S die Menge der in k′/k
verzweigten Primstellen, und sei T ′ = T ×S S ′.
Korollar 6.2.5. Der Divisor D in Lemma 6.2.4 kann zusa¨tzlich so gewa¨hlt werden,
daß I(D) ⊂ T gilt.
Beweis. Aus der Definition ersieht man sofort, daß I(D−∆r,∆r) ⊂ I(D−∆r′ ,∆r′)
fu¨r r′ > r und insbesondere I(D) = I(D − ∆d−1,∆d−1) gilt. Um nun I(D) ⊂ T zu
garantieren, mu¨ssen wir die zi spezieller wa¨hlen.
Sei N := [k′ : k] und T ′N := {w ∈ S ′|#κ(w) < (d − 1)N}. Wir wa¨hlen nun ein
beliebiges Element z1 mit z1 ≡ z1 (v′). Daraufhin liefert der Chinesische Restsatz fu¨r
alle 1 < j < d Elemente zj mit
zj ≡ zj (v′) und zj ≡ z1 (v˜′)
fu¨r alle v˜′ ∈ T ′N . Wie im Lemma wird dadurch ein Divisor ∆d−1 = {x1, . . . , xd−1}
definiert. Sei Td−1 = T (∆d−1) und T ′d−1 = Td−1 ×S S ′. Sei G = Gal(k′/k). Schließlich
wa¨hlen wir jetzt zd mit
zd ≡ zd (v′) und zd 6≡ zσj (vˆ′)
fu¨r alle 1 ≤ j ≤ d, vˆ′ ∈ T ′d−1 − T ′ und σ ∈ G. Der dadurch definierte Punkt
xd = p(x
′
d) erfu¨llt alle Bedingungen. Insbesondere gilt x
c
d×S κ(vˆ) 6⊂ ∆cd−1×S κ(vˆ) fu¨r
alle vˆ ∈ Td−1 − T und also nach Definition I(D −∆d−1,∆d−1) ⊂ T .
Allerdings ist es a priori nicht klar, ob die Fasern u¨ber vˆ′ genu¨gend rationale
Punkte enthalten, um zd 6≡ zσh (vˆ′) zu garantieren. Nach Konstruktion betrifft das
nur die vˆ′ ∈ T ′N ⊂ T ′d−1. Da N = #G keine Primzahlpotenz ist, folgt #κ(vˆ′) > N
fu¨r alle vˆ′ ∈ T ′N , und also ist alles gezeigt, falls wir xcj ×S κ(vˆ′) = xc1 ×S κ(vˆ′) fu¨r
alle vˆ′ ∈ T ′N und 1 < j < d zeigen ko¨nnen, wobei xcj den Abschluß von xj in X
bezeichnet. Dazu beachte man, daß nach Konstruktion fu¨r alle σ ∈ G und vˆ′ ∈ T ′N
gilt: zσj − zσ1 ∈ ((vˆ′)σ). Da aber T ′N in natu¨rlicher Weise eine G-Menge ist, ist das
a¨quivalent zu
zσj ≡ zσ1 (vˆ′τ ) (6.2)
fu¨r alle σ, τ ∈ G und eine Fortsetzung vˆ′|vˆ fu¨r vˆ ∈ TN . Bezeichne fj(t) ∈ Z[t] die
normierte, definierende Gleichung fu¨r den Punkt xj, j = 1, . . . , d− 1. Wir wollen fu¨r
alle 1 < j < d und vˆ ∈ TN zeigen:
Zvˆ[t]/f1(t)⊗ κ(vˆ) ' Zvˆ[t]/fj(t)⊗ κ(vˆ).
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Sei Oj = Z[t]/fj(t). Wegen vˆ /∈ T ist Oj ×Z Zvˆ regula¨r und wegen κ(xi) = κ(xj)
insbesondere Oi ×Z Zvˆ ' Oj ×Z Zvˆ = Ovˆ fu¨r i 6= j. Da Ovˆ treuflach ist, reicht es,
Ovˆ ⊗ Zvˆ[t]/f1(t)⊗ κ(vˆ) ' Ovˆ ⊗ Zvˆ[t]/fj(t)⊗ κ(vˆ) (6.3)
fu¨r alle 1 < j < d und vˆ ∈ TN zu zeigen. Nun gilt aber
Ovˆ ⊗ Zvˆ[t]/fj(t)⊗ κ(vˆ) '
∏
σ∈G
Ovˆ[t]/(t− zσj )⊗Ovˆ
∏
vˆ′|vˆ
κ(vˆ′)
'
∏
σ∈G,τ∈G/Dvˆ′
κ(vˆ′τ )[t]/(t− zσj )
fu¨r ein vˆ′|vˆ, wobei Dvˆ′ die Zerlegungsgruppe von vˆ′ in G und zσj die Reduktion von
zσj modulo vˆ
′τ bezeichnet. Daraus folgt (6.3) mittels (6.2).
6.2.2 Realisierung abelscher Gruppen
Mit der Existenz von guten Divisoren la¨ßt sich jetzt die regula¨re Realisierbarkeit
abelscher Gruppen unabha¨ngig von der Charakteristik zeigen.
Satz 6.2.6. Sei entweder k = Q oder k = Fp(t) mit p prim, ` 6= 2 eine fest gewa¨hlte
Primzahl mit ` - (p− 1) und G eine endliche abelsche Gruppe von Ordnung `n. Dann
gibt es eine geometrisch zusammenha¨ngende, galoissche U¨berlagerung Y → P1k mit
Automorphismengruppe G, die, falls ` 6= p, nur in n Punkten mit jeweils galoisschem
Restklassenko¨rper verzweigt.
Insbesondere ist Behauptung 1 fu¨r abelsche Gruppen richtig.
Beweis. Wegen cdpGK(p) = 1 fu¨r einen beliebigen Ko¨rper K der Charakteristik p
[Ser94] sei o.E. im Funktionenko¨rperfall ` 6= p.
Der tschebotareffsche Dichtigkeitssatz liefert uns eine `-regula¨re Stelle v0, die
in k(ζ`n)/k tra¨ge ist. Dann wa¨hlen wir eine zu `(` − 1) relativ prime Zahl m mit
m`n−1(` − 1) > N(`, n), wobei N(`, n) den Ausdruck aus Satz 5.1.4 bezeichnet.
Sei Yv0 = P1κ(v0). Nach Satz 5.1.4 existiert dann ein `
n-Scholzdivisor D bestehend
aus n abgeschlossenen Punkten vom Grad m`n−1(` − 1) und ein Epimorphismus
ψ : pi1(Yv0\D) → G, der eine Scholzu¨berlagerung mit Gruppe G beschreibt. Zufolge
Lemma 6.2.4 existiert ein v0-guter Divisor D auf X mit D
c ×S κ(v0) = D. Nach
Lemma 2.1.6 und Proposition 2.1.9 ist v0 ein `-Blochpunkt von X\D. Folglich gibt
es auch eine globale Galoisu¨berlagerung ψ : pi1(X\D) → G (Proposition 2.2.2 oder
Korollar 2.2.5). Da v0 insbesondere ein gewo¨hnlicher Punkt ist, gilt nach Korollar
2.1.5 die Isomorphie piab1 (X\D)Gk ' piab1 (Yv0\D)Gκ(v0) und ferner ψ|piab1 (X\D)Gk =
ψ|piab1 (Yv0\D)Gκ(v0) . Da die letzte Abbildung, die Einschra¨nkung von ψ, nach Kon-
struktion surjektiv aufG geht, trifft das auch fu¨r die Einschra¨nkung von ψ zu. Folglich
beschreibt ψ eine geometrische Galoisu¨berlagerung mit Gruppe G.
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Bemerkung 6.2.7. In [GJ98, S. 40] wird gezeigt, daß jede regula¨re Realisierung von
G u¨ber Yv0 mindestens n Verzweigungspunkte besitzt. Folglich kann eine regula¨re
Realisierung von G u¨ber X nicht mit weniger Punkten auskommen. In dieser Hinsicht
ist Satz 6.2.6 optimal.
Bemerkung 6.2.8. Indem man Lemma 6.2.4 etwas verallgemeinert, ist es mo¨glich, die
Bedingung ` - (p− 1) im Funktionenko¨rperfall zu eliminieren.
6.3 Realisierbarkeit nilpotenter Gruppen
Wir diskutieren nun eine spezielle Klasse von Divisoren, deren Existenz die regula¨re
Realisierbarkeit nilpotenter Gruppen gewa¨hrleisten wu¨rde.
6.3.1 Exzellente Divisoren
Wir benutzen die selben Bezeichnungen wie in §6.2. Sei D = {x1, . . . , xd} ein v-guter
Divisor auf X. Dann ist fu¨r alle r ≤ d die Restriktionsabbildung
H1(X\∆r)→ H1(Xv\∆r,v),
wobei wir H1(·) anstelle H1(·,Z/`) schreiben, surjektiv. Bedenkt man aber die Tatsa-
che, daß X zwei-dimensional ist, so sollte man erwarten ko¨nnen, daß ein Element aus
H1(X\∆r) zusa¨tzlich noch Vorgaben entlang horizontaler Divisoren realisiert, bzw.
abgeschlossener Punkte von X, realisiert. Dazu setzen fu¨r eine Menge M abgeschlos-
sener Punkte H(M) =
⊕
x∈M H
1(x). Fu¨r jeden abgeschlossenen Punkt x ∈ X\∆r
induziert die Einbettung x ↪→ X eine Abbildung H1(X\∆r) → H1(x). Aus Funk-
torialita¨tsgru¨nden erhalten wir dann fu¨r jede Menge M abgeschlossener Punkte von
X\∆r eine Abbildung
H1(X\∆r)→ H(M)×H(Mv) H1(Xv\∆r,v).
Die Frage, ob, beziehungsweise unter welchen Voraussetzungen, auch diese Ab-
bildung surjektiv ist, la¨ßt sich momentan scheinbar nicht entscheiden. Die Gru¨nde
dafu¨r diskutieren wir ausfu¨hrlich in §6.3.2.
Spezieller kann man auch eine relative Version der Frage betrachten. Sei dazu
Tr = T (∆r) ⊂ S die kleinste Teilmenge, so daß der Abschluß ∆cr von ∆r in XTr :=
X ×S S\Tr u¨ber S\Tr etal ist. Fu¨r x ∈ X\∆ setzen wir xcTr = {x}c ×S XTr\∆c, und
fu¨r xv ∈ Xv schreiben wir xcv anstelle {xv}c. Dann erha¨lt man fu¨r jede Menge M
abgeschlossener Punkte von X\∆r und v /∈ Tr eine Abbildung
χr : H
1(XTr\∆cr)→ H˜(M)×H˜(Mv) H1(Xv\∆cr,v), (6.4)
wo wir H˜(M) =
⊕
x∈M H
1(xcTr), falls M ⊂ X\∆r, und H˜(M) =
⊕
x∈M H
1(xcv),
falls M ⊂ Xv\∆r,v gilt, setzen. Ebenso wie im absoluten Fall, la¨ßt sich die Frage
der Surjektivita¨t von χr zum jetzigen Zeitpunkt nicht entscheiden. Das ist insofern
bemerkenswert, da alle beteiligten Gruppen sogar endlich sind.
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Jetzt wollen wir erst einmal zeigen, wie mit einer positiven Antwort auf die letzte
Frage die regula¨re Realisierbarkeit nilpotenter Gruppen folgt.
Dazu fu¨hren wir die folgende Sprechweise ein. Wir sagen ein Divisor D auf X heißt
v-exzellent, falls er v-gut, die Restklassenko¨rpererweiterung κ(x)/k fu¨r alle x ∈ D
galoissch und fu¨r jede Numerierung D = {x1, . . . , xd} und alle ∆r = {x1, . . . , xr} mit
r < d die obige Abbildung χr aus (6.4) fu¨r M = D −∆r surjektiv ist.
Sei jetzt wieder k = Q oder k = Fp(t) mit p prim und S = Sk ein regula¨res Modell
von k. Fu¨r v ∈ S0 bezeichne Iv die absolute Tra¨gheitsgruppe von v in Gk. Ferner sei
` 6= 2 eine Primzahl mit ` - p(p−1). Die Menge der Teiler von ` sei mit T` bezeichnet.
Um Bezeichnungen festzulegen, betrachten wir fu¨r ∆ ⊂ X abgeschlossen ein `n-
Scholzproblem S (k,∆):
pi1(X\∆)
ρ

1 // C // E
α // G // 1.
Fu¨r jeden Divisor ∆′ ⊇ ∆ aufX bezeichneS (k,∆′) das durch pi1(X\∆′) pi1(X\∆)
induzierte Scholzproblem.
Das technische Herzstu¨ck unseres Beweises ist
Satz 6.3.1. Sei S (k,∆) ein `n-Scholzproblem mit (`-regula¨rer) Ausnahmemenge
T ⊃ T`, so daß ρ in den Fasern u¨ber Punkten außerhalb T unverzweigt ist. Ferner
sei v0 ∈ (S\T )0 ein `-regula¨rer Punkt und D = {x1, . . . , xd} ein v0-exzellenter Divisor
mit den folgenden Eigenschaften:
a) ∆ = ∆r = {x1, . . . , xr} ⊂ D mit r < d,
b) Dc ist fast etal u¨ber S\T und I(D) ⊂ T ,
c) ρ(pi1(xi)) = 1, fu¨r r < i ≤ d; d.h. xi ist in ρ voll zerlegt,
d) das lokale Scholzproblem S (kv0 , (∆ ∪ {xr+1})v0) besitzt eine `n-Scholzlo¨sung ψv0,
die entlang der speziellen Faser unverzweigt ist und ψv0(pi1(xi,v0)) = 1 erfu¨llt fu¨r
r + 1 < i ≤ d; d.h. alle xi,v0 sind in ψv0 voll zerlegt.
Dann besitzt das Scholzproblem S (k,∆∪{xr+1}) eine `n-Scholzlo¨sung ψ, die in den
Fasern u¨ber Punkten außerhalb T unverzweigt ist, lokal bei v0 die gegebene Lo¨sung
ψv0 induziert und in der alle xi fu¨r r + 1 < i ≤ d voll zerlegt sind.
Der Beweis dieses Satzes ist der Gegenstand von §6.4. Hier wollen wir nun zeigen,
wie Satz 6.1.2 aus Satz 6.3.1 folgt. Wegen cdpGK(p) = 1 fu¨r einen beliebigen Ko¨rper
K der Charakteristik p [Ser94] ist der Hauptsatz fu¨r ` = p = ch(k) trivial. Daher sei
o.E. ` 6= p.
Sei dazu G eine endliche `-Gruppe von Ordnung `n. Dann besitzt G ein nicht-
triviales Zentrum Z(G) und insbesondere eine Untergruppe C ' Z/` von Ordnung
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` mit C ≤ Z(G). Der Quotient G′ = G/C ist wieder eine `-Gruppe und wir er-
halten somit eine kurze exakte Sequenz 0 → C → G → G′ → 0 endlicher `-
Gruppen. So fortfahrend bekommen wir schließlich eine Folge endlicher `-Gruppen
1 = G(0), G(1), . . . , G(n) = G zusammen mit einer Folge zentraler Erweiterungen
ε(i) : 1→ C → G(i) αi−→ G(i−1) → 1
fu¨r 1 ≤ i ≤ n. Das Paar ({G(i)}0≤i≤n, {ε(i)}1≤i≤n) nennen wir ein Realisierungssystem
fu¨r die Gruppe G.
Als na¨chstes wa¨hlen wir eine geeignete `-regula¨re Stelle in S. Dazu fixieren wir ei-
ne ganze Zahl j > 1 und eine (im Zahlko¨rperfall `-regula¨re) Primzahl `′ > ` mit
`′j > N(`, n), wobei N(`, n) den Ausdruck aus Satz 5.1.4 bezeichnet. Bezeichne
k(ζ`′j+1)
+/k den Zwischenko¨rper vom Grad `′j in k(ζ`′j+1)/k. Der tschebotareffsche
Dichtigkeitssatz gibt uns eine `-regula¨re Stelle v0, die in der zyklischen Erweiterung
k(ζ`n)k(ζ`′j+1)
+/k vom Grad `′j`n−1(`− 1) tra¨ge bleibt.
Wir setzen D
(0)
= ∅ und ψ0 = 1. Sei Yv0 = P1κ(v0). Da ψ0 trivialerweise eine
Scholzu¨berlagerung ist, ko¨nnen wir ein `n-Scholzproblem S (κ(v0), D
(0)
)
pi1(Yv0\D(0))
ψ0

1 // C // G(1)
αi // G(0) // 1.
definieren. Nach Satz 5.1.4 existiert ein Divisor D
(1)
, so daß das induzierte Scholz-
problem S (κ(v0), D
(1)
) eine Scholzlo¨sung ψ1 besitzt. Damit la¨ßt sich jetzt ein neu-
es `n-Scholzproblem fu¨r G(2) definieren. Durch Induktion bekommen wir schließ-
lich eine Folge D
(i)
, 1 ≤ i ≤ n, von Divisoren auf Yv0 und Scholzu¨berlagerun-
gen ψi : pi1(Yv0\D(i)) → G(i) mit αi ◦ ψi = ψi−1. Ferner gilt D(i−1) ⊂ D(i) und
deg(y) = `′j`n−1(`− 1) fu¨r alle y ∈ D(n). Insbesondere liefert ψn eine regula¨re Reali-
sierung von G u¨ber Yv0 .
Die Filtration von D = D
(n)
durch die D
(i)
definiert eine Numerierung D =
{y1, . . . , yn}mit yi ∈ D(i)−D(i−1). Man beachte, nach Satz 5.1.4 ist #(D(i)−D(i−1)) =
1. Bezeichne T die Menge der Teiler von ` und `′. Nach Konstruktion ist T ei-
ne `-regula¨re Menge. Nach Voraussetzung gibt es einen u¨ber S\T fast etalen, v0-
exzellenten Divisor D = {x1, . . . , xn}, der Voraussetzung b) aus Satz 6.3.1 erfu¨llt
und fu¨r alle ∆r = {x1, . . . , xr}, 1 ≤ r ≤ n, gilt ∆cr ×X Yv0 = D(r).2)
Wir konstruieren nun eine Folge ψi : pi1(X\∆i)→ G(i) von `n-Scholzu¨berlagerun-
2)Nach Korollar 6.2.5 la¨ßt sich ein D finden, daß bis auf die Surjektivita¨t von χr alle Bedingungen
erfu¨llt.
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gen mit αi ◦ ψi = ψi−1 und so, daß das folgende Diagramm kommutiert
pi′1(X\∆i)
ψi ?
??
??
?
pi′1(Xv0\∆i,v0)
R

??
??
?
ι
 



G(i)
pi′1(Yv0\D(i))
ψi



(6.5)
wobei ι durch die Projektion Xv0\∆i,v0 → X\∆i induziert und R die Reduktionsab-
bildung aus (5.6) ist. Man beachte, daß insbesondere alle ∆i bei v0 etal sind. Die Kon-
struktion der ψi erfolgt nun mittels Induktion. Sei dazu jetzt ψ0 = 1. Dann erfu¨llt ψ0
zusammen mit D trivialerweise die Voraussetzungen von Satz 6.3.1. Nach Induktions-
voraussetzung existiert fu¨r i < n eine `n-Scholzu¨berlagerung ψi : pi1(X\∆i)  G(i),
die zusa¨tzlich zu den eben geforderten Eigenschaften noch die Voraussetzungen von
Satz 6.3.1 erfu¨llt. Wie bereits in Satz 5.2.10 gezeigt wurde, besitzt das Scholzproblem
pi1(Xv0\∆i+1,v0)
ψi,v0

1 // C // G(i+1)
αi // G(i) // 1.
eine `n-Scholzlo¨sung ψv0i+1 mit ψ
v0
i+1 = ψi+1 ◦ R, in der alle x ∈ Dv0 − ∆i+1,v0 voll
zerlegt sind. Demnach erfu¨llt das `n-Scholzproblem
pi1(X\∆i+1)
ψi

1 // C // G(i+1)
αi // G(i) // 1.
mit Ausnahmenmenge T und v0-exzellentem Divisor D die Voraussetzungen von Satz
6.3.1. Dieser besagt aber, daß es eine Abbildung ψi+1 : pi1(X\∆i+1)  G(i+1) mit
den gewu¨nschten Eigenschaften gibt. Die Kommutativita¨t des Diagramms (6.5) folgt
wegen ψi+1 ◦ ι = ψi+1,v0 = ψv0i+1 = ψi+1 ◦R.
Mit ψn : pi1(X\∆n)  G(n) = G erhalten wir die gesuchte regula¨re Realisierung
von G u¨ber P1k. Damit ist Satz 6.1.2 bewiesen.
6.3.2 Existenzfrage fu¨r exzellente Divisoren
Nachdem wir nun gesehen haben wofu¨r exzellente Divisoren gut wa¨ren, wollen wir
jetzt die Probleme, die einem Existenzbeweis fu¨r solche Divisoren im Wege stehen,
diskutieren. Diese zeigen sich bereits im einfachsten Fall, na¨mlich eines Divisors be-
stehend aus zwei abgeschlossenen Punkten.
Sei nun also D = {x1, x2} ein v-guter Divisor, mit u¨ber k galoisschen Restklas-
senko¨rpererweiterungen k′ := κ(x1) = κ(x2). Sei G = Gal(k′/k) .Nach Definition gibt
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es eine eindeutige Liftung x1,v, x2,v von x1, x2 unter xv → X. Wir sind interessiert an
der Surjektivita¨t der Abbildung
χ = χ1 : H
1(X\{x1})→ H1(x2)×H1(x2,v) H1(Xv\{x1,v}).
Um das Problem noch weiter zu vereinfachen, stellen wir uns die Frage, ob eigentlich
{e} ×H1(x2,v) H1(Xv\{x1,v}) ⊂ imχ
gilt. Das ist a¨quivalent dazu, daß in dem kommutativen Diagramm mit exakten Zeilen
0 // K //

H1(X\{x1}) //

H1(x2)

0 // Kv // H
1(Xv\{x1,v}) // H1(x2,v)
die linke, vertikale Abbildung surjektiv ist. Dafu¨r betrachten wir das kommutative
Diagramm
0 // H1(k) //

H1(X\{x1}) //

H1(X\{x1})Gk //

0
0 // H1(κ(x))G // H˜1(x) // H˜1(x)/H1(κ(x))G // 0,
wo H˜1(x) = im(ι∗x : H
1(X\{x1})→ H1(x)). Bezeichne K den Kern der rechten, ver-
tikalen Abbildung. Zusammen mit dem entsprechenden lokalen Diagramm erhalten
wir daraus
0 // H1(κ(x)/k) //

K //

K //

H2(κ(x)/k)

0 // H1(κ(xv)/kv) // Kv // Kv
// H2(κ(xv)/kv).
Die beiden a¨ußeren, vertikalen Abbildungen sind, da D v-gut ist, bijektiv, die beiden
inneren injektiv. Daraus folgt, wenn die Abbildung K → Kv surjektiv ist, so ist sie —
und folglich auch χ — bereits bijektiv. Aus dem vorstehenden Diagramm sieht man,
daß das genau dann der Fall ist, wenn K → Kv surjektiv bzw. H˜1(x)/H1(κ(x))G →
H˜1(xv)/H
1(κ(xv))
G injektiv ist. Das trifft trivialerweise zu, falls x2 ein k-rationaler
Punkt ist. Andernfalls beachte man, nach (2.3) gilt H1(X\{x1})Gk ' Z/`(1)Gκ(x1) ,
und folglich ist entweder K = 0 oder K ' Z/`. Eine Antwort auf diese Frage ha¨ngt
vom Bild von pi(x2) in pi
ab
1 (X\{x1}) ab. Um nun x2 geeignet zu wa¨hlen, mu¨ßte man
verstehen wie das Bild von der Wahl von x1 und x2 abha¨ngt. Diese Frage scheint
jedoch außerhalb der Reichweite der gegenwa¨rtig bekannten Methoden zu liegen!
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Um nun aber zu sehen, daß die Erwartung an χ nicht gar zu unsinnig ist, betrach-
ten wir fu¨r einen beliebigen horizontalen Divisor D auf X mit D×S κ(v) = {y1}, wo
yi die Spezialisierung von xi bei v ist, die natu¨rliche Abbildung
χ˜ : H1(X\D)→ H1((x2)cD)×H1(y2)H1(Yv\{y1}) ⊂ H1(x2)×H1(x2,v) H1(Xv\{x1,v}).
mit (x2)
c
D = x
c
2 ×S X\D. Dann gilt
Proposition 6.3.2. Fu¨r jedes α ∈ H1((x2)cD) × H1(y2)H1(Yv\{y1}) existiert ein
Divisor D wie eben, so daß α ∈ im χ˜ gilt.
Beweis. Die Aussage folgt aus dem allgemeinen Grunwald-Wang-Satz in [Mik78].
Die Proposition legt nahe, daß mit einem gegebenen Verzweigungsdivisor nicht
jede beliebige lokale Vorgabe realisiert werden kann. Insbesondere kann es also pas-
sieren, daß alle geometrischen Z/`-Erweiterungen von X = P1k, die nur in x1 verzwei-
gen, aber dort auch verzweigt sind, in x2 nicht vollsta¨ndig zerlegt sind, obwohl die
induzierte U¨berlagerung von Xv in x2,v vollsta¨ndig zerfa¨llt. Wegen H
1(X\{x1})Gk '
Z/`(1)Gκ(x1) bedeutet das, daß es u¨berhaupt so eine U¨berlagerung von X gibt. Es ist
gerade und nur in diesem Fall, daß 0 = K → Kv ' Z/` nicht surjektiv ist. D.h. die
Frage ist also, ob man x2 so wa¨hlen kann, daß es eine Z/`-Erweiterungen von X = P1k
gibt, die nur in x1 verzweigt und in x2 vollsta¨ndig zerlegt ist?
Zum Abschluß sei noch erwa¨hnt, daß bereits aus der Surjektivita¨t von χ die re-
gula¨re Realisierung nichtabelscher Gruppen folgt. Genauer liesen sich alle `-Gruppen
von Ordnung `3 realisieren, worunter bereits nichtabelsche Gruppen sind.
6.4 Der Beweis von Satz 6.3.1
Es gelten die Notationen aus Satz 6.3.1 und §6.3.1. Sei s : Spec k → X\D ein Schnitt
und x0 := s(Spec k), sowie x
′ = xr+1. Der Beweis erfolgt in 3 Schritten:
1.) das induzierte Scholzproblem S (k,∆ ∪ {x0}) besitzt eine Lo¨sung ψˇ;
2.) wir a¨ndern ψˇ zu einer Lo¨sung ψˆ von S (k,∆ ∪ {x0}) ab, die in den Fasern u¨ber
Punkten außerhalb T unverzweigt ist;
3.) wir a¨ndern die durch ψˆ induzierte Lo¨sung von S (k,∆∪{x0, x′}) zu einer Scholz-
lo¨sung, die die Bedingungen des Satzes erfu¨llt und u¨ber pi1(X\(∆∪ {x′})) fakto-
risiert, ab.
Bezeichne ξv den generischen Punkt der speziellen Faser der lokalen Kurve Xv =
P1Sv , wo Sv = Spec ÔS,v, Kξv den Quotientenko¨rper von ÔXv ,ξv und Iξv die absolute
Tra¨gheitsgruppe von pi1(Kξv). Wegen der Inklusion kv ↪→ Kξv und aus Funktoria-
lita¨tsgru¨nden erhalten wir das kommutative Diagramm
1 // Iξv

// pi1(Kξv)

// pi1(ÔXv ,ξv)

// 1
1 // Iv // pi1(kv) // pi1(Sv) // 1.
(6.6)
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Lemma 6.4.1. Sei p = ch(κ(v)). Dann ist I
(p′)
ξv
→ I(p′)v ein Isomorphismus.
Beweis. Dafu¨r bezeichne Ash die strikte Henselisierung eines lokalen Ringes A, und
Kshξv bzw. k
sh
v den Quotientenko¨rper von A = ÔshXv ,ξv bzw. B = ÔshS,v. Wegen (6.6) gilt
pi1(K
sh
ξv
) = Iξv und pi1(k
sh
v ) = Iv. Bezeichne vA bzw. vB die diskreten Bewertungen
von A bzw. B. Dann gilt vA|B = vB und
vA(K
sh×
ξv
) = vB(k
sh×
v ) = ν (6.7)
[Bourbaki, Alg. comm., Ch. VI §10 no 1 Prop. 2]. Sei nun E/kshv eine rein zahm-
verzweigte Galoiserweiterung und B′ der ganze Abschluß von B in E. Wir haben zu
zeigen, daß Spec(B′ ⊗B A) zusammenha¨ngend ist. Wegen B′ = B[x]/(xm − pi) fu¨r
ein Primelement pi von B, reicht es dafu¨r zu zeigen, daß xm − pi in B[x] genau dann
irreduzibel ist, wenn es das in A[x] ist. Wegen B ⊂ A ist eine Richtung trivial. Sei
also xm− pi in B[x] irreduzibel und Π ∈ A eine Lo¨sung. Dann ist vA(pi) = vB(Πm) =
mvA(Π), also vA(Π) =
1
m
vA(pi). Wegen vA(pi) = vB(pi) = 1 ist die Existenz von Π ein
Widerspruch zu (6.7). Daraus folgt, daß auch E ⊗kshv Kshξv ein Ko¨rper ist. Das zeigt
die Surjektivita¨t von pi1(K
sh
ξv
)→ pi1(kshv ) [SGA 1, V, Prop. 6.9].
Fu¨r die Injektivita¨t ist zu zeigen, daß fu¨r jede Erweiterung F/Kshξv eine Erweite-
rung E/kshv mit F ↪→ E ⊗kshv Kshξv existiert. Bezeichnet A′ den ganzen Abschluß von
A in F , so gilt A′ = A[x]/(xm − pi′) fu¨r ein Primelement pi′ ∈ A. Sei pi eine Unifor-
misierende von B und nach (6.7) auch von A. Setze B′ = B[x]/(xm − pi). Dann gilt
A′ ' B′ ⊗B A =: A˜. Denn es existiert eine Einheit u ∈ A× mit pi′ = piu. Da A strikt
henselsch ist, besitzt die Gleichung xm − u−1 eine Lo¨sung v ∈ A, und folglich gilt
A′ = A[x]/(xm − pi′) ' A[x]/((xv)m − pi) ' A˜
wie behauptet.
Fu¨r einen beliebigen Divisor ∆¯ ⊃ ∆ bezeichne L∆¯ die Menge der Lo¨sungen des
EinbettungsproblemsS (k, ∆¯). Ist L∆¯ nicht leer, so ist die Lo¨sungsmenge genauer ein
prinzipal-homogener Raum u¨ber H1(X\∆¯, C) mit C = KernS (k, ∆¯). Die Operation
von θ ∈ H1(X\∆¯, C) auf ψ ∈ L∆¯ wird gegeben durch θψ(g) = θ(g)ψ(g) fu¨r g ∈
pi1(X\∆¯). Hierbei ist zu beachten, daß sowohl θ als auch θψ(g) Homomorphismen
sind. Da na¨mlich C in E zentral ist, operiert G und daher auch pi1(X\∆¯) trivial auf
C; insbesondere gilt also θ(g)ψ(g) = ψ(g)θ(g). Die zu Xv0\∆¯v0 → X\∆¯ geho¨rige
Restriktionsabbildung induziert einen Morphismus prinzipal-homogener Ra¨ume, d.h.
wir haben ein kommutatives Diagramm
H1(X\∆¯, C) × L∆¯

// L∆¯

H1((X\∆¯)v0 , C)× L∆¯v0 // L∆¯v0 .
(6.8)
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Beweis von Satz 6.3.1. Wir folgen der eingangs angegebenen Strategie.
Schritt 1: Das Scholzproblem S (k,∆ ∪ {x0}) besitzt eine Lo¨sung ψˇ.
Sei ∆˜ := ∆ ∪ {x0}. Wir ko¨nnen o.E. S (k, ∆˜) als nichtzerfallend annehmen. Wegen
Korollar 1.3.13 reicht es zu zeigen, daß jedes der induzierten lokalen Einbettungs-
probleme S (kv, ∆˜v) fu¨r v /∈ T eine Lo¨sung besitzt. Fu¨r die archimedischen Stellen
ist das wegen ` 6= 2 klar (Lemma 5.2.1). Sei nun v /∈ T eine nicht-archimedische
Stelle. Dann ist S (kv, ∆˜v) ein Scholzproblem (Lemma 4.3.2), was wegen v - ` zufolge
Proposition 5.2.8 eine Lo¨sung besitzt. Folglich existiert eine globale Lo¨sung ψˇ fu¨r
S (k, ∆˜).
Schritt 2: Das Scholzproblem S (k, ∆˜) besitzt eine Lo¨sung ψˆ, die in den Fasern
u¨ber Punkten außerhalb T unverzweigt ist.
Bezeichne Tver ⊂ S\T diejenigen Punkte v, so daß ψˇ entlang der Faser Yv von X
u¨ber v verzweigt ist. Ferner bezeichne ξv den generischen Punkt von Yv. Da ρ nach
Voraussetzung fu¨r v ∈ Tver entlang Yv unverzweigt ist, induziert die Komposition
Iξv → pi1(Kξv)→ pi1(X\∆˜) ψˇ−→ E, (6.9)
wobei Kξv der Quotientenko¨rper von ÔX ,ξv und Iξv die absolute Tra¨gheitsgruppe von
pi1(Kξv) ist, eine Abbildung ψˇξv : Iξv → C. Da v - ` = #C und C abelsch ist, definiert
ψˇξv in Verbindung mit Lemma 6.4.1 eine Klasse αv in H
1(Iξv , C)
pi1(ξv) ' H1(Iv, C)Frv ,
wobei Frv den Frobenius an der Stelle v bezeichnet. Nach Wahl von k liefert Lemma
5.1.2 eine Klasse α ∈ H1(k, C), die an den Stellen v /∈ Tver unverzweigt ist und fu¨r
alle v ∈ Tver gilt: resGkIv (α) = αv. Nun bekommen wir aus der Komposition der ersten
drei Homomorphismen in (6.9) mit dem Strukturmorphismus pi1(X\∆˜)→ pi1(k) und
(6.6) das kommutative Diagramm mit exakten Zeilen
1 // H1(k, C)
res

// H1(X\∆˜, C)
rv

// H1(X\∆˜, C)Gk

// 1
1 // H1(kv, C)

// H1(Kξv , C)

// H1(ÔX shv ,ξshv , C)Gkv // 1
H1(Iv, C)
' // H1(Iξv , C)
(6.10)
Somit induziert α eine Klasse ε ∈ H1(X\∆˜, C), so daß, nach Wahl eines Schnitts
s : k → X\∆˜, α mit εar = s∗(ε) identifiziert werden kann. Wegen εgeo = 0 be-
sagt (6.10), daß das Bild von rv(ε) in H
1(Iξv , C) mit dem von res
Gk
Iv
(α) = αv unter
H1(Iv, C)→ H1(Iξv , C) u¨bereinstimmt. Insbesondere stimmt der durch ε induzierte
Homomorphismus pi1(X\∆˜) → C auf Iξv mit ψˇξv u¨berein. Folglich ist ψˆ =ε−1 ψˇ(g)
eine Lo¨sung von S (k, ∆˜), die entlang Yv fu¨r v /∈ T unverzweigt ist.3)
3)Diagramm (6.10) macht Proposition 3.2.8 und ihren Beweis nicht hinfa¨llig. Wegen C ' Z/` sind
die ersten beiden Zeilen in (6.10) exakte Sequenzen von F`-Vektorra¨umen und liefern daher direkte
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Schritt 3: Das Scholzproblem S (k, ∆˜∪{x0}) besitzt eine Lo¨sung ψ, die die Be-
dingungen des Satzes erfu¨llt und u¨ber pi1(X\(∆ ∪ {x′})) faktorisiert.
Sei ∆¯ = ∆ ∪ {x′} und ∆ˆ = ∆ ∪ {x0, x′}. Nach Voraussetzung besitzt S (kv0 , ∆¯v0)
und damit auch S (kv0 , ∆ˆv0) eine Scholzlo¨sung ψv0 . Andererseits induziert ψˆ auch
eine Lo¨sung ψˆv0 von S (kv0 , ∆ˆv0). Daher existiert eine Kohomologieklasse θv0 ∈
H1(Xv0\∆ˆv0 , C) mit θv0 ψˆv0 = ψv0 . Da C triviale pi1(Xv0\∆ˆv0)-Operation besitzt, ist
θv0 ein Homomorphismus. Da x0 ein k-rationaler Punkt ist und k keine primitive `-te
Einheitswurzel entha¨lt, gilt nach (2.3) bzw. (3.6) die Isomorphie H1(X\∆ˆ, C)Gk '
H1(X\∆¯, C)Gk und also H1(X\∆ˆ, C) ' H1(X\∆¯, C). Da nach Voraussetzung kv0
auch keine primitive `-te Einheitswurzel entha¨lt, gilt entsprechend H1(Xv0\∆ˆv0 , C) '
H1(Xv0\∆¯v0 , C). Also ko¨nnen wir θv0 als ein Element letzterer Gruppe auffassen. Wir
suchen nun ein θ ∈ H1(X\∆¯, C) mit resv0 θ = θv0 .
Sei Z = D − ∆¯. Gilt Z = ∅, so folgt die Existenz von θ aus Korollar 2.2.3.
Andernfalls mu¨ssen wir unterscheiden, ob das urspru¨ngliche Scholzproblem S (k,∆)
zerfallend war oder nicht. In letzterem Fall argumentieren wir wie folgt. Nach Vor-
aussetzung ist ψv0(pi1(x)) = 1 fu¨r alle x ∈ Zv0 . Da andererseits
θv0(g)ψˆv0(g) = ψv0(g)
gilt, erhalten wir θv0|pi1(xv0) = (ψˆv0|pi1(xv0))−1. Da nach Schritt 2 ψˆ in den Fasern
u¨ber Punkten außerhalb T unverzweigt ist, gilt ψˆ|pi1(x) ∈ H1({x}c ×S XT\∆ˆc). Ins-
besondere ist auch ψˆv0 entlang der speziellen Faser unverzweigt. Dasselbe gilt fu¨r ψv0
nach Voraussetzung, und also ist θv0 ∈ H1(Xv0\∆¯cv0 , C). Somit(
((ψˆ−1|pi1(x))−1)x∈Z , θv0
) ∈ H˜(Z)×H˜(Zv0 ) H1(Xv0\∆¯cv0 , C).
Wegen der v0-Exzellenz von D und T ⊂ Tr+1 := T (∆¯) = T (∆r+1), existiert wegen
der Surjektivita¨t von χr+1 in (6.4) ein eindeutiges Element θ ∈ H1(XTr+1\∆¯c, C) ↪→
H1(X\∆¯, C) mit ι∗xθ = (ψˆ|pi1(x))−1 fu¨r alle x ∈ Z und resv0 θ = θv0 . Nun gilt nach
Voraussetzung I(D) ⊂ T . Nach Definition existiert also fu¨r jedes v ∈ T¯ − T ein
x ∈ D − ∆¯ mit xc ×S κ(v) 6⊂ ∆¯c ×S κ(v). Da andererseits D u¨ber S\T fast etal ist
und ι∗xθ = (ψˆ|pi1(x))−1 ∈ H1({x}c ×S XT\∆ˆc) liegt, muß zufolge Proposition 3.2.15
θ entlang der Fasern u¨ber Punkten außerhalb T unverzweigt sein. Wegen (6.8) ist
ψ = θψˆ eine Lo¨sung mit den gewu¨nschten Eigenschaften. Daß ψ tatsa¨chlich eine
Scholzu¨berlagerung beschreibt, folgt aus Erga¨nzung 3.3.6.
Es bleibt noch der Fall, daß das urspru¨ngliche Scholzproblem zerfallend war. Dann
gilt θv0 ∈ H1(Xv0\{x′}c, C) mit θv0 |pi1(xv0) = 1 fu¨r alle xv0 ∈ Dv0−{x′v0} (Proposition
5.1.3). Insbesondere ist
((1)x∈D−{x′}, θv0) ∈ H˜(D − {x′})×H˜(Dv0−{x′v0}) H
1(Xv0\{x′v0}c, C).
Summenzerlegungen. Diese sei fu¨r die erste Zeile so gewa¨hlt, daß sie mit der durch s∗ induzierten
u¨bereinstimmt. Dann ist jedoch nicht klar, ob rv mit diesen direkten Summenzerlegungen vertra¨glich
ist. Da i.a. εgeo 6= 0 gilt, ist insbesondere nicht klar, ob das Bild von rv(εgeo) in H1(Iξv , C) ver-
schwindet. Das ist na¨mlich genau dann der Fall, wenn H1((Xv\Dv)sh, C)Gκ(ξv) → H1(Xv\∆v, C)Gkv
surjektiv ist.
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Ferner gilt T = T (x′). Nach eventueller Umnumerierung von D gibt es wegen der
vorausgesetzten Surjektivita¨t von χ1 in (6.4) ein θ ∈ H1(XT\{x′}c, C) mit resv0 θ =
θv0 und ι
∗
xθ = 1 fu¨r x ∈ D−{x′}. Dann ist ψ = θψˆ eine Lo¨sung mit den angegebenen
Eigenschaften, die entlang der Fasern u¨ber Punkten außerhalb T unverzweigt ist.
Damit ist Satz 6.3.1 und schlußendlich der Hauptsatz bewiesen.
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