Abstract. The ideas of turbulence of small fluctuations on a background as a statistical phenomenon are outlined. Basic properties such as three-wave interactions and spatial scale cascades are derived from the basic equations. Passive scalar dynamics is treated. The special case of dissipative coupling between the fluid and an otherwise passive scalar, of central relevance to magnetised plasmas, is used as an example. 
PART I -STATISTICAL NONLINEARITY AND CASCADE DYNAMICS
In general situations the dynamics of a magnetised plasma is not comprised solely of a single wave or instability. This is due to the general nonlinearity of the system when two or more eigenfunctions are excited; the various waves are coupled together and interact with each other as well as with the background. Turbulence due to a fluid flow like the basic plasma ExB velocity has as its dominant coupling mechanism a quadratic nonlinearity: advection of each dependent variable by the velocity, itself a dependent variable. Quadratic nonlinearities exhibit a phenomenon known as three wave coupling: in a Fourier decomposition in terms of wavenumbers, each wave k interacts with the other ones k ′ through beat waves k ′′ satisfying the constraint k + k ′ + k ′′ = 0. One can consider this as a process of modes k ′ and k ′′ beating together to drive mode k (in the shorthand in which the word "mode" is used to signify an individual eigenmode, wave, or Fourier component). We are thinking of a relatively homogeneous system with many degrees of freedom; even if the background has gradients, the turbulence can be thought of as homogeneous if the typical scale of motion is smaller than any gradient scale length of the background.
We can distinguish between quasilinear and nonlinear effects. Quasilinear dynamics refers to a single wave interacting with the background; in other words, mode zero (zero wavenumber, nonzero frequency) and mode −k driving mode k, as in a linear system, but now together with modes k and −k driving mode zero. The waves excite changes in the background which affect the subsequent evolution of the waves. Here, k and −k are actually the same mode, since for a real scalar field ρ(x) we have ρ −k = ρ * k in the (complex) Fourier components, where the superscript asterisk denotes the complex conjugate. The quasilinear system therefore involves the same set of modes the linear system does; the only exception is that mode zero is allowed to evolve. When many modes are excited, the dynamics could still be quasilinear if this particular wave/background interaction were still dominant. Such dynamics tends to produce relaxation oscillations in conservative systems: the action of the wave on the background is stabilising but overshoots the point at which the growth rate goes to zero, and then the free energy in the wave all goes back to the background, reestablishing the original unstable state, and so on. The interaction typically has a coherent character, with long term memory of initial conditions. Turbulence per se is very different from this. The same three wave coupling mechanism works as well between all possible triplets in the full set of waves. Each three wave interaction works independently of all the others, but many such interactions affect each individual wave. The dynamics involves many degrees of freedom (one for each dependent variable or eigenmode at each k) all exchanging energy, and while each three wave interaction tends towards coherence, the fact that there are many of them going on simultaneously results in a weak degree of overall coherence between waves at differing k. When these three wave interactions are as strong as the quasilinear interactions, they result in an incoherent type of dynamics, which must be treated statistically. Moreover, it has a short time memory: dynamics at the same spatial point but separated in time become uncorrelated beyond a time range called the correlation time. The correlation time is somewhat longer than the time required for individual eddies to turn over, but it is shorter than the time transport processes in a confined plasma.
EDDY MITOSIS AND THE CASCADE MODEL
The basic picture of turbulence in fluids is the one introduced by Kolmogorov in 1941 and independently by von Weizäcker and Heisenberg in different language in subsequent years. At a certain range of spatial scales, energy is supposed to be introduced into the fluid motions. This is called "stirring" and beyond the characterisation of a drive rate it is independent of the details. The turbulence is supposed to be homogeneous and isotropic, so that spatial scale and spectral wavenumber magnitude, related through k ↔ 2π/∆, can be used interchangeably. A collection of eddies at the driven spectral range k ∼ k 0 finds shearing motion tearing each of the eddies apart at about the same rate at which they are driven, so that there is a statistical equilibrium. This "nonlinear decorrelation" process conserves energy, so the energy taken out of the driven range is passed to other scales. Since the dominant instability of a sheared flow has a wavelength slightly shorter than the scale of the flow, most of this energy is passed to the next smallest scale in a logarithmic hierarchy, with a scale ratio of about two. With all of the energy transfer taking place between neighbours in the hierarchy, the picture we have in mind is a "local cascade." At each scale below the driven range, there is a statistical balance mostly between energy passed in from the next larger scale, and nonlinear decorrelation passing the energy further to the next smaller scale. The shearing rate at each scale is proportional to the vorticity of the flow at that scale, so that the coherent lifetime of a typical eddy is comparable to the "eddy turnover time" the time the eddy takes to transport the flow energy and momentum across itself.
Following these ideas, at each level n with wavenumber magnitude k n a balance is struck between incoming energy due to nonlinear decorrelation at level n − 1 and stirring at level n, and outgoing energy due to nonlinear decorrelation at level n. This is expressed as (kv) n−1 E n−1 + γ n E n = (kv) n E n (1) where E n and (kv) n are the energy and vorticity within level n, and γ n is the rate of stirring at level n. We can take E n = v 2 n /2. At the low-k end of the spectrum the turbulence is generated by stirring and hence γ > 0 there. At the high-k end lies the dissipation range, where γ < 0. Since the separation of scales is supposed to be arbitrarily large, there is a wide spectral range in between for which γ is negligible compared to (kv). This is called the "inertial range" of the turbulence and is the range in which the turbulence is most pure, that is, the conservative nonlinearity is the only part of the dynamics which is active. Within the inertial range, we then have (kv) n−1 E n−1 = (kv) n E n = T 0
where T 0 is a constant giving the energy "throughput" of the cascade. With E n = v 2 n /2 we find the velocity and energy density spectrum,
To find E k , the energy per unit range of k, we have to take into account the fact that each level n has a range of k which is proportional to k (i.e., we have a logarithmic spacing). In integral form we have
which identifies E k as E n /k, or E n (k 0 /k) to preserve the dimensions. This yields
with E 0 = (2T 0 ) 2/3 k 0 . This 5/3 power law is known as the Kolmogorov spectrum. Within the inertial range, this spectrum is "universal" and the dynamics is "self similar," indicating that the scales of motion in time and space can be arbitrarily renormalised.
If the dissipation is caused by viscosity or some other diffusive process, we have in the dissipation range γ(k) = −χk 2 , where χ is called the diffusivity. The Reynolds number is defined by comparing the typical velocity and space scales in the driven range with the diffusivity,
The "high Reynolds number" regime is the one for which the inertial range involves several levels of the cascade hierarchy, and an important result of that is that the energy balances of both the energy containing range and the inertial range are independent of the strength or form of the dissipation process. For diffusion, the amount of energy consumed by the dissipation should be independent of the diffusion coefficient. Clearly, the existence of an inertial range, with several levels in the hierarchy for which γ ≪ (kv), is connected with a large value for Re. It does however take a rather large Reynolds number before the high Reynolds number regime is entered. To see this, we may take a simple situation for which Eq. (1) can be applied: assume that γ 0 > 0 only for the first level in the hierarchy, the driven range k 0 . For all other scales, let γ n = −χk 2 n . The amplitude of the driven range is given by the "mixing condition,"
It is a property in the inertial range that the shearing rate is progressively faster at smaller scale, due to the conservation of energy: with Eq. (1) satisfied for γ = 0 we have
and hence with k n+1 /k n = 2 the ratio is 2 2/3 or about 1.6. Even with a process like convection for which γ is roughly constant below the scale of inhomogeneity, one does therefore reach an inertial range if χ is small enough, that is, if Re is large enough. But the factor of 1.6 is small enough that Re must be very large in order to have a real inertial range. Typically, a flow is not even turbulent for Re lower than a few thousand, and for flow in three dimensions the high Reynolds number regime is not reached until Re is at least 10 6 . In astrophysical situations Re can be in the range 10 12 to 10 15 . For atmospheric turbulence one finds values some orders of magnitude smaller than that but still large; for air at STP the kinematic viscosity is about 1.5×10
−5 m 2 /sec, so for L > 15 m and V > 1 m/sec we have Re > 10 6 . The highest resolution three dimensional fluid turbulence computations to date are barely into the high Reynolds number regime, although the mere demonstration of a local cascade is possible with a discretised domain of only 64 3 grid nodes. In two dimensions, as discussed below, the cascade dynamics is different and turbulence may set in for Re values rather lower than this; typically, at least two decades between driven and dissipation range in the spectrum are required (k N /k 0 ∼ 10 2 ). For magnetised plasma turbulence the Reynolds number is not as large as this: the dissipative coupling process discussed in Part II inhibits the cascade process sufficiently that only one decade of scale separation is needed to reach the high Reynolds number regime.
THE STATISTICAL NATURE OF TURBULENCE
One is motivated to ask "nonlinear dynamics, OK, but what makes it turbulence?" The answer is that the motion involved exhibits short space/time correlation and is "ultimately nonperiodic" in the sense that no matter how long the time domain in an experiment or computation is allowed to persist, the longest time periods become dominant in a frequency spectrum, the standard deviation of a time series saturates instead of falling with increasing time intervals, and the statistical description of the turbulent flow amplitudes and decorrelation rates in terms of a mean and a standard deviation is independent of how the dynamical system was started. In terms of a computation, the particular initial conditions chosen should have no effect on the statistical result, even though certain initial scenarios can save time by getting the system to statistical equilibrium in a comparatively shorter time than others. Fully developed turbulence is characterised by a "saturated state" in which any relevant statistical measure is stationary in this sense. This is never certain; one should accept that results are only known within error bars characterised by that standard deviation, and in this case one should always quote the standard deviation of the distribution, not that of the mean (the latter falls with the square root of the number of samples if the former is stationary). In this sense turbulence "converges" only statistically, not monotonically as a coherent dissipative process would do.
Current research is occupied with the question of rare but strong events: those well down the tails of the "probability distribution function" (PDF). The PDF is essentially a histogram. The amplitude of a certain variable is sampled and considered as a series. The mean and standard deviation of the series are measured, and the PDF is computed by dividing the abscissa into intervals which are small compared to the standard deviation. The fraction of the events falling into each of these intervals is plotted as the ordinate, normalised in terms of the number of intervals per standard deviation. A purely random process has a Gaussian PDF for any of its measures, but many features of the turbulence are "intermittent" in the sense that the first one or two standard deviations of the PDF appear Gaussian but the tails are different, usually above the Gaussian curve of the same mean and standard deviation. Nevertheless, the basic statistical character of turbulence can be understood in terms of this near-Gaussian PDF. The PDF curves for turbulence are usually compared to the corresponding Gaussian which has the same mean and standard deviation.
Statistical memory in turbulence can be characterised in terms of autocorrelation functions in the principal fluctuating variables. Both time and space correlations are described, with the 1/e half-width of these curves defined as the correlation time or correlation length. The time autocorrelation function of a variable φ is defined as
also averaged over space. For a purely wavelike process (e.g., a linear oscillation), F (τ ) is sinusoidal. For a purely random process, it is Gaussian. If the spatial domain is periodic on a length L, it is simple to compute the space autocorrelation function in terms of Fourier components,
also averaged over time, with the normalising constant c 0 chosen such that F (0) = 1. The curve for F (∆) is itself periodic and therefore is only significant for −L/2 < ∆ < L/2. In turbulence within a bounded domain (e.g., convection, or tokamak edge turbulence), the correlation length in the relevant direction (e.g., down the gradient) can be comparable to the domain size, but it should be much smaller than the domain size in the "horizontal" direction (e.g., East-West for geophysical fluid turbulence, or perpendicular to the magnetic field lines but within the flux surfaces for gradient driven turbulence within a closed, toroidal MHD equilibrium). Most importantly, the correlation time must be short compared to the time intervals required for the statistical measures to reach saturation. In relevantly scaled units, tokamak turbulence typically has a dynamical scale of order 1, a correlation time of order 10, a saturation time at least of order several hundred, and an transport equilibration time at least of order several thousand. This level of temporal scale separation is what makes plausible the model of thermal transport by turbulent mixing on a slowly varying background.
QUADRATIC NONLINEARITY AND THREE WAVE COUPLING FOR SMALL DISTURBANCES
When treating turbulence as such one usually either assumes an homogeneous background, or one with a gradient which drives the turbulence while nevertheless leading to disturbances which are small compared to background quantities. The flow velocity, as in certain circumstances the magnetic field, belongs to the disturbances. The pressure and density belong to the background, and since the disturbances are small these two quantities are treated as constant coefficients except where acted upon by the gradient operator. The scale of motion is also expected to be small compared to the scale of the background, and this simplification is used as a model even when in the case of a thin boundary region (e.g., convection in a thin atmosphere, or tokamak edge turbulence) the scales of inhomogeneity and of the turbulence are comparable but both small compared to the overall size of the equilibrium. In a situation like this the equations governing the dynamics are linearised except for the terms representing advection or, in the case of turbulence on a magnetised plasma background, the disturbed parallel gradient. These terms have the special character that they are quadratic in the dependent variables. The simplest example of such an effect is v ·∇v, the self-advection of the velocity, which is the basis of what gives turbulence its character. The thermodynamic state variables are also advected through quadratic nonlinearities. The simplest example of an equation they satisfy is the continuity equation for the mass density ρ,
expressing mass conservation. This is rearranged by separating the advection and the divergence terms, and linearising the latter, formally writing
which we can do with no loss of generality, but then also considering small disturbances so that δ log ρ → δρ/ρ,
and treating the factor of ρ multiplying the divergence as a constant parameter while using the tilde symbol to mark the dependent variable. The advection term v · ∇ ρ is recognised as a quadratic nonlinearity. The nonlinear part of the divergence term is smaller than this because we are treating situations under the "small scale mixing" condition:
In an incompressible model, of course, the advection term is the only effect controlling time evolution in this equation.
The three wave coupling condition follows from the properties of Fourier transforms. We treat the background as homogeneous in understanding the properties of the turbulence. The dependent variables are Fourier decomposed according to
where n is the number of dimensions (usually 2 or 3) and the spatial domain is taken to be periodic on length L in each dimension (this is easily generalised). The incompressible continuity equation (with ∇ · v = 0) then becomes
where we have used the decomposition in terms of the sum for both dependent variables in the nonlinearity and the integral operation to isolate the single component under the time derivative. Note that the choice of signs in k is arbitrary due to the condition that ρ(x) is real valued, ρ −k = ρ * k , since we sum over all the components. The factors involving x and the integral can be isolated from the rest of the right hand side,
yielding the Kronecker delta. The two components are said to beat against one another (the parlance for waves) to drive component k. The condition under which there is a finite interaction is then
which is called the three wave condition: the three wavenumbers must vectorially add to zero. Interactions of this type are called "three wave interactions" and they form the basis for the interactions in turbulence. The three wave condition is therefore a relatively trivial consequence of the quadratic nonlinearity and the orthogonality of Fourier transforms. Even if the spatial domain is not periodic, the basic character of turbulence has this qualitative form. Three wave models are constructed using a single triplet {k 1 , k 2 , k 3 }, satisfying the three wave condition, for explanatory purposes. The model consists of an evolution equation for each Fourier component which is a member of the triplet. Turbulence, however, derives its character from the fact that there are very many such triplets and the vast majority of them are mutually incoherent, with the three members having no special relation to each other. To lowest order of approximation (the small parameter is usually Re −1 or some equivalent) in the mathematical theories of turbulence the various triplets are supposed to be mutually random, with the PDF of cross correlation having Gaussian form with zero mean. All the energy transfer dynamics comes from the corrections, which are computed according to one or another model. The details are very complicated and are left to the references listed at the end. We will return to the three wave interactions and what they say about the transfer dynamics generally, after introducing the incompressible turbulence models.
INCOMPRESSIBLE HYDRODYNAMIC TURBULENCE -ENERGY AND ENSTROPHY
We start with simple hydrodynamic turbulence, following the ideal equation of motion in MHD without the magnetic field, ∂v ∂t
We recognise the role of the pressure in maintaining incompressibility by taking the divergence and assuming that ∇ · v = 0,
This condition controls the evolution of the pressure, and so even in an inhomogeneous model the only other equation controlling evolution would be an incompressible advection equation for ρ. In an homogeneous model we take ρ to be constant in Eq. (19) since ρ∇ 2 p ≫ ∇ρ · ∇p due to the small fluctuation approximation (cf. Eq. 14). Taking the curl, we then have
This equation says that the fluid vorticity (∇×v) evolves not only due to advection but also due to a finite component of the velocity gradient along the vorticity. The squared magnitude of the vorticity is the density of a quantity called "enstrophy" in hydrodynamics. Defining it as W = (1/2) |∇×v| 2 , we may form its equation by contracting Eq. (21) with the vorticity,
using the condition ∇ · v = 0. This equation says that the enstrophy is conserved except for a class of motions which involves stretching the velocity component along the vorticity further in the direction of the vorticity. Since the motion is incompressible, the components of the velocity making up most of the vorticity must have a convergence to make up the divergence involved in the stretching.
To find out what this type of motion signifies and what its consequence is, we reconsider the results arising from the turbulent cascade model (Sec. II). Recall that a cascade towards small scale which conserves energy must exhibit a shearing rate which increases towards small scale. Given the energy conservation condition, it is a simple matter to conclude that the enstrophy must grow during this cascade, simply from the extra factors of k in W compared to the energy density U = v 2 /2. The type of motion which we concluded above allows W to grow may be displayed in a simple sketch: Most of the velocity is in eddies each of which rotates in a local two dimensional plane, to which the vorticity is perpendicular. The third dimension has to have a finite velocity component, along the vorticity vector, and it must stretch in this direction. The eddy motion in the local plane must also contract to maintain incompressibility. This basically involves a vortex tube structure which is stretched in the time it maintains its coherence (not more than a few eddy turnover times), before it is sheared apart by the motion both in the local plane and along the local vorticity vector. We therefore conclude simply on the basis of (1) the incompressibility constraint, (2) energy conservation, (3) the cascade to smaller scales, and (4) the growth of the enstrophy, that the turbulent cascade process behind the eddy mitosis model must involve this "vortex tube stretching" in three dimensions.
The foregoing is significant because in several important applications (e.g., motion at large horizontal scale in a thin atmosphere, "geostrophic" motion in a rapidly rotating background, or motion perpendicular to the magnetic field in a magnetised plasma) the turbulence is quite strictly two dimensional (2D). We will see in Part II how dissipative coupling does this for gradient driven turbulence in a magnetised plasma. In a 2D model, we have the additional constraint that the vorticity is strictly perpendicular to the plane in which the velocity and the gradient operator both lie. In this case we have both (∇×v) · v = 0 and (∇×v) · ∇ = 0, so that the right hand side of Eq. (22) is zero. Therefore, the enstrophy as well as the energy is conserved. With W conserved we cannot have the cascade of energy to small scale. To find out how this situation is resolved we may examine three wave coupling in 2D turbulence.
In a 2D incompressible flow, the velocity is given in terms of a stream function, which we label ψ, and the vorticity is a scalar, Ω, times the unit normal to the plane, which we labelŝ, so that
with the perp symbol used to denote the fact that only the two dimensions in the plane are involved. Eq. (21) becomes
which is called the 2D Euler equation. Multiplying by −ψ or by Ω, we find
that is, simultaneous energy and enstrophy conservation. [The second term in the first equation is a quantity related to compression and becomes important only if the density is strongly variable, at which point the assumption of incompressibility itself breaks down.] Three wave interactions set up by Fourier decomposition of Eq. (24) will also have these conservation properties, therefore representing a conservative mutual transfer of energy and enstrophy from wave to wave. For Eq. (24), for example, one can easily verify that ∂ ∂t
for any particular triplet {k, k ′ , k ′′ }. The equations satisfied by the members of the triplet are
which we can form by simple permutation among the members of the triplet. The coupling constant is given by
where we use the relative symmetry in the interactions,
since k ′′ = −k − k ′ . Using these forms we can build the energy equations for each of the three components (and their complex conjugates) in the triplet, noting that for each one we have the reality condition, e.g., ψ k = ψ * −k . For each energy component given by
we obtain
Pairs of equal terms appearing with opposite sign give the energy transfer effects. Considering the equations as a permutation among the three modes in the triplet, the second term in each equation gives the energy transfer from the equation below it, and the first term in each equation gives the energy transfer from the equation above it. For example, the energy transfer from mode k ′ to mode k is given by
Similarly, for each enstrophy component given by
we build the enstrophy transfer equations,
Hence, the transfer of enstrophy from mode k ′ to mode k is given by
For the three wave system to have an average spectral transfer, the triple correlation ψ k ψ k ′ ψ k ′′ will have a definite sign. If only a single triplet is present, we expect the energy or enstrophy to simply redistribute to reach a statistical equilibrium with a triple correlation of zero. But in turbulence, with many triplets present all with differing relationships between the wavenumbers, we expect an asymmetry to develop since there are more available states towards high k than towards low for any physically realisable instantaneous configuration (i.e., with finite total energy content at k → ∞). The triple correlation and hence the average transfer dynamics will be constrained by the simultaneous conservation of both energy and enstrophy. We can consider the effects of interactions which spread energy and enstrophy towards both ends in the spectrum, out of some intermediate spectral range. Examining Eqs. (36) and (41), noting that the squared factors are positive definite and the coefficient C kk ′ is the same in both, we find that for any definite sign of the triple correlation, the signs of the transfer are opposite. If k < k ′ < k ′′ then the direction of energy transfer from k ′′ to k ′ and from k ′ to k is the same, and similarly for the oppositely directed enstrophy transfer. For both energy and enstrophy, then, the intermediate range k
′ sees a throughput. The overall process is called a "dual cascade" since the two quantities arising from the same dependent variable ψ are transferred in opposite directions in the spectrum. The direction of the cascade dynamics will be determined by which one of these transfer effects controls the overall statistics. It is expected to be a local cascade since the coupling coefficients are largest when the magnitudes {k, k ′ , k ′′ } are all comparable. The enstrophy and enstrophy transfer contain extra wavenumber factors compared to the energy and energy transfer, so the enstrophy can be expected to mix faster. The statistical behaviour of the whole should therefore be controlled by the enstrophy. The enstrophy should be redistributed towards higher k due to the fact that there are more available states there given any physically realisable initial state (i.e., with finite total energy content at k → ∞). Besides, we already found that for the energy cascade to be "direct" (towards smaller scale) the enstrophy must grow. So, with enstrophy also conserved, we expect the energy cascade to be "inverse" (towards larger scale). We therefore expect the dual cascade to send enstrophy preferentially to higher k and energy preferentially to lower k.
The main points of this Section are that (1) a direct energy cascade requires the vortex tube stretching process in three dimensions since it requires a growing enstrophy, (2) two dimensional incompressible hydrodynamics conserves enstrophy as well as energy, (3) the directions of spectral transfer for energy and enstrophy are opposite given a definite sign of the triple correlation, and therefore (4) we expect to find a dual cascade in two dimensional incompressible hydrodynamic turbulence. We can learn all this simply from the properties of the equations the dynamical model satisfies. We will show that it actually occurs in the computations in Part II.
MHD TURBULENCE
Magnetohydrodynamic (MHD) turbulence is similar to its neutral fluid counterpart, with two differences: incompressibility is maintained by the magnetic field strength (magnetic rather than plasma pressure), and the additional magnetic nonlinearities cause special effects through which flow eddies and Alfvén waves interact with each other to allow long range spectral transfer.
To examine these effects we start with the MHD force equation under the same assumptions as in the previous Section, ∂v ∂t
where we have used Ampere's law ∇×B = (4π/c)J to replace the c −1 J×B force adding to −∇p in the MHD model. In most cases one is interested in the "low beta regime" characterised by
Here, the plasma pressure p is insignificant to the magnetic pressure B 2 /8π in the maintenance of incompressibility, which we can see by taking the divergence of Eq. (42) 
It is therefore possible for p as well as ρ to enter the dynamics of background disturbances while B 2 maintains the dynamical incompressibility as long as β ≪ 1, and the dynamics is slow compared to the compressional Alfvén frequency at the same scale, ω ≪ k ⊥ v A , and the velocity is sub-Alfvénic, v ≪ v A (the last two conditions are different if the motion is driven by the magnetic field). The perp symbol is now reckoned against the background magnetic field. The Alfvén velocity v A is defined by
Most models satisfy these conditions, with the principal exception being the kinematic dynamo process (thermal convection with β ≫ 1, with the magnetic field passively advected). The equations of incompressible MHD turbulence also include the kinematics of the magnetic field, which assuming ∇ · v = 0 satisfies ∂B ∂t
Shear Alfvén dynamics basically involves a magnetic field whose direction is fluctuating but whose field strength is constant except for the small changes required to maintain the incompressibility. The dependent variable then becomes the unit vector. We can also scale the velocity against the background Alfvén velocity v A0 , which is v A defined in terms of the background field strength B 0 . The dependent variables are then
in whose terms Eqs. (42,46) become
where I is now simply a potential which maintains ∇ · u = 0. On the other hand, ∇ · b = 0 is maintained by the antisymmetry of ub − bu as a tensor. We may define the "Elsässer variables"
Computations of MHD turbulence often use this model, which allows for very simple numerical schemes such as are used for the hydrodynamic model of Eq. (19). The force potential gradient ∇I need not be computed specifically, though it is often used to subtract off the part of the nonlinearity which has a finite divergence (in computational fluid dynamics this is called the "Laplacian pressure method"). We note that there is only one force potential since
although some numerical schemes apply two of them independently.
The main difference between MHD and fluid turbulence is that there are two equations each describing advection of one of the Elsässer variables by the other. The three wave coupling condition is no longer among different wavenumber components of the same variable but is now also among the variables. Several consequences regarding the relationship between the velocity and the magnetic field dynamics follow. One consequence is known as "helicity conservation," by which the magnetic helicity density A · B, where B = ∇×A, can be shown to satisfy a transport equation. This exercise, using the divergence free character of all three vector fields v, B, and A, is left to the reader. Helicity conservation leads to a particularly strong inverse cascade for the magnetic energy, due to the fewer factors of the wavenumbers in its three wave coupling terms. Second, the form of the Elsässer variable nonlinearities results in the squared amplitude of each of them being separately conserved:
due to the linearity of the ∇ operator and the incompressibility of u ± . With both of these Elsässer amplitudes conserved, not only the energy but also the "cross helicity" given by u · b is conserved. There is therefore some memory of the initial conditions: an initial state with low cross helicity produces a final state with low cross helicity, for example. Third, the spectral transfer of both the energy and the Elsässer amplitudes to high-k dissipation results in an aligning effect: the nonlinear transfer rate of u + is given by the vigour of u − , and vice versa. So if there is an initial inequality in the Elsässer amplitudes, the one which is smaller is transferred to dissipation faster, leaving all the energy in the one which was larger. As a result, b becomes either aligned or anti-aligned to u. This tendency has been actually observed in the solar wind. Finally, we observe that if one of the Elsässer amplitudes is zero the "mode structure" is that of a shear Alfvén wave, with ω = kv A0 , and the nonlinearity vanishes. Therefore, pure shear Alfvén waves have no nonlinear interaction. This can be described as a cancellation between the "Reynolds stress," from u · ∇u, and the "Maxwell stress," from b · ∇b. We will not go further into the details of these points, except to note that their basis is a possibility for a small scale vortex and a small scale magnetic disturbance to drive a rather larger scale magnetic disturbance, or for two similarly small scale magnetic disturbances to drive a rather larger scale flow, and for the flows to be particular sensitive to the direction of the local magnetic field. This affords the possibility of a long range spectral interaction, over about one decade corresponding to k 1 ∼ k 2 ∼ 10k 3 . Interactions like this are thought to be responsible for the generation of large scale magnetic field energy (the dynamo process) or large scale flows (magnetic reconnection) starting with small scale turbulence.
PART II -GRADIENT DRIVEN TURBULENCE IN MAGNETISED PLASMAS
Gradient driven turbulence in a magnetically confined plasma is basically ExB fluid turbulence driven by the background pressure gradient. A low beta MHD equilibrium is assumed. The motion is two dimensional, and is kept incompressible by magnetic pressure, which holds since there is not enough energy in the background pressure to drive motions sufficiently vigorous to compress the magnetic field. So far, we have encountered this combination through 2D MHD turbulence. Here, we will go one step further and assume also that there is insufficient energy to bend the magnetic field lines. The motion is fluidlike and two dimensional, with the fluid resistively slipping past the field lines, with dissipative processes acting along the magnetic field to suppress turbulent activity in that direction. This parallel dynamics acts instead to couple the various quantities together as part of the linear forcing effects to which the turbulence is subject. The dynamics is treated as "electrostatic," which means that although there are finite currents and a finite ExB flow, disturbances in the magnetic field are small enough to be neglected. We do have to treat the third dimension. The fluid part of the dynamics occurs in what we can call the "drift plane" which is locally perpendicular to the magnetic field. The drift velocities and fluxes occur in this drift plane. The dynamics in the third dimension, along the magnetic field, is shaped principally by the electrons and the parallel current. Although the turbulence is largely two dimensional, its interaction with the parallel dynamics make this a three dimensional phenomenon. The stream function for the ExB velocity is the electrostatic potential. A parallel gradient in that same potential may occur as a result of the turbulence itself or may be set by the magnetic geometry. In ideal MHD the parallel component of the electric field vanishes, to there must be a finite resistivity in order to maintain nonzero disturbances in the potential. The character of this turbulence is therefore always dissipative. In MHD, the balance in the electron parallel dynamics is between the electric field and resistive dissipation acting upon a finite parallel current. Seen another way, finite parallel currents and ExB turbulence, hence finite parallel electric fields, imply each other through the finite resistivity.
But in the usual situation for gradient driven turbulence the electron pressure gradient is not small compared to the electric field, and the MHD approximations are broken. In this situation the principal balance in the parallel dynamics is between these two forces, with parallel currents (through resistivity or electron inertia) equalising any differences. There is concurrently an energetic coupling between the electron pressure and the ExB flow eddies, mediated by the parallel current. This parallel dynamics is called the "adiabatic response" and in general it has the property of "dissipative coupling" since (1) the pressure and electrostatic potential are thereby coupled, and (2) with the finite resistivity the coupling acts to damp each quantity toward the other. The corresponding linear eigenmodes are called "drift waves," and the fully developed nonlinear state is called "drift wave turbulence." Drift wave turbulence differs from its fluid counterpart principally by this tendency towards coupling between the flow eddies themselves and the quantities they transport. Gradient driven turbulence in magnetised plasmas may also involve other effects, but this drift wave dynamics is never absent.
The concept of the high Reynolds number regime is still relevant to the case of dissipative coupling. Even though the coupling process is active at all scales, there is enough energy and enstrophy being transferred to smaller scales that diffusive processes still have a role in maintaining the statistical equilibrium. Indeed, the mutual coupling allows the direct cascade of what would otherwise be a passive scalar to indirectly affect the entire system. In this type of turbulence the small scale dissipation is collisional diffusion, with a coefficient of ρ 2 e ν e , combining the electron gyroradius and collision frequency. With the typical scales of motion we will find below, the Reynolds number has values of order 10 4 . The high Reynolds number regime is reached when the energy containing scales are no longer sensitive to the value of the collisional diffusion coefficient. Because the nonlinear transfer processes are moderately inhibited by the dissipative coupling, the high Reynolds number regime is reached for rather small Reynolds number values, about 10 3 , in comparison to the pure hydrodynamic 2D fluid case.
This second part of the lecture treats gradient driven turbulence in the simplest model in which it can be studied. Many complicating effects are left out so that the basic character is in the forefront. The adiabatic response could be electromagnetic, the temperatures could be separately involved, finite ion gyroradius effects could enter, but the basic drift wave dynamics always underlies. The coupling maintains the "mode structure" of the turbulence in the presence of this varying dynamics in each nonlinearity. The basic properties of turbulence and passive scalar cascade dynamics remain active, so that for the overall system both energy cascade tendencies are simultaneously present: direct through the electron pressure, and inverse through the ExB turbulence. The statistical equilibrium in the presence of sources and sinks is called "saturated turbulence" and is regarded as independent of its initial conditions. In this case, saturation occurs when both linear and nonlinear transfer mechanisms are all in statistical balance.
PASSIVE SCALAR DYNAMICS
In incompressible neutral fluid turbulence the density follows a pure advection equation,
which we derive from Eq. (13) by taking ∇ · v = 0. The pressure is not free, but is determined by the incompressibility condition in Eq. (20). In low beta MHD turbulence the incompressibility is maintained by the magnetic field, as in Eq. (44), so the pressure also follows a pure advection equation. With the rest of the dynamics satisfying the MHD turbulence equations (Eq. 51), we have a closed system in which although the density and pressure disturbances are advected by v there is no back reaction of the disturbances upon the turbulence. This property is called "passive advection," and the dependent variable involved is called a "passive scalar." A passive scalar also obeys the three wave coupling condition, even though two of the wavenumber components apply to the passive scalar and one to the flow. In two dimensions, with the flow itself obeying a dual cascade, the passive scalar conserves only its amplitude. The "energylike quadratic quantity" conserved by Eq. (54) is simply T = ρ 2 /2, with the factor of 2 chosen to follow the definitions of energy and enstrophy for the flow. Of course, any power of ρ is also conserved, but there are no extra factors of k for any such quantity. Specifically, the counterpart to flow energy, |∇ ρ| 2 , is not conserved by Eq. (54). In this sense the quantity which is conserved is more like enstrophy than energy. We can call it "free energy" or "entropy." The three wave equations for a specific triplet {k, k ′ , k ′′ } for Eq. (54) are given by
The important thing to note is that they have the same form as the equations satisfied by the vorticity (Eqs. 33-35). The three wave transfer equations will therefore be the same as Eqs. (38-40), becoming
With only the single conserved quantity, and with the passive scalar triple correlation ρ k ρ k ′ ψ k ′′ independent of the one for the flow, ψ k ψ k ′ ψ k ′′ , we expect its cascade dynamics to favour the direction towards small scales simply through statistical mixing. The interesting property of turbulence with passive scalar mixing is all this variation in the properties of nonlinear spectral transfer. We expect free energy and enstrophy to go towards small scale but flow energy towards large scale. If we start the flow stream function ψ and the passive scalar ρ with identical scale, we should find them rather different at later times. If dissipative coupling is present, however, they should evolve together. We will show this in the Section covering computations, below.
DISSIPATIVE COUPLING AND THE ADIABATIC RESPONSE
In gradient driven turbulence in a magnetised plasma, we have the complication that the MHD approximations, which allow the neglect of pressure gradient effects in the MHD kinematics, are usually broken. We can no longer take the ideal MHD approximation that E , the component of the electric field parallel to B, to be zero. The parallel electron pressure gradient, ∇ p e is in general not negligible in comparison. The parallel gradient is defined as
Neglecting special structure of the magnetic equilibrium, B is taken as homogeneous, its field strength B is constant, and its unit vector b is a constant coordinate direction. With this, the parallel divergence of the parallel current has the same form as a parallel gradient, simply ∇ J . We will find that the existence of a finite ∇ p e in the electron force balance works together with a finite ∇ J in the pressure equation. The parallel dynamics is therefore not incompressible. With massless electrons with finite isotropic resistivity the electron force balance is given by
where we note that the velocity here is specifically that of the electrons. Substitution of this electric field into the Maxwell equation for induction (∂B/∂t) we obtain a rather more complicated equation than Eq. (46). In a constant density model the ∇p e term vanishes under the curl operation, but with v different for electrons and ions we have an extra J×B term, often called the "Hall term" in the literature, which gives rise to additional kinematic effects. Under low frequency conditions, the current and pressure are especially closely related, since the MHD equilibrium condition,
will hold "quasistatically" perpendicular to the field lines: The physical system including pressure and current evolves on slow time scales with the perpendicular balance evolving through "successive equilibria" since the balance is maintained by dynamics on much faster time scales. This holds if the characteristic frequencies of the turbulence satisfy ω ≪ k ⊥ v A , which in this context defines the low frequency approximation. With low frequency motion in quasistatic perpendicular force balance we enter a different regime than MHD. It is related to incompressible MHD, since the concepts of quasistatic perpendicular force balance and incompressibility maintained by the magnetic field basically mean the same thing for perpendicular dynamics. The parallel dynamics is what differs. Here, we enter a situation that in all detail is three dimensional: turbulence very similar to the 2D fluid model of Eq. (24) with passive scalar advection of densities and pressures as in Eq. (54), in planes locally perpendicular to the magnetic field, and dynamics satisfying the parallel component of Eq. (63),
parallel to the magnetic field. A model like this is called "drift wave" more or less for historical reasons (waves in this physical system "drift" in the direction of ∇p e ×B). If the plasma beta is low enough (ω ≪ k v A ) we may assume that E is electrostatic,
where φ is the electrostatic potential. Substituting this into Eq. (65), we find the relationship between the parallel current and the parallel forces,
This is called the "adiabatic response," since dissipation of J towards zero tends to enforce quasistatic parallel force balance in the electrons, with both the pressure gradient and the electric field finite. Strict maintenance of this force balance is called "adiabatic electrons" for historical reasons (note it is not the same thing as an adiabatic equation of state for a fluid). For small disturbances with finite k , the difference to MHD is that φ is dissipated towards p e by the resistive parallel dynamics, rather than towards zero. In general the dissipative coupling is greater the larger the gradients in the parallel direction. Ultimately, this is the reason the turbulence is largely two dimensional: the dissipative dynamics involves only the parallel direction, and disturbances and flows in the 2D drift plane are free to evolve in a way similar to high Reynolds number turbulence. In magnetically confined plasmas, the shear of the magnetic field guarantees that the parallel gradients of finite sized disturbances are nonzero (this is a consequence of the combination of magnetic shear and toroidal topology of the closed magnetic flux surfaces which describe the equilibrium). As a result of these properties we also have what is called "flute mode ordering" in the dynamics even with the finite parallel gradient: in terms of wavenumbers,
wherein it is important to note that we still have k = 0. The magnetic field both orders the motion to occur in the drift plane and provides the dissipative mechanisms to couple all the parts of the dynamical system together.
We will examine the consequences of this parallel dynamics, which acts to couple φ directly back to p e in the turbulence, i.e., the electron pressure is no longer a passive scalar. The simplest model in which to study this is a 2D one, since we can model the parallel dynamics through a set of coupling terms. The perpendicular dynamics is still incompressible, but the parallel dynamics for both the vorticity and pressure is influenced by the parallel compression of the current. Here, the vorticity is the ExB vorticity, the pressure is the electron pressure, and we simplify to an isothermal model wherein p e = n e T e with T e constant. The role of J , the parallel current, in the pressure dynamics arises from the electron velocity, which since we neglect sound wave effects is given by
so that
where due to the small fluctuation rules the term is linearised. The "small fluctuation rules" arise from the ordering described in Eq. (14). The derivation is regarded as an expansion in the small parameter δ, which we will quantify once we find the characteristic scale of motion. At this point we order the relative amplitude and scale of motion with δ, assuming the ordering
where ∆ is the scale of motion, L ⊥ is the scale of the background gradient, and the tilde denotes the disturbances on the equilibrium. The basic rules are that the equations are linearised except for the terms involving v E · ∇, the advection by the ExB velocity, since the perpendicular gradients of the background and the disturbances are regarded as comparable. We may drop the tilde symbols momentarily, if we recall that φ and J belong strictly to the disturbances, and that generally second and higher order derivatives are to act solely upon the disturbances (the first derivative carries the scale of L ⊥ , while higher ones carry the scale ∆). The role of J in the vorticity dynamics arises through the J×B force on the plasma. We start with Eq. (42), and assume that for the ions v is v E , and further following the incompressibility rules in the perpendicular plane, that v is given by a stream function. This stream function is none other than the electrostatic potential, with an extra factor of c/B:
which is the same as in 2D hydrodynamics except for the units. Taking the curl of Eq. (42), treating ρ as constant, and contracting with b, we have
This equation is also the one for the total divergence free nature of J, so the inertial effects on the left hand side can be regarded as the perpendicular current divergence (from the "polarisation current" arising from inertial delays in the ExB drift motion due to the finite gyrofrequency). Although J b itself does not contribute to the cross product with B, its divergence still enters the vorticity in this manner, because 
Finally, we follow the simplest model for the parallel dynamics. Each of Ω and p e is forced upon by ∇ J . Taking the parallel divergence of J in Eq. (67), we find
as with the small fluctuation rules the only non-negligible terms are the ones with the highest-order derivatives (cf. Eq. 14). The model which we substitute for this to get a 2D dynamical system is to replace −∇ 2 with a positive constant, k 2 , giving the characteristic parallel wavenumber associated with the parallel dynamics. This sets the parallel current divergence to a simple difference between p e and φ, suitably normalised, with a single parameter resulting from all the multiplying factors,
where we now explicitly treat the dependent variables as small disturbances on an equilibrium. The coupling parameter is given by
which has the units of a frequency, that is, the inverse of a characteristic time constant. Coupling through a constant gives rise to real eigenvalues corresponding to exponential growth or damping. In a physically realistic model this is usually a damping mechanism although in combination with other processes it can lead to instabilities. This process is called "dissipative coupling." We rewrite Eqs. (73,74) explicitly in terms of small disturbances and then substitute Eq. (76) for the parallel current divergence. We remember to keep the background gradient given by
where in whichever geometry is assumed, x becomes a coordinate whose direction is down the gradient. In deriving these equations we strictly follow the small disturbance ordering in Eq. (14), and also the flute mode ordering in Eq. (68). In addition, a characteristic perpendicular scale arises when we compare Eq. (76) and the form of Ω. Scaling φ as e φ/T e and allowing the action of the coupling to force e φ/T e and p e /p e towards each other, we find that the natural scale of ∇ 2 ⊥ is given by a quantity called the "drift scale," ρ s , defined as
where we have used n e = n i and ρ = n i M i . This has the form of a gyroradius, but it arises from electron mobility and ion inertia, so it is simply the natural scale of the vorticity. Its origin is the combination of the sound speed c s and the gyrofrequency Ω i , given by
The turbulence will occupy a range of scales typically of order and larger than ρ s . We characterise these by ∆ or a perpendicular wavenumber k ⊥ , but remember that k ⊥ like the dynamical frequency ω takes a range of values that can span one or two orders of magnitude. The scale of the disturbances will only remain small if ρ s ≪ L ⊥ . We can now evaluate the small ordering parameter δ, as we are now ordering the scale of motion
It is a result of the dynamics occupying frequencies up to c s /L ⊥ , that the gyrofrequency can be ordered as large also only if ρ s ≪ L ⊥ . In the literature, Eqs. (71,81), the specific application to these problems of Eq. (14), is called variously "drift ordering" or "gyrokinetic ordering." It is a "maximal ordering" since all the small parameters potentially entering, including that in Eq. (68), are taken together. The equations (Eqs. 73, 74) now become
∂ ∂t
where the vorticity is given by
We identify the dissipative coupling mechanism parameterised by D , explicitly in the form of an inverse time constant, and the background gradient forcing given by ∇ log p e . These are the linear forcing effects. The rest of the system is just 2D incompressible ExB flow turbulence plus passive advection of the pressure disturbances. Of course, with D nonzero, the pressure is no longer passive.
COMPUTATIONS IN THE DISSIPATIVE COUPLING MODEL FOR DRIFT WAVE TURBULENCE
We now develop some physical insight into these phenomena by means of computations. Due to the statistical nature of the turbulence, a deterministic analytical model is not useful. Moreover, due to the fact that it is the nonrandom part of the turbulence which gives rise to all the energetic phenomena -spectral transfer, free energy drive and damping rates, average transport -a purely statistical calculation which takes the turbulence as random to lowest order in the inverse Reynolds number, and then finds corrections due to the existence of the forcing effects, will have the problem that as soon as the physical process ceases to be self similar and there is more than one nonlinear transfer phenomenon active, that it will be too complicate to solve without additional assumptions that predetermine the results. There is no substitute for direct numerical simulation in this situation: dissipative coupling and the existence of several cascade tendency possibilities, not to mention the fact that we still have to show that the spectral transfer process is in fact a local cascade, make it essential that we work from first principles, even in this simplest of gradient driven turbulence models. We take the dissipative coupling model of the previous Section, Eqs. (82,83), normalising the equations as suggested by the appearance of the scaled units there. It is possible to assume ρ s /L ⊥ to be small and renormalise it into the dependent variables, so that these are scaled as
The space coordinates are x and y, with x in the direction down the gradient, and the orientation given by ∇x×∇y · b = 1. Space and time scales are normalised in terms of
This results in the equations being cast in terms of the single dissipative coupling parameter given by
In these terms, Eqs. (82-83) become
and the vorticity and ExB advective derivative are
The first term on the right side of Eq. (88) is the gradient drive. The coefficient ω p allows setting the gradient drive to zero for simple tests. This is the prototypical drift wave turbulence model, and it is a useful model for learning the physical character of gradient driven turbulence, although as can be seen from the list of assumptions used to derive it (cf. Eqs. 63-84), it is quite simplified. It is also called the Hasegawa-Wakatani model, after its original authors. The normalisation scheme is called "gyro-Bohm" in the literature. In these units the unit of diffusion is D GB = δ × D B , where D B = cT e /eB is the "Bohm diffusion coefficient" up to a numerical factor. There is one more thing to say about turbulence computations, in basically any situation one ever faces: subgrid dissipation still has to be treated. In treating high Reynolds number turbulence, we do not try to find the resulting turbulence and transport in the presence of a given level of dissipation, and not even in the absence of dissipation, but in the presence of an arbitrarily small level of dissipation. One or more of the nonlinear transfer processes will always send enough free energy to arbitrarily small scales that a computation will not be able to represent a statistically saturated state unless this free energy is absorbed. In the literature there are many ways to do this. One may take an actual physical diffusion (for passive scalar variables) or viscosity (for the vorticity or velocity variables) or resistivity (for the magnetic field in MHD turbulence) and try to achieve enough spatial resolution to make the results independent of the value of the dissipation coefficient. Then the value may be set artificially large, allowing computations to carry moderate resolution and hence a larger set of cases to disassemble the various physical effects. Another method is to use a different operator, for example "hyperviscosity" or ∇ 4 instead of ∇ 2 , which for some situations may reach the high Reynolds number regime with coarser resolution. A final method is to use a sophisticated numerical scheme which incorporates dissipation of structures with large second derivative but switches it off for second derivatives below a certain limit; these schemes are called "high order upwind" in the literature. Which method one chooses may be optimised with regard to computational expense, or can even be a matter of personal taste. Either way, one should apply enough resolution that the high Reynolds number regime is reached: the amount of free energy absorbed at large wavenumber should be independent of the form or size of the subgrid dissipation operator used.
We note that the need for subgrid dissipation is additional to the presence or absence of dissipative coupling. In the model of Eqs. (88,89) we still require subgrid diffusion of both Ω and p regardless of the value of D. Recall that the presence of a cascade tendency in a particular direction does not rule out the presence of spectral transfer in the other direction. Indeed, even in 2D Euler turbulence (Eq. 24), the enstrophy which tends toward high k contains finite energy and the energy which tends toward low k contains finite enstrophy. The presence of dissipative coupling can indeed diminish the cascade dynamics somewhat, as we will see, but it never completely assumes the overall role of energy sink processes in balancing the gradient source drive.
In the computations presented below, an advanced upwind scheme has been used, the one presented in Section I of Colella (1990) . Details are given therein. Both Ω and the combination (p − ω p x) are advected by v E as passive scalars, with
This part of the scheme is "explicit" since this part of the right hand side is evaluated with information already to hand, namely, the values of Ω and p on all nodes at the start of a given time step. Subgrid dissipation is effected by this scheme. The terms involving D are evaluated "implicitly" due to the potentially large damping rates for φ towards p, particularly at large scale, since the inverse time constant of the dissipative coupling is Dk −2 ⊥ . That a part of a scheme is implicit means that information at the future time step is required to evaluate the corresponding subset of the terms. Advection of Ω and p by v E leads to auxiliaries defined by
where τ is the value of the timestep. Then, the dissipative coupling terms are solved together with
and
and then the vorticity is recovered via
avoiding operation by ∇ 2 ⊥ directly. In this case τ and D are constants, so that Eq. (93) is solved by means of Fourier transforms and then Eqs. (94, 95) are applied directly.
To avoid the issue of coupling to large scale "zonal flows," which is beyond the scope of this lecture, the Fourier components with k y = 0 were set to zero at the end of each time step. The grid was equidistant in both x and y, on a doubly periodic domain of dimensions L × L, with L = 20π. Three values of the resolution, with grid node counts of 64 2 , and 128 2 , and 256 2 were used. The timestep was 0.05. The turbulence was initialised as such, i.e., at finite amplitude, with p = φ = p 0 , with
where k x and k y are the wavenumbers involved in a discrete Fourier transform over the domain, Θ is a random variable on [−π, π] , and the amplitude a 0 was chosen to set the rms amplitude to 3.0.
No Coupling -The Hydrodynamic Limit
The difference between a simple scalar quantity which is passively advected by the flow and the stream function for an incompressible 2D flow is well illustrated by the simplest version of the model, which is D = 0 and ω p = 0. This limit is called "hydrodynamic" since the turbulence is then just the 2D Euler model of Eq. (24), for Ω and φ, and p just follows the basic passive scalar model of Eq. (54). Here, the variables φ and p are arranged equal, with the same spectrum, so we may watch them evolve apart due to their differing spectral transfer tendencies as indicated by the three wave analyses above.
The diagnostics used are time traces of selected quantities averaged over each node, logarithmic spectra of selected quantities in k y averaged over x and sometimes also over time, and spatial morphology of the dependent variables displayed as level contours on the spatial domain. The half squared amplitude of φ is defined as A p and the ExB energy density as U E , according to
and A n and A w are defined similarly for p and Ω, noting that the thermal free energy density is U n = A n and the enstrophy density is W = A w . The transport is defined as with v x E defined in Eq. (91). These are given as both time traces and k y -spectra. The spectra are defined as the contribution by each k y to the total quantity, defined for the transport as
averaged over x, with both k y and −k y modes contributing, either as a snapshot at a particular time or averaged over a range of time. The decay rate of the total energy is also given as a time trace, defined as
where U is U E + U n integrated over the spatial domain. Note that in the description of the computations U and W are given as totals, not as densities. The amplitudes and decay rate are shown in Fig. 1 . They show monotonic decay of all quantities, with Γ T < 0 at all times. All of the decay in this case is due to the subgrid dissipation at high k. In this case, with the dissipation being switched on for relative second derivatives beyond a certain limit defined by the scheme, the dissipation coefficient is a function of the spatial resolution. A resolution test is therefore the same thing as a Reynolds number test. In the hydrodynamic model, the direct cascade in U n is the most powerful nonlinear interaction, and we see that in the faster decay of U n compared to U E . We see also that the average half squared amplitude of φ, shown by A p , actually rises, as the inverse cascade in U E moves the ExB energy to larger scales where the factor of k 2 ⊥ is smaller. The decay rates are shown for each of the three values of the resolution. The initial transient phase, during which the nonlinear transfer dynamics destroys the alignment between p and φ, shows a virulent cascade in which free energy is thrown to the highest k ⊥ and hence to the numerical dissipation. At later times, however, the decay rates are comparable, since most of the energy resides at lower k ⊥ , and there are several factors of two over which the local cascade operates.
A high Reynolds number means that there is enough spectral separation between the largest scales and the dissipation range for the nonlinear interactions to operate unconstrained, whether the dissipation is physical or numerical. The high Reynolds number regime is characterised by an dissipation rate which is independent of the resolution, that is, the Reynolds number. Fig. 2 shows the evolution of the φ and p spectra, and the vorticity spectrum, out of the initial state. Most of the redistribution occurs over the short time interval of 0 < t < 10. The spectra of A n and A w become much flatter, but that of A p steepens. This follows from the cascade dynamics for each of these three quantities. Once most of the ExB energy is at larger scales, the cascade dynamics in the middle range slows down, and then the decaying turbulence enters the high Reynolds number regime.
The evolution of the morphology of the disturbances is shown in Fig. 3 , in which the top row of frames gives the initial state. The physical nature of the nonlinear interactions is vortex merger for the ExB eddies and shearing apart of the structures for the quantities directly advected by the eddies. As this includes the FIGURE 2. Amplitude spectra in the hydrodynamic model, for p, φ, and the vorticity, labelled by 'n', 'p', and 'w', respectively. The times of the snapshots are t = 0 (left), t = 9.8 (center), and t = 24 (right). The spectra evolve rapidly apart due to the differing cascade dynamics for p and φ. Note p = φ at t = 0, while at late times p and Ω acquire the same spectrum.
vorticity, the φ disturbances are involved in both the flows and the advected quantities. The Euler equation's dynamics is essentially this merger/shearing process, until at late times (if the Reynolds number is high enough) one is left with a shear-free flow field. The fate of a passively advected quantity, usually called a passive scalar, in this case p, is for the disturbances to be sheared apart into sheets, much like the vorticity in the Euler equation, whose narrowness is limited only by the Reynolds number. These interactions represent the physical manifestations of the cascade dynamics in the hydrodynamic model. Hence p evolves away from φ and towards Ω, as φ and Ω evolve apart, as seen.
The Effects of Dissipative Coupling
We now examine what a continuous level of driving and dissipation has on the "pure" turbulence we have just seen in the purely decaying hydrodynamic limit. With this continuous forcing, there are always energy sources and sinks available to the turbulence. The free energy will therefore redistribute itself among the available degrees of freedom until these forcing effects and the various transfer effects are all in statistical balance. This balance is called saturation, and in a dissipatively forced system such as gradient driven turbulence one is mostly interested in the maintenance of this saturated state. The approach to saturation is not as important as the properties the turbulence has once it is statistically stationary. This is why we have not been more concerned with the Reynolds number effects encountered in the hydrodynamic limit. In saturation with dissipative coupling, they are much less pronounced.
With D = 0 and ω p = 1 we can examine the persistence of the basic nonlinear ExB flow and passive scalar dynamics in a situation with dissipative forcing. We highlight an intermediate case with D = 0.1 in order to show how the various pieces of the dynamics interact, and then examine the energy transfer dynamics in all limits. This case is referred to as nominal. It was taken to t = 400 for the three values of the resolution.
The turbulence evolves initially as it would do in the hydrodynamic limit, but then the dissipative coupling prevents p and φ from separating completely. One interesting result is that the cases with various resolution do not differ to the extent they do in the purely hydrodynamic model. Most of the activity is in a driven range of the spectrum, and the action of the dissipation involving D prevents the "long term" or "pure" forms of freely decaying turbulence from establishing themselves. The turbulence approaches saturation after about t = 100, and averaged quantities are measured over the interval 200 < t < 400.
Time traces of the free energy components of the turbulence are shown in Fig. 4 , and in the right frame the resulting transport is given for the three values of the resolution. The values of Q e vary within about one standard deviation. It is also noteworthy that the numerical dissipation rate, Γ E , was 0.028, 0.028, and 0.026, for 64 2 , 128 2 , and 256 2 grid nodes, respectively. In this case Γ E is not Γ T , since ω p and D are nonzero. Saturation results in Γ T = 0 within the uncertainty (the mean is usually less than 0.1 standard deviation). The energy theorem for these equations is
where h = p − φ and Γ E is this numerical dissipation normalised as a damping rate (found by measuring Γ T and the integral over the terms in parentheses divided by 2U ). This shows that the high Reynolds regime has been reached, and so the resolution consideration is not grievous. A grid of 64 2 nodes is sufficient to study phenomenology as we are doing here. The main result from the time traces is that most of the free energy resides in p, and so the main dissipation process is actually the direct cascade of the associated free energy component, U n , to arbitrarily short wavelengths.
The amplitude spectra and the disturbances themselves are shown in Fig. 5 . Here we can easily see the varying effectiveness of the dissipative coupling at larger and smaller scales. The spectra look more like the "adiabatic" state of φ = p at low k y but then separate at smaller scales for which the nonlinear interactions are more able to compete with the coupling. The high degree of correlation between p and φ is clear from the spatial distributions, but a the level of details there is more to see in p. The tendency to form sheets is still evident at the smaller scales, and the dissipative coupling reduces the basic tendency for all the ExB energy to go to larger scales.
The energy transfer dynamics is shown in Fig. 6 . In each case the transfer is defined as positive if the free energy leaves a spectral range k ′ and enters the spectral range k. The transfer for each three wave triplet FIGURE 6. Energy and enstrophy transfer in the dissipative coupling model, with D = 0.1. Left to right, the transfer from spectral range k ′ to k is shown for the ExB energy UE, the thermal free energy Un, and the enstrophy. The maximum value for each frame is given by M . Contours are drawn only where the transfer is positive, noting the symmetry about k ′ = k, so that activity above the dashed line shows an inverse transfer while activity below the dashed line shows a direct transfer. The cascade is local, with most of the activity near k ′ = k.
is given by Eq. (36) for the ExB energy U E , by Eq. (61) for the thermal free energy U n , and by Eq. (41) for the enstrophy W . The spectral range k is defined as the set of all Fourier pairs (k x , k y ) for which the resulting k ⊥ is within 0.5(2π/L) of k, noting that k
The symmetry about k ′ = k is obvious, and so the contours are drawn only where they are positive. Activity above the line k ′ = k indicates an inverse transfer tendency, while the activity for a direct transfer appears below the line. The quantitative level of each transfer is given by its maximum value, denoted M in the figures. A local cascade is a successive transfer between spectral ranges corresponding to scales within a factor of two of each other, and indeed this is where we find the activity. As argued above, the transfer is clearly an inverse cascade in the ExB energy (energy associated with φ, or U E ), and a direct cascade in the mean squared vorticity (fluid enstrophy) and the thermal free energy (energy associated with p, or U n ).
The above introductory results show that the basic properties of the underlying hydrodynamic turbulence are present generally. Most notably, both cascade tendencies, dual for the ExB energy and enstrophy, and direct for the passive scalar quantity, are still active when the turbulence is severely forced by drive and dissipation. It is useful to demonstrate that the simultaneous presence of the nonlinear transfer dynamics for φ and p is present for all values of D except the extreme adiabatic limit of D → ∞ at which φ = p and hence v E · ∇p = 0. In Fig. 7 we find the transfer dynamics for D = 0.01, 0.03, 0.3, and 1.0, from top to bottom. We find the same basic form in all cases, with the hydrodynamic regime (small D) showing the strongest dynamics along with the strongest turbulence (a wider range of the spectrum is hydrodynamic). For all cases shown the direct transfer in U n is stronger than the inverse transfer in U E . Larger values of D are necessary to find the true adiabatic limit. In general, this type of turbulence is either more nonadiabatic than in the D > 1.0 cases or it is too weak to be of consequence. We therefore always find that in cases of interest that both Euler fluid and passive scalar nonlinear dynamics is simultaneously present in gradient driven turbulence in magnetised plasmas, and that the nonlinear transfer in all the conserved quantities satisfies the property of a local cascade.
SUMMARY
Turbulence is a phenomenon involving mostly conservative interactions among a large number of statistically independent degrees of freedom. It involves nonlinear interactions among various accessible states of the disturbances, rather than quasilinear interactions between disturbances and background (profile) quantities. For low frequency turbulence in fluids and magnetised plasmas the principal nonlinearities are quadratic, with the result that the interactions are three wave triplets each following their own transfer dynamics. The number of such triplets, and the number of triplets of which each degree of freedom is a member, is arbitrarily large, so that each triplet is statistically independent of any other.
Three wave interactions transfer energy mostly locally in the spectrum of scales of motion. For most nonlinearities the tendency is to transfer free energy from larger scales towards smaller scales, where there are more accessible states. A spectrally local transfer chain is called a cascade, termed direct for transfer to smaller scales and inverse for transfer to larger scales. A two dimensional, incompressible fluid such as the ExB velocity exhibits a dual cascade due to the simultaneous conservation of energy and enstrophy (mean squared vorticity for an homogeneous fluid), with the enstrophy going to smaller scales and the energy to larger. This dual cascade is a basic consequence of the three wave constraint on the vorticity nonlinearity.
Dissipative coupling reaches limits in which it can be treated as hydrodynamic, with no correlation between the transporting eddies and the transported quantities, or adiabatic, in whose extreme limit the eddy stream function and transported quantity are constrained to be equal. Conventional fluid turbulence in the presence of a thermal gradient is hydrodynamic, and always develops motion at the very largest scales due to the dual cascade. When dissipative coupling is important the dominant scales of motion occur in a range whose lower limit is the drift scale, ρ s , at which the dynamics loses the self similarity enjoyed by purely hydrodynamic turbulence. In deeply adiabatic dynamics, the direct cascade through the transported quantity is shut off, leaving the vorticity nonlinearity to act alone. Dissipative drift wave turbulence is always somewhere between these two limits, and in all regimes of interest the basic transfer dynamics of each nonlinearity retains its character.
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