We study resonances of chaotic map dynamics. We use the calculus of variations to determine the additive forcing function that induces the largest response. We find that resonant forcing functions complement the separation of nearby trajectories, in that the product of the displacement of nearby trajectories and the resonant forcing is a conserved quantity. As a consequence, the resonant function will have the same periodicity as the displacement dynamics, and if the displacement dynamics is irregular, then the resonant forcing function will be irregular as well. Furthermore, we show that resonant forcing functions of chaotic systems decrease exponentially, where the rate equals the negative of the largest Lyapunov exponent of the unperturbed system. We compare the response to optimal forcing with random forcing and find that the optimal forcing is particularly effective if the largest Lyapunov exponent is significantly larger than the other Lyapunov exponents. However, if the largest Lyapunov exponent is much larger than unity, then the optimal forcing decreases rapidly and is only as effective as a single-push forcing.
I. INTRODUCTION
Resonance phenomena of sinusoidally driven damped nonlinear oscillators have been widely studied ͓1-3͔ and have numerous applications including nonlinear response phenomena ͓4,5͔, stochastic resonance ͓6͔, and nonlinear transport phenomena ͓7͔. Less studied are periodically driven chaotic systems ͓8͔. An area that has received much less attention are resonance phenomena of nonlinear systems due to aperiodic and chaotic forcing functions. Ott, Grebogy, and York showed in 1990 ͓9͔ that a chaotic system can be steered toward periodic orbits with small controls, and Baba et al. ͓10͔ showed in 2002 that chaos can be effectively controlled with delayed feedback. More recently Soskin et al. ͓11, 12͔ found that small changes in the Hamiltonian of a dynamical system can create a large respose. Plapp and Hubler ͓13͔ and others ͓14,15͔ used the calculus of variations to show that a special class of aperiodic driving forces can achieve a large energy transfer to a nonlinear oscillator. Such nonsinusoidal resonant forcing functions yield a high signal-to-noise ratio, which can be used for system identification with general resonance spectroscopy ͓16͔. Such resonant forcing functions have the same dynamics as the timereflected transient dynamics of the unperturbed system ͓15͔.
In this paper, we present a methodology to determine resonant forcing functions for chaotic systems. We show analytically that resonant driving forces for chaotic map dynamics are closely related to the unperturbed dynamics of the system. Further, we show that resonant forcing functions decrease exponentially, where the rate is equal to the largest Lyapunov exponent of the unperturbed system. We illustrate that resonant forcing functions yield a large response, even if the initial condition of the system is not exactly known.
II. RESONANT FORCING FUNCTION
We consider the iterated map dynamics
where x ͑n͒ R d denotes the state of the d-dimensional system at time step n =0,1, ... ,N − 1 and F ͑n͒ R d the forcing function at time step n. The magnitude of the forcing function is defined as 
͑2.2͒
The final response to the forcing is defined as
where y ͑n+1͒ = f͑y ͑n͒ ͒ is the unperturbed dynamics with y ͑0͒ = x ͑0͒ . We use the calculus of variations with Lagrange function L ͓17͔ to determine the forcing function which yields the largest response R, where L is
͑2.4͒
and where k ͑n͒ and are Lagrange multipliers. The stationary points of the Lagrange function provide a necessary condition for the maximum response. At stationary points the partial derivatives with respect to the components of the independent variables x ͑n͒ = ͑x 1 ͑n͒ , 
͑2.5͒ *Electronic address: a-hubler@uiuc.edu for n =0,1, ... ,N − 1, where J ͑n͒ = ͑‫ץ‬f i / ‫ץ‬x j ͉͒ x ͑n͒ is the Jacobi matrix evaluated at x ͑n͒ . The superscript T indicates the transpose operator. ‫ץ‬L / ‫ץ‬x i ͑N͒ = 0 and ‫ץ‬L / ‫ץ‬x i ͑N͒ = 0 yields
Elimination of the Lagrange multipliers k ͑n͒ from Eq. ͑2.5͒ defines the dynamics of the resonant forcing function
where n =0,1, ... ,N − 1 and Eq. ͑2.6͒ reads
.8͒ can be used to determine a boundary condition for the mapping function given by Eq. ͑2.7͒. The control is stable if the displacement between nearby trajectories decreases on average. The dynamics of a small displacement d ͑n͒ = x ͑n͒ − x ͑n͒ between two neighboring trajectories at x ͑n͒ and x ͑n͒ ͓from Taylor expanding Eq. ͑2.1͔͒ is given by
͑2.9͒
Next we transpose Eq. ͑2.7͒ and multiply by d ͑n+1͒ ,
and with Eq. ͑2.9͒ we obtain
Hence the scalar product of the resonant forcing and the displacement is a conserved quantity
for n =0,1, ... ,N −1. P is conserved no matter if the unperturbed dynamics is periodic or chaotic. The constant P depends on the magnitude of the forcing function F. If the system is one dimensional, then the resonant forcing is proportional to the inverse of the displacement at each time step-i.e., F ͑n͒ = P / d ͑n+1͒ . If an initial displacement d ͑1͒ is perpendicular to the initial resonant forcing F ͑0͒ -i.e., P = 0-then the resonant forcing function stays perpendicular to the images of this initial displacement-i.e.,
for N =1,2, ... ,N − 1. Figure 1 = sin ͑ ͑0͒ + /2͒. If the initial displacement has a different direction, P is typically not zero but it stays constant within the numerical accuracy of the computation.
III. RESONANT FORCING FUNCTIONS WITH SMALL MAGNITUDE
Next we assume that the forcing function is small and expand the Jacobi matrix about the unperturbed dynamics to lowest order-i.e., J ͑n͒ Ϸ͑‫ץ‬f i / ‫ץ‬x j ͉͒ y ͑n͒. We iterate and expand Eq. ͑2.1͒. To lowest order the difference between the trajectory of the driven system and the unperturbed system reads
With Eq. ͑2.7͒ we obtain ͓see Eq. ͑C1͒ in Appendix C͔
where
I is the identity matrix. With Eq. ͑2.8͒ this becomes 
With this equation and the constraint ͓see Eq. ͑2.2͔͒ we determine ͉F ͑N−1͒ ͉ as a function of F 2 ͓see Eq. ͑C2͒ in the Appendix C͔:
Hence the final forcing which parallels the eigenvector with the largest eigenvalue of M, = max͕ i ͖, produces the largest response, and the largest response is
and with Eq. ͑3.5͒ we obtain
where ê is the eigenvector that corresponds to the largest eigenvalue of M, and for n =0,1, ... ,N −2,
The response depends on the initial state x ͑0͒ . The expectation value of the response is
where ͑x͒ is the equilibrium distribution of the attractor. Figure 2 shows the expectation value of the response of a chaotic Henon map dynamics ͑see Appendix A͒ as a function of the map parameter a, where b = 0.3. The numerical value is in good agreement with the theoretical value ͓Eq. ͑A10͔͒.
In the chaotic regime ͑a Ͼ 1.06͒ the function has many discontinuities, since the shape of the attractor changes suddenly and thus expectation value ͗͑x 1 ͑1͒ ͒ 2 ͘ has many discontinuities as a function of a. The matrix M ͑n͒ describes how the magnitude of a displacement grows:
͑3.11͒
If i ͑n͒ are the eigenvalues of M ͑n͒ , then the Lyapunov exponents are the limits i = lim n→ϱ 1 2n ln i ͑n͒ . The set of Lyapunov exponents will be the same for almost all starting points on an ergodic attractor. For some chaotic systems the matrices M ͑n͒ have the same eigenvectors or approximately the same eigenvectors. For instance, if the Jacobian is constant-i.e.,
. This is the case for the shift map ͑Appendix B͒. If the matrices M ͑n͒ have the same eigenvectors or approximately the same eigenvectors the eigenvalues, obey the following relation
͑3.12͒
If an initial displacement is parallel to the eigenvector of M that corresponds to the largest Lyapunov exponent = max͕ i , i =1,2, ... ,d͖, then it has the largest growth ratei.e., d ͑n͒ = e n d ͑0͒ . The final value of the optimal forcing function F ͑N−1͒ is parallel to the eigenvector of M that corresponds to the largest Lyapunov exponent and earlier values obey the dynamics ͓using Eq. ͑3.5͔͒
Hence the growth rate of the magnitude of the the optimal forcing function is equal to the opposite of the largest Lyapunov exponent:
As a consequence, the optimal forcing function decreases rapidly with n, if the largest Lyapunov exponent is much greater than 1. Since
. Then the response can be approximated by 
From Eqs. ͑3.15͒ and ͑3.16͒ we conclude that the response for the optimal forcing is large compared to the response from random forcing if the largest Lyapunov exponent is much larger than the other Lyapunov exponents. Figure 3 shows the response for optimal forcing and random forcing as a function of the largest Lyapunov exponent for a chaotic shift map dynamics ͑see Appendix B͒. If the unperturbed dynamics is of period k-i.e., y ͑n+k͒ = y ͑n͒ -then the Jacobi matrix has the same period-i.e., J ͑n+k͒ = J ͑n͒ . Hence J ͑n͒ J ͑n+1͒¯J͑n+k−1͒ is a constant matrix and the displacement dynamics ͓Eq. ͑3.1͔͒ and the dynamics of the resonant forcing function ͓Eq. ͑2.7͔͒ have a period-k growth or decay:
and from Eq. ͑2.7͒
If we separate the real and imaginary parts,
values ͉L i k ͉ and ͉L i k ͉ represent the growth rate and ⌬k = ͉2 / i k ͉ and ⌬k = ͉2 / i k ͉ the period of the dynamics. Since 
is not necessarily an eigenvector of ͓͑J ͑n+k͒ J ͑n+k−1͒¯J͑n+1͒ ͒ T ͔ −1 and some or all periods of the displacement dynamics will show up in the dynamics of the optimal forcing function, but no other periods will be present.
For system with only one variable x ͑n+1͒ = f͑x ͑n͒ ͒ + F ͑n͒ , the eigenvalue of M is ͓see Eq. ͑3.3͔͒
͑3.19͒
From Eq. ͑3.9͒ we obtain for the resonant forcing function
͑3.20͒
where F ͑N−1͒ = ±F / ͱ . The response to the resonant forcing function is R = ͱ F. Figure 4 shows the resonant forcing function ͓Eq. ͑3.20͔͒ and the displacement dynamics for a chaotic logistic map dynamics x ͑n+1͒ = 3.61x ͑n͒ ͑1−x ͑n͒ ͒ + F ͑n͒ , for n =0,1, ... ,14, with the initial condition y ͑0͒ = x ͑0͒ = 0.34. The magnitude of the forcing function F = 0.0001 is small. With Eq. ͑3.19͒ we compute = 1500. We find that the predicted response R = 0.00387 is close to the numerical value R = 0.00378. Since the map is chaotic, nearby trajectories diverge exponentially on average. The optimal forcing function decreases with the same rate exponentially on average.
IV. COMPARISON WITH A SINGLE-PUSH FORCING
Next we consider the iterated map dynamics with a single-push forcing at the first time step 
‫ץ‬L / ‫ץ‬x i ͑N͒ = 0 yields
͑4.4͒
Next we assume that the forcing function is small and expand the Jacobi matrix about the unperturbed dynamics to lowest order-i.e., J ͑n͒ Ϸ͑‫ץ‬f i / ‫ץ‬x j ͉͒ y ͑n͒. To lowest order the difference between the trajectory of the driven system and the unperturbed system reads
͑4.5͒
With Eq. ͑4.3͒ we obtain
With Eq. ͑4.4͒ this becomes In the next few steps we will determine which solutions maximize the response. From Eq. ͑4.4͒ we obtain
͑4.7͒
Since we know that the final value of the Lagrange multiplier is k ͑N−1͒ = ±k ͑N−1͒ e i , the other values of the Lagrange multiplier are
͑4.8͒
With this equation we determine ͉k ͑N−1͒ ͉ as a function of F 2 :
͑4.9͒
Hence ͑k ͑N−1͒ ͒ 2 = i F 2 . With Eq. ͑4.7͒ we find R 2 = i F 2 . Hence for the optimal forcing the final value of the Lagrange parameter k ͑N−1͒ that is parallel to the eigenvector ẽ with the largest eigenvalue of M, = max͕ i ͖, produces the largest response. The largest response is
where is the largest local Lyapunov exponent. With Eqs. ͑3.4͒ and ͑3.5͒ we obtain
͑4.11͒
where ẽ is the eigenvector that corresponds to the largest eigenvalue of M. Figure 5 shows the response for optimal forcing and single push forcing as a function of the largest Lyapunov exponent for a shift map where a 2 = 0.5, k = 0.2, f = 0.001, and N = 4. If the largest Lyapunov exponent is greater than 0.5, the optimal forcing function decreases rapidly with n ͓see Eq. ͑3.14͔͒ and is similar to a single push forcing function. 
͑4.12͒ Figure 5 shows the response to a random single-push forcing versus the largest Lyapunov exponent.
V. CONCLUSION
We investigate resonances of chaotic map dynamics. We study the response to forcing functions with a fixed magnitude ͓see Eq. ͑2.2͔͒ and an arbitrary time dependence. The stationary points of the Lagrange function ͓Eq. ͑2.4͔͒ provide necessary conditions ͓Eqs. ͑2.5͒ and ͑2.6͔͒ for an optimal response. From these conditions we derive that the resonant forcing functions complement the separation of nearby trajectories; i.e., the product of the displacement of nearby trajectories and the resonant forcing is a conserved quantity ͓see Eq. ͑2.12͔͒. Consequently, when the displacement dynamics is periodic, the resonant forcing function has the same period. Figure 4 shows that the resonant forcing function is irregular if the displacement dynamics is irregular. Equation ͑3.14͒ shows that resonant forcing functions of chaotic systems decrease exponentially, where the rate equals the largest Lyapunov exponent of the unperturbed system. A comparison with the response to random forcing indicates that the optimal forcing is particularly effective if the largest Lyapunov exponent is significantly larger than the other Lyapunov exponents ͓see Eqs. ͑3.15͒ and ͑3.16͔͒. Figure 5 illustrates that the optimal forcing is only as effective as a single-push forcing, if the largest Lyapunov exponent is much larger than unity. In addition to system identification, resonant forcing functions can be used to enhance the response to a periodic forcing functions, like noise may enhance the response to a low-frequency periodic forcing function in stochastic resonance ͓6͔. If a system periodically visits the vicinity of the basin of attraction of a multiattractor system due to a low-frequency periodic forcing, then a small resonant forcing function can push it across the boundary and thus greatly increase the response. The resonant forcing function has the same effect as noise in stochastic resonance, but is resonant forcing are probably much more efficient in ecreasing the response.
In the Appendices we discuss two representative twodimensional systems, the Henon map and a system with two coupled shift maps.
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APPENDIX A: RESONANCES OF THE HENON MAP
For the mapping function
For c = 1, the Henon map ͓18͔ has two fixed points at x 1 = ͑b −1±ͱ͑1−b͒ 2 +4a͒ / ͑2a͒ and x 2 = bx 1 for a Ͼ a 0 =−͑1 − b͒ 2 / 4. One fixed point is always unstable and the other is unstable if a Ͻ a 1 =3͑1−b͒ 2 / 4. For a 0 Ͻ a Ͻ a 1 the trajectories are attracted to the stable fixed point. For a Ͼ a 1 the map has a period-k attractor where k increases with a and becomes infinite at a ϱ . a ϱ depends on b. For b = 0.3, Henon found a ϱ Ϸ 1.06. For a ϱ Ͻ a Ͻ 1.55 the dynamics is chaotic with periodic windows. In addition the map has more than one attractor with fractal basins of attraction for certain a values. For example, for a = 1.07 and b = 0.3 the two initial states ͑x 1 ͑0͒ , x 2 ͑0͒ ͒ = ͑1,0͒ and ͑1.5,0͒ go to different limiting sets. The first initial condition goes to a strange attractor, whereas the second initial condition goes to a period-6 attractor. For b = c = 0, the Henon map becomes the logistic map. The Jacobian matrix is
and the corresponding eigenvector of M is
FIG. 5. ͑Color online͒ The response R / F of a shift map to an optimal forcing function versus the largest Lyapunov exponent = 1 , where the solid line is the theoretical value ͓Eq. ͑3.15͔͒ and the bullets are numerical values. The dashed line is the response to an optimal single-push forcing ͓Eq. ͑4.10͔͒ and the plus markers are numerical values. For small Lyapunov exponents the responses to the optimal forcing is by a factor of 5 larger, whereas for large Lyapunov exponents the difference in the response decreases to a few percent since the optimal forcing function becomes similar to a single-push forcing function. The dotted line is the response to a random single-push forcing ͓Eq. ͑4.12͔͒, and the cross markers are numerical estimates of the expectation value of the response.
͑A6͒
With Eq. ͑3.6͒ we find
͑A8͒
With Eq. ͑3.7͒ we find
͑A9͒
The expectation value of the response is
where ͗͑x 1 ͑1͒ ͒ 2 ͘ is averaged over the attractor. For the logistic map ͓18͔-i.e., if
͑1͒ F / ͱ ,0͒, and
where x ͑1͒ is a function of the initial condition x 1 ͑0͒ -i.e.,
These results are in agreement with Eqs. ͑3.19͒ and ͑3.20͒.
APPENDIX B: RESONANCES OF COUPLED SHIFT MAPS
The Jacobian matrix is
where the function mod͑x͒ returns the decimal part of x. a 1 and a 2 are the growth rates, and k is the coupling constant. We assume that a 1 Ͼ a 2 ജ 0. Hence
With Eq. ͑3.5͒ we find
͑B4͒
With Eq. ͑3.14͒ we find
, ê = ͑1,0͒, and F ͑n͒ = ±͑a 1
For k = 0 the system contains two decoupled shift maps, where i =ln͉a i ͉, i =1,2, is the Lyapunov exponent of each map. The resonant forcing function is in the direction of the map with the larger Lyapunov exponent. Hence, if both maps have a positive Lyapunov exponent and therefore both are chaotic, then the resonant forcing function forces only the map which is more chaotic. There is no forcing of the less chaotic map.
APPENDIX C: SEVERAL PROOFS
Proof of Eq. ͑3.2͒:
Proof of Eq. ͑3.6͒:
͑C2͒
Proof of Eq. ͑3.16͒: 
