All relevant data are within the paper ([Table 1](#pone.0226915.t001){ref-type="table"}) and its Supporting Information files.

Introduction {#sec001}
============

The phenomenon of pressure elevation in the eyes and surrounding blood vessels after changing posture from upright to supine has been studied for over 50 years. \[[@pone.0226915.ref001]--[@pone.0226915.ref003]\] This alteration of IOP has been attributed to changes in blood pressure within the episcleral veins. \[[@pone.0226915.ref004]--[@pone.0226915.ref006]\] Studies have described rapid changes in IOP which are contemporaneous with tilting, \[[@pone.0226915.ref007]--[@pone.0226915.ref009]\] which can be explained purely by hydrostatic blood pressure changes. \[[@pone.0226915.ref010]\] After this very acute response, the IOP then undergoes smaller, more gradual alteration as the eye comes to a new equilibrium state over tens of minutes to an hour, \[[@pone.0226915.ref008], [@pone.0226915.ref011]--[@pone.0226915.ref014]\] which can be attributed to aqueous humor dynamics and ocular hemodynamics. \[[@pone.0226915.ref010]\] Thus, the IOP temporal profile after postural change is multiphasic in nature. \[[@pone.0226915.ref008], [@pone.0226915.ref010], [@pone.0226915.ref012], [@pone.0226915.ref014]\]

Despite the many studies on IOP and postural change in the literature, it appears that there has been no attempt to synthesize these findings. We undertook such an analysis to uncover relationships between IOP and posture that might not be evident from any single study. To minimize uncertainties arising from the dynamic nature of the process, we sought studies that allowed sufficient time for IOP equilibration at the new posture (see [Methods](#sec002){ref-type="sec"}).

In previous work, we created a numerical model of the IOP response to acute gravitational change that incorporated the effects of dynamically changing aqueous humor and ocular blood volumes, local arterial and venous pressures, and intracranial pressure. \[[@pone.0226915.ref010]\] This biophysical model compared very well to experimental data in several acute gravitational scenarios, including head-down tilt studies of duration 5 to 21 minutes. Although the predictions remained within experimental uncertainty during the experimental time frame, the experimental data appeared to plateau earlier than the simulated data. Beyond the experimental time frame, the simulations exhibited a slow, continuous increase in IOP and reached steady state after about an hour of simulated time. The IOP at the end of the experiment tended to be somewhat lower than the steady-state numerically generated value. We speculated that there may be a physiological regulatory mechanism affecting IOP from about 10 minutes to an hour after the postural change that was not included in our numerical model. This investigation began as an attempt to discern the extent of such physiological regulation after the most acute stage of postural change.

Methods {#sec002}
=======

We identified 36 independent datasets in 30 articles on IOP response to postural change that fit the criteria defined below. \[[@pone.0226915.ref006]--[@pone.0226915.ref008], [@pone.0226915.ref011]--[@pone.0226915.ref037]\] They included a variety of scenarios, such as upright to supine posture and vice versa, upright to head-down tilt (HDT) or head-up tilt (HUT), supine to HDT or HUT, and cycling between positive and negative tilt angles. We included studies with as few as 3 or as many as 151 eyes. \[[@pone.0226915.ref025], [@pone.0226915.ref038]\] When available, we included in [Table 1](#pone.0226915.t001){ref-type="table"} other potentially relevant data such as gender, height, weight, age, and mean arterial pressure (MAP). The latter was found to exhibit a considerable impact on IOP in prior work. \[[@pone.0226915.ref010]\] When results from both eyes were documented or the data was presented by subgroups, we averaged the results. When necessary, we converted standard errors of the mean and confidence intervals to standard deviations for consistency. In some cases, we estimated the standard deviations visually or by digitization. When not specified, we assumed that only one eye per subject was examined, leading to a net population of 821 subjects and ≥1173 eyes.
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###### Studies included in this investigation.

![](pone.0226915.t001){#pone.0226915.t001g}

  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Authors                                                            n~sbj~       n~eyes~    n~F~       n~M~       Height (cm)      Weight (kg)      Age (yrs)        MAP~0~\       MAP~f~\       θ~0~ (deg)   P~h,O~      IOP~0~\      θ~f~(deg)   P~h,f~   t (min)      IOP(t)
                                                                                                                                                                      (mmHg)        (mmHg)                                 (mmHg)                                         
  ------------------------------------------------------------------ ------------ ---------- ---------- ---------- ---------------- ---------------- ---------------- ------------- ------------- ------------ ----------- ------------ ----------- -------- ------------ ------------
  Anderson et al. (2017)[@pone.0226915.ref011]                       10           10         5          5                                            31±7             91±8          89±9          90           1           10.7±1.6     0           0.00     1            12.2±1.7

  15                                                                 12.7±2.2                                                                                                                                                                                             

  30                                                                 12.6±3.1                                                                                                                                                                                             

  45                                                                 12.3±3.3                                                                                                                                                                                             

  60                                                                 12.2±3.0                                                                                                                                                                                             

  Balasubramanian et al. (2017)[@pone.0226915.ref026]                20           20         8          12                                           33±2                                         90           1           16.7±2.5     0           0.00     10           18.8±3.9

  -15                                                                -0.26        20         20.3±3.9                                                                                                                                                                     

  Barkana (2014)[@pone.0226915.ref017] (V)                           19           38         9          10                                           33.0±12.4                                    90           1           16.6±3.2     0           0.00     15           20.8±2.8

  45                                                                 19.7±2.4                                                                                                                                                                                             

  Baskaran et al. (2006)[@pone.0226915.ref007]                       75           75         51         24                                           48.9±13.7                                    90           1           14.2±2.9     -90         -1.00    1            29.3±4.4

  5                                                                  30.1±4.8                                                                                                                                                                                             

  Carlson et al. (1987)[@pone.0226915.ref027] (V, n~sbj\ =~ 10,20)   11           11                                                                 14--47                                       0            0                        15          0.26     60           14.5±1.2

  0                                                                  0                       -15        -0.26      60               16.8±1.4                                                                                                                              

  10                                                                 10                                                             14--47                                          15            0.259        13.5±0.3    -15          -0.26       60       15.7±0.5     

  20                                                                 20                                                             14--47                                          50            0.766        13.6±0.3    -50          -0.77       30       25.0±0.7     

  Chiquet et al. (2003)[@pone.0226915.ref028]                        25           50         25         0                                            27 (median)                                  90           1           16.1±3.6     0           0.00     1            18.3±3.6

  3                                                                  17.0±3.0                                                                                                                                                                                             

  10                                                                 18.0±3.8                                                                                                                                                                                             

  Draeger et al. (1986)[@pone.0226915.ref012] (V)                    20           20                                                                 23--41           100           0             90           1           11.6±2.1     -90         -1.00    6            34.3±3.5

  -90                                                                -1           34.3±3.5   90         1.00       6                11.6±1.8                                                                                                                              

  10                                                                 10           0          10                                     same age                                        0             0            15.6±2.5    -10          -0.17       0.5      18.6±2.7     

  15                                                                 23.6±2.2                                                                                                                                                                                             

  90                                                                 16.9±2.7                                                                                                                                                                                             

  Eklund et al. (2016)[@pone.0226915.ref006] (V)                     11           22         8          3                                            46±10                                        0            0           17.2±1.8     90          1.00     25           14.5±2.3

  Friberg and Weinreb (1985)[@pone.0226915.ref008]                   16           32         9          7          173±8                             30±5                                         90           1           14.1±2.8     -90         -1.00    5            35.6±4.0

  -90                                                                -1           35.6±4.0   90         1.00       5                14.1±4.0                                                                                                                              

  Friberg and Weinreb (1987)[@pone.0226915.ref029]                   11           22                                                                                                              0            0           19.0±3.6     -90         -1.00    1 to 30      36.9±4.0

  Jain and Marmion (1976}[@pone.0226915.ref030]                      20           40         20         0                                            20.75 (15--29)                               90           1           15.65±1.12   0           0.00     5            16.88±3.47

  76                                                                 151                                                            61.72 (30--85)                                  90            1            17.3±3.07   0            0.00        2        20.01±3.47   

  5                                                                  19.75±3.47                                                                                                                                                                                           

  James and Smith (1991)[@pone.0226915.ref031]                       28           28         23         5                                            51.3 (29--73)    98±12         90±11         90           1           17.6±3.17    0           0.00     15           19.8±3.2

  Katsanos et al. (2017)[@pone.0226915.ref032]                       21           21                                                                 71.4±5.6         1003±10.6     97.5±10.2     90           1           13.6±1.9     -20         -0.34    10           14.4±2.6

  Laurie et al. (2017)[@pone.0226915.ref033]                         8            16         0          8          181 (170--193)   86 (73--95)      35(25--49)       89 (82--96)   87 (80--94)   90           1           15.0±2.2     -6          -0.10    5            15.7±2.6

  Linden et al. (2017)[@pone.0226915.ref034]                         11           11         8          3          165              77               47(30--59)       103                         0            0           17.2±1.8     90          1.00     15           14.5±2.3

  Linder et al. (1987)[@pone.0226915.ref035]                         3            3                                                                                                               90           1           13           -90         -1.00    1.5          36.6

  10                                                                 10                                                                                                             90            1            11.8        -6           -0.10       1        15.5         

  30                                                                 *15*                                                                                                                                                                                                 

  60                                                                 14                                                                                                                                                                                                   

  90                                                                 14.9                                                                                                                                                                                                 

  Linder et al. (1988)[@pone.0226915.ref013] (V)                     10           20                                                                 18--36                                       90           1           12.2±2.2     -6          -0.10    1            15.5±2.2

  30                                                                 15.7±2.2                                                                                                                                                                                             

  60                                                                 14.6±2.2                                                                                                                                                                                             

  90                                                                 14.7±2.2                                                                                                                                                                                             

  Longo et al. (2004)[@pone.0226915.ref036]                          11           11         4          7                                            32±13            96±10         95±8          90           1           13±1         -8          -0.14    5            17±2

  Macias et al. (2015)[@pone.0226915.ref037]                         25           25         11         14                                           36                                           0            0           21.0±0.4     90          1.00     5            17.8±0.4

  -15                                                                -0.26        5          21.9±0.5                                                                                                                                                                     

  Marshall-Goebel et al. (2017)[@pone.0226915.ref038]                9            9          0          9                                            25.0±2.4         73.2±10.8     82.0±15.3     0            0           15.3±1.2     -6          -0.10    210          16.3±0.9

                                                                                  0          0          15.7±0.9   -12              -0.21            210              17.9±1.2                                                                                            

  71±10                                                              84.3±8.1     0          0          15.8±1.2   -18              -0.31            210              18.7±1.2                                                                                            

  16                                                                 16           8          8                                      26.6±3.7                                        0             0            14.8±0.4    12           0.21        5        14.4±1.2     

  75.3±16.4                                                          81.8±20.4    0          0          14.7±0.4   -12              -0.21            5                15.7±1.6                                                                                            

  71±10                                                              84.3±10.8    0          0          14.7±0.4   -18              -0.31            5                16.5±1.2                                                                                            

                                                                                  0          0          14.6±1.2   -24              -0.41            5                18.4±1.6                                                                                            

  Selvadurai et al. (2010)[@pone.0226915.ref039]                     21           42         9          12                                           31.6±6.9                                     90           1           17.8±1.9     0           0.00     5            19.9±1.7

  Seo et al. (2015)[@pone.0226915.ref040]                            17           34         6          11                                           28.3±2.7                                     90           1           13.0±2.0     0           0.00     5            14.8±1.9

  Shinojima et al. (2012)[@pone.0226915.ref041]                      9            9          2          7          169±3            60±4             34±2             81±9          74±6          90           1           14±3         -10         -0.17    30           21.0±4.5

  Singh et al. (1986)[@pone.0226915.ref042]                          58           58         29         29                                                                                        90           1           14.14±3.56   0           0.00     5            15.96±4.03

  Singleton et al. (2003)[@pone.0226915.ref043]                      11           22         5          6                                            60.8±10.9        91±9          95±9          0            0           16±3         90          1.00     10           15±2

  Souza et al. (1987)[@pone.0226915.ref015] (V)                      20           40         10         10         169.7            66.0             29.2,20--40      101±9         114±17        90           1           12.0±3.2     -90         -1.00    5            28.29±3.80

  Sultan and Blondeau (2003)[@pone.0226915.ref044] (V)               74           74         28         46                                           21.4,77.6        94            88.5          90           1           15.0±2.7     0           0.00     15           16.9±3.1

  Ventura et al. (2014)[@pone.0226915.ref045]                        16           16                                                                 49.8±12.3                                    90           1           14.1±2.3     -10         -0.17    8            17.3±4.1

  Xu et al. (2010)[@pone.0226915.ref014]                             65           129                                                                22--23           88.1          86.7          0            0           15.5±4.5     -15         -0.26    1            18.5±4.5

  6                                                                  18.6±4.5                                                                                                                                                                                             

  11                                                                 18.3±4.5                                                                                                                                                                                             

  16                                                                 18.1±4.5                                                                                                                                                                                             

  21                                                                 17.8±4.5                                                                                                                                                                                             

  Yeon et al. (2014)[@pone.0226915.ref046]                           24           48         11         13                                           26.7±1.3                                     90           1           13.4±2.2     0           0.00     10           16.9±23
  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Columns indicate the number of subjects (n~sbj~), number of eyes studied (n~eyes~), number of females (n~F~) and males (n~M~), height, weight, age, mean arterial pressure (MAP), tilt angle (θ), nondimensional hydrostatic pressure (ph), intraocular pressure (IOP), measurement time (t) relative to commencement of postural change at initial (subscript 0) and final (subscript f) times. Studies reserved for validation are denoted by "V".

Hydrostatic pressure and postural change {#sec003}
----------------------------------------

We took the supine position as the reference posture, (i.e. a tilt angle θ of zero in [Fig 1](#pone.0226915.g001){ref-type="fig"}). With this nomenclature, an upright posture corresponds to a tilt angle θ of +90°, while θ = -90° represents an inverted posture. In this study, we assumed that there was no IOP difference between standing and seated postures, since the reported difference is small in comparison to the other sources of error. \[[@pone.0226915.ref034]\]

![Schematic of body position as a function of tilt angle θ.\
Height (h) is the distance between the aortic root and the eyes along the body axis.](pone.0226915.g001){#pone.0226915.g001}

At any point in time, the blood pressure predicted by simple hydrostatics (hydrostatic pressure, ${\hat{p}}_{h}$) at the level of the eye is ρgh·sin θ, where ρ is the density of blood, g is the acceleration of gravity, h is the distance between the eye and the aortic root (the "hydrostatic indifference point", taken as a datum), as shown in [Fig 1](#pone.0226915.g001){ref-type="fig"}. We defined a nondimensional physical stimulus p~h~ as the hydrostatic contribution to blood pressure at the level of the eye normalized by ρgh, or simply *p~h~* = sin θ.

Inclusion criteria {#sec004}
------------------

We examined over 100 studies that measured the response of intraocular pressure to postural change in healthy individuals. [Table 1](#pone.0226915.t001){ref-type="table"} identifies the datasets included in this study. We used a combination of PubMed searches and Google Scholar searches, followed by examination of studies cited by the original group of papers, etc. The criteria for evaluating whether to include a study were:

### Reporting requirements {#sec005}

We required each dataset to have a well-documented reference position, experimental protocol, and the time at which the measurements were taken relative to the onset of the new posture.

### Anesthetic usage {#sec006}

The response of IOP to ocular volume change, e.g., during saline injection studies, is different when retrobulbar anesthesia is used as compared to topical anesthesia. \[[@pone.0226915.ref039]\] Head-down tilt (HDT) also causes fluid volume change in the eye, although it is driven by hydrostatics and physiological factors rather than direct intraocular fluid injection. We therefore only considered studies that used at most a topical anesthetic before IOP measurements were taken.

### Equilibration time {#sec007}

The time required by IOP to reach its equilibrium value at a new posture may vary with tilt angle. \[[@pone.0226915.ref008], [@pone.0226915.ref012]--[@pone.0226915.ref014]\] Some studies indicate that IOP may still be changing at 45 minutes, \[[@pone.0226915.ref012], [@pone.0226915.ref013], [@pone.0226915.ref016]\] although most studies allow for a much shorter time period in the range of 2 to 5 minutes. We therefore discarded studies that subjected their cohort to a single postural change for durations of \<5 minutes. We did not include studies with protocols that specified a sequence of tilt angles, unless: (a) an IOP time series was taken to ensure that equilibration had been achieved at each tilt angle (θ); or (b) θ changed in a monotonic fashion from the start to conclusion of the experiment. Prior work showed that the IOP response to postural change is initially driven only by the gravitationally driven blood pressure change at the eye. \[[@pone.0226915.ref010]\] For case (b), we reasoned that each change in tilt angle produced incremental quasi-equilibrium states that reached their full equilibrium value at the final tilt angle. In this case, we used the baseline reading and the reading at the final tilt angle, provided that the net time from initial to final posture was ≥5 min.

### Measurement error {#sec008}

Since the difference in IOP (ΔIOP) for small postural changes may be as small as 1 to 2 mmHg, measurement error is important because it may be comparable to or larger than the IOP changes we would like to capture. In general, inter-device IOP measurements exhibit a measurement difference in the range of 0.5 to 2mmHg on the same eyes under the same conditions. \[[@pone.0226915.ref016], [@pone.0226915.ref040]--[@pone.0226915.ref044]\] In one case, the inter-device agreement became better at 45 minutes as opposed to 15 minutes, \[[@pone.0226915.ref016]\] highlighting the importance of allowing sufficient equilibration time. One study in this work presents data using four instruments; \[[@pone.0226915.ref016]\] we used only the pneumatonometer data in this case. Measurement accuracy also depends on globe properties such as central corneal thickness, and on device calibration, patient stillness and hydration level, and operator experience, \[[@pone.0226915.ref012], [@pone.0226915.ref016], [@pone.0226915.ref040]--[@pone.0226915.ref043], [@pone.0226915.ref045]\] although we did not control for these factors. Due to the significant dependence of IOP on posture, we did not include studies in which the subject's posture had to change in order to take the IOP measurement. Handheld tonometers are attractive as measurement devices in this regard, because they can be operated at a variety of angles, although their performance in terms of accuracy is mixed. \[[@pone.0226915.ref016], [@pone.0226915.ref040], [@pone.0226915.ref046], [@pone.0226915.ref047]\] Although there are mixed findings on the effects of pillow usage, \[[@pone.0226915.ref020], [@pone.0226915.ref030], [@pone.0226915.ref037]\] where IOP was measured without the use of pillows when they were available. However, we included two studies that only contained data with use of pillows. (James and Smith, 1991; Shinojima et al., 2012) \[[@pone.0226915.ref021], [@pone.0226915.ref031]\]

We randomly chose 8 datasets from 7 articles for validation (denoted by "V" in [Table 1](#pone.0226915.t001){ref-type="table"}), and used the remainder for the curve fit. When multiple studies existed at a specific p~h~, we weighted each study by the ratio of its number of eyes to the total number of eyes for all of the studies at that particular p~h~.

Curve fitting and statistics {#sec009}
----------------------------

The mean square error for the curve fit is $MSE = {\sum{r_{i}^{2}/\left( {n - n_{p} - 1} \right)}}$, where the residual r~i~ is the difference between experimental and predicted response, n is the sample size, and n~p~ is the number of fitted parameters. We used a function finder at [http://www.zunzun.com](http://www.zunzun.com/) to determine that an exponential curve fit was the best choice from the standpoint of minimizing MSE. We used MATLAB (Mathworks, Inc., Natick, MA) to calculate the exponential curve fit and develop additional statistics. To confirm that the curve fit was independent of our randomization, we repeated the curve-fitting procedure twice, each time choosing a different random sample of 28 datasets. The resulting IOPs generated by the three curve fits varied from one another by less than 3% at the most extreme.

The experiments themselves often had substantial experimental uncertainty, as shown in [Table 1](#pone.0226915.t001){ref-type="table"}, and represented graphically in [Fig 2](#pone.0226915.g002){ref-type="fig"}. We wanted to show a confidence metric that took into account that experimental uncertainty. [Fig 2A](#pone.0226915.g002){ref-type="fig"} shows some representative data points used in the curve fit and displays the mean value, standard deviation and a schematic of the corresponding Gaussian distribution.

![Development of simulated IOP datasets from Latin hypercube simulation.\
(A) Schematic of the relationship of experimental mean data (symbols) and standard deviations (error bars) to Gaussian distributions. (B) Histogram representing the IOP distribution in 300,000 simulated datasets for an experimental data point at left (p~h~ = -0.41).](pone.0226915.g002){#pone.0226915.g002}

A Latin hypercube simulation (LHS) delivers a set of values that fall within a specified distribution. \[[@pone.0226915.ref048]\] For the curve fit, we had 61 measurements of mean IOPs and standard deviations at fixed p~h~ values. From that data, we used an LHS simulation in MATLAB to calculate 300,000 independent sets of IOPs, using 3 times the standard deviation to specify cutoff values. [Fig 2B](#pone.0226915.g002){ref-type="fig"} shows the IOP distribution as calculated by LHS for one of the 61 experimental measurements.

We ran each simulated IOP set through the curve-fitting procedure, as described above. Across the range of p~h~, we then calculated the maximum and minimum predicted IOP values over all of the LHS curves, which will be shown below.

Numerical simulation of IOP response to postural change {#sec010}
-------------------------------------------------------

In prior work, we subjected a 5-compartment lumped-parameter model of the eye to acute gravitational changes to calculate volume, pressure and flow interactions among compartments representing the globe, arterial and venous ocular blood, aqueous humor, and the retrobulbar subarachnoid space. \[[@pone.0226915.ref010]\] The model included hydrostatic effects on ocular pressures. It did not include explicit regulatory functions, but compliance functions may have had some implicit regulation since they were derived from empirical data.

In virtual head-down tilt, the IOP responded immediately to gravitational changes in a linear fashion during the transition between initial and final postures, as is consistent with experimental data. The gravitational forcing also caused abrupt changes to the local ocular arterial and venous pressures. After the final posture was attained, a more gradual increase in IOP occurred over the course of ten minutes to an hour as the aqueous and blood volumes adjusted to the newly imposed ocular pressures.

We used the steady-state IOP values obtained in these simulations to approximate the hydrostatic contribution to IOP.

Results {#sec011}
=======

After examining the literature, we found 36 datasets from 30 articles \[[@pone.0226915.ref006]--[@pone.0226915.ref009], [@pone.0226915.ref011]--[@pone.0226915.ref037]\] that fit our inclusion criteria ([Table 1](#pone.0226915.t001){ref-type="table"}). We reserved 8 randomly selected studies for validation and used data from the remaining 28 studies for the curve fit (see [Methods](#sec002){ref-type="sec"} for details). We found that the best fit for IOP was: $$IOP = 1.16\mspace{2mu}{\exp\left( {- 2.66\mspace{2mu} p_{h}} \right)} + 14.6$$ where IOP is expressed in mmHg, shown in [Fig 3](#pone.0226915.g003){ref-type="fig"}. The data at the far left (p~h~ = -1.0) come from postural inversion while the data at the far right (p~h~ = +1.0) represent the upright posture. For reference, a linear fit of the data yielded a mean squared error (MSE) of 15.51 mmHg^2^ while the exponential curve fit exhibited a significantly smaller MSE of 0.85 mmHg^2^. The graph of the residual r~i~ vs. p~h~ for the exponential fit shows a nearly random distribution about the mean residual, while the linear fit exhibited marked curvature, an indicator of the presence of nonlinearity in the source data. \[[@pone.0226915.ref049]\]

![Relationship between the equilibrium intraocular pressure (IOP) and the "hydrostatic forcing function", p~h~.\
Markers indicate experimental measurements from 28 studies on 657 subjects (≥949 eyes). Solid line is the curve fit, as defined by Eq ([1](#pone.0226915.e003){ref-type="disp-formula"}). When multiple values of IOP were available at a specific p~h~, the curve fit weighted the data by the ratio of the number of subjects in the study to the total number of subjects at that p~h~.](pone.0226915.g003){#pone.0226915.g003}

We reproduced the curve fit from Eq ([1](#pone.0226915.e003){ref-type="disp-formula"}) in [Fig 4](#pone.0226915.g004){ref-type="fig"} (solid line) and included data from the 8 validation datasets (symbols), plotted with their respective standard deviations. The dashed lines are the 95% confidence intervals, while the dotted lines represent the extrema predicted by a set of 300,000 curve fits. For this metric, each simulated dataset was generated by a Latin hypercube simulation based on experimental means and standard deviations (see [Methods](#sec002){ref-type="sec"}). As expected, nearly all of the experimental means fell inside the 95% confidence interval (CI) to within experimental error. The study with the most significant departure was that of Barkana (2014) who made comparable IOP measurements using four different instruments. To enhance rigor and ensure statistically independent data sets we chose *a priori* to use only one instrument's measurements for this work (the pneumatonometer).Had we chosen to use their GAT, Tonopen or HA-2 measurements, which were all lower than the pneumatonometer measurements, the Barkana (2014) datapoint would have fallen within the 95% confidence interval.

![Curve fit (black line; [Eq 1](#pone.0226915.e003){ref-type="disp-formula"}) compared against 8 validation datasets (symbols), plotted with standard deviations.\
Dashed line represents the 95% confidence interval of the curve fit. Dotted line is derived from the extrema of curve fits of 300,000 simulated sets of IOPs, which were generated by a Latin hypercube simulation (LHS) using experimental means and standard deviations.](pone.0226915.g004){#pone.0226915.g004}

The IOP values from experiments with under 5 minutes for equilibration, which were not used in the curve fit, were more likely to fall outside of the LHS-derived bounds (data not shown).

Our curve fit was not designed to be accurate at long times (many hours to days) after postural change, since there may be additional factors that may come into play, such as changes to aqueous formation rate. Consequently, we did not include sleep studies in our curve-fitting data set. However, for interest, we compared Eq ([1](#pone.0226915.e003){ref-type="disp-formula"}) against two studies of IOP change during long-duration HDT conducted as a terrestrial microgravity analog.\[[@pone.0226915.ref009], [@pone.0226915.ref050]\] The experimental data show good agreement with the curve fit ([Fig 5](#pone.0226915.g005){ref-type="fig"}), suggesting that posturally driven IOP changes are still an important factor after two or more days of HDT.

![Curve fit (black line), 95% confidence interval to the curve fit (dashed) and extrema in LHS simulations (dotted) compared against experimental means (symbols) and standard deviations from baseline conditions (upright, ph = 1.0) and after 2 days of 10° HDT \[[@pone.0226915.ref009]\] or 10 days of 6° HDT \[[@pone.0226915.ref050]\].](pone.0226915.g005){#pone.0226915.g005}

The relationship between IOP and p~h~ would be linear if hydrostatic effects alone were responsible for the IOP response. We conclude that the observed IOP after postural change is a combination of both hydrostatic and physiologic effects, and that the departure from linearity can be considered as the net effect of physiologic processes. In [Fig 6A](#pone.0226915.g006){ref-type="fig"}, the curve fit (solid line) is shown with a calculation of IOP using the straightforward application of hydrostatic forces (dashed line). The difference between the two represent the IOP change necessary to bring the IOP from the hydrostatic value to the observed value (arrows). We denote this difference as the physiologic component of IOP change, ΔIOP~physio~, which is shown more directly in [Fig 6B](#pone.0226915.g006){ref-type="fig"}, and is the net result of all physiologic effects, whether they are local or systemic, active or passive.

![Representation of the factors affecting IOP in postural change.\
(A) The theoretical IOP resulting from hydrostatics alone (dashed line) needs to be adjusted by physiologic processes (arrows) to match the observed IOP after postural change (solid line). (B) The net physiologic regulation (ΔIOPphysio) is defined as the difference between IOP derived from hydrostatics and the IOP from the curve fit.](pone.0226915.g006){#pone.0226915.g006}

Discussion {#sec012}
==========

The major finding of this study is that acute changes in IOP due to postural alterations can be "universally" predicted by a simple equation in which the only dependent variable is the hydrostatically computed blood pressure at the level of the eye, consistent with the understanding that acute IOP changes result from gravitationally driven blood pressure changes. However, the predictive equation differs from that which would occur due to trivial application of hydrostatics, depicted in [Fig 6A](#pone.0226915.g006){ref-type="fig"} (dashed line). This important difference is almost certainly due to one or more autoregulatory processes, shown over the range of p~h~ in [Fig 6B](#pone.0226915.g006){ref-type="fig"}.

Since globe volume changes directly affect IOP, \[[@pone.0226915.ref010], [@pone.0226915.ref039], [@pone.0226915.ref051]\] the relevant regulatory mechanism(s) must ultimately involve a net loss or gain of fluid within the globe through a transient alteration of the inflow/outflow of ocular blood and/or aqueous humor. Only a small quantity of fluid needs to be involved since the addition of 1 μL of ocular fluid results in an IOP increase of about 1 mmHg. \[[@pone.0226915.ref051]\] It is quite possible that our current experimental and imaging techniques do not have the resolution to resolve the expected small volume changes. Data from previous studies on this subject suggest that alterations in ocular blood or aqueous equilibrium are caused by postural change, \[[@pone.0226915.ref017], [@pone.0226915.ref031]\] but validation of [Fig 6](#pone.0226915.g006){ref-type="fig"} would require a better accounting of net fluid volume response in the globe. Hopefully the recent advances in the field of ophthalmic imaging will provide an opportunity to address this question more fully.

The framework presented here permits a comparison of independent experiments with differing baseline or final postures by providing a simple mathematical expression that identifies an IOP that corresponds with tilt angle regardless of baseline posture. This is consistent with the literature: studies that have examined both positive and negative changes in θ report that IOP is equivalent when approached from either direction as long as sufficient equilibration time is given. \[[@pone.0226915.ref007], [@pone.0226915.ref008], [@pone.0226915.ref012], [@pone.0226915.ref017]\]

The curve fit introduced here may influence future experimental designs and protocols by allowing an estimation of the IOP change that must be resolved during postural change. This also suggests that to capture effects that are not dominated by posture, sleep studies could choose to subtract each subject's daytime supine IOP from their supine nocturnal measurements to separate out and more precisely determine the impact of the more subtle non-posturally driven physiological factors that arise during the night.

As another example, this curve fit can be used to design a tilt protocol based on desired IOP response. Many studies examine the physiological effects of extended HDT as a means of simulating microgravity on earth, with upright or supine posture representing pre-launch conditions, and the HDT position as the pseudo-microgravity challenge. \[[@pone.0226915.ref012], [@pone.0226915.ref023], [@pone.0226915.ref025], [@pone.0226915.ref027]\] However, these protocols do not explicitly account for the significant gravitational changes that are a result of launch and insertion into microgravity. On average, astronauts undergo a ΔIOP = 6.3 mmHg \[[@pone.0226915.ref052]\] by the time they reach orbital altitude after about 10 minutes of launch accelerations. For a virtual astronaut, the baseline supine IOP is 15.8 mmHg according to the curve fit. To produce an IOP rise of 6.3 mmHg, the subject could be tilted to p~h~ = -0.7 (θ = -45°) for 10 minutes to expose the eye to launch-like stresses, which could then be followed by the pseudo-microgravity phase.

This analysis is subject to uncertainties inherent to the studies that we examined and the challenges of aggregating such data. There is an unknown level of uncertainty from inter-device, inter-operator, and intra-device measurement errors, variations in experimental protocols and populations, and whether or not a complete IOP equilibrium was achieved. Ideally, we would have used data from the same research group on the same subjects using the same protocols and measurement devices, which would have improved the curve fit accuracy. While this study included significant variability in all of those factors, reduction of the data set to a single study group, experimental design, and instrument would have significantly reduced our statistical power and the confidence bounds of the curve fit. Despite the breadth of approaches used by the researchers aggregated in this study, there is good general agreement of the curve fit with the experimental data. Another limitation of this study is that it is not directly applicable to the prone posture. IOP in the prone position is known to be higher than that of supine posture, and the biomechanics are more complex. \[[@pone.0226915.ref011], [@pone.0226915.ref053]\] A similar analysis might well find a comparable relationship between IOP and p~h~ for postural change involving the prone position.
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###### Included are the raw data for studies included in this manuscript.

Studies are divided by row with (V) denoting studies reserved for the validation experiments. The columns indicate the number of subjects (nsbj), number of eyes studied (neyes), number of females (nF) and males (nM), height, weight, age, mean arterial pressure (MAP), tilt angle (θ), nondimensional hydrostatic pressure (ph), intraocular pressure (IOP), measurement time (t) relative to commencement of postural change at initial (subscript 0) and final (subscript f) times.

(XLSX)

###### 

Click here for additional data file.
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