Abstract. This paper provides a theoretical analysis of a higher-order, FFT-based integral equation method introduced recently [IEEE Trans. Antennas and Propagation, 48 (2000), pp. 1862-1864 for the evaluation of transverse electric-polarized electromagnetic scattering from a bounded, penetrable inhomogeneity in two-dimensional space. Roughly speaking, this method is based on Fourier smoothing of the integral operator and the refractive index n(x). Here we prove that the solution of the resulting integral equation approximates the solution of the exact integral equation with higher-order accuracy, even when n(x) is a discontinuous function-as suggested by the numerical experiments contained in the paper mentioned above. In detail, we relate the convergence rates of the computed interior and exterior fields to the regularity of the scatterer, and we demonstrate, with a few numerical examples, that the predicted convergence rates are achieved in practice. 1. Introduction. Scattering problems find application in a wide range of fields, including communications, materials science, plasma physics, biology, medicine, radar, and remote sensing. The evaluation of useful numerical solutions for scattering problems remains a highly challenging problem, requiring novel mathematical approaches and powerful computational tools. An integral equation method [7, 8] introduced recently for the evaluation of time-harmonic, transverse electric (TE)-polarized, electromagnetic scattering by bounded inhomogeneities in two dimensions has proven highly competitive with currently available approaches. (Note that there is some ambiguity in the naming of the polarization [28, p. R5], with some authors referring to this setting as transverse magnetic (TM)-polarized scattering. To be precise, we consider the case in which the electric field is parallel to the cylindrical axis of the scatterer.) In this paper, we provide a theoretical analysis of the higher-order convergence of this approach. More specifically, we prove that the approximating integral equation used in this method, which is based on Fourier approximation of the integral
operator, yields higher-order convergence in the L ∞ -norm even when the refractive index n(x) is a discontinuous function. Furthermore, we relate the convergence rates of the computed interior and exterior fields to the regularity of the scatterer, and we demonstrate, with a few numerical examples, that the predicted convergence rates are achieved in practice.
Given an incident field u i , we denote by u the total electric field-which equals the sum of u i and the resulting scattered field u s :
Calling λ the wavelength of the incident field and κ = 2π λ the wavenumber, the total field u satisfies [9, p. 2] ∆u + κ 2 n 2 (x)u = 0, x ∈ R 3 , (1.2) where the given incident field u i is assumed to satisfy
Finally, to guarantee that the scattered wave is outgoing, u s is required to satisfy the Sommerfeld radiation condition [9, p. 67] The algorithms available for computing solutions to this problem fall into two broad classes: (1) finite element and finite difference methods and (2) integral equation methods. Use of finite element and finite difference methods can be advantageous in that, unlike other methods, they lead to sparse linear systems. Their primary disadvantage, on the other hand, lies in the fact that in order to satisfy the Sommerfeld radiation condition (1.4), a relatively large computational domain containing the scatterer must be used, together with appropriate absorbing boundary conditions on the boundary of the computational domain (see, for example, [10, 17, 18, 26, 32] ). Thus, these procedures give rise to very large numbers of unknowns and, thus, to very large linear systems.
A second class of algorithms is based on the use of integral equations. An appropriate integral formulation for our two-dimensional TE problem is given by the Lippmann-Schwinger integral equation [9, p. 214] , [24] , Integral equation approaches are advantageous in a number of ways: they require only discretization of the equation on the scatterer itself, and the solutions they produce satisfy the radiation condition at infinity automatically. Direct use of integral equation methods is costly, however, since they lead to dense linear systems: a straightforward computation of the required convolution requires O(N 2 ) operations per iteration of an iterative linear solver. As mentioned above, however, the higher-order integral method that we analyze in this paper, in which the complexity of the convolution evaluation is reduced to O(N log N ) operations per iteration, is highly competitive with finite element or finite difference approaches.
Fast solvers for (1.5), based on the fast Fourier transform (FFT), have been available for some time [3, 31, 33] . In these solvers, the convolution with the fundamental solution is computed via Fourier transforms, which can, in turn, be evaluated with low complexity by means of FFTs. These methods do give rise to a reduced complexity for a given discretization but, unfortunately, they are only first-order accurate for discontinuous scatterers. Low-order accuracy results since, for a general nonsmooth and/or nonperiodic function, the FFT provides a poor approximation to the Fourier transform. Our approach also uses FFTs to achieve a reduced complexity but, unlike previous FFT methods, it yields, in addition, higher-order accuracy.
Despite the significant advantages exhibited by higher-order methods over their low-order counterparts (see, for example, Appendix B), only limited attempts have been made to develop higher-order methods for the problem under consideration. A higher-order method was proposed in [23] on the basis of a locally corrected Nyström discretization; the complexity of this method, however, is O(N 2 ), where N is the total number of unknowns used.
In [27] ) and O(h 3 ) L ∞ -convergence in the near and far fields, respectively. Thus, our approach, which applies to smooth as well as discontinuous refractive indices, is both fast-it runs in O(N log N ) operations-and higher-order accurate, substantially exceeding the convergence rates of Vainikko's approach, especially in the far field.
Our method is based on recasting the last term of the integral equation (1.5) by means of the polar coordinate form
An approximate integral equation is obtained from (1.6) by replacing the kernel g by a truncation of its Fourier representation with respect to its angular variableswhich, as is known, is given by the addition theorem for the Hankel function; see section 2. As we show in this paper, the solution of this approximate integral equation approximates the solution of the exact integral equation with higher-order accuracy, even for discontinuous functions n(x).
The higher-order convergence of this method relies on the following important fact: although the Fourier representation of the fundamental solution converges slowly, the resulting Fourier representation of the integral converges rapidly; clearly, such accuracy improvements for integrated quantities can only occur through a process of error cancellation. In this paper, we prove that this approach does indeed yield higher-order convergence (at least third-order in the exterior field) even in the case of discontinuous inhomogeneities. More precisely, we derive bounds on the convergence rates for the interior and exterior fields as they depend on the regularity of the scatterer (see Theorem 3.5 and Corollaries 3.9 and 3.10).
Our present analysis considers neither a specific numerical discretization for the radial integration nor the method used to solve the resulting linear system. Here we focus instead on the exact solution of the approximate integral equation resulting from the polar Fourier approximation of the fundamental solution, as described briefly above and in detail in section 2; this exact solution of the approximate equation is to be viewed as an approximate solution of the exact equation (1.5) . The details of the complete numerical implementation are given in their original form in [7, 8] as well as in the more recent presentations [5, 14] , which contain several significant improvements.
As discussed in section 4, our approximate integral formulation allows us to replace the (possibly discontinuous) function n in polar coordinates by its truncated Fourier series of certain orders without introducing additional errors. This fact allows us to compute the corresponding angular integrals exactly by means of FFTs. (In [14, 15, 16] , similar ideas are used in the construction of a fast, higher-order method for the Helmholtz equation in three dimensions.) To conclude this paper we present a number of computational examples that demonstrate that the predicted convergence rates are achieved in practice.
(Note that a direct application of the methods presented in this paper to discontinuous scatterers for either TM or three-dimensional electromagnetic scattering would yield rates of convergence lower than those for the TE case considered heresince in such cases the normal derivatives of the solution are not continuous across surfaces of discontinuity of the refractive index. As shown in [6] , however, the convergence rates of our method for all of these problems-TE, TM, and three-dimensional electromagnetic scattering-can be improved significantly by appropriate treatment of thin volumetric regions around surfaces where either discontinuities or reduced regularity of the refractive index occur.)
2. An approximate integral equation. As mentioned in the introduction, our approach produces numerical solutions of (1.5) through consideration of a sequence of approximate integral equations, which result as the fundamental solution is replaced by a truncated Fourier series in an angular variable. In this section we describe our approximate integral equations, and we show that (1) they admit unique solutions and (2) the inverse operators for the approximate problems are uniformly bounded.
To introduce our approximate integral equations we begin by recalling an addition theorem: using polar coordinates x = ae iφ and y = re iθ , the addition theorem for the Hankel function reads [9, p. 67] 
This identity allows us to obtain another expression for the integral operator K of (1.5),
where, using an annular region R 0 ≤ a ≤ R 1 containing the support of m, we have set
Truncating this Fourier series as well as the corresponding Fourier series for the incident field, we obtain the approximate integral equation
where
Here and throughout this paper we use a superscript M to denote the truncated Fourier series of order M of a given function.
Decomposing (2.3) into Fourier modes, we observe that a solution of this equation must satisfy
and solving (2.3) is equivalent to solving the following system of one-dimensional integral equations:
To prove existence and uniqueness for this approximate integral equation, we make use of the following technical lemma.
Lemma 2.1. There exists a constant C > 0 depending only on R 0 , R 1 , and κ such that
where J (a, r) is defined in (2.1). This result, which is proven in Appendix A, allows us to establish the following lemma. (Note: In the bound above and in all similar bounds in this paper, we abuse the notation slightly for = 0, in which case the expression on the left-hand side is assumed to be bounded.)
where the operator norm is the one induced by the
Hence, for M ≥ 0, Remark 2.6. With these definitions, we can state the unique solvability result for (1.5), which is based on the uniqueness result of [30] , more precisely: I − K admits a bounded inverse on L ∞ for each m ∈ M. Hence, throughout this paper, we will assume that m ∈ M. Note that the uniqueness result of [30] makes use of a unique continuation result due to Heinz [13] , which assumes C 1 boundary regularity of the subsets D i defined above. However, more recent unique continuation results make much weaker assumptions (see [19] and the references therein) and hence allow us to relax the C 1 regularity assumption to Lipschitz regularity (which suffices to allow integration by parts in obtaining the appropriate weak formulation).
In an entirely analogous fashion we define spaces of functions with piecewise-Hölder continuous derivatives of order
We can now establish the following theorem. 3. Error bounds. The approximate integral equation (2.3) was obtained by truncating the Fourier series of both the incident field u i and the integral operator K at each radius; as mentioned above, the exact solution v of this approximate equation is to be viewed as an approximate solution of the exact equation (1.5). As it happens, the function v is a higher-order approximation of the exact solution u of (1.5). Roughly speaking, this result follows from the fact that the integral operator Ku and the incident field u i are smooth and periodic functions of the angular variable, which are thus approximated to higher-order by their truncated Fourier series.
In this section we derive bounds on the error implicit in the approximation of u by v. Of course the full numerical implementation of the method introduces additional errors (e.g., errors arising from radial numerical quadratures), but here we study the accuracy with which v approximates the exact solution u only. Higher-order methods for computing the required radial integrals are discussed in [5, 7, 8, 14] .
Error in approximated Fourier modes. The error in the solution
where (u − u M ) is the "tail" of the Fourier series of u,
In this section, we derive a bound on the second term on the right-hand side of (3.1). Subtracting the identities (see (2.6))
we obtain
In view of Theorem 2.7 and calling
Therefore, by Lemma 2.1,
We will bound this expression through consideration of bounds on the Fourier coefficients of m and u. To this end, we make use of the following lemma, which is a slight variation of a classical result [34, pp. 48 , 71] and can be proved by multiple integrations by parts. 
. , k, and g (k+1) is of bounded variation, then the Fourier coefficients c of g satisfy |c | ≤ C|
Since Ω is an arbitrary bounded, open set, this theorem relates the local regularity of u to the local regularity of m.
To bound the discrete convolution in (3.3) we also need results on the decay rates of the Fourier coefficients of m and u.
the Fourier coefficients of the total field u satisfy
, then the Fourier coefficients of the total field u satisfy
Proof. From (2.2), we see that the coefficients in the Fourier series representation of (1.5) are given by 
The proof for m ∈ C 1 pw is similar. We can now establish the main result of this paper.
Proof. We seek a bound on
pw (A)), on the other hand, we find that
To obtain the final result, it suffices to consider sums of the following form:
Combining these results, the theorem follows. Remark 3.6. Of course, there are many other conditions on m for which the corresponding convergence rates could be determined; for instance, one might remove the requirement of Hölder continuity. In every case, the convergence rates are directly determined by the rate of decay of the Fourier coefficients of m and u. We do not attempt to provide a comprehensive listing of all possible regularity conditions and their corresponding convergence rates.
Remark 3.7. Numerical experiments indicate that the bounds of Theorem 3.5 are tight. The resulting convergence rates depend on k in a particularly interesting way. As we have shown, the method exhibits third-order convergence for m ∈ C 
Total error in the interior and exterior fields.
Up to this point, we have computed only convergence rates for the approximated modes, i.e., the modes of order with | | ≤ M . Given these convergence rates, we can now easily estimate the total error. We make a distinction here between two types of error: the interior field error (the error on the domain of integration A = {(a, φ) : 0 ≤ R 0 ≤ a ≤ R 1 }) and the exterior field error (the error outside of A). The interior field error is simply the difference between the true solution u(x) and the solution v M (x) of (2.3) on A. Clearly, on A we have
where ε M is defined in (3.2) and
Note that the decay rate of (u − u M )(x 0 ) for a particular point x 0 ∈ A, as opposed to the maximum error in all of A, depends on the regularity of m in a neighborhood of the circle with radius r 0 = |x 0 | centered at the origin. Hence, in general, the convergence rate of v M (x 0 ) to u(x 0 ) may vary with the choice of x 0 ∈ A. In particular, the regularity of m in a neighborhood of the circle with radius r 0 = |x 0 | centered at the origin determines the regularity of u in that neighborhood and hence also determines the decay rate of the Fourier coefficients u (r 0 ). This decay rate in turn determines whether ε M or (u − u M )(x 0 ) dominates the convergence rate. The pointwise convergence rate is of limited usefulness, however; the following corollary to Theorem 3.5 provides a bound on the maximum error in the computed interior field.
Corollary 3.9 (interior field error). If m ∈ C k,α (A) ∩ C k+2 pw (A), then the interior field error is given by
u − v M ∞ = O 1 M k+3 .
This result holds with
as M → ∞. Clearly, by Theorem 3.5, τ M dominates ε M for every k. The proof for m ∈ C 1 pw (A) is similar. Before discussing convergence rates in the exterior field, we describe how to extend the approximate solution v M , which we have computed only on the interior of A, to the exterior field. Since the integration in (1.5) is performed only over the support of m, one can easily see that, given the solution u on the boundary of A, the solution in the rest of R 2 can be computed simply by an appropriate scaling of the Fourier modes of u s on the (circular) inner and outer boundaries of A at radii R 0 and R 1 , respectively. More precisely, we find that
Our approximate solution v M is extended to the exterior of A by the same procedure. 
(Note: If R 0 = 0, then the integration domain is a disc and, hence, only the part of the equation above corresponding to r 0 > R 1 applies.) Then, the exterior field error at x 0 / ∈ A is given by
as M → ∞, where ε M , defined in (3.2), has bounds given by Theorem 3.5.
Proof. Assume that r 0 > R 1 ; the proof for 0 ≤ r 0 < R 0 is similar. Defining the scaling factors β (r 0 ) at radius r 0 by
we have
As before, let S denote the circle of radius r 0 about the origin. Since r 0 = |x 0 | > R 1 , there exists a neighborhood N (S) of S such that m| N (S) = 0. Therefore, u ∈ C ∞ (N (S)) and 
Therefore, from these asymptotic expressions and from (3.5), we obtain
Note that while u ∈ C ∞ on the exterior of A, this function may be much less regular on the interior of A (in general, u ∈ C 1,α for m ∈ M). Hence, the decay of u − u M on the exterior of A is superalgebraic, whereas u − u M may decay as slowly as O(M −2 ) on the interior of A. This fact is responsible for the interesting result that the method converges more rapidly on the exterior of A than on the interior (where u − u M may dominate ε M ). These remarks are particularly relevant in the evaluation of radar cross sections, an important measure in many applications. The evaluation of radar cross sections requires the computation of the far field. Although Corollary 3.10 does not directly address the error in the far field, we obtain an approximate far field by a scaling of the Fourier modes of v M just as in the computation of the exterior field. As in [4, p. 6], we define the far field, u ∞ , by the asymptotic representation of the scattered field as r → ∞, i.e.,
From (3.4) and the asymptotic expression for H 1 (z) for fixed as z → ∞ [1, p. 364], we obtain the Fourier modes of u ∞ by a simple scaling of the Fourier modes of u s :
If we define the approximate far field v ∞ in the same way, we can prove that
as M → ∞. The proof of this fact is nearly identical to that of Corollary 3.10. The predicted convergence rates in both the interior field and the far field are verified through several computational examples in section 5.
Computation of the angular integral.
We have proven that the solution to the approximate integral equation (2.3) provides a higher-order approximation to the solution of the exact integral equation (1.5) for the scattering problem. However, to this point, we have not discussed any methods for computing the required angular and radial integrals. This paper primarily addresses the theoretical aspects of the method; for a discussion of a particular efficient, higher-order radial integrator, we refer to [5, 7, 8, 14] . On the other hand, with regards to the angular integrals, we show below that the Fourier coefficients of m(r, θ)v M (r, θ) can be computed efficiently and exactly (except for roundoff) by means of FFTs.
The required angular integrals are given by 
Hence, in a sense, the truncation of the Fourier series of the integral operator implies an associated truncation of the Fourier series of the refractive index-as a result of the band-limited nature of the solution v M . Thus, surprisingly, the low-order approximation of a discontinuous refractive index at each radius by its truncated Fourier series yields no additional error beyond that of our original, higher-order truncation of the Fourier series of K. This points to the interesting cancellation of errors phenomenon mentioned briefly in the introduction: the large errors in the Fourier approximation of the refractive index cancel in the discrete integration process yielding small errors-high-order accurate approximations-in the evaluation of I (r).
Note that the discrete-convolution approach to the evaluation of I (r) ( = −M, . . . , M) is equivalent to trapezoidal rule integration of (4.3) with a sufficiently large number of integration points N θ . This follows from the fact that the trapezoidal rule with N θ points on the interval [0, 2π] integrates the Fourier modes e ikθ for |k| < N θ exactly: using N θ points in the trapezoidal rule to approximate 2π 0
Therefore, since the largest mode in the integrand of (4.3) is 2M +M +M = 4M , if we choose N θ = cM , where c > 4, the trapezoidal rule computes (4.3) exactly (except for roundoff) and the use of FFTs yields a complexity of O(M log M ). Algorithmically, this is entirely equivalent to computing the discrete convolution (4.2) using FFTs.
Computational examples.
In this section, we illustrate the performance of the two-dimensional algorithm for a variety of scattering configurations. We first study the convergence of the method for two scatterers for which analytical solutions are known. We then verify that the algorithm achieves the predicted convergence rates for three scatterers of varying degrees of regularity.
In each case, we compute the near and far fields produced under plane wave incidence, u i (x, y) = e iκx . To compute the maximum error in the near field, we evaluate the solution computed by our method on an evenly spaced polar grid. On this grid, we evaluate the maximum absolute error as compared with either the analytical solution (when it is available) or the solution computed with a finer discretization. The maximum error in the far field is computed similarly by interpolating to an evenly spaced angular grid.
The results for each example are given in the accompanying figures and tables. The figures include visualizations of −m(x) = n 2 (x) − 1 and the computed near field intensity, |v M | 2 . The tables provide values for the number of modes M in the approximate solution v M , the wall-clock time required, and the maximum absolute errors in the near and far field denoted by nf u and ff u , respectively. Additionally, the ratios of the errors at successive levels of discretization are listed to illustrate the convergence rates. For some discretizations, the accuracy in the computed solution has reached either machine-precision accuracy (actually just less than machine precision due to round-off errors), the accuracy of the radial integration, or the tolerance of the linear solver. In such a case, we observe no improvement in the error of the solution as we refine the discretization and hence, to indicate a converged solution, we write "Conv." in the ratio column.
Our main goal in this section is to verify the convergence rates established in Theorem 3.5 and Corollaries 3.9 and 3.10. Hence, in this section, we are primarily concerned with the convergence in the number of Fourier modes M , rather than the convergence in the number of radial points. We also seek to demonstrate the O(M log M ) complexity of the angular integration method. We therefore fix the number of radial points at a sufficiently large value and we hold the number of iterations of the linear solver (GMRES) fixed at a value that produces a sufficiently accurate solution of the linear system. This isolates the dependence of the times and errors on M and allows us to confirm the computational complexity and the predicted convergence rates. All of these results were computed using a 700 MHz Pentium III Xeon workstation.
We first compute the scattering by two obstacles for which an analytical solution is known: (1) a cylindrically symmetric scatterer centered at the origin with piecewiseconstant refractive index and (2) a disc centered at (1λ, 0) with constant refractive index.
The results for the first example are presented in Figure 5 .1 and Table 5 .1. Here the inner disc has a radius equal to 1λ and a refractive index n = 2; the outer annulus has an outer radius of 2λ and a refractive index n = 3. Thus, this scatterer has a diameter of 10 interior wavelengths. (Perhaps the best indication of the difficulty of a scattering problem is given by the size of the scatterer in terms of interior wavelengths, since the numerical method must resolve these wavelengths to provide any accuracy.) One may also observe that the method obtains an exponential convergence rate. This occurs despite the discontinuity in the refractive index because, at each radius, the refractive index is a C ∞ function of the angular variable. Finally, we observe that the time required is consistent with an O(M log M ) complexity.
The results for the second example are presented in Figure 5 .2 and Table 5 .2. Here the disc is centered at (1λ, 0) and has a diameter of 1λ and a refractive index n = √ 2. Thus, it has a diameter of √ 2 interior wavelengths. As opposed to the previous example, however, we do not observe an exponential rate of convergence despite the fact that the disc has a constant refractive index. Since the disc is not centered at the origin, the refractive index at each radius is actually a discontinuous function of the angular variable. Since the analytical solution in this case is known, the off-center disc provides direct verification of the predicted convergence rates for a discontinuous refractive index. The table shows excellent agreement with the predicted third-order convergence in the far field. The convergence in the near field is less steady, but is consistent with the predicted second-order convergence in the near field. As in the previous example, we observe that the computing time scales appropriately with M . We now illustrate the convergence of the method for a series of three simple scatterers of increasing degrees of regularity. In each case, m(x) = 1 − n 2 (x) is given in the following form:
Note that for each integer k, this series becomes either a sine or cosine series with real coefficients. If k = −1, m is discontinuous and piecewise smooth as a function of θ.
pw as a function of θ. The three examples that follow illustrate the convergence of the method for k = −1, 0, 1. Because these scatterers are fully inhomogeneous, their size in terms of interior wavelengths is not easily defined. Note, however, that each annular scatterer has a radial thickness of 2.5λ in terms of incident wavelengths; if the refractive index were constant within the annulus and equal to the maximum, then the radial thickness of the annulus would be approximately 4.33, 4.15, and 4.54 interior wavelengths for k = −1, 0, 1, respectively.
The results for k = −1 are found in Figure 5 .3 and Table 5 .3. The predicted second-order convergence in the near field is exceeded and the third-order convergence in the far field is readily observed. The results of k = 0 are found in Figure 5 .4 and Table 5 .4. In this case, the predicted third-order convergence in the near field and fifth-order convergence in the far field are both matched quite precisely. This example clearly illustrates the interesting jump in the far field convergence rate from thirdorder for a discontinuous refractive index to fifth-order for a C 0,α refractive index. Finally, the results for k = 1 are found in Figure 5 .5 and Table 5 .5. In this case, the predicted fourth-and seventh-order convergence rates in the near and far fields, respectively, are clearly exceeded. However, because convergence is so rapid, it is difficult to observe a definite pattern, especially in the far field convergence. In each of these cases, we note that the computing time scales appropriately with M . Finally, we mention that even the largest of these examples required less than 20 minutes and less than 700 MB of memory. It is not difficult to show that this same bound holds for = 0. Appendix B. Higher-order integration via the trapezoidal rule. When used to integrate a smooth and periodic function over its period, the trapezoidal rule obtains a truly extraordinary convergence rate (see [21, section 9.4] and [29] ). As with our numerical method, this convergence behavior is due to the rapid decay of the function's Fourier coefficients (see Lemma 3.1). Since this fact may yet be unfamiliar to some readers, we illustrate trapezoidal rule convergence through three simple, one-dimensional integrals.
In Table B .1, we give the relative errors obtained when computing the integrals of the functions √ x and e cos 2 x by means of the trapezoidal rule with N points. In Table B.1(a), we observe less than second-order convergence when computing 1/2 0 √ xdx, which is a result of the singularity in its first derivative at the origin. 
