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في المائة مف النساء في جميع أنحاء العالـ في  10يصيب سرطاف الثدم ما يقرب مف 
مرحمة ما مف حياتيف ، كقد برز عمى أنو أحد أكثر السرطانات إثارة لمخكؼ كاألكثر انتشاران 
بيف النساء ، فإف المعضمة الرئيسية تحدث عندما ال يمكف التعرؼ عمى السرطاف بشكؿ 
المراحؿ األكلية. أثبت التعمـ اآللي في ىذا المجاؿ أنو يمعب دكران حيكيان في صحيح في 
تشخيص األمراض مثؿ السرطانات. طرؽ التصنيؼ كالتعرؼ عمى البيانات التي يجب أف 
تككف فعالة كطريقة فاعمة لتصنيؼ البيانات. خاصة في المجاؿ الطبي ، في ىذا البحث  
( عمي مجمكعة SVM-RBFـ خكارزمية الدعـ اآللي )استخدمت تقنيات التصنيؼ بإستخدا
. اليدؼ الرئيسي ىك تقييـ مدل دقة تصنيؼ Wisconsinبيانات سرطاف الثدم في جامعة 
مف حيث الدقة    (SVM-RBF)البيانات فيما يتعمؽ بكفاءة كفعالية خكارزمية الدعـ اآللي 
= أف )الدقة  التجريبية. أظيرت النتائج F1ك االحكاـ كاالستدعاء ك التحديد كدرجة 
%( ك)التحديد = 97.7%( ك )االستدعاء  = 97.7%( ك )االحكاـ  = 97.7







 Breast cancer affects approximately 10 percent of women around the 
world at some point in their lives, and has emerged as one of the most 
feared and most common cancers among women. The main dilemma 
occurs when the cancer cannot be properly identified in the initial 
stages. Machine learning in this area has proven to play a vital role in 
diagnosing diseases such as cancers. Methods of classification and 
identification of data that must be effective and an effective method 
for classifying data. Especially in the medical field, in this research 
classification techniques using the Automated Support Algorithm 
(SVM-RBF) were used on the breast cancer dataset at the University 
of Wisconsin. The main objective is to evaluate the accuracy of data 
classification with respect to the efficiency and effectiveness of the 
Automated Support Algorithm (SVM-RBF) in terms of accuracy, 
Precision, recall, specificity and F1 score. The experimental results 
showed that (Accuracy = 97.7%), (Precision = 97.7%), (Recall = 












ل األولـــــــالفص   















 ــــــــــةـــــــالمقدمــــــــــــ  1.1
   2015  عاـ العالـ، في عمي مستكملكفاة ا لحاالت السبب الثانيالسرطاف  يعتبر مرض
 مميكف حالة كفاة. كمف بيف جميع أنكاع السرطاف 8.8تسبب في كفاة ما يقارب
يف النساء عمى مستكل العالـ ب ان ىك األكثر شيكع (Breast Cancer) الثدم طافسر  يعتبر
عاـ  امرأة في 71000كفاة  في تسبب ، حيث(WHO)العالميةمنظمة الصحة ان ألرقاـ كفق
2015.]1[ 
لمكفاة بيف  ان رئيسي ان سبب  كالثاني ان ىك أحد أكثر األمراض انتشار  سرطاف الثدم
كمف ثـ تبدأ في  خاليا الثدم فيالسرطانية بالنمك  الكتؿ الخبيثةعندما تبدأ   يبدأ .النساء
خطأن عمى أنو  )غير السرطاني( tumor Benign قد يشخص األطباء الكـر الحميد .التكاثر
  Malignant tumor .كـر خبيث
ي اآلل التعمـ  نيج التي تستخدـ (CAD) ىناؾ حاجة ألنظمة الكشؼ بمساعدة الكمبيكتر
سرطاف  في اكتشاؼ ىذه CAD أنظمة تساعد . لسرطاف الثدم دقيؽيص الالتشخ لتكفير
كقت مبكر بما فيو الكفاية ،  في سرطاف الثدم يتـ اكتشاؼ عندما مبكرةمرحمة  في الثدم
 [2] . تكفير عالج أفضؿ مف يمكف كىذاقيد الحياة يزداد معدؿ البقاء عمى 
 لتشخيص ليالتعمـ اآل نيج ستخداـبا CAD ىناؾ حاجة ألنظمة الكشؼ بمساعدة الكمبيكتر




 :مشكمة البحـــــــــــــث 4.1 
 منظمة الصحة العالمية بناءن عمى األرقاـ كاإلحصاءات الصادرة عف
WHO ، مف أخطر األمراض التي تيدد حياة المرأة كبالتالي تؤدم إلى  سرطاف الثدم عتبري
المرض )الحميد ، الخبيث( في مراحمو المبكرة ،  الكفاة ، كذلؾ بسبب التأخر في تشخيص
كفقداف  مما يؤدم إلى انتشار المرض في جميع أنحاء الجسـ مما يؤدم إلى فقداف الحياة
 . فرص العالج
تشخيص مرض   إلى تغيير عممية تنقيب البيانات ك التعمـ اآللي تقنيات استخداـ لقد أدل
يز يميمكف مف ت اآللي التعمـ تقنية باستخداـ سرطاف الثدمتشخيص  . بأكمميا سرطاف الثدم
المستخدمة بشكؿ شائع  تنقيب البيانات طرؽ تعتبر معظـ .أكراـ الثدم الحميدة مف الخبيثة
 كذلؾ لتشخيص التطبيقيالتي تقكـ با   Classificationفي ىذا المجاؿ فئة تصنيؼ 
 .سرطانية "خبيثة"غير سرطانية أك مجمكعة  "حميدة"المرضى إما لمجمكعة  بتصنيؼ
 التعمـ  اآللي تقنيات نيج باستخداـ سرطاف الثدم تتناكؿ تشخيص مرض الدراسة ىذه






 أىداف البحـــــــــــــث 1.1
 :في البحثأىداؼ تتمثؿ 
 اآللةعف تعمـ  الرئيسيةفاىيـ متكصيؿ ال. 
 باستخداـ خكارزميات تصنيؼ (خبيث ،حميد) الثدمسرطاف  تطكير نمكذج يصنؼ 
 .التعمـ اآللي
  تقييـ أداء التصنيؼ باستخداـ مقاييس أداء معينة مثؿ الدقة ك االحكاـ كاالستدعاء ك
 . F1التحديد كدرجة 
 أىمية البحـــــــــــــــــث 4.1
  دم تقنيات التعمـ اآللي في تشخيص مرض سرطاف الث استخداـتكمف أىمية الدراسة في
 القرار الطبي الصحيح في المراحؿ المبكرة. اتخاذلمكصكؿ لنتائج تساعد في 
   تقنيات كخكارزميات التعمـ  كباستخداـ كقتان طكيالن في تشخيص المرض فاألطباء يأخذك








 منيجية البحــــــــــــث  1.1
 بشكؿ عاـ الخطكات يتبع المفيـك ىذا .ات التصنيؼمفيكـ تقني ـاستخدا تـ  في ىذه الدراسة
 :التالية
 تضمف جمع البيانات مفت :البيانات جمع .1
http://archive.ics.uci.edu/ml/about.html 
كعة البيانات لتحسيف جكدة مجم المعالجة المسبقة لمبيانات يتـ إجراء اختيار البيانات .2
 . لمحصكؿ عمى بيانات نظيفة يمكف أف تككف مفيدة لمنمذجة
 تطبيؽ تقنيات تصنيؼ :بعد المعالجة المسبقة لمبيانات اآللي تطبيؽ تقنيات التعمـ .3
خالؿ ىذه المرحمة ، سيتـ استخداـ البيانات  .عمى البيانات المعالجة التعمـ  اآللي
تـ   التي  التعمـ  اآللي تصنيؼخكارزمية ال  .اآلليالتعمـ   المعالجة لتدريب كبناء نمكذج
 .SVM-RBF يفي ىذه الدراسة ىستخداميا ا








 ىيكمية البحـــــــــــــث 1.1
 5ةة ك مشكمبحث كيتككف مف المقدممل ةالعام ةى الخطميحتكم ع الفصل األول 
  كمنيجية البحث كىيكمية البحث.   األىميةك  ىداؼك األ البحث
 5أنكاعو ك   اآللةتعمـ عف  ةعام ةى نظر مع فصؿذا الى يحتكم الفصل الثاني
  السابقة. كالدراسات
 5يتناكؿ ىذا الفصؿ منيجية البحث الفصل الثالث. 







ثانيل الـــــــــالفص  
 اإلطـــــــارالنظري












 ةمقدمـــــــــ 1.4 
أصبح الكمبيكتر أكثر ذكاءن  .تمكيف الكمبيكتر مف التفكير (AI) يمكف لمذكاء االصطناعي
ىك الحقؿ الفرعي لدراسة الذكاء  اآللي التعمـ .بفضؿ الذكاء االصطناعي
 ال يمكف تطكير الذكاء ،اآللي يعتقد العديد مف الباحثيف أنو بدكف التعمـ .صطناعياال
 .االصطناعي
 Machine Learning التعمم اآللي عن خمفية 4.4  
الذكاء االصطناعي يركز عمى تطكير برامج الكمبيكتر التي يمكف أف  ىك نكع التعمـ  اآللي
ماذج الكمبيكتر كالمعمكمات التي تـ الحصكؿ يستخدـ ن .تتغير عند تعرضيا لبيانات جديدة
 [5] .لممساعدة في عمميات التصنيؼ كالتنبؤ كالكشؼ ييا مف البيانات السابقة عم
 كتتمثؿ في   .(1-1)الشكؿ  المكضحة في اآلليىناؾ العديد مف أنكاع تقنيات التعمـ 
شراؼ ، كالتعزيز ، تحت اإلشراؼ ، كغير الخاضعة لإلشراؼ ، كشبو اإل اآللي تقنيات التعمـ
 :تستخدـ ىذه التقنيات لتصنيؼ مجمكعة البيانات ىي .كالتعمـ التطكرم ، كالتعمـ العميؽ
عرض مجمكعة مف األمثمة  :Supervised Learning التعمم الخاضع لإلشراف 1.4.4
التدريبية ذات اليدؼ المناسب كعمى أساس مجمكعة التدريب ىذه ، تستجيب الخكارزميات 
ىك اسـ آخر   Exemplarsالنماذجالتعمـ مف  .يح لجميع المدخالت الممكنةبشكؿ صح
التصنيؼ كاالنحدار ىما أنكاع التعمـ الخاضع  .لمتعمـ الخاضع لإلشراؼ
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يعطي التنبؤ بنعـ أك ال ، عمى سبيؿ المثاؿ ، "ىؿ ىذا الكـر  :التصنيؼ .لإلشراؼ
 ."يعطي الجكاب "كـ" ك "كـ :االنحدار سرطاني؟" ،
ر تكف تال :Unsupervised Learningلإلشراف غير الخاضع  التعمم 4.4.4
معرفة لتقنية التعمـ غير الخاضعة لإلشراؼ  تحاكؿ .االستجابات أك األىداؼ الصحيحة
كبناءن عمى أكجو التشابو ىذه ، تقـك تقنية التعمـ غير  ،أكجو التشابو بيف بيانات اإلدخاؿ
 . يحتكم التعمـ غير الخاضع لإلشراؼ عمى التجميع  .الخاضعة لإلشراؼ بتصنيؼ البيانات
 .يقـك بإنشاء مجمكعات عمى أساس التشابو Clustering :تجميعال [8]
أسمكب  :Semi Supervised Learning شبو الخاضع لإلشراف التعمم 1.4.4  
استخدـ ىذا التعمـ  .التعمـ شبو الخاضع لإلشراؼ ىك فئة مف تقنيات التعمـ تحت اإلشراؼ
اأ بشكؿ عاـ حد أدنى مف البيانات المصنفة بكمية بيانات غير مسماة لغرض التدريب  يضن
التعمـ شبو الخاضع لإلشراؼ بيف التعمـ غير  يقعضخمة مف )البيانات غير المسماة(. 
 اة(.الخاضع لإلشراؼ )البيانات المسم الخاضع لإلشراؼ )البيانات غير المسماة( كالتعمـ
يتـ تشجيع ىذا التعمـ مف : Reinforcement learning  التعمم المعزز 4.4.4
يتـ إبالغ الخكارزمية عندما تككف اإلجابة خاطئة ، كلكنيا ال  . السمككي عمـ النفس قبؿ
يجب أف يستكشؼ كيختبر االحتماالت المختمفة حتى يجد اإلجابة  .تخبرنا بكيفية تصحيحيا
لإلشراؼ بمعنى أنو ال يتـ تقديـ  يختمؼ التعمـ المعزز عف التعمـ الخاضع .الصحيحة
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مجمكعات المدخالت كالمخرجات الدقيقة ، كال يتـ تحديد اإلجراءات دكف المستكل األمثؿ 
 .عالكة عمى ذلؾ ، فإنو يركز عمى األداء عبر اإلنترنت .بكضكح
يمكف اعتبار تعمـ التطكر  Evolutionary Learning :التعمم التطوري 1.4.4
أنو عممية تعمـ: يتـ تكييؼ الكائنات البيكلكجية إلحراز تقدـ في معدالت البيكلكجي ىذا عمى 
 [8]المكارد. بقائيا كفرصة الحصكؿ عمى 
عمى  اآلليالتعمـ يعتمد ىذا الفرع مف  : .Deep Learning التعمم العميق 1.4.4 
في البيانات ، تمثؿ خكارزميات التعمـ ىذه تجريدنا عالي  .مجمكعة مف الخكارزميات
ا بيانينا عميقنا مع طبقيست .لمستكلا معالجة مختمفة ، مككنة مف العديد مف  اتخدـ رسمن
 .التحكيالت الخطية كغير الخطية
يتمتع البشر  .لفترة طكيمة ذات قيمةمى األنماط كتصنيؼ البيانات تعتبر عممية التعرؼ ع
 يركنو مف البيئةيتخذكف إجراءات ضد ما  .المحيطة في استشعار البيئة ان بميارة قكية جد
 تتحكؿ البيانات الضخمة إلى أجزاء نتيجة لمجيكد المشتركة متعددة التخصصات لمتعمـ  .[9]
اليـك ، يعد اختبار تشخيص المرض ميمة خطيرة في  .كقكاعد البيانات كاإلحصاءات اآللي
فيـ التشخيص الدقيؽ لممرضى عف طريؽ الفحص كالتقييـ  ان مف الميـ جد .العمـك الطبية
ُينشئ مجاؿ  .ان حيكي ان ر التي تعتمد عمى الكمبيكتر دكر السريرييف ، قد تمعب أنظمة دعـ القرا
الرعاية الصحية بيانات كبيرة حكؿ التقييـ السريرم ، كالتقرير المتعمؽ بالمريض ، كالعالج ، 
الئمة كالمتابعة ، كاألدكية ، كما إلى ذلؾ. تأثرت جكدة تنظيـ البيانات بسبب اإلدارة غير الم
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يحتاج التعزيز في كمية البيانات إلى بعض الكسائؿ المناسبة الستخراج البيانات  .لمبيانات
لبناء مثؿ  العديدة اآللي تطبيقات التعمـ  يتـ استخداـ أحد .[10] كمعالجتيا بفعالية ككفاءة
 تنقسـ مجمكعة البيانات إلى .ىذا المصنؼ الذم يمكنو تقسيـ البيانات عمى أساس سماتيا
 .تستخدـ ىذه المصنفات لتحميؿ البيانات الطبية ككشؼ المرض .فئتيف أك أكثر
 
 ]الباحث[أنواع تقنيات التعمم اآللي :(1-4)الشكل 
كاستخداميا لمراقبة مجمكعات البيانات  اآللي التعمـ في البداية ، تـ تصميـ خكارزميات
في  . مختمفة بأدكات اآللي لتعمـا اليـك ، مف أجؿ التحميؿ الفعاؿ لمبيانات ، أكصى .الطبية
تكمفة  السنكات القميمة الماضية عمى كجو الخصكص ، قدمت الثكرة الرقمية
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يتـ كضع آالت  .ككسائؿ يمكف الحصكؿ عمييا لجمع البيانات كتخزينيا نسبينا منخفضة
لجمع البيانات كفحصيا في المستشفيات الجديدة كالحديثة لجعميا قادرة عمى جمع كتبادؿ 
فعالة لمغاية في تحميؿ  التعمـ  اآللي تعد تقنيات .بيانات في أنظمة المعمكمات الكبيرةال
يتـ تقديـ بيانات التشخيص  .البيانات الطبية كيتـ عمؿ رائع فيما يتعمؽ بمشاكؿ التشخيص
الصحيحة كسجؿ طبي أك تقارير في المستشفيات الحديثة أك قسـ البيانات الخاص 
، يتـ إدخاؿ سجؿ المريض التشخيصي الصحيح في الكمبيكتر لتشغيؿ خكارزمية  .بيا
يتمقى  .يمكف الحصكؿ عمى النتائج تمقائينا مف الحاالت السابقة التي تـ حميا .كمدخؿ
أثناء تشخيص مريض جديد بسرعة عالية كدقة  اء المساعدة مف ىذا المصنؼ األطب
أك الطالب عمى المتخصصيف  يمكف استخداـ ىذه المصنفات لتدريب غير .محسنة
  ]11[. تشخيص المشكمة
  Classification التصنيف  1.4
سيركز البحث الحالي  .التصنيؼ كاالنحدار مف النماذج الشائعة في التعمـ تحت اإلشراؼ
تحاكؿ خكارزميات االنحدار تعييف  .كمع ذلؾ ، مف المفيد التمييز بينيما .عمى التصنيؼ
عمى سبيؿ المثاؿ ، يمكف أف يتنبأ (.ف قيمنا حقيقيةالمدخالت لقيـ المجاؿ )يمكف أف تكك 
في الكقت نفسو ،  .عامؿ التراجع بمبيعات سمع معينة مف خالؿ مراعاة ميزات البضائع
عمى سبيؿ المثاؿ ، يمكف  .في فئات محددة مسبقنا التدخالم قيـيمكف لممصنفات تعييف 
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)صحية( أك خبيثة )تعاني  لممصنؼ أف يتنبأ بحالة جديدة مف المريض سكاء كانت حميدة
  ]12[( . مف مرض معيف
التصنيؼ ىك عممية تعمـ الكظيفة المستيدفة التي تحدد بيف مجمكعة مف الميزات 
بيانات اإلدخاؿ لمتصنيؼ عبارة عف  .()المدخالت( كتسميات فئة محددة مسبقنا )مخرجات
 ، 𝒙 ) )سجؿ مف البيانات في شكؿ عبارة عف كؿ حالة  .الحاالتمجمكعة مف 
ىك المتغير اليدؼ نمكذج التصنيؼ ىك أداة تستخدـ  𝒚 ك خصائص البياناتىي  𝒙 حيث
 ةالجديد لمحالة لكصؼ البيانات )النمكذج الكصفي( أك أداة لمتنبؤ بالمتغير المستيدؼ 
،  Support Vector Machine أمثمة عمى نماذج التصنيؼ ىي .()النمكذج التنبئي
،  Naïve Bayes العصبية االصطناعية ، ك كشجرة القرار ، كالشبكة
 ]13[. األقرب المجاكر المصنؼ ك
 . تتككف بيانات التدريب(2-2)التصنيؼ مكضحة في الشكؿ  اكؿالطريقة العامة لحؿ مش
يمكف بناء نمكذج التصنيؼ عمى أساس بيانات  .تصنيفيةمف حاالت معركفة تسمياتيا ال
عمى  كاختباره باستخداـ بيانات االختبار التي تحتكميمكف بعد ذلؾ تقييـ النمكذج  .التدريب
االختبار  حاالتقييـ أداء النمكذج عمى عدد يعتمد ت غير مصنفةسجالت ذات تسميات فئة 
تنتج نتيجة تنفيذ النمكذج عمى بيانات االختبار  ]13[. التي تـ تكقعيا بشكؿ صحيح





 ]11[ج عام لبناء نموذج تصنيفني :(4-4)الشكل 
 في الرعاية الصحية التعمم اآللي 4.4
لتشخيص كالعالج كالكقاية مف األمراض تضـ ا ؿيصافتتغطي عممية الرعاية الصحية 
تتطكر صناعات الرعاية  .كاإلصابات كغيرىا مف اإلعاقات الجسدية كالعقمية لدل البشر
بو  ان عة الرعاية الصحية مكاناعتبار صنايمكف  .الصحية في معظـ البمداف بكتيرة سريعة
بيانات غنية ألنيا تكلد كميات ىائمة مف البيانات بما في ذلؾ السجالت الطبية اإللكتركنية 
كمع ذلؾ ، ال يتـ استخداـ بيانات الرعاية  .كالتقارير اإلدارية كغيرىا مف نتائج القياس
ية الصحية بشكؿ أساسي لمتنبؤ في مجاؿ الرعا اآللي  التعمـ ـستخدي لذا .الصحية ىذه
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تخاذ قراراتيـ ال التشخيص لألطباء  باألمراض المختمفة ككذلؾ في المساعدة في
 :  [14] الطرؽ المختمفة المتبعة في صناعة الرعاية الصحية عمى النحك التالي .السريرية
 Anomaly Detection الشذوذ كشف 1.4.4 
 .أىـ التغييرات في مجمكعة البيانات يتـ استخداـ اكتشاؼ العيكب في اكتشاؼ   
 Clusteringالتجميع 4.4.4  
التجميع ىك ميمة كصفية شائعة يسعى فييا المرء إلى تحديد مجمكعة محدكدة مف الفئات  
 .المجمكعات لكصؼ البيانات  أك 
 Classificationالتصنيف 1.4.4
يانات في كاحدة مف عدة التصنيؼ ىك اكتشاؼ كظيفة التعمـ التنبؤية التي تصنؼ عنصر الب
 .فئات محددة مسبقنا
 Statistical إحصائية 4.4.4
عمى نطاؽ كاسع في التحميؿ اإلحصائي متعدد  MTS يتـ تطبيؽ خكارزمية
لبناء أحكاـ إحصائية لتمييز مجمكعة عف   Mahala Nobis مسافة ُتستخدـ .المتغيرات
درجة شذكذ المالحظات مف  لتمثيؿ (Mahala Nobis (MS مساحة أخرل ، كيتـ استخداـ
 .المجمكعة المرجعية المعركفة
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 Discriminant Analysisالتحميؿ التمييزم  1.4.4
عمى نطاؽ كاسع في التحميؿ التمييزم لمتنبؤ بالفئة  (LDA) يستخدـ التحميؿ التمييزم الخطي
 .بناءن عمى مجمكعة معينة مف القياسات عمى المالحظات الجديدة غير المسماة
 Decision Treeشجرة القرار 1.4.4
كجعؿ الشجرة  يالفحص البيانات طبيعة معرفة .اخكارزمية شجرة القرار في عممي تعتمد
أف شجرة القرار ال يمكف استخداميا في اقتراح قرار تنبؤم  جنستنت .لمتنبؤكقكاعدىا ُتستخدـ 
ر إلى فركع لحؿ المشكالت غير المتكازنة ألف شجرة القرار تفصؿ المالحظات بشكؿ متكر 
 .لبناء شجرة
 Swarm Intelligenceذكاء السرب 2.4.4
تحسيف سرب الجسيمات  .يتشخيصطريقة ذكاء السرب لتصميـ نمكذج استخدمت 
قادر عمى إيجاد الحمكؿ المثمى أك القريبة مف األمثؿ بكفاءة في  (PSO) الخكارزمي
عدد أقؿ  استخداـ تـ إذاستككف عممية التصنيؼ أسرع كأكثر دقة  .مساحات البحث الكبيرة
تحسيف نتائج  PSO مف خالؿ العمؿ المدركس ، يثبت النيج القائـ عمى . مف الميزات





 K-Nearest Neighbor أقرب الجار 3.4.4
طريقة  يعتمد مثيؿ الجيراف أقرب .كبؤية في النماذج التن األقرب الجار استخدمكا
ىذه  كتفترض تتككف كحدة المعممة مف عينات يتـ استخداميا في الطريقة .المصنؼ
تعد  n. أف جميع الحاالت تتعمؽ بالنقاط في الفضاء ذم البعد الخكارزمية بعد ذلؾ
 .التدريب أبدناالخكارزمية مناسبة لمغاية حيث ال يتـ فقداف المعمكمات المكجكدة في بيانات 
  Logistic Regression االنحدار الموجستي 4.4.4
ىك طريقة تستخدـ مجمكعة معينة مف الميزات إما مستمرة أك  (LR) االنحدار المكجستي
مجمكعة خطية مف  االنحدار المكجستي ثـ يحسب النكعيف،منفصمة أك خميط مف كال 
الطريقة بشكؿ شائع ألنيا سيمة  تستخدـ ىذه .المكجيستيالمدخالت كيمر عبر الكظيفة 
 التنفيذ كتكفر نتائج تنافسية
 Bayesianمصنف  12.4.4
تشتير مصّنفات  .في النمكذج التنبئي الخاص بيا Bayesianاستخدمت طريقة مصنؼ 
Bayesian  بكفاءتيا الحسابية كقدرتيا عمى التعامؿ مع البيانات المفقكدة بشكؿ طبيعي
ا أف النمكذج مناسب ألف  Bayesian ذج ، يثبت المصنؼمف خالؿ تنفيذ النما .كفعاؿ أيضن
باستخراج المزيد مف الميزات مف  باحثيفى تحسيف دقة التنبؤ كيسمح لمأدل إلنيج المتكسط 
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ستككف ىذه الطريقة طريقة جيدة إذا كانت ىناؾ  . التجييز اإلفراط في البيانات دكف
  .مجمكعات بيانات تعاني مف فقداف البيانات
 Support Vector دعم المتجيات 11.4.4
مفيدة في التعامؿ مع مياـ التصنيؼ مع أداء تعميـ  (SVM) ثبت أف طريقة ناقالت الدعـ
مبدأ تقميؿ المخاطر  تسعى الطريقة إلى تقميؿ الحد األعمى لخطأ التعميـ بناءن عمى .ممتاز
تستخدـ  .ة المقيدةمكافئ لحؿ مشكمة البرمجة التربيعية الخطي SVM تدريب .الييكمية
مف  SVM يتـ التحكـ في قدرة تعميـ طريقة .الطريقة بشكؿ شائع في التشخيص الطبي
يمكف التحكـ في  .خالؿ عامميف مختمفيف ، كىما خطأ التدريب كقدرة آلة التعمـ المقاسة
 .معدؿ خطأ التدريب عف طريؽ تغيير الميزات في المصنفات
 حقائق أساسية عن سرطان الثدي 1.4
 ما ىو سرطان الثدي؟ 1.1.4
السرطاف ىك مجمكعة مف األمراض التي تسبب تغير خاليا الجسـ كانتشارىا خارج نطاؽ 
تسمى الكـر ،  نية في نياية المطاؼ كتمة أك كتؿتشكؿ معظـ أنكاع الخاليا السرطا .السيطرة
في أنسجة  تبدأ معظـ سرطانات الثدم إما .كتسمى عمى اسـ جزء الجسـ الذم نشأ فيو الكـر
الثدم المككنة مف غدد إلنتاج الحميب ، تسمى الفصيصات ، أك في القنكات التي تربط 
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يتككف الجزء المتبقي مف الثدم مف األنسجة الدىنية كالضامة  .الفصيصات بالحممة
 ]15[كالممفاكية
 ما ىي عالمات وأعراض سرطان الثدي؟ 4.1.4
كيمكف عالجو  ان لكـر صغير ا يككف اعادة ال ينتج عف سرطاف الثدم أم أعراض عندم
ىي  ان العالمة الجسدية األكثر شيكع .بسيكلة ، كىذا ىك سبب أىمية الفحص لمكشؼ المبكر
لميمفاكية تحت اإلبط كيسبب ينتشر سرطاف الثدم أحياننا إلى الغدد ا .كجكد كتمة غير مؤلمة
 تشمؿ .إلحساس بوبما يكفي ل ان يصبح كـر الثدم األصمي كبير  ، حتى قبؿ أف  ان تكرم
تغييرات مستمرة ، مثؿ تكـر الجمد أك  ألـ الثدم أك ثقمو ؛ان العالمات كاألعراض األقؿ شيكع
تشكىات الحممة مثؿ اإلفرازات التمقائية )خاصة إذا كانت دمكية( أك  سماكتو أك احمراره ؛






 ]11[(5يوضح ثدي مصاب بمرض السرطان1-4الشكل )
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 كيف يتم تشخيص سرطان الثدي؟ 1.1.4
ُيكتشؼ سرطاف الثدم عادةن إما أثناء الفحص ، أك قبؿ ظيكر األعراض ، أك بعد أف تالحظ 
ية تبيف أف معظـ الكتؿ التي تظير في تصكير الثدم باألشعة السين .المرأة كجكد كتمة
كمعظـ أكراـ الثدم حميدة )كليست سرطانية( ، كال تنمك بشكؿ ال يمكف السيطرة عميو أك 
ميؿ المجيرم عند االشتباه في اإلصابة بالسرطاف ، يككف التح .تنتشر ، كال تيدد الحياة
لمتشخيص كلتحديد مدل انتشار )المرحمة( كتكصيؼ نكع  ان ألنسجة الثدم ضركري
أنسجة التحميؿ المجيرم مف خزعة إبرة )إبرة رفيعة( أك شؽ يمكف الحصكؿ عمى  .المرض
يعتمد اختيار نكع الخزعة عمى عدة عكامؿ ، بما في ذلؾ حجـ كمكقع الكتمة ،  .جراحي
 ]15[. باإلضافة إلى عكامؿ المريض كتفضيالتو كمكارده
 العمل المتعمق بتشخيص سرطان الثدي 1.4
بيا فيما يتعمؽ بأنظمة تشخيص األمراض باستخداـ ىناؾ العديد مف األعماؿ التي تـ القياـ 
في المراكز الطبية مف قبؿ  اآللي تقنيات مختمفة الستخراج البيانات كخكارزميات التعمـ 




 Shweta Kharya ]16[ ليذا البحث ىك تطكير نظاـ تكقع احتمالي  األساسي اليدؼ
التي يمكف استخداميا في اتخاذ قرارات  Naive Bayes لسرطاف الثدم باستخداـ مصنفات
 .تحققت قد ٪93دقة أقصاىا ،  الخبراء بأقصى قدر مف الدقة
 ك SVM ك Naïve Bayes اآللي يطبؽ ثالث تقنيات لمتعمـ  ]71[ ٌيذَش َاَش انزذاو   
Random Forest  لجامعةعمى قاعدة بيانات سرطاف الثدم Wisconsin.  تتنبأ النماذج
تيدؼ الكرقة إلى مقارنة أداء  .الثالثة المطكرة بما إذا كانت صدمة المرضى حميدة أك خبيثة
 أظيرت النتائج أف .ىذه الخكارزميات الثالثة مف خالؿ الدقة كاالستدعاء كالقياس
Random Forest كىي أفضؿ بقميؿ مف كؿ مف99.42سبة تعطي أفضؿ دقة بن ، ٪ 
SVM ك Naïve Bayes  عمى التكالي98.24٪ ك 98.8التي تبمغ دقتيا ٪.  
E. Venkatesan and T. Velmurugan ]18[  يقـك ىذا البحث بتقييـ األداء مف حيث
 (CART) كشجرة االنحدار BF Tree ك AD Tree ك J48 دقة تصنيؼ خكارزميات
كأف  J48 ٪ مكجكدة في مصنؼ99ظيرت النتائج التجريبية أف أعمى دقة أ .باستخداـ الدقة
٪ في 98ك  AD Tree ٪ في خكارزمية97ك  CART ٪ تكجد في خكارزمية96الدقة 
 بناءن عمى نتائج التصنيؼ لجميع الخكارزميات األربعة ، فإف أداء .BF Tree خكارزمية
J48 لبيانات المختارةأفضؿ مف الخكارزميات الثالثة األخرل لمجمكعة ا. 
 :اآللي بيف أداء خكارزميات مختمفة لمتعمـ  تىذه الكرقة ، قارن ]19[ كآخركف أسرم ىبة
Support Vector Machine ( SVM )  ،Decision Tree (C4.5)  ،Naive 
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Bayes (NB) ك k أقرب الجيراف (k-NN) لقاعدة بيانات جامعة عمى سرطاف الثدم في 
Wisconsin  يسي ىك تقييـ مدل صحة تصنيؼ البيانات فيما يتعمؽ بكفاءة اليدؼ الرئ
تظير النتائج التجريبية  .كفعالية كؿ خكارزمية مف حيث الدقة كالحساسية كالخصكصية
يتـ تنفيذ جميع التجارب في بيئة  .٪( بأقؿ معدؿ خطأ97.13يعطي أعمى دقة ) SVM أف
 .WEKA محاكاة كيتـ إجراؤىا في أداة التنقيب عف البيانات
Dana Bazazeh and Raed Shubair  ]20[   يقارف ىذا البحث ثالثة مف أكثر
المستخدمة في الكشؼ عف سرطاف الثدم كتشخيصو ، كىي آلة  ان شيكع التعمـ  اآللي تقنيات
 Bayesian Networks كشبكات (RF) كالغابات العشكائية (SVM) المتجيات الداعمة
(BN). جامعةرطاف الثدم األصمية في تـ استخداـ مجمكعة بيانات س Wisconsin 
الثالثة مف حيث المعممات  التعمـ  اآللي كمجمكعة تدريب لتقييـ كمقارنة أداء مصنفات
لدييا أعمى  SVMs أظيرت النتائج أف .ROC كمنطقة حكاـلرئيسية مثؿ الدقة كالتذكر كاإلا
ية لدييا أعمى احتماؿ كمع ذلؾ ، فإف الترددات الراديك  .أداء مف حيث الدقة كالنكعية
 .لتصنيؼ الكـر بشكؿ صحيح
أجريت التجارب باستخداـ قاعدة  ]Wu Zhi Feng 21 [عمي ك إبراىيـ إدريس إبراىيـ
لتصنيؼ سرطاف الثدم عمى أنو  Wisconsin جامعةبيانات تشخيص سرطاف الثدم في 
 المتجيات الداعمة تـ استخداـ آلة ،رزمية التعمـ الخاضعة لإلشراؼ خكا .إما حميد أك خبيث
( SVM ) مع نكاة مثؿ الخطي كالشبكة العصبية (NN) يتـ  .لممقارنة لتحقيؽ ىذه المياـ
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 Support تحميؿ أداء النماذج حيث يكفر نيج الشبكة العصبية مزيدنا مف "الدقة" ك مقارنةن بػ
Vector Machine تا في كم .في تصنيؼ سرطاف الثدم ، كيبدك أنو طريقة سريعة كفعالة
٪ مف الحاالت كتتككف مجمكعة االختبار مف 80التجربتيف ، تتككف مجمكعة التدريب مف 
تـ إجراء ثالثة أنكاع مف تقنيات التحقؽ  .٪ مف حاالت كؿ مف الفئات الحميدة كالخبيثة20
٪( ، متعدد 88٪( ، التربيعي )الدقة = 86الدقة = ) mpl  في ىذا البحث (CV) المتقاطع
 .٪(89الدقة = ))RBF ٪88 الحدكد )الدقة =
Md. Milon Islam تقدـ طريقة جديدة لمتنبؤ بسرطاف الثدم كتقدـ مع آلة ] 22  [كآخركف
يتـ أخذ مجمكعة بيانات تشخيص سرطاف الثدم التي  .أقرب الجيراف -K المتجو الداعمة ك
 لػ اآلليالتعمـ مف مستكدع  Wisconsin جامعةفي  Wisconsinيطمؽ عمييا اسـ 
UCI.  مف خالؿ97.14٪ ك 98.57حققت التقنيات دقة ٪ Support Vector 
Machine ك K-Nearest Neighbours  95.65بشكؿ فردم إلى جانب خصكصية ٪
 .٪ في مرحمة االختبار92.31ك 
كاليدؼ مف ذلؾ ىك تشخيص سرطاف الثدم ] 23 [غكخاف زكرلكغمك كمصطفى أغاكغمك
 كآالت ناقالت الدعـ (DT) لؾ أشجار القرارباستخداـ تقنيات ذكية مختمفة بما في ذ
(SVM) كالشبكة العصبية االصطناعية (ANN) أجريت  .مجمكعة ىذه التقنيات ان كأيض
كأظيرت النتائج أف نمكذج  SPSS Clementine الدراسات التجريبية باستخداـ برنامج
رت النتائج أظي .لمقياس التقييـ كىك الدقة ان عة أفضؿ مف النماذج الفردية كفقالمجمك 
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طريقة التجميع لدييا أعمى دقة  .قياسات نمكذج المجمكعة أكثر دقة مف النماذج الفردية أف
 .٪98.77كىي 
لسمسمة متفرعة مف االختبارات المنطقية  ان نمكذج تنبئي كفق ]24 [الصالحي نسيبة
ف م Wisconsin جامعةتـ أخذ مجمكعة البيانات مف بيانات سرطاف الثدم في  .كالحسابية
ا  569باستخداـ خكارزميات شجرة القرار  UCI التابع لػ اآللي مستكدع التعمـ   ,B)مريضن
Benign or M, Malignant)  ميزة ىي خصائص الخاليا 30، كالباقي. 
حدد أفضؿ مصنؼ لمتشخيص المبكر ] 25 [بككارم عبيد اهلل كمحمد مال أحمد يكنس
مف النماذج عمى مجمكعة بيانات سرطاف  تـ تنفيذ ثالثة أنكاع مختمفة .لممرض المذككر
مف بيف  .Random Forest ك Logistic Regression ك Naïve Bayes الثدم مثؿ
٪ تمييا االنحدار 99٪ كحساسية 98الغابات العشكائية الثالثة ، تصدرت القمة بنسبة دقة 
٪ كحساسية 91بدقة  Naive Bayes ٪ كأخيران مع98٪ كحساسية 96المكجستي بدقة 
94٪. 
Vikas Chaurasia [ اليدؼ مف ىذه الكرقة البحثية ىك تقديـ تقرير عف 26] كآخركف
مف تمؾ التطكرات التكنكلكجية المتاحة لتطكير نماذج تنبؤ  ادةستفاال تـ سرطاف الثدم حيث
ثالث خكارزميات شائعة الستخراج  تاستخدم .لمبقاء عمى قيد الحياة مف سرطاف الثدم
لتطكير نماذج التنبؤ باستخداـ (  Naïve Bayes ،RBF Network،J48) البيانات
ا طرؽ التحقؽ مف  تاستخدم (.حالة سرطاف الثدم 683مجمكعة بيانات كبيرة ) أيضن
25 
 
أضعاؼ لقياس التقدير غير المتحيز لنماذج التنبؤ الثالثة ألغراض مقارنة  10الصحة ذات 
 عة بيانات سرطاف الثدم( إلى أفالدقة لمجمك أشارت النتائج )بناءن عمى متكسط  .األداء
Naïve Bayes عمى العينة المقيدة ، جاءت شبكة 97.36بدقة  ىك أفضؿ متنبئ ٪ 
RBF  كأخيران ٪ ، 96.77لتككف الثانية مع دقة J48  في المركز الثالث بنسبة دقة
93.41٪. 
لمتجيات )آلة ا اآللي تـ استخداـ ثالث خكارزميات لمتعمـ   ]27[كآخركف عبيد عمر ابراىيـ
األقرب ، كشجرة القرار( كتمت مقارنة أداء ىذه المصنفات مف أجؿ  K الداعمة ، كجيراف
تـ استخداـ مجمكعة  .اكتشاؼ المصنؼ الذم يعمؿ بشكؿ أفضؿ في تصنيؼ سرطاف الثدم
اليدؼ الرئيسي مف ىذا  .في ىذه الدراسة Wisconsin جامعةبيانات لسرطاف الثدم في 
نة بيف العديد مف المصنفات كالعثكر عمى أفضؿ مصنؼ يعطي دقة العمؿ ىك إجراء مقار 
٪( 98.1أظيرت نتائج ىذه الدراسة أف آلة ناقالت الدعـ التربيعي تمنح أكبر دقة ) .أفضؿ
دارتيا في .مع أدنى معدالت اكتشاؼ خاطئ  .ما تالب تـ إجراء تجارب ىذه الدراسة كا 
 Puneet Yadav رار خكارزميات التصنيؼ القكية تـ تطبيؽ شجرة ق [6]  .كآخركف
تظير النتائج أف الخكارزميات ليا نتائج فعالة ليذا  .كالشبكة العصبية االصطناعية لمتنبؤ
٪ 94.5لدييا  SVM ٪ ، ك94٪ إلى 90الغرض مع دقة التنبؤ اإلجمالية لشجرة القرار مف 
 .٪ عمى التكالي97إلى 
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   [28] Can EYUPOGLUداـ خكارزميةفي ىذه الدراسة ، تـ استخ k-Nearest     
Neighbours (k-NN) الى جانب ذلؾ ، تـ تطبيؽ .لتصنيؼ مرض سرطاف الثدم k-
NN لقيـ k  مختمفة كتمت مقارنة دقة التصنيؼ التي تـ الحصكؿ عمييا مع بعضيا
 أنو تـ تصنيؼ مرض سرطاف الثدم بنجاح باستخداـ كفقنا لنتائج الدراسة ، لكحظ .البعض
k-NN. باستخداـ97لذلؾ ، تـ تحقيؽ دقة تصنيؼ تقارب  نتيجة ٪  k-NN. 
Akshya Yadav آللة اآلليالتعمـ ستخدـ مفيـك تطبيؽ خكارزمية ا [4] كآخركف 
Support Vector نقـك  .بما إذا كاف الشخص عرضة لإلصابة بسرطاف الثدم لمتنبؤ
بتقييـ أداء ىذه الخكارزمية مف خالؿ حساب دقتيا كتطبيؽ طريقة الحد األدنى لمحد األقصى 
بعد قياس مجمكعة البيانات ،  . كالتغمب عمييا كالقيـ المتطرفة فرط التجييز لمكاجية مشكمة
طريقة اختيار ميزة تسمى تحميؿ مككف المبدأ لتحسيف دقة الخكارزميات مف خالؿ  تطبق
كالقيـ  التجييز الزائد حسنت الخكارزمية النيائية الدقة مع غياب .عدد المعمماتتقميؿ 
 Wisconsin اآللي بجامعة مجمكعة بيانات التدريب مأخكذة مف مستكدع التعمـ  .المتطرفة
(UCI)  كالذم يستخدـ لتقييـ أداء آلة متجو الدعـ مف خالؿ حساب دقتيا. 
Prabhjot Kaur  ذه الكرقة سمات جديدة لمتغمب عمى قيكد تمؾ تقترح ى [29] كآخركف
تتـ مقارنة كفاءة السمات الحالية  .المكجكدة ، كالتي ستزيد مف فعالية أنظمة التنبؤ بالسرطاف
كالمقترحة مف خالؿ معالجة مجمكعات البيانات مف خالؿ خكارزميات استخراج البيانات 
 J48 (Decision  لدراسة ىيالخكارزميات المستخدمة في ىذه ا .WEKA باستخداـ أداة
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Tree)  ،Naïve Bayes  ،Random Forest  ،Random Tree 
، KStar  كخكارزميةBagging   أفاد التحميؿ التجريبي الذم تـ إجراؤه في الكرقة البحثية
 .عف تحسف في كفاءة التنبؤ بالسرطاف مقارنة بأنظمة التنبؤ الحالية
David A. Omondiagbe  ىذه الكرقة إلى التحقيؽ في آلة  تيدؼ] 2[ كآخركف
المتجيات الداعمة )باستخداـ نكاة األساس الشعاعي( كالشبكات العصبية االصطناعية 
 جامعةباستخداـ مجمكعة بيانات تشخيص سرطاف الثدم في  Naïve Bayes ك
Wisconsin  ىذه مع طرؽ اختيار الميزات  اآللي تركز ىذه الكرقة عمى دمج تقنيات التعمـ
اليدؼ ىك الجمع بيف مزايا تقميؿ  .تخراج الميزات كمقارنة أدائيا لتحديد النيج األنسب/ اس
ا ىجيننا لتشخيص سرطاف الثدم عف طريؽ  .اآللي األبعاد كالتعمـ  اقترحت ىذه الكرقة نيجن
، ثـ تطبيؽ مجمكعة  (LDA) تقميؿ األبعاد العالية لمسمات باستخداـ تحميؿ التمايز الخطي
حصؿ األسمكب المقترح عمى دقة  .زات الجديدة المصغرة لدعـ آلة المتجياتبيانات المي
 .٪ 99.07٪ كخصكصية 98.41٪ كحساسية 98.82قدرىا 
] Garima Verma and Hemraj Verma 7  [ ىذه الدراسة ىي محاكلة لمتنبؤ بنكع
 أظيرت .(SVM) سرطاف الثدم ، يتـ استخداـ خكارزمية آلة متجو دعـ النكاة الخطية





 مقارنة أداء دقة الخوارزميات من األعمال ذات الصمة (15-4)الجدول 
 الدقة التقنيات أداة / برنامج غرض عامال مؤلف
Shweta Kharya ]71[ 2014 
تُبؤ اصتًانٍ  ًَىرد تطىَش
 سشطاٌ انخذٌن
 MySQL N B 93٪ رافا و
 2015 ]71[   ٌيذَش َاَش انزذاو
َهذف إنً يقاسَت أداء حالحت 





E. Venkatesan and T. 
Velmurugan ]71[ 
2015 
بُاَاث سشطاٌ انخذٌ  تضهُم






 2016 ]71[ وآخشوٌ أسشٌ هبت
تقُُى يذي صضت تصُُف انبُاَاث 






K- NN 95.27 
Dana Bazazeh and Raed 
Shubair  ]02[ 
2016 
انتعهى   َقاسٌ حالحت يٍ أكخش تقُُاث
شُىًعا انًستخذيت فٍ  اِنٍ






ٍ و إبشاهُى إدسَس إبشاهُى  Wu عه
]Zhi Feng 07[ 
2016 




SVM- MPL 86٪ 
SVM-Quad 88٪ 
SVM- Poly 88٪ 









Md. Milon Islam 2017  ٌتقذَى طشَقت رذَذة نهتُبؤ بسشطا Scikit-learn SVM 98.57٪ 
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 and Spyder انخذٌ ]00  [وآخشوٌ
K-NN 97.14٪ 
غىخاٌ صوسنىغهى ويصطفً 
 ]02[أغاوغهى
  
نخذٌ انهذف هى تشخُص سشطاٌ ا
















عبُذ  ويضًذ يال اصًذ َىَس
 ]02[ بىكاسٌ هللا
2017 
ىاع يختهفت يٍ تى تُفُز حالحت أَ
انًُارد عهً يزًىعت بُاَاث 










استخذيُا حالث خىاسصيُاث شائعت 








 2018 ]01[ٌوآخشو عبُذ عًش ابشاهُى
نهًقاسَت بٍُ انعذَذ يٍ انًصُفاث 
وانعخىس عهً أفضم يصُف َعطٍ 
 دقت أفضم
MATLAB Quad- SVM 
98.1٪ 
Puneet Yadav ٌ2018 [6]  .وآخشو 
استخذاو تقُُت اِنت نهتُبؤ 
 بانسشطاٌ انضًُذ أو انخبُج
--------------- 





   [28] Can EYUPOGLU 2018 
نتصُُف  k-NN تى استخذاو
 يشض سشطاٌ انخذٌ
WEKA 3.8.1 KNN 97٪. 
Akshya Yadav ٌ2019  ]2[وآخشو 
 Support Vector تطبُق آنت
نهتُبؤ  اِنٍ وهٍ خىاسصيُت نهتعهى 
بًا إرا كاٌ انشخص عشضت 





SVM - PCA 96.5٪ 





انضانُت نسشطاٌ انخذٌ وعُق 













A. Omondiagbe ٌ0[ وآخشو[ 
2019 
تضهُم  َقتشس َهًزا ركًُا َذيذ




Garima Verma and Hemraj 
Verma     ]1[ 
2019 



































 ثـيقدـ ىذا الفصؿ منيجية النمكذج المقترح الذم يتضمف ما يمي: أكالن ، جمع البيانات ،
 المطبؽ باستخداـ تقنيات التعمـ  النمكذج  كتقييـالتصنيؼ  ، اختبار  ثـالمعالجة  لمبيانات ، 
 .SVM الخطية اآللي
 جمع البيانات 4.1
بر جمع البيانات مف أىـ مراحؿ المشركع البحثي. كشممت دراسة األعماؿ األساسية كفيـ يعت
البيانات كجمع المعمكمات. تـ جمع البيانات التاريخية لمرض سرطاف الثدم لتدريب النمكذج 
الذكي المقترح لمعرفة كيفية التنبؤ بمستكل السرطاف لبراءات االختراع الجديدة مع نسبة 
 .طأ المتكقعصغيرة مف الخ
 مجموعة البيانات 1.4.1
عبارة  UCI. UCI اآللي األكثر شيكعنا ىك مستكدع التعمـ  اآللي أحد مستكدعات التعمـ 
عف مجمكعة مف قكاعد البيانات كنظريات المجاؿ كمكلدات البيانات التي يستخدميا باحثك 
 1987لمستكدع في عاـ . تـ إنشاء ااآلليالتعمـ لتدريب كاختبار خكارزميات  اآلليالتعمـ 
منذ ذلؾ  .UC Irvine كزمالؤه مف طالب الدراسات العميا في David Aha مف قبؿ
الكقت، كقد استخدمت عمى نطاؽ كاسع مف قبؿ الطالب كالباحثيف في جميع أنحاء العالـ 
مجمكعة البيانات المستخدمة ،   ]30[ . باعتبارىا المصدر الرئيسي لمقكاعد بيانات تعمـ آلة
، الطبيب في  H. Wolberg متاحة لمجميكر كأنشئت قبؿ الدكتكر كيمياـ البحثىذه  في
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، الكاليات Wisconsin جامعةفي ماديسكف ب Wisconsin جامعةالجامعة مف مستشفى 
المتحدة األمريكية. إلنشاء مجمكعة البيانات ، استخدـ الدكتكر ككلبيرج عينات السكائؿ 
كف مف كتؿ ثدم صمبة كبرنامج كمبيكتر رسكمي سيؿ المأخكذة مف المرضى الذيف يعان
كالتي تككف قادرة عمى إجراء تحميؿ الخصائص الخمكية عمى ،  Xcyt االستخداـ يسمى
أساس المسح الرقمي. يستخدـ البرنامج خكارزمية مالئمة لممنحنى ، لحساب عشر ميزات 
صكل كالخطأ القياسي لكؿ مف كؿ خمية في العينة ، مما يحسب القيمة المتكسطة كالقيمة الق
حالة سرطاف  357متجينا حقيقينا. تحتكم مجمكعة البيانات عمى  30ميزة لمصكرة ، كيعيد 
 32حالة سرطاف الثدم الخبيث. تحتكم مجمكعة البيانات عمى  212الثدم الحميد ك 
عمكدنا ، العمكد األكؿ ىك رقـ المعرؼ ، كالعمكد الثاني ىك نتيجة التشخيص )حميدة أك 
ا بالمتكسط كاالنحراؼ المعيارم كمتكسط أسكأ قياسات لعشر ميزات. ال تكجد  خبيثة( ، متبكعن
 [.31قيـ مفقكدة في مجمكعة البيانات ]
 :معمومات السمة 4.4.1
  رقـ اليكية .1
 )= حميدة B= خبيث ،  Mالتشخيص ) .2
 لميزات العشر ذات القيمة الحقيقية المحسكبة لكؿ نكاة خمية مع الكصؼ( ا3-32( .3




 عشر ميزات حقيقية محسوبة القيمة لكل نواة خمية (15-1)الجدول 
 الوصــــــــــــــــــــــــــــــــــــــــــــــــــــــف الخاصية 
نصؼ 
 القطر
 متكسط المسافات مف المركز إلى النقاط المحيطة
 االنحراؼ المعيارم لقيـ التدرج الرمادم المممس
 المحيط النككم التمكم كتشكؿ المسافة الكمية بيف  محيط
ضافة نصؼ  التمكمفي الجزء الداخمي مف  ؿالبيكسعدد  منطقة في  ؿالبيكسكا 
 المحيط
االختالؼ المحمي في طكؿ نصؼ القطر ، محددنا كمينا بقياس الفرؽ بيف  نعكمة
 الطكؿ
 / منطقة 2محيط ^  االكتناز
 ة مف الكفاؼشدة األجزاء المقعر  تقعر
 محيط الشكؿعدد األجزاء المقعرة مف  نقاط مقعرة
فرؽ الطكؿ بيف الخطكط المتعامدة مع محكر األغمبية عمى حدكد الخمية  تناظر
 في كال االتجاىيف
البعد 
 الكسرم






 Support Vector Machine آلة المتجياتدعم   1.1
 حول ىذه الوحدة 1.1.1
، ىي طريقة  1998، التي اقترحيا فابنيؾ كزمالؤه في عاـ  (SVM) آلة المتجيات الداعمة
تعتمد عمى مفيـك مستكيات القرار التي تحدد الحدكد كتفصؿ بيف مجمكعة  اآللي لمتعمـ 
 Support Vector Machine تعد، ]33[ ]32] .الكائنات التي ليا عضكية صفية مختمفة
(SVM)   خاضعة لإلشراؼ كالتي يمكف استخداميا لكؿ  اآللي قاعدة خكارزمية لمتعمـ
بشكؿ أساسي في قضايا  اتصنيؼ أك تحديات االنحدار. كمع ذلؾ ، يتـ استخدامي
التصنيؼ. في ىذه القاعدة الخكارزمية ، نرسـ كؿ عنصر بيانات كنقطة في الفضاء ذم 
[. بعد 6ىك عدد الميزات مع قيمة كؿ ميزة ىي قيمة إحداثيات معينة ]  n حيث n البعد
ذلؾ ، نقكـ بالتصنيؼ مف خالؿ إيجاد المستكل الفائؽ الذم يميز الفئتيف المكضحيف جيدنا 
 :في الشكؿ أدناه







 SVMعمل  4.1.1
ؿ لفئات مختمفة في طائرة مفرطة في مساحة متعددة ىك في األساس تمثي SVMنمكذج 
بحيث يمكف تقميؿ  SVMاألبعاد. سيتـ إنشاء المستكل الفائؽ بطريقة تكرارية بكاسطة 
ىك تقسيـ مجمكعات البيانات إلى فئات لمعثكر عمى الحد  SVMالخطأ. اليدؼ مف 
 : SVMفيما يمي مفاىيـ ميمة في ‌.األقصى لممستكل الفائؽ اليامشي
تسمى نقاط البيانات األقرب لممستكل الفائؽ  :( Support Vectors)تجيات الدعمم
 متجيات الدعـ. سيتـ تحديد الخط الفاصؿ بمساعدة نقاط البيانات ىذه.
 Hyperplane:  كما نرل في الرسـ البياني أعاله ، فيي عبارة عف مستكل قرار أك
 مفة.مساحة مقسمة بيف مجمكعة مف الكائنات ليا فئات مخت
يمكف تعريفو عمى أنو الفجكة بيف سطريف عمى نقاط بيانات  (:Margin)اليامش 
الفئات المختمفة. يمكف حسابيا عمى أنيا المسافة العمكدية مف الخط إلى متجيات 
 .الدعـ. يعتبر اليامش الكبير ىامشنا جيدنا كيعتبر اليامش الصغير ىامشنا سيئنا
    نواة آلة المتجيات الداعمة 1.1.1
جديدة ، إال أف المبتدئيف قد  (kernel) كيرناؿ  مى الرغـ مف أف الباحثيف يقترحكفع




 Radial Basis FunctionRBF(-SVM( دالة القاعدة الشعاعية  4.1.1
Kernel Function 
كتحكيميا إلى الشكؿ المطمكب لمعالجة  ىي طريقة تستخدـ ألخذ البيانات كمدخالت
" بسبب مجمكعة مف الكظائؼ الرياضية المستخدمة في Kernelالبيانات. يتـ استخداـ "
Support Vector Machine  الذم يكفر نافذة لمعالجة البيانات. لذلؾ ، تعمؿ كظيفة
Kernel رار غير بشكؿ عاـ عمى تحكيؿ مجمكعة البيانات التدريبية بحيث يككف سطح الق
الخطي قادرنا عمى التحكؿ إلى معادلة خطية في عدد أكبر مف مسافات األبعاد. بشكؿ 
،  RBFنكاة  أساسي ، تقـك بإرجاع المنتج الداخمي بيف نقطتيف في ُبعد ميزة قياسي.
، تعيف مساحة اإلدخاؿ في مساحة أبعاد غير  SVMالمستخدمة في الغالب في تصنيؼ 
 :تشرحيا رياضيا محددة. الصيغة التالية 
K (x, xi) =exp(−gamma∗sum(x−xi^2)) 
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. نحتاج إلى تحديدىا يدكينا في خكارزمية التعمـ. القيمة 1إلى  0ىنا ، تتراكح جاما مف 
 . 0.1االفتراضية الجيدة لجاما ىي 
ا بدالة  kernelُتعرؼ كظيفة  . إنو قادر عمى إنتاج عدد ال Gaussian kernelىذه أيضن
" γبعاد لفصؿ البيانات غير الخطية. يعتمد ذلؾ عمى المعامؿ الفائؽ "حصر لو مف األ
)جاما( الذم يحتاج إلى تحجيـ أثناء تطبيع البيانات. كمما كانت قيمة المعممة الفائقة أصغر 
، كمما قؿ التحيز كزاد التبايف الذم يقدمو. بينما تعطي القيمة األعمى لممعممة الفائقة تحيزنا 
 ]35. ] ف أقؿأعمى كحمكؿ تباي
 
 ]11[5 مستوي فائق يفصل بين فئتين بحد أقصى لميامش(4-1)الشكل 
39 
 
 (Orange) التعمم اآلليأدوات برمجيات  4.1
 Orange تاريخ   1.4.1
 . Blaž Zupan ك Janez Demšar مف قبؿ 1997في عاـ  Orange بدأ تطكير
اليا في مختبر كيجرم ح Artificial Intelligence Laboratoryكاصمت تطكرىا في 
 ]Ljubljana[ .36المعمكماتية الحيكية، في جامعة 
Orange أداة تعتمد عمى ىي Python تـ تطكيرىا في مختبر المعمكماتية  تنقيب البياناتلػ
. يمكف استخدامو إما مف Ljubljanaالحيكية بكمية عمـك الكمبيكتر كالمعمكمات في جامعة 
ف إ Python خالؿ برمجة ، أك مف خالؿ البرمجة المرئية.  Python ضافي لػالنصية كمككِّ
لمكظائؼ  ان منظم ان ، عرض Orange Canvasتكفر كاجية البرمجة المرئية الخاصة بيا ، 
المدعكمة المجمعة في تسع فئات: عمميات البيانات ، كالتصكر ، كالتصنيؼ ، كاالنحدار ، 
، كتنفيذ النماذج  Qt صكر باستخداـكالتقييـ ، كالتعمـ غير الخاضع لإلشراؼ ، كالربط ، كالت
 ]37األكلية. ]
يتـ تمثيؿ الكظائؼ بشكؿ مرئي بكاسطة عناصر كاجية مستخدـ مختمفة )عمى سبيؿ المثاؿ 
، إلخ (. يتكفر كصؼ مكجز لكؿ  SVM ، قراءة الممؼ ، كالتمييز ، كتدريب مصنؼ
ع عناصر كاجية عنصر كاجية مستخدـ داخؿ الكاجية. يتـ تنفيذ البرمجة عف طريؽ كض
المستخدـ عمى المكحة القماشية كربط مدخالتيا كمخرجاتيا. كاجية مصقكؿ جدا كجذابة 
 ]37] ريا، كتقدـ لممستخدـ تجربة ممتعة.بص
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 Orange تدفقات العمل في   4.4.1
. نسمييا عرضيات تقرأ البيانات كتعالجيا ك مف مككنا orangeفي تتككف تدفقات العمؿ
"(. تتكاصؿ canvas . نضع األدكات عمى لكحة الرسـ )"القماش(widgets)"األدكات"
األدكات الذكية عف طريؽ إرساؿ المعمكمات مع قناة اتصاؿ. يتـ استخداـ اإلخراج مف 
 .عنصر كاجية مستخدـ كمدخؿ إلى عنصر آخر
 ُتظير لقطة الشاشة أعاله طريقة عمل بسيطة مع أداتين متصمتين وأداة واحدة بدون (15-1)الشكل




نقـك ببناء مسارات العمؿ عف طريؽ سحب عناصر كاجية المستخدـ عمى المكحة القماشية 
كربطيا عف طريؽ رسـ خط مف عنصر كاجية اإلرساؿ إلى عنصر كاجية المستخدـ 
عنصر كاجية المستخدـ عمى اليميف كالمدخالت عمى اليسار. في  المستقِبؿ. تكجد مخرجات
 .العمؿ أعاله ، ترسؿ أداة الممؼ البيانات إلى عنصر كاجية استخداـ جدكؿ البيانات
  Orange مع أداة SVM-RBF باستخدام تشخيص سرطان الثدي  1.1
 تحميل مجموعة البيانات 1.1.1




    يرسل عنصر واجية استخدام الممف البيانات إلى جدول البيانات  4.1.1






    SVM-RBF مااستخد   1.1.1







 االختبار والنتيجة  4.1.1







 Confusion Matrix   التضاربمصفوفة  1.1.1









 Orangeبإستخدام    سرطان الثدي لتشخيص نموذج 1.1.1





   
 
رابعل الـــــــالفص   
ائجـــــتحليل النت   













 قدمةم 1.4 
ىي البحث عف مدل فعالية ىذا النمكذج ،  اآللي الخطكة التالية بعد تطبيؽ نماذج التعمـ 
ؾ عف طريؽ تشغيؿ النماذج يتـ تنفيذ ذل .أم كيفية أداء النماذج عمى مجمكعات البيانات
تتألؼ مجمكعة بيانات االختبار مف  .عمى مجمكعة بيانات االختبار التي تـ تعيينيا مسبقنا
سرطاف الثدم ، كما تـ إجراء التحقؽ مف  تشخيص٪ مف مجمكعة البيانات الخاصة ب34
مف أجؿ تحديد كمقارنة  .أضعاؼ مف أجؿ التشخيص المسبؽ لسرطاف الثدم 10صحة 
 .الخكارزميات المختمفة ، تـ استخداـ العديد مف المقاييسأداء 
 ( orange) جاألكرانالنتائج تـ الحصكؿ عمييا عف طريؽ 
 Orangeباستخدام برنامج  النتائج تم الحصول عمييايوضح   ) :1-4)الجدول 
 SVM-RBF باستخدام خوارزميةالنموذج المقترح  نمكذج 
 455 الحاالت 
 23 الخصائص
 لمجوعة االختبار %23لمجموعة التدريب  % 55تقسيم  كاالختيار التدريب





 مقاييس األداء 4.4
ىذا  في اآللي تـ استخداـ العديد مف مقاييس األداء لمعرفة أداء خكارزميات التعمـ 
تتـ ىنا  مع مشاكؿ التصنيؼ ،بشكؿ خاص تعامؿ ي البحث نظرنا ألف  .البحث
سرطاف الثدم ، إذا كاف  لتشخيصبالنسبة  .بالتصنيؼ اء المتعمقةمقاييس األد مناقشة
)خبيث( ، فيك حالة إيجابية ، أم أف المريضة مصابة بسرطاف  1المتغير المستيدؼ ىك 
ذا كاف المتغير المستيدؼ  .الثدم )حميد( ، فيك حالة سمبية تشير إلى أف المريض ليس  0كا 
 .مصابنا بالسرطاف
 التضاربمصفوفة  1.4.4
يمكف القكؿ  .التضاربيعتمد تمخيص أداء خكارزمية التصنيؼ عمى تقنية ُتعرؼ بمصفكفة 
إنيا أسيؿ طريقة لتنظيـ أداء نمكذج التصنيؼ مف خالؿ مقارنة عدد الحاالت اإليجابية التي 
تـ تصنيفيا بشكؿ صحيح / غير صحيح كعدد الحاالت السمبية التي تـ تصنيفيا بشكؿ 
، كما ىك مكضح ىنا ، تمثؿ الصفكؼ  التضاربمصفكفة في  .صحيح / غير صحيح






 التضاربمصفوفة يوضح  (2-4)الجدول  
 تكقع إيجابي تكقع سمبي    
 TN FP سمبي فعمي
 FN TP إيجابي فعمي
 






 SVM-RBF باستخدام خوارزميةيوضح مصفوفة التضارب  5(3-4)الجدول 
  B M 
B 114                TN             1                  FP 
M 3                     FN 424               TP       
 
بيانات االختبار  عمى المصنؼ اختبار لعممية الناتجة التضارب ىذا الجدكؿ يكضح مصفكفة
التضارب ىي أداة مفيدة لتحميؿ كيؼ يتعرؼ المصنؼ بصكرة جيدة عمى  مصفكفة%, 43
  .السجالت لألصناؼ المختمفة
 :(TN) التوقعات السمبية
( ، أم 0السمبيات الحقيقية ىي األحداث التي تككف فييا الفئة المتكقعة كالفئة الفعمية خطأ )
ا عمى أنو ال يعاني مف عندما ال يعاني المريض مف مضاع فات كيصنفو النمكذج أيضن
 .مضاعفات
 :(TP) التوقعات اإليجابية
ا ) ( ، أم 1ىذه ىي الحاالت التي يككف فييا كؿ مف التصنيؼ التنبئي كالفعمي صحيحن
ا حسب  عندما يككف لدل المريض مضاعفات )سرطاف الثدم في ىذه الحالة( كيصنؼ أيضن




 :(FN)سمبي خطأ 
 كلكف الفئة الفعمية ىي (False (0 ىذه ىي الحاالت التي تككف فييا الفئة المتكقعة ىي
True (1)  أم حالة المريض الذم يصنفو النمكذج عمى أنو ال يعاني مف مضاعفات ،
 .عمى الرغـ مف كجكده في الكاقع أنو يعاني
 :(FP)خطأ ايجابي 
( بينما تككف 1حداث التي تككف فييا الفئة المتكقعة صحيحة )اإليجابيات الخاطئة ىي األ
( ، أم عندما يصنؼ النمكذج المريض عمى أنو يعاني مف مضاعفات 0الفئة الفعمية خطأ )
 .عمى الرغـ مف أنيا في الكاقع ال يعاني مف المرض
 المصفوفة المقيسة 4.4.4
النتائج مماثمة لتمؾ الخاصة  .ءةمصفكفة التضارب الطبيعية تمثؿ النتائج بطريقة أكثر كفا
التكزيع المتساكم لمبيانات يجعؿ  .1-0يتـ تكزيع القيـ في نطاؽ  .بمصفكفة التضارب
 .التصنيؼ أسيؿ
Accuracy صحة    
 الدقة ىي جزء التكقع .يتـ تقييـ نماذج التصنيؼ بكاسطة أحد المقاييس التي تسمى الدقة




          
     
           
 
(204+352)/ (203+352+8+6) = 97.5%        
 Recall استدعاء
إنو مقياس لنسبة المرضى الذيف تـ تكقع إصابتيـ بالمضاعفات بيف ىؤالء المرضى الذيف 
 :ب االستدعاء عمى النحك التالييمكف حسا .يعانكف بالفعؿ مف المضاعفات
 
        
  
     
 
204/ (204+8) =96.2% 
 Precision اإلحكام
يكصؼ بأنو مقياس لنسبة المرضى الذيف يعانكف بالفعؿ مف مضاعفات بيف أكلئؾ 
ىي كما  Precision صيغة .المصنفيف عمى أنيـ يعانكف مف مضاعفات بكاسطة النمكذج
 :يمي
           
  
     
 





إنيا  .يرتبط أداء المصنؼ في اكتشاؼ النتائج السمبية بالخصكصية
إنو مقياس لعدد المرضى الذيف تـ تصنيفيـ عمى أنيـ ال يعانكف  .االستدعاء سمبية بالضبط
  .مف مضاعفات بيف أكلئؾ الذيف لـ يعانكف مف المضاعفات
             
  
     
 
352/ (352+5) = 98.5% 
F1 Score 
لذلؾ يتـ أخذ اإليجابيات الكاذبة  F1 Scoreالمرجح لمدقة كاالسترجاع   ُيعرؼ المتكسط 
حدسينا ، ليس مف السيؿ فيـ الدقة  .كالسمبيات الخاطئة في االعتبار مف خالؿ ىذه النتيجة
 :كتحسب عمى النحك التالي .دة إضافية مف الدقةعادةن ما تككف مفي F1 ، كلكف
 
        
         ∗       
                







 :أداء النموذج 1.4
ـ عمى مجمكعة البيانات ، كت (SVM) تـ تطبيؽ مصنؼ خكارزمية آالت المتجيات الخطية
كالتحديد ، يكضح  F1 اإلحكاـ كاالستدعاء كدرجة قياس أداء الخكارزميات باستخداـ الدقة ك
 :الجدكؿ أدناه نتائج المقاييس المختمفة لخكارزمية تشخيص سرطاف الثدم
 Orangeبرنامج يوضح تلخيص النتيجة النهائية عن طريق (45-4الجدول )
 F1 نتيجة االستدعاء تحديدال االحكام الدقة  
SVM-RBF 97.7% 97.7% 97.1% 97.7% 97.7% 
 مقارنة النتائج مع الدراسات السابقة  4.4
التحديد   (وprecision)إحكاـ  ( وrecall( واستدعاء)accuracy)عمي دقة  البحث حصؿت
(Specificity )كىذه النتيجة اعمي دقة كمميزة عف الذيف  %5676 تقريبان  تساوي  وجميعها
اداة مختمفة  ـداإستخب كذلؾ( في الدراسات السابقة FBR-SVM)ارزمية استخدمكا نفس الخك 







 مقارنة نتائج الباحث مع نتائج الدراسات السابقةيوضح (15-4الجدول )
 المؤلف مالعا داة األ  الخوارزمية الدقة




2016 Dana Bazazeh and Raed Shubair 
 ]20[ 
89٪ SVM - RBF Crammer and 
Singer 
 Wu ]Zhi عمي ك إبراىيـ إدريس إبراىيـ 2016
Feng 21[ 
96.77٪ RBF Network WEKA 3.6.9 2018 Vikas Chaurasia [ 26[ 
97٪ SVM ------ 2018 Puneet Yadav ]6[ 
95.1٪ SVM Anaconda/ 
scikit- Python 
2019 Akshya Yadav 4[كآخركف[  
97.7% SVM-RBF Orange 4242  الباحث 
 التوصيات 1.4
ا بعد يـك ،  .1 جمع المزيد مف بيانات المرضى لتككيف  البد مفيتزايد سرطاف الثدم يكمن
مف االختبارات كالتقييـ لزيادة معدؿ اكتشاؼ مجمكعة بيانات تدريب أكبر لمزيد 
 .الخطكرة كتحسيف دقة النمكذج المقترح مع المزيد مف المرضى
كقابميتو  في السكدافمستشفيات الكامؿ لمعمؿ في متطبيؽ نمكذج التصنيؼ كنظاـ ت .2
 .لمتطبيؽ في أم مستشفى حكؿ العالـ
 سكداف.لمرضي سرطاف الثدم في ال (datasetتككيف قاعدة بيانات ) .3
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باستخداـ  ضميف األشعة السينية كمدخؿ لمنظاـ لمحصكؿ عمى نتيجة أكثر دقةت .4
Deep Learning. 
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 التي البحث بالصكرة ىذا إخراج عمى الذم كفقني كأعانني قدرتو بجالؿ يميؽ حمدا اهلل أحمد
( kernel)واة مع الن SVMفي ىذا البحث تـ استخداـ خكارزمية. الفائدة بيا تعـ أف ىأتمن
(RBF)    كتـ الحصكؿ عمي دفة(accuracy ) واستدعاء(recall ) وضبط(precision )
في هذا البحث باستخدام اداة حديثة ومميزة ودقيقة وهي االورنج  وقد نم%. 97.7جميعها 
(orange .) اتمني ان يستفاد من هذا النموذج في الحقل الطبي لمساعدة االطباء في
ليكون سرطان الثدي والسريع الخالي من االخطاء النقاذ الناس من مرض التشخيص الدقيق 
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ABSTRACT 
Now a day’s cancer is one of the main decreases in all over the world. Several peoples have 
died in a day. Cancer is a term used for diseases in which abnormal cells divide without  
control and are able to invade other tissues .Cancer cells   spread to other parts of the body 
through the blood and lymph systems. Cancer is no just one disease but many diseases. There 
are more than 100 different types of cancer .Most cancers are named for the organ or type of 
cell in which they start. For example Breast Cancer, Bladder Cancer, Colon and Rectal 
Cancer, Endometrial Cancer, Kidney Cancer, Leukaemia, Liver Cancer, Lung Cancer, 
Melanoma, Pancreatic Cancer, Prostate Cancer and Thyroid Cancer.
 
Breast cancer is a 
disease in which cells in the breast grow out of control. According to the survey conducted by 
the US government, 40000 people died in 2012 only due to breast cancer. Breast cancer is 
one of the most widely spread disease and the second leading cause of cancer death among 
women. Due to this reason cancer detection in the early stage is one for the favorite areas of 
the researcher. In the past few decades, several machines learning approach has been used by 
various researchers. Cancer detection is a classification approach. There are several 
classification approaches that can be used in cancer detection. This reviews the results of 
different classification techniques to diagnosis and prediction breast cancer using the 
Wisconsin Diagnostic Breast Cancer (WDBC) Dataset to classify the breast cancer as either 
benign or malignant. 
Keywords 
Machine Learning; Breast cancer; Classification; Diagnosis; Prediction; WDBC; Benign; 
Malignant. 
 
