Effective interface energies of various homo-and hetero-interfaces of iron were calculated with an aid of phase-field modeling, taking into account geometric constraints by competition among grains or interfaces. Calculated effective interface energies for ¤/£, ¤/¤, and £/£ interfaces are 0.56, 0.44 and 0.37 J/m 2 , respectively. Using two simple geometric models for nucleation on or off an interface in the matrix, the optimal shape of a nucleus at a given radius and undercooling, a critical radius and an energy barrier for nucleation for each possible circumstance were numerically calculated. It is found that, although the energy barrier for £-phase nucleation in homogeneous ¤-phase matrix is more than three orders of magnitude greater than that for homogeneous solidification of ¤-phase, the £ nucleation on a ¤/¤ grain boundary in the solidifying matrix suppresses the energy barrier, increasing a nucleation rate. Furthermore, it is found that the £-phase nucleation on an existing £ nucleus halves undercooling needed with smaller critical radius. This suggests that, once £ nucleation is initiated, then following £ nucleation is promoted by doubled driving force, enabling multiple £ nucleation as in chain reaction. These findings are sufficient to explain experimentally observed phenomena during the ¤-£ massive-like phase transformation even if other factors such as solute re-distribution or transformation is neglected.
Introduction
Massive-like phase transformation from ¤ phase of body centered cubic (BCC) structure to £ phase of face centered cubic (FCC) structure in carbon steel that completes instantly is observed instead of a conventional peritectic reaction that involves liquid phase according to in situ radiography using a highly bright and coherent synchrotron radiation.
13) The transformation speed is by orders of magnitude faster than the diffusion-controlled phase transformations in steel even at elevated temperatures, and thus, to the first approximation, the complete compositional invariance upon the massive-like transformation was assumed as in martensitic transformation 4) or in massive transformation.
5) The ¤-£ massive-like transformation may cause inhomogeneities in solidifying shell upon continuous casting. 6) On the other hand, it may allow further diffusion of impurity elements 7) through less dense BCC crystal lattice of ¤ phase than FCC lattice of the £ phase at high temperature. Whereas it is supposed that difficulty of the £-phase nucleation in the ¤-phase matrix can be ascribed to the structural mismatch between BCC and FCC lattices and, in turn, higher ¤/£ interface energies than other interfaces, precise understanding of the mechanism is yet to be obtained, depriving us of clear idea to control the transition.
In our previous study, 8) systematic calculations of various interfaces including ¤/£ interfaces as a function of misorientation angle was performed on the same ground with an aid of atomistic simulations using embedded atom method 911) for describing interatomic interactions. That enables to discuss nucleation under various geometric circumstances on the same ground, whereas it is often difficult to do so based on experimental values since experimental conditions are different from interface to interface and variation of values for a given interface species is often greater than the difference between different interface species. 8) For that purpose, atomistic modeling was based on Nishiyama-Wassermann (NS) orientation relationship 12, 13) which is known to be one of the best lattice matching orientation relationships between FCC and BCC lattices according to studies on martensitic transformation from £ phase to ¡ phase, also BCC structure, with modifications at the ¤/£ interface proposed by Rigsbee and Aaronson 14) for better matching. From that study, properties of interfaces with more attention on the ¤/£ interface are revealed and lattice matching at the ¤/£ interface is indeed poorer than other homo-phase boundaries even when misorientation is minimal. The minimum ¤/£ interface energy at its best lattice matching is 0.41 J/m 2 , which is very large for the small entropy change upon the solid-state ¤-£ phase transformation. Further numerical analyses revealed that it thus requires more than one orders of magnitude greater undercooling for nucleation at the same critical radius than for solidification to ¤-phase from liquid (L) phase.
A high undercooling, often more than 100 K, is needed before a £ nucleus to find its best location to nucleate, whereas in situ X-ray diffraction measurements within a selected area revealed that the nucleated £-phase grains immediately undergo structural relaxation just after the massive-like transformation, 2) possibly through crystallographic alignment, rapid grain growth of £ phase, or in some other ways. This suggests that the nucleated £-phase is not at its best lattice matching with the ¤-matrix phase. However, the previous study 8) assumes that the best lattice matching for the ¤/£ interface upon discussing £-nucleation whereas the massive-like transformation supposedly proceeds in a nonequilibrium manner. Besides, the influence of the microstructure on solidified ¤-matrix is not taken into account in the previous study. 8) Furthermore, while the minimum ¤/£ interface energy can be quantitatively compared with the ¤/L interface energy, it could not be compared with the minimum interface energies of homo-phase boundaries, i.e. the ¤/¤ and £/£ interface, since they are zero, which still limits our understanding on the ¤/£ massive-like transformation.
In this study, continuum-matter simulations based on thermodynamics were carried out to obtain the representative values of interface energies under more practical conditions including geometric ones, using systematic data of various interface energies as a function of misorientation angle. 8) Then, the impact of effective ¤/£ interface energy on £ nucleation in various matrix environments is discussed based on numerical analyses about homogeneous nucleation. Furthermore, heterogeneous £-phase nucleation on various interfaces, including grain boundaries or liquid/solid heterophase interfaces, is numerically examined, in an attempt to reveal the mechanisms behind the ¤-£ massive-like phase transformation.
Computational Procedure
Although the minimum homo-phase boundary energies are zero, actual grain boundary energies are not zero in polycrystals due to geometrical constraints in the polycrystals or to the competition among grains or grain boundaries. On the other hand, a perfect matching would not be expected for a ¤/£ interface upon nucleation of the £-phase in the ¤-phase matrix, which is also regarded as geometrical constraints among grains including nucleating one or among interfaces including the ¤/£ interface between the nucleating £-phase with the matrix. Thus, it is assumed in this study that a representative interface energy can be determined by the competition among many grains or many interfaces, and hereafter the representative value is referred to as an effective interface energy.
To evaluate the effective interface energies for various interfaces, phase field modelling (PFM) 1520) is employed. In PFM, the probability of existence of a phase i, º i , changing from 0 to 1, is calculated only from thermodynamic energies including interface energies and kinetic coefficients for kinetic events such as diffusion. Thus, there is no adjustable parameter to change results except for the ones that determines numerical accuracy. For estimating the effective interface energies, grain-growth-like simulations were carried out excluding any energy factors other than interface energies. For example, re-distribution of solutes and transformation strain from BCC to FCC were intentionally neglected for clarity. In other words, any change in microstructure, or interfaces from the opposite viewpoint, is driven only by interface energies as in grain growth in a single phase polycrystalline sample even if both the ¤ and £ phases are present in a simulation. One of the most important advantages of PFM for this study is that no distinction between phases is needed in the course of simulations and all the phases change following the same governing equation even if it is a liquid or gas phase. Taking the full advantage of PFM, extensive studies on carbon steel and other materials have been reported.
2031)
The governing equation for the phase field variables in PFM is
where M is the mobility of an interface which is assumed to be unity irrespective of interface species since only competitive relative evolution of grains or interfaces is meaningful in this study. F is the total free energy of a system and defined as
The variation of the total energy with respect to a phase field variable on the right hand side of the governing equation drives the evolution, which means that this governing equation guarantees that evolution of grains or interfaces proceeds to decrease overall free energy of a system. For multiple phase field variables, a constraint is imposed:
24,32)
which states that any position in a space is filled by at least one of phases when the number of phases in a system is n. The variation in the governing equation is defined as,
where ¾ ij is one of the two parameters that is related to the i/j interface energy, and the other one ½ðfº i gÞ is defined as
where a and b for the higher order terms are chosen to be 1.4 and 1.0, respectively, such that triple or more phases boundary has higher energy penalty, although it has negligible impact for the effective interface energy since its volume fraction is negligibly small, and AE 0 indicates the summation without double counting, i.e., i < j < k < l. The two parameters, ¾ ij and ½ðfº i gÞ are related to interface energies, · ij , as,
where is the constant that is determined as thickness of diffuse interfaces at equilibrium which is four mesh wide, 4 nm, in this study and ¡ is the constant determined only by a phase field variable: In this study, a volume element is classified as interface region when a phase field variable falls between 0.05 and 0.95, and then ¡ is calculated to be 2.94 based on the equilibrium profile of a phase field variable across an interface. 20) Calculations are done for a 128 © 128 nm 2 two-dimensional square mesh with the separation of 1 nm between neighboring discrete points. Three random initial structures are prepared by overlaying circular grains of 10 nm radius until whole space is filled by any phase selected randomly, either ¤ phase or £ phase, with assigning various orientation angles for all the grains. As will see in the next section, the total free energy F and each interface energy, · ij , are converged as competition among grains or interfaces proceeds, and then by averaging three converged values for each interface, effective interface energy
where A interface ij is the overall length of an i/j interface obtained by examining spatial distribution of volume elements that is classified as i/j interface region based only on phase-field variables, and is equivalent to the area of the i/j interface since in two-dimensional calculations it is assumed that microstructure is repeated for unit length along the third axis not explicitly taken into account in the calculations. F interface ij is the sum of free energies of the volume elements in the i/j interface region. Figure 1 shows time evolution of ¤ grains and £ grains. At the beginning, the prescribed initial microstructure is not realistic, but as time proceeds the grains eventually evolves to be realistic one, solely governed by interface energies due to mismatches with the neighboring grains. If the interface energy was the same irrespective of combination of grains independent of phases, one may postulate that grain growth would proceed so that larger grains grows at the expense of smaller grains and morphology of grains changes to decrease the curvature of interfaces as in a conventional theory of grain growth. However, comparing snapshots at 0 and 2000 time steps and then 20000 steps, it is found that the prediction fails; some smaller grains (a) survived or even (b) grew and some larger grains (c) shrank or even (d) vanished, as grains labelled by a, b, c, and d, respectively, show. This indicates that the competition among grains or interfaces proceeds governed not only by grain size but also misorientation between neighboring grains, although those factors are not explicitly incorporated in the calculation, just following thermodynamics instead of specific theories of grain growth. The whole system attempts to decrease the total free energy by decreasing the lengths of the high-energy interface more than those of low-energy interface as long as geometric constrains by grain configurations allow. This demonstrates that interface energies due to misorientation indeed governs the time evolution of grains or interfaces.
Evaluation of Effective Interface Energy
Figure 2(a) shows the total free energy of a system as a function of time. As easily expected from the governing equation of PFM, the total free energy keep decreasing with time. The sum of energies of volume elements determined to be the ¤/¤, £/£, and ¤/£ interfaces are shown together in the figure. Among them, the free energy of ¤/£ interfaces are greater than the others, perhaps due to generally higher ¤/£ interface energies than those of ¤/¤ and £/£ interfaces. Although the general trend of the decrease with time of the interfaces is the same as the total free energy, that of ¤/¤ interfaces turned upward after 1000 steps while the free energy of the ¤/£ interface suddenly dropped to some extent. This indicates that the system attempts to decrease the overall free energy by decreasing the energy penalty by ¤/£ interfaces at the expense of the ¤/¤ interfaces. As a result, free energy of ¤/£ interfaces becomes slightly smaller than that of ¤/¤ interfaces when they are converged. A possible reason is simply because, in this example out of three simulations conducted, ¤ grains is less connected with other ¤ grains than £-grains are with £-grains and thus, from a geometric viewpoint, it is easier ¤ grains to increase the number of connections, thereby increasing sharing interface length between ¤ grains to decrease length of ¤/£ interface. This understanding is supported by the temporal profile of the total lengths or lengths of respective interfaces shown in Fig. 2(b) . While all the values of lengths before 150 steps shown in the figure are artificial due to technical ambiguity to distinguish interface from grains, the length of ¤/£ interface is significantly decreased at the expense of ¤/¤ interface after 150 steps. Another possibility is that ¤/¤ interfaces are already in better matching at the early stage, and thus the system does not have necessity to decrease the free energy of £/£ interfaces. In fact, while ¤/£ interfaces are competing with ¤/¤ interfaces, the length of the £/£ interface does not show significant decrease. Thus, both scenarios are possible in this specific example, and it is likely that all of these are present in reality. However, in this study, an energy penalty per unit length or unit area was evaluated, and thus, detailed difference would not significantly affect the obtained values when the values in Fig. 2(a) are divided by those in Fig. 2(b) .
Figure 2(c) shows the interface energies of ¤/¤, £/£, and ¤/£ interfaces. To our surprise, after about 150 steps when evaluation of the interface length becomes possible, all the interface energies changed only slightly. This means that, after the initial stage, the system attempts to decrease the total free energy almost by reducing interface length instead of removing high energy interfaces, or, in other words, the interface energies of all the interfaces are close to their practical minimums under practical geometric constraints after the initial stage of first 150 steps. Converged interface energies referred to as effective interface energies are summarized in Table 1 , in comparison with the minimum interface energies of solid/solid and liquid/solid interfaces. 8) As already mentioned, an effective ¤/£ interface energy is raised from its minimum value at the expenses of ¤/¤ and £/£ interface energies, with all of those minimum values are significantly smaller than the effective ¤/£ interface.
Numerical Analysis of Homogeneous Nucleation
In order to examine how the effective interface energies modify £-phase nucleation in the ¤-phase matrix under various environments, two simple models depicted in Fig. 3 are used. Model A assumes two caps of a perfect sphere form interfaces between a nucleus and the matrix phase with dihedral angles determined uniquely by the balance between interface energies at a triple-phase junction. 33) In this model, aspect ratio is uniquely determined by the dihedral angles and thus there is no freedom to change aspect ratio to minimize free energy change upon nucleation. On the other hand, Model B assumes the shape of a cap on either side of an interface in matrix be ellipsoid specified by an aspect ratio relative to the radius along the interface, r: The aspect ratios of the radius perpendicular to the interface, k n1 and k n2 , on phase-1 and phase-2 matrix sides, respectively, can be freely changed to minimize the free energy change at a given radius. According to the classical nucleation theory, 34, 35) a change in free energy upon nucleation, ÁG nucleation ð" r; ÁT Þ, at a given equivalent radius " r and a given undercooling ¦T is given by
where V ni and A n=i are the volume and surface area of a half nucleus on phase-i side, A 1=2 is area of cross section of a nucleus cut by the interface, · ni and · 12 are respectively effective interface energies between nucleating phase and phase-i in the matrix and between phase-1 and phase-2 in the matrix, and ÁS i!n ¼ S n À S i with S n and S i being entropies All the values are taken or calculated by interpolation or extrapolation using values for pure iron and low carbon steel from thermodynamic data book 36) for the same temperature 1665 K, peritectic temperature for carbon steel 37) for simplicity of comparisons. It should be noted that dependence of entropies on carbon content is intentionally neglected in this study for simplicity and clarity.
Numerical analysis was done as follows: At first, a value of r and optimal aspect ratios with respect to r are determined in both models so that ÁG nucleation ð" r; ÁT Þ for a given set of undercooling and an equivalent radius " r for a combination of phases. This is done under a constraint that a ellipsoid specified by r and aspect ratios has the same volume as a perfect sphere of an equivalent radius " r. Then, numerical derivation is done to find critical radius r Ã ðÁT Þ and the free energy barrier ÁG Ã ðr Ã ; ÁT Þ since the analytical derivation for Model B is not straightforward. It should be noted that Model A becomes equivalent to Model B for homogeneous nucleation, i.e., when phase-1 is the same as phase-2 and misorientation between two matrix phases is absent.
For homogeneous nucleation where there is no boundary, shape of nuclei were perfect spheres although it is not assumed in prior. Examining the impact of the increase of the effective ¤/£ interface energy due to the geometric constraints relative to the minimum ¤/£ interface energy, it is found that critical radius and energy barrier for the homogeneous nucleation of £-phase in ¤-phase matrix were increased by factors of 1.37 and 2.55, respectively. They are significantly greater than those of direct £-phase solidification from the liquid phase by factors of 29.4 and 1673.4, respectively, independent of undercooling. These can be attributed to the high effective ¤/£ interface energy for its entropy change compared to those for the solidification, as already suggested by the previous study. 8) This can be one of the reasons why high undercooling is needed upon the ¤-£ massive-like transformation. Here, the critical radius and energy barrier for the direct £-phase solidification are reduced by factors of 0.82 and 0.59, respectively, for those of ¤-phase solidification due to increased entropy change if we assume that it occurs at the same temperature.
Numerical Analysis of Nucleation on Interfaces
Evaluations of effective interface energies in this study enable us to examine nucleation on an interface embedded in a matrix phase such as a grain boundary (GB) or a heterointerface. As summarized in Table 2 , a substantial decrease in critical radius and energy barrier for nucleation was observed from Model A when a £-grain is nucleated on a ¤/¤ GB, by factors of 0.76 and 0.44, respectively, independent of undercooling. The dihedral angle of the nucleating £-phase on ¤/¤ GB, ª nn , was 133.7 deg., slightly deviated from 2³/ 3 rad., and the shape of the nucleus was elongated along the GB with an aspect ratio of 0.660 with respect to the radius of the nucleus on the GB. These values were almost the same for Model B, with negligible increase in the critical radius and nucleation barrier by factors of 1.02 and 1.05, respectively, and the aspect ratio of 0.646. It should be noted that dihedral angles and aspect ratios for all the geometries examined in this study turned out to be independent of undercooling at respective critical radii, although aspect ratios changed when r is different from r*. Thus shapes of nuclei remain unchanged by undercooling even if the shape is not assumed in prior.
The energy barrier for nucleation on a ¤/¤ interface is lowered by a factor of 0.44, whereas possible nucleation site is far fewer than for homogeneous nucleation. Since misorientation between dendrite trunks or arms in the solidified ¤-phase matrix can be slightly changed by cooling rates or introducing inoculants upon solidification, for example, it may be possible to control the ¤-£ massive-like transformation through controlling microstructures, and interfaces therein, indirectly through solidification. Besides, the nucleation can be further controlled by GB energies which can be altered by impurity GB segregation or micro- Table 2 Dihedral angles, aspect ratios, critical radii, energy barrier for nucleation at an undercooling of 100 K for various cases. Matrix phase denoted by L/¤ means nucleation on an L/¤ interface, for example. Model with bold-faced label indicates it is energetically more favorable than the other model. Examining slightly more complicated combination of nucleating phase and matrix phases, it is found that £-phase nucleation is further promoted if it takes place on ¤/£ interface, i.e., at the interface between nucleated £ phase and matrix ¤ phase according to results by Model B. Model A yielded much larger critical radius and higher energy barrier for this geometry, suggesting that the ¤-£ massive-like transformation proceeds in non-equilibrium manner. In Model B, aspect ratios of the nucleus on either side of the interface are 0.699 and 0.000 at ¤-matrix side and at an existing £ nucleus side, respectively. In other words, the newly-formed nucleus is an ellipsoidal half cap extruded only toward the matrix side. This is reasonable since energy penalty due the ¤/£ interface between matrix and the existing nucleus is lowered or vanished upon the next £ nucleation if the ¤/£ interface with high energy penalty is shared by the nucleating £-phase while it has no advantage for a small part of the existing £-phase nucleus to change crystallographic orientation without reducing volume free energy but increasing £/£ interface energy.
Phases of Nucleus
Matrix Phase Model Dihedral Angle [deg.] Aspect Ratio ¦T = 100 K ª n1 ª n2 ª nn k n1 k n2 r* [m] G* [J] ¤ L A
Implications for ¤/£ Massive-like Phase Transformation
Compared with homogeneous nucleation, critical radius and energy barrier of the new £-phase nucleation are lowered by factors of 0.65 and 0.27, respectively, or still so compared with the nucleation on a ¤/¤ GB by factors of 0.85 and 0.61, respectively. A representative undercooling value can be quantified if we use a simple model which is often used to discuss kinetics of heterogeneous nucleation. 35) Hereafter, we assume all the nucleation take place at the characteristic undercooling, ¦T * , which is approximately given by,
where I and v 0 p c n p are a nucleation rate and the preexponential factor of the nucleation rate, respectively, 35) and ¢ is a factor to the energy barrier relative to homogeneous nucleation which is 0.44 or 0.27 for nucleation on ¤/¤ GB or on L/£ interface, respectively. Thus, only about two thirds of undercooling is needed if the ¤/£ massive-like phase transformation begins with £ nucleation on a ¤/¤ GB, though the number of nucleation sites is limited. Even aside from that, once £ nucleation takes place somewhere in the ¤-phase matrix, then only about a half undercooling is needed for further nucleation. Or, at a given undercooling that initiates the first £ nucleation, driving force for the following nucleation is almost doubled with a smaller critical radius. This argument and values shown in Table 2 are based on the calculation for the same undercooling and corresponding driving force irrespective of geometry of matrix.
The halved undercooling needed for following nucleation implies that athermal nucleation where nucleation no longer requires thermal activation is possible. In addition, according to the classical nucleation theory, critical radius and energy barrier for homogeneous nucleation is proportional to ÁT
À1
and ÁT À2 , respectively, when entropy is assumed to be independent of temperature.
34) It turned out that this holds for all the nucleation examined in this study as a consequence of aforementioned undercooling independence of dihedral angles and aspect ratios, whether homogeneous or heterogeneous, even though more degrees of freedom is given to the shape of nucleus and its environment. Taking into account the finding that driving force is doubled when new £ nucleation takes place on an existing £ nucleus, energy barrier for the following £ nucleation on ¤/£ interface is reduced to only a quarter of that for initial £ nucleation, which is one eighth of homogeneous £ nucleation. In both cases, i.e., athermal nucleation 44) and conventional nucleation as a thermal activation process with 1/8 of energy barrier, further £ nucleation on an existing £ nuclei is supposed to be significantly promoted following the initial £ nucleation. In other words, concurrent £ phase nucleation could occur like chain-reaction, after initial £ nucleation is successfully realized.
The findings in this study is sufficient to explain these experimental facts, if we assume the £ nucleation on a growing front of £ phase controls the ¤-£ massive-like transformation, even though many other factors such as solute re-distribution and the transformation strain to name a few is neglected in this study. In fact, recent in situ observations of the ¤/£ massive-like transformation with higher temporal resolution have revealed that not only the growing front of the £ phase is wavy but also its advancement is far from uniform, 45, 46) implying a nucleation-controlled phase transformation.
One of the possible scenarios at the early stage of the ¤-£ massive-like phase transformation based on the findings can be as follows, as depicted in Fig. 4 : At first, high undercooling is achieved without any phase transformation including the peritectic reaction, perhaps due to high cooling rate. Then, initial nucleation of £ phase takes place. Energy barrier for the nucleation on a ¤/¤ GB is lower than in ¤ grain interior. The nucleus on the ¤/¤ GB is elongated along the GB while it is spherical at the grain interior. The initial nucleation allows further nucleation on the surface of the initial nucleus with much lower energy barrier, one eighth of the homogeneous nucleation. For the following nuclei, even athermal nucleation 44) may be possible at triple junction between two earlier nuclei and matrix. These secondary nuclei do not need the ¤/¤ GB and thus difference in morphology after the two initial cases eventually vanishes, suggesting that it is experimentally difficult to determine whether the GB triggered the initial nucleation takes place in reality or not. Although the following nucleation is accelerated compared with the initial one, there is no evidence to suggest further acceleration. Here, it is assumed that nucleation rate is higher than diffusion-controlled growth rate, following the experimental fact that the speed of massive-like transformation is by orders of magnitude faster than that of diffusion controlled phase transformation. In contrast to the diffusion-controlled phase transformation, morphology of the interface between the growing ¤-phase grains and £-phase matrix can be rougher, thereby decreasing energy barrier for the following nucleation. However, many other factors and aspects of the massive-like phase transformation needs to be examined to fully elucidate the mechanisms. Examinations of influence of those factors are underway in separate studies. 4749) Finally, upon the £ nucleation on an L/¤ interface, the £-nucleus is extruded toward L phase to minimize area of ¤/£ interface. This indicates that, although it is much energetically advantageous than solid state transformation, results in this study suggest that the peritectic-like £-nucleation has no advantage over homogeneous £ nucleation when kinetics including solute redistribution or atomic rearrangement upon phase transformation is neglected. In other words, even if some amount of residual liquid is present between dendrite trunks or arms in the solidifying ¤-phase, the peritectic-like ¤-£ transformation is as energetically expensive as homogeneous nucleation, under the assumptions made in this study. On the other hand, although shape of nucleus upon £ nucleation on L/£ interface is also extruded toward L phase according to Model B, it is slightly more energetically favorable than homogeneous £ nucleation in L phase, reducing the characteristic undercooling by 22%. In this case, too, initial nucleation of £ phase out of liquid promotes following £-phase nucleation at the L/£ interface.
Conclusions
Effective interface energies for homo-and hetero-phase boundaries in iron were calculated with an aid of phase-field modeling, assuming compositional invariance. The ¤/£ effective interface energies is suppressed at the expense of low-energy ¤/¤ and £/£ GBs under competition among grains or interfaces, resulting 0.56, 0.44, and 0.37 J/m 2 for ¤/£, ¤/¤, and £/£ interfaces, respectively, comparable with for those for L/¤ and L/£ interface energies obtained in the previous study. 8) Examination of £-nucleation in various geometric environments revealed that, although energy barrier for the £-nucleation in homogeneous ¤-phase matrix is more than three orders of magnitude greater than direct £-phase solidification, the nucleation on an existing £ nucleus halves undercooling with doubling the driving force, possibly leading to concurrent £ nucleation as in chain-reaction. This is sufficient to explain experimentally observed phenomena of the massive-like transformation. In addition, it is found that the peritectic-reaction is not advantageous over the direct £-phase solidification from the viewpoint of interface energies alone, suggesting that, once the massive-like transformation is selected, then transition to the peritectic reaction is as unlikely to occur as direct £-solidification unless the local cooling rate is changed.
