INTRODUCTION
The idea that teams work in cycles is a prominent theme throughout the literature on groups and team performance [1] .
Moreover, this same literature has associated various activities with specific temporal phases or stages within a team project [2] . Even though globally distributed teams may find it more difficult to follow a temporal cycle [3] , they, nevertheless, do experience similar types of activity patterns [4] . Unlike face to-face teams, globally distributed teams must balance a nwnber of temporal challenges that demand complex and dynamic coordination, management, and synchronization (e.g., Hamm, [5] ). Meeting these challenges requires a leader who understands how to manage the temporal resources of a team [6] . In spite of this recent discovery, research on how leaders actually affect the temporal patterns of a global team is scarce. Although leadership researchers have made explicit links between temporally related activities and the leadership role [7] , the formal use of temporal variables in creating specific relationships between leaders and the temporal patterns of a team is still scarce and scattered [8] .
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The main objective of the study, therefore, is to determine the impact of leaders on the temporal communication patterns of global software development student teams. We chose to study global software development teams because they represent an activity that demands a relatively large number of people engaging in a complex process that is punctuated by intense periods of group communication, negotiations, and shared agreements. Although major parts of a software project can be completed as small programs (e.g., Parnas, [9] ), the individual components must, at some point, come together into a single application. Thus temporal coordination among various team members is critical to the success of a large software project [10] .
The major focus of the study is on the role of leadership and how it affects the temporal patterns of the global software development process. In order to discover these temporal patterns, we use a content analysis technique to define specific communication behaviors that occur in global software development teams. These behaviors are then used to analyze and compare the time variant patterns of teams with and without leaders. Data was gathered from two global software development projects that took place in spring 2009 and fall 2010. Students enrolled in courses at the University of North Texas, Universidad Tecnol6gica de Panama, and Atllun University were asked to develop a large software product, using only collaborative technologies to communicate with one another. Text generated from these projects were then "content analyzed" and used to explain the time variant patterns of student programming teams with and without a leader. The two major questions asked in this paper are: First, do teams with leaders have different temporal cycles than teams without leaders? Second, how do the temporal behaviors of leaders differ from their fellow teammates and from students in teams without leaders? By applying a content analysis technique to the transcripts of global software development teams, we are able to measure and visualize the time variation of different types of communication behaviors that occur during the different stages of the software development process.
Our initial hypothesis is that the variations in both type and nwnber of team communications will provide an understanding of the role of leadership in teams. We theorize that the number and types of communication behaviors will vary over time and that this variation will be different for teams with leaders as opposed to those without. This is consistent with the results of our previous research, which show that global software development teams, in general, follow a two-stage temporal communication behavior pattern [11] [12] . In a second study, we found clear differences between the performance of teams with leaders as opposed to those teams without leaders [13] . Teams with leaders scored higher on team assignments than those teams that had no clear leader. Findings from these two studies led us to wonder how exactly leaders affect the temporal patterns of their teams and whether specific temporal communication patterns can be associated with leaders as opposed to other members of the team. If this is the case, then we should be able to develop a model of effective team leadership that shows what and when specific communication behaviors should occur within a global software development project.
Although this study takes place within the context of global virtual software teams, we believe its results have implications for teams in general. The various methods that have been used can be applied to other types of global teams. Knowledge obtained from this study should provide insight into current empirical research on leadership and how the communication patterns of leaders affect the temporal patterns of a team. A second area of potential application is in the teaching of distributed learning courses. As the number of online courses increases, teachers need to become aware of how the presence (or absence) of a leader can impact a student group's performance. More detailed information about the temporal rhythms of global virtual teams should contribute to the improvement of our overall understanding of how students and industry personnel use distributed technology to work together. Finally, qualitative and quantitative analysis of the data collected about when and how leaders interact with their teams should provide information about how an online web-based tool can help global virtual teams coordinate required tasks more effectively.
The paper begins by providing a research framework for studying leadership and its role in virtual teams. We then describe the research methods, which includes a description of the student projects.
We examined the temporal communication patterns of teams in two different on-line global software development projects. The projects were assigned similar tasks and used similar collaborative software tools. The paper then presents the research findings and concludes with a discussion of how these results can be used to improve our understanding of how leadership communication temporal behaviors can affect teams.
II.
REVIEW OF RELATED RESEARCH
The research literature has consistently reported that successful team outcomes depend on a team's ability to interact with one another over the course of a task, project, or activity [14] . Moreover, studies that examine team communication show that the interactions have a temporal nature that is both unique and cyclical [15] . To characterize these interactions, researchers have coined the phrase temporal patterning, which 382 describes the rhythms by which teams synchronize or coordinate their activities [16] [17]. But there are a number of different ways to define a group's temporal rhythms. There are a team member's individual time preferences such as urgency [18] , pace [19] , and rhythm [20] . There is also the use of more global time perspectives such as clock time or seasons of the year [21] The "entrainment" perspective developed by McGrath and Hollingshead [22] and elaborated by Ancona and Chong [23] and Bluedorn [8] is still another aspect of time that affects group work. The entrainment dimension has been used to explain how individuals align their everyday lives to internal and external forces [24] . For example, a team member quickly learns to balance work-related temporal factors such as job deadlines, organizational culture, etc., with those that compete with their personal lives such as a child's school or play routine [25] . In the same way that an individual's work cycle gets interrupted every time a child gets sick, a team member can experience similar disruptions if a virtual meeting occurs outside her regular work hours [26] . Whenever an individual's work-cycle becomes disrupted, the orderliness of team interactions (communicative, decisional, and interpersonal behaviors) is altered [27] .
All this suggests that effectively managing team interaction behaviors is of paramount importance to the success of any team. This is particularly true in globally distributed teams that must find workable substitutions for temporally coordinating interactions and flows of information [22] . Whereas synchronous teams have the luxury of allowing temporal patterns to emerge spontaneously, research suggests that working in a virtual environment requires explicit attention to issues of temporal coordination [3] . Thus, the importance of leaders who can influence team processes and outcomes for globally distributed teams is a significant factor that can lead to team success [28] . A significant role for the leader is to act as a "completer" [29] , that is, someone who continually urges the group to stay on task and work towards goals. In addition to task related functions, the leader also provides moral support to the group and encouragement when members are slow to produce [30] .
The research literature defines leadership within distributed teams as being either designated and/or emergent [31] . Emergent leaders are those individuals who are selected by members of the group, as opposed to leaders who are designated by someone in authority [31] . Empirical studies of designated leaders of distributed teams indicate that effective leaders are those individuals who mentor teammates, empathize with individuals, assert their authority, and provide regular, detailed, and prompt communication [32] . A second study found that effective designated leaders were those who pressured teams about task demands and showed awareness and consideration of others early in the project [33] .
Leaders have been similarly characterized in the research on emergent leaders [34] . For example, Yoo and Alavi [35] studied emergent leaders in groups of executives enrolled in an on-line business class and found that the emergent leaders initiated more and longer messages. Moreover, the messages sent by emergent leaders were more likely to contain content related to the task functions of initiating, scheduling, and integrating activities.
Misiolek and Heckman [36] also examined emergent leaders and found that there were two different patterns of emergent leadership behavior: strong or centralized in one individual and weak or distributed across different individuals. Distributed leaders tended to initiate and receive more social and task related communication than centralized leaders.
The fact that many of the studies about leadership (cited above) used students as subjects suggests that leadership is also important in distributed learning teams. The ability to work efficiently and effectively with others in a group is not merely important to a student's success; it is essential [37] . As a result, science and engineering schools are rapidly increasing the number of courses that involve students from other countries and cultures [38] . Teachers of software engineering have been particularly eager to incorporate courses that allow students to experience many of the real-world projects that simulate the distributed software development process [38] [39]. When students are assigned globally distributed projects, issues of leadership and group process inevitably arise. Some researchers argue that these global student teams often reflect many of the same characteristics of emergent leader teams because they exist for only a limited amount of time and the team members generally have no prior experience working with one another [36] . The students in global teams may formally appoint a single leader, but often this never occurs, and the group members eventually end up completing the required tasks in an ad-hoc manner. As a result, Lim and Chidambaram suggest that the followers in distributed learning teams need to become more proactive and self-starters if they want to realize success [40] . The studies cited above explore different effects of leadership on the temporal patterns of globally distributed teams. While these studies suggest possible links between temporal patterns and leadership, none explicitly address the question of how a leader may affect the temporal patterns of a team. Most real-world team projects have phases or milestones that require different types of coordination and synchronization. For example, the software development life cycle generally contains different stages for eliciting requirements, designing, coding, and testing [41] . Recent studies suggest that an effective leader can provide a temporal coordination mechanism that can reduce the time devoted by the team to process management issues and make communicative behaviors (the conveyance of ideas) more efficient [34] .
Maintaining this coordination structure throughout the length of a project should not only stimulate greater levels of participation among members but also lead to greater success [42] . Thus it follows that an effective leader is one who can coordinate and match the team's various communication behaviors to the different phases of a project. In the case of global software development, the leader should try to match the team's communication behavior to the different stages in the software development life cycle. In order to address this issue, we try to determine if communication in teams with leaders has a different temporal pattern than those teams without leaders. We also explore the question of whether a team leader has different temporal communication behaviors than the followers in the teams with leaders. We also try to break down the leadership functions that occur in the 383 different phases of a software development project and determine whether they are unique or similar to teams without leaders.
III. RESEARCH METHODOLOGY FOR THE STUDY
To investigate leadership issues related to temporal patterns in global software teams, we carried out a study of distributed teams with members located in three different sites (Turkey, US, and Panama). As will be described in more detail in Section III, the subjects of this study were all students, but the tasks were similar to those found in most companies that are doing distributed software development. The projects lasted between four to six weeks, which is a typical length for a senior level programming project. Students enrolled in the courses received around 30% credit as part of their overall grade for the course, although additional incentives were provided in the form of prizes, t-shirts, and certificates.
A. Students and Team Configuration
A total of 114 students from three campuses (AtIlun University (Turkey), University of North Texas (US), or Universidad Tecnologica de Panama, Panama) participated in one of two projects. There were a total of 60 students in the first project and 54 students in the second project. All students were enrolled in either a junior-senior level computer science or information technology course at their respective universities. The average age of the participants was 19.5 years. There were no significant differences between the students in the two projects in terms of grades assigned to the projects (t =-1.18, P = .2 7), grade point average (GPA) (t = -0.15, P = .87) or programming experience (t = -0.52, p= .60). Students were randomly assigned to one of 12 teams in the fust project, and one of 10 teams in the second project. Total team size varied between six and nine members, each team having between 2 or 3 students from each country.
Although the students indicated no previous experience with distributed projects, most (99%) had worked on at least one team project at their universities. The language for communication among all team members was English. There was an eight hour difference between Turkey-based and US based students and a seven hour difference between Turkish and Panamanian students. The US-based students were one hour ahead of the Panama-based students.
Prior to the course assignment, students received instruction on the course management system (CMS) that was used throughout the project and on team effectiveness. At the beginning of each project, students were encouraged to elect or nominate a team leader. Other roles for team members were also suggested.
B.
Course Projects
Students worked on one of two real-world projects. In each project, students were required to design, program and test applications for a particular client or industry. Both projects were complex and realistic in that they required students to talk about different requirements and/or programming issues. As in industry, the teams had a number of deliverables, including design documents, code, and test plans. These global software development projects were intended to proceed from requirements generation, detailed design, and a working prototype in a four to six week period. Although instructors gave suggested times for when the different sub-tasks should be completed, there were no fIrm dates for the individual deliverables. Student teams, however, were monitored throughout the project using special software that allowed instructors to view and/or discuss any issues or problems that might occur.
The programming assignment for Project 1 required teams to design, create and test software for managing a car rental system. The specifIc deliverables included a functional specifIcation for the system, a design and implementation of a test database, SQL test queries, Java programs to test the system, and a fInal report. Project 1 was assigned to students during the fall semester of 2009. The total length for this project was one month.
The programming assignment for Project 2 required students to design and develop a Book Store Management application that was located in Panama. Hence, students were asked to develop an interface that displayed "Spanish" text to the user. The bookstore application was to include various functions that would add/update/remove a bookstore's assets. The project was assigned to students in the spring semester of 2010. The total length for this project was six weeks.
C.
Communication Technology
Students communicated with one another using a course management system software (CMS) called Sakai (Sakai, 2011) .
This particular CMS supports asynchronous communication tools such as forums, emails, fIle sharing, wiki discussion, etc., and synchronous communication such as chat, messaging, and conferencing. Several programs were written to support the recording and categorization of the group interactions that occurred within each team and project. All student interactions were automatically saved and time stamped when they occurred. For purposes of this study, a single communication activity was defIned as a single asynchronous post to a forum, a message sent, or a synchronous chat message. After the projects were complete, the data was transferred to a database that served as the central repository for all data.
D. Content Analysis and Leadership Selection
In order to better understand the role of leadership in setting the temporal patterns of a distributed team, we applied a content analysis technique to all the students' communication activities in both projects. This process generally requires the application of a particular coding scheme that characterizes an online interaction. Since this project's main focus was on communication behaviors that occurred among team members, we chose a coding scheme that was designed to capture these types of activities [43] .
The Curtis and Lawson instrument specifIes fIve different levels of collaborative interactions or behaviors [43] . The planning behavior indicates that the message contains a statement that relates to organizing work, initiating activities, 384 or group skills. The contributing code is assigned to messages that give help, provide feedback, exchange resources, share programming knowledge, etc. Other collaborative behaviors are also noted such as seeking input and reflection. Conversations about social matters that are unrelated to the group task at hand are generally placed in the social interaction category. Two trained coders categorized messages into the fIve behavioral categories. Percent agreement among the two coders for general content was 84.2%. The application of this coding system to global software development transcripts is based on our prior research in applying these codes to the study of global software teams and related research in comparing group performance [12] [11]. We refer the reader to these sources for a more detailed description and validation of our coding system and its application to the study of global software development student teams. A total of 2455 communication activities were coded for the two projects.
Once the data was coded, the student transmissions were analyzed to determine whether a leader emerged within a group. In order to do this, we looked at both the total number of transmissions as well as the content of the messages to determine if an individual really could be classifIed as a leader. A description of this process can be found in [13] . Through such a process, we were able to identify 13 groups with clear leaders (Leader Group), and 11 groups that had no identifIable leader (No-Leader Group).
The coded activities for each group were then sequenced in time. Since the total amount of time for each project differed (4 weeks versus 6 weeks), we also computed the communication activities that occurred during each percent of project completion; that is, dividing the total number of minutes per project by 100 and then adding up the totals for each communication behavior that occurred during each 1 % period. This normalization procedure allows us to compare work patterns between the two projects. Through such a process we were able to compare the communication behaviors of groups with leaders and those with no leader.
IV. RESULTS
We fIrst looked at the communication activities of teams from both projects in order to examine when specifIc types of behaviors occurred during the projects. Fig. 1 illustrates the number of different types of communication activities that occurred over the length of the two projects for all student teams. To determine whether there were specifIc cycles of temporal patterns in the projects, we compared the proportion of communication behaviors that occurred in each category between each adjacent percent-of-project completion. For example, we compared the different proportions of communication behaviors that occurred in the fIrst time period (10%) with those that occurr ed in the second time period (20%), and the proportions in the second time period (20%) with those in the third time period (30%), etc. This allowed us to fInd the variation in the communication patterns between one time period and another. Statistical analysis shows that there were signifIcant communication pattern changes between the 40-50% time period (P = 0.0001, Fisher's exact test) and between the 70-80% time period (P =0. 002, Fisher's exact test). Fig. I mark the changes in communication patterns for the different time periods. Similar findings are reported in [44] , and seem to suggest that the groups (as a whole) had communication pa�erns that were indeed cyclical and could correspond to the dIfferent s ? ftware development stages of design, implementation, and testmg. For example, the large number of planning behaviors in the first stage (10-40%) of the project decreases in the se .
The dotted lines in
cond stage (�O-70%) as teams move from the design to the unplem : ntatlOn phase. Similarly, contributing behaviors pe � k dUrln � the second stage, which also corresponds to the codmg stage m the software development life-cycle. There is a slight increase in all conununication activities towards the end of the project, but the increase is not significant as students try to finish their testing and documentation. Given that that we discovered specific cycles in the temporal conununication behaviors .
of all students . in. both projects, we tested whether teams WIth leaders had sundar or different cyclical patterns than teams without leaders. Our initial hypothesis was that the teams with leaders WOUld . show marked temporal patterns similar to what was found m the combined data, and that these cycles would be different from the temporal patterns of No-Leader Groups. Figs. 2 and 3 show the temporal variation of conununication activities for Leader and No-Leader teams. Again, comparing the number of conununication behaviors that occurred in each category between each adjacent percent-of-project, we found that there is a significant pattern shift in the 40-50% and in the 50-60% time periods for teams with and without leaders. For �ead�r teams, differences occur at the 40 -50% (P = 0.00001, Fisher s exact test) and 50-60% (P = 0.01, Fisher's exact test), For No Leader teams, differences also occur at the 40-50% (P =0.002, Fisher's exact test) and 50-60% (P = .0 7, Fisher's exact test). This analysis of the data indicates that the teams with leaders had significantly more conununication in each time period throughout the project (10% -p<0.04; 20% -p<-.04; 30% -p<0.04; 40% -p<O.Ol; 50% -p<0.04; 70% -p<0.05; 80% -p<0.05; 100%-p<0.05), except the 60% and 90% time periods.
However, the overall proportion temporal conununication patterns for both Leader and No-leader teams were similar over the course of the project. These variations in the patterns of conununication behaviors for both groups tend to show how both types of teams seem to follow the different phases of the software development life cycle, although obviously at different "rates." For example, both Leader � nd No-Leader teams have a higher proportion of plannmg behaviors at the beginning of the project, and a higher proportion of contributing behaviors in the middle an? � nd periods. Social interaction seems to be higher at the beglnnmg of the projects for both the Leader and No-leader teams. Although neither group showed a significant differences between the 70-80% time period, a temporal difference that occurred in the combined data, the figures clearly show that both the Leader and No-Leader teams start to change their conununication patterns toward the end of the project. Perhaps the individual data for both groups was insufficient to show significance in this time period.
B.
Comparison of Proportion of Temporal Patterns
Since both Leader and No-Leader teams tended to follow similar "overall" temporal cycles within their projects, we looked for other evidence to determine the differences between temporal behaviors of Leader versus No-Leader teams. Thus, we compared the proportion of the different behavior categories in Leader and No-Leader teams for each time period to determine if these variations might indicate differences (Figs. 4 and 5) . Intuitively, one would expect that the teams with leaders would have a higher proportion of planning activities at the beginning of the project, and then gradually increase the proportions of contributing and seeking input communication behaviors during the next phases of the project. No-Leader teams, on the other hand, would start with a lower proportion of planning activities, and then gradually come to the realization that planning activities were important to the success of their projects.
To determine if our hypotheses were correct, we compared the proportion of communication behaviors that occurred in each time period for Leader and No-Leader teams. Statistical analysis showed differences between Leader and No-Leader teams at time periods 10% (P =0.00001, Fisher exact test),
05, Fisher exact test), 50 % (P = 0. 0001, Fisher exact test), and 60% (P = 0 . 03, Fisher exact test). Our instincts proved to be somewhat correct in that No-Leader teams failed to start quickly (i.e., actually, they did nothing until the 20% period), and that Leader teams had more planning activities (i.e., a higher proportion of planning behaviors) in the early stages of the project. The next critical differences appear to occur in the middle of the projects. At the 40% time period, the No-Leader teams had a higher proportion of seeking-input behaviors. On the other hand, Leader teams seem to be asking more questions and engaged in a higher proportion of contributing behaviors at the 50% time period, whereas the Non-Leader teams are planning and socializing.
Finally, during the 60% period the No-Leader teams seem to be again seeking more input from one another and contributing less than the students in the Leader teams. This data shows that there is proportional variation in the communication behaviors that occur in groups that have leaders as opposed to those that do not have a leader. As shown in Figs. 4 and 5, the ability to establish a shared vision
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• contribute Figure 5 , Proportion of Communication Behaviors for No-Leader Groups within the group in the early stages of the project is reflected in the higher levels of planning behaviors during this phase of software development. Teams without leaders, on the other hand, tend to show more erratic patterns of planning, interspersed with seeking information and social interactions, In summary, the No-Leader teams seem to be always one time period behind the teams with Leaders, which seems to be true throughout the project.
C.
Comparison of Leaders, Followers, No-Leaders
In order to understand more clearly the impact of leaders on the temporal patterns of the distributed teams, we separated the Leaders from their groups and looked at differences in temporal behaviors among Leaders, Followers within teams with leaders (now labelled as Since the three periods (40, 50 , and 60%) showed significant differences among the groups, we did a post-hoc pair-wise analysis to determine which specific communication behaviors were most similar/dissimilar. Table 1 presents 
DISCUSSION AND CONCLUSION
The authors of this paper describe a method for analyzing the temporal communication behaviors of leaders (versus leaderless) global software development student teams. The method includes the application of a content analysis technique to transcripts of teams with and without leaders. Coded transcripts from these two groups were arranged in a temporal sequence of percent-of-project completion to determine the pair-wise variation among the behavioral communications of teams with and without leaders at different phases of the software development cycle. While Leader and No-Leader times had similar overall temporal patterns, teams with leaders had more communication in almost every temporal phase of the program development life cycle. There were also several distinguishing temporal patterns in the proportion of communication behaviors that occurred in Leader, Followers, and No-Leader groups. While there remain open questions about how to interpret these results, the findings indicate that temporal differences between Leaders and No-Leader groups do exist at different stages of the software development cycle. The authors also found some associations of temporal patterns of communication behaviors to different aspects of the software development process.
Leaders as "Completers." Schultz [29] first used the word "completer" as a way to describe the drive and intensity that a leader brings to a team. The data presented in this paper clearly show that teams with leaders started earlier and were immediately involved in planning, seeking input, and social behaviors (Fig. 4) , as opposed to No-Leader teams that started later and had fewer planning behaviors (Fig. 5) at the beginning of the projects. The more intense activities that Leader teams had in the middle of the project also seems to support the notion that the presence of a leader helps distributed groups stay on task [22] . When examining the three types of groups (leaders, followers, and No-leaders), it becomes apparent that both the number and types of communications distinguish leaders from both their own followers and leaderless teams.
Seeking Input. It was somewhat surprising to fmd that the seeking input category was responsible for most of the temporal variations among groups in the 40 and 50 % time phases. No-Leader groups asked a higher proportion of questions in the 40% time period (Fig. 6 ), but after separating the Followers from the Leader teams, it become clear that the differences among the groups were caused by Followers asking fewer questions (Table 1 ). The Leaders appear to continue to ask questions in the 50% time period. As several researchers note, asking questions tends to stimulate group discussion [45] [46] . Thus a leader's questioning ability can both promote discussion on a specific topic as well as help integrate new infonnation into a group's current knowledge base. Since the question-asking phase seems to have been followed by higher proportions of contributing behaviors by both Leaders and their Followers in the 60% time period, we can only conclude that a leader's questions may have led to a greater understanding of the problem's solution for group members.
Cyclical nature of projects. The authors began this study under the overarching assumption that teams work in cycles. This is a prominent theme in the team literature, which also 388 suggests that teams work in recurring cycles of mutually dependent interaction [47] [48] . To build on this, the authors focused on determining how the presence of a leader might affect these cycles. While both Leader and No-leader teams had similar overall temporal patterns, it was clear that the presence of a leader caused teams to start earlier, ask more questions in the middle part of the project, and follow this period with an increase in the number of contributing behaviors by both Leaders and their Followers. Again, when the groups are separated into respective leaders, followers, and no-leaders, there emerges distinct types of behaviors that distinguish leaders from other types of students. Our data seems to indicate that leaders provide key communication functions at the beginning and transition phases of a team project.
The results described in this paper extend research about distributed teams in several ways. For example, the current literature identifies a number of different temporal problems that a distributed team might encounter while doing work, but it does not define specific types of behaviors that can arise or how these behaviors might vary over the course of a project. Understanding how these behaviors affect a team is central to effectively managing temporal coordination among team members. This study suggests that seeking input behaviors may be an underlying mechanism that affects the temporal patterns of teams. The results of the current research also point to the relevance of leaders and their importance in shaping and managing the temporal behaviors in teams. In addition, although many have discussed the existence of cycles within a team, this research tries to determine how different members of a team may be responsible for these cycles. Our results point to a team's leader as a key player in the synchronization and coordination of temporal behaviors. By acknowledging that the management of teams is often the responsibility of the team leader, the current study integrates temporal research with the leadership literature.
