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Abstract
We consider an abundant class of non-uniformly hyperbolic C2-He´non like diffeomorphisms
called strongly regular and which corresponds to Benedicks-Carleson parameters. We prove
the existence of m > 0 such that for any such diffeomorphism f , every invariant probability
measure of f has a Lyapunov exponent greater than m, answering a question of L. Carleson.
Moreover, we show the existence and uniqueness of a measure of maximal entropy, this answers
a question of M. Lyubich and Y. Pesin. We also prove that the maximal entropy measure is
equi-distributed on the periodic points and is finitarily Bernoulli, which gives an answer to a
question of J.P. Thouvenot. Finally, we show that the maximal entropy measure is exponentially
mixing and satisfies the central limit Theorem. The proof is based on a new construction of
Young tower for which the first return time coincides with the symbolic return time, and whose
orbit is conjugated to a strongly positive recurrent Markov shift.
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Introduction
The theory of uniformly hyperbolic dynamical systems is based on several paradigmatic examples
which are the doubling angle map of the circle, the Smale solenoid, the Smale horseshoe and the
Anosov map, all which are uniformly hyperbolic, transitive, locally maximal compact sets, called
basic piece.
An invariant compact set Λ for a diffeomorphism f is (uniformly) hyperbolic if there exists a
Df -invariant splitting Es ⊕ Eu of the tangent space restricted to Λ, and there exist C > 0, λ > 1
such that for every x ∈ Λ, for any unit vectors u ∈ Es(x), v ∈ Eu(x), it holds:
‖Dxfn(u)‖ ≤ Cλn and ‖Dxfn(v)‖ ≥ λn/C ∀n ≥ 0.
An invariant compact set Λ is locally maximal if there exists a neighborhood U of Λ so that
∩n∈Zfn(U) = Λ. It is an attractor if ∩n≥0fn(U) = Λ.
They satisfy the following properties:
Persistence For any perturbations f ′ of f , there exists a unique basic set Λ′ for f ′ which is close
to Λ (they are even homeomorphic and the dynamics f |Λ and f ′|Λ′ are conjugated).
SRB measure If Λ is an attractor, then there exists an ergodic measure which is SRB (its con-
ditional measure µ with respect to the unstable manifolds of Λ is absolutely continuous). Moreover
Lebesgue almost every point z in the neighborhood of Λ belongs to the basin of µ: its Birkhoff sum
converges to µ:
1
N
N−1∑
j=0
δfj(z) ⇀ µ
Coding The set Λ admits a (finite) Markov partition. This implies that its dynamics is semi-
conjugated with a subshift of finite type. The semi-conjugacy is 1-1 on a generic set. Its lack of
injectivity is itself coded by subshifts of finite type of smaller topological entropy. This enables one
to study efficiently all the invariant measures of Λ, to show the existence and uniqueness of the
maximal entropy measure ν, and to show the equidistribution of the periodic points w.r.t. ν:
1
Card Fix fn
∑
z∈Fix fn
δz ⇀ ν .
Let us recall the definitions of entropy. For two covers O and O′ of M , the family of intersections
of a set from O with a set from O′ forms a covering O ∨O′, and similarly for multiple covers. For
any finite open cover O of M , let H(O) be the logarithm of the smallest number of elements of O
that cover M . The following limit exists:
H(O, f) = lim
n→∞
1
n
H(O ∨ f−1O ∨ · · · ∨ f−nO).
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The topological entropy h(f) of f is the supremum of H(O, f) over all finite covers O of M .
Given a measure µ, the entropy of µ is defined similarly. For a finite partition O, put:
Hµ(O, f) = lim
n→∞
1
n
∑
E∈O∨f−1O∨···∨f−nO
−µ(E) logµ(E).
Then the entropy hµ of µ is the supremum of Hµ(O, f) over all possible finite partitions O of M .
From the Variational Principle, the topological entropy is the supremum of entropies of invariant
probability measures:
h(f) = sup{hµ(f) : µ probability f -invariant}.
Therefore the topological entropy is an ergodic invariant, i.e. it is invariant by bi-measurable
conjugacy.
A probability µ has maximal entropy if h(f) = hµ(f).
The non-uniformly hyperbolic theory is still in construction. It should involve the notion of
hyperbolic invariant measure. Let us recall that given a C1+α-diffeomorphism f and an invariant,
ergodic probability measure µ, the Oseledets multiplicative ergodic theorem produces a µ-a.e Df -
invariant splitting of the tangent bundle into subbundles Ec, Es and Eu and Lyaponuv exponents
λu > 0 > λs so that for µ a.e. z:
lim
n→±∞
1
n
log ‖Dzfn|Ec‖ = 0, lim
n→±∞
1
n
log ‖Dzfn|Eu‖ ≥ λu and lim
n→±∞
1
n
log ‖Dzfn|Es‖ ≤ λs
The measure is called hyperbolic if Ecz = 0 for µ a.e. z.
The non-uniformly hyperbolic theory is based on a few paradigmatic examples which are the
attractor of a Collet-Eckmann quadratic map, the attractor of a He´non like map of Benedicks-
Carleson type, and the locally maximal non-uniformly hyperbolic horseshoes. They are the non-
uniformly hyperbolic correspondents to respectively the doubling angle map of the circle, the Smale
solenoid and the Smale horseshoe.
All these compact sets are transitive and locally maximal sets although they are not uniformly
hyperbolic. They are all persistent in the following sense :
Abundance For an open set of deformations (fa)a of the dynamics f0 = f , for a set of parameters
a of Lebesgue measure positive, there exists compact set Λa for fa, which is transitive, locally max-
imal and endowed with an abstract structure which presents similar properties to those provided
by the uniformly hyperbolic theory. The abundance of Collet-Eckmann quadratic maps, is the well
known Jacobson’s Theorem [Jak81, BC85, Tsu93, Yoc97]. The abundance of transitive He´non at-
tractor is the celebrated Benedicks-Carleson [BC91, MV93, WY01, Tak11, Ber11]. The abundance
of non-uniformly hyperbolic horseshoes has been introduced by Palis-Yoccoz [PY09, Tak12].
SRB measure for attractors Every Collet-Eckmann map preserves a unique absolutely invari-
ant measure (SRB) [CE83]. The existence of the SRB measure for Benedick-Carleson parameters
was proved by Benedicks-Young [BY93]. In [BV01], Benedicks-Viana proved that the basin of the
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SRB contains Lebesgue a.e. point in the neighborhood of the attractor. The paper [You98] provides
a general setting where appropriate hyperbolicity hypotheses allow to construct hyperbolic SRB
measures with nice statistical properties.
Coding In [Hof81], a coding is given to prove the existence and the uniqueness of the maximal
entropy measure for unimodal maps of positive entropy (such as Collet-Eckmann maps).
In [WY01], a certain coding is given in order to prove the existence of a maximal entropy measure
for He´non attractors of Benedicks-Carleson type, but the formalism does not seem to imply easily
its uniqueness.
In [PY09], a certain Markovian coding is given on the maximal invariant set, but it is not easy
to see if this implies the uniqueness of the maximal entropy measures.
In finite regularity, a measure of maximal entropy needs not exist [Gur69]. Nevertheless, a
famous theorem of Newhouse states the existence of a maximal entropy measure for every smooth
diffeomorphism [New89].
Also given any C1+α-diffeomorphism of a compact surface of positive topological entropy greater
than χ > 0, Sarig constructed a countable Markov chain for an invariant set which has full mea-
sure w.r.t. any ergodic invariant measure with metric entropy > χ [Sar13]. The semi-conjugacy
associated to this Markov partition is finite-to-one.
In this work we study the ergodic properties of the unique paradigmatic example of non-uniformly
hyperbolic attractor for surface diffeomorphisms: the Benedicks-Carleson attractors for He´non-like
maps. It is given by diffeomorphisms fa B of R2 which are of the form:
fa B : (x, y) 7→ (x2 + a+ y, 0) +B(x, y, a),
where B ∈ C2(R2 × R,R2) is uniformly C2-close to 0. We denote by b an upper bound of the
uniform C2-norm of B|[−3, 3]2. In [Ber11], the following analogous to Benedicks-Carleson Theorem
is shown:
Theorem 0.1. For any η > 0, for any a0 greater but sufficiently close to −2, there exists b > 0
such that for any B|[−3, 3]2×R with C2-norm less than b, there exists a subset ΩB ⊂ [−2, a0] such
that Leb ΩBLeb [−2,a0] > 1− η and for every a ∈ ΩB, the map fa B is strongly regular.
The definition of strong regularity is recalled in section 1. We showed in [Ber11] that this implies,
for each a ∈ ΩB, fa,B leaves invariant a unique physical, ergodic, SRB probability measure.
We notice that the Jacobean det Dfa B is small. We assume it smaller than b. Hence every
ergodic probability measure has a negative Lyapunov exponent. The first theorem is an answer a
question of L. Carleson (as related by S. Newhouse during the first Palis-Balzan conference):
Theorem A. For every strongly regular He´non-like map f , there exists m > 0 so that for every
invariant, ergodic probability measure µ has a Lyapunov exponent greater than m.
The same conclusion has been recently proved for non-uniformly hyperbolic horseshoe which
appears as perturbations of the first bifurcation of He´non-like maps [Tak13].
A second result is the following.
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Theorem B (Main result). Every strongly regular regular He´non-like diffeomorphisms f leaves
invariant a unique probability of maximal entropy ν. Moreover ν is equi-distributed on the periodic
points of f , finitarily Bernoulli, exponentially mixing and it satisfies the central limit Theorem.
A Bernouilli shift is the shift dynamics of ΣN := {1, . . . , N}Z endowed with the product prob-
ability pZ spanned by a probability p = (pi)
N
i=1 on {1, . . . , N}. The entropy of the probability
pZ is hp = −
∑
i pi log pi. By Ornstein and Kean-Smorodinsky isomorphism Theorems, any two
Bernouilli shifts (ΣN , p
Z) and (ΣN ′ , p
′Z) with the same entropy hp = hp′ are finitarily isomorphic
[KS79]. A bi-measurable isomorphism is finitary if it and its inverse send open sets to open sets,
modulo null sets.
To be finitarily Bernoulli means that the dynamics, with respect to the maximal entropy measure,
is finitarily isomorphic to a Bernouilli shift.
The central limit Theorem is that for every Ho¨lder function ψ of ν-mean 0, such that ψ 6= φ−φ◦f
for any φ continuous, there exists σ > 0 such that 1√
n
∑n
i=1 Ψ ◦ f i converges in distribution (w.r.t.
ν) to the normal distribution with mean zero and standard deviation σ.
The measure ν is exponentially mixing if there exists 0 < κ < 1 such that for every pair of
functions of the plane g ∈ L∞(ν) and h Ho¨lder continuous, there is C(g, h) > 0 satisfying for every
n ≥ 0:
Covν(g, h ◦ fn) < C(g, h)κn, with Cov the covariance.
This work has been Partially supported by the Balzan Research Project of J. Palis and the
project BRNUH of Sorbonne Paris Cite´ university. I am very grateful to M. Lyubich for presenting
me his problem, and its geometric vision of it. I am very thankful to O. Sarig for many explanations
on the concept of entropy in symbolic dynamics. I would like also to acknowledge M. Benedicks,
J.-P. Thouvenot, F. Ledrappier, J. Buzzi, Y. Pesin, S. Senti and M. Viana for helpful discussions.
Structure of the paper
In Section 1, we explain the notion of strong regularity. In order to make this concept transpar-
ent, we will state first Yoccoz’ definition in the one dimensional case [Yoc97] and then the definition
of [Ber11]. The definition of strong regularity involves a countable set of symbols A and a certain
algebraic structure on a subset of A-words that we call puzzle algebra. To each symbol a ∈ A is
associated two graph transforms and an integer na called the order.
In Section 2, for every strongly regular He´non like map f , we use the alphabet A to encode
some points z in the neighborhood of the attractor as a sequence a(z) = (ai)i ∈ AN. Whenever
the sequence (ai)i has its orders which satisfy a certain linear bound from above, the sequence a(z)
and the point z are called regular. This defines a subset of sequences R˜ ⊂ AN and a subset R˜ in
the neighborhood of the attractor. Actually R˜ is a fibration by local stable manifolds (W sa )a∈R˜ as
proved in Corollary 2.13. Moreover the curve W sa is (1/| log b|)k-contracted by fk for every k ≥ 0,
whereas its normal vectors are expanded by a factor mk, with m > 1, for k large enough.
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For x ∈W sb with b ∈ R˜, we put a(x) := b.
In Proposition 2.21 we show that every invariant ergodic probability measure µ has its support
either included in the orbit of R˜, either in a certain uniformly hyperbolic set Kˆ, or in the fixed
points {A,A′}. This implies Theorem A.
Then, we consider the subset R of R˜ made by the points which return infinitely many times in
R˜, by the shift map σ˜ of AN:
R := {a = (ai)i≥0 ∈ R˜ : (ai+N )i≥0 ∈ R˜, for infinitely many N ≥ 0}
It follows from the definition that the points of R come back infinitely many times in R.
This split R˜ = ∪a∈R˜W sa into two subsets:
R = ∪a∈RW sa and E = ∪a∈R˜\RW sa .
In Section 3, we define a Young tower on a subset Λ whose obit supports the same probability
measures as the orbit of R, and so that the first return time of the dynamics in Λ corresponds
to the return time given by the tower structure. The latter property does not appear in [WY01],
despite they construct an encoding which implies the existence (but not the uniqueness) of the
maximal entropy measure.
For this end, given a ∈ R, we define NR(a) as the first return time in R of a by the shift dynamics
σ˜ of AN. This defines combinatorial return time NR(a) = na0 + · · · + naNR(a)−1 and a first return
map σ˜R of R with σ˜R(a) = σ˜NR(a)(a).
The map σ˜R is semi conjugated, via x ∈ R 7→ a(x) ∈ R, with the first combinatorial return map
fR of x ∈ R into R, with fR(x) = fNR(a(x))(x). Then we put:
R :=
⋂
n≥0
(fR)n(R) .
In Proposition 3.2, we state that the orbits of R and R support the same invariant probability
measures. In Proposition 3.3, we prove that the first return map of R into R is equal to the first
combinatorial return map fR.
The latter proposition is new and crucial since it implies that R is in bijection with the inverse
limit
←−
R of R for the σ˜R-dynamics. This enables a precise combinatorics study of the invariant
measures in the orbit of R.
In subsection 3.2, we push forward the set R to define a set Λ which supports a structure of
Young tower. This push forward corresponds to one iteration of the shift σ˜ of AN. Thus Λ is still
bijectively encoded via a map
←−
b by a subset L = σ˜(
←−
R) ⊂ AZ (Prop. 3.6).
In Proposition 3.5, we prove that every invariant ergodic probability measure is either supported
by the orbit of {A,A′} ∪ E ∪K, either it is supported by the orbit of Λ.
Splitting the set L := Lu · Ls, with Ls ⊂ AN and Lu ⊂ AZ− , we can define canonical stable and
unstable manifolds.
More precisely, to every b ∈ Ls is associated a long stable curve γs(b) which is (1/ log b)k by fk,
for all k ≥ 0 by Claim 3.7.
6
Also for every b ∈ Lu is associated a long unstable curve γu(b) which is m−k contracted by f−k,
for all k ≥ 0 by Claims 3.8, for a uniform m > 1.
The set of words S := {a1(z) · · · aNR(a) : a = (ai)i≥0 ∈ R} is countable and is used to encode Λ.
In Proposition 3.10, we prove that L is equal to SZ without the stable set of a fixed point:
L = SZ \ A(Z) · (s−)N , for s− ∈ A.
This implies that Λ has a Markov partition given by the countable alphabet S. In particular:⊔
Lu
γs ∩
⊔
Lu
γu = Λ
The sets Λsg := ∪a∈Lsgγs(a) ∩ Λ = i(Lu · Lsg), among g ∈ S, defines a Markov partition of Λ, and
are sent by fΛ onto respectively Λug := ∪a∈Lug γu(a) ∩ Λ.
We show then in Claims 3.13, 3.15, 3.16 that this Markov partition satisfies the Young tower
properties (Y1)− (Y2)− (Y3) and (Y5) of [PSZ15, §6].
In Proposition 3.21, we show that the cardinality of pieces of the Markov partition (Lsg)g∈S with
induced time equal to m ≥ 1 is at most 2e2m/
√
M . As the dynamics on ∪k≥0fk(Λ) has entropy
close to be ≥ log 2, we deduce that the Young tower induces a conjugacy between f | ∪k≥0 fk(Λ)
and a strongly positive recurrent Markovian (mixing) shift σ : ΩG → ΩG up to the stable set of a
periodic point Aˆ.
With Ω′G = ΩG \W s(Aˆ), the conjugacy i : Ω′G → ∪k≥0fk(Λ) is shown to be Ho¨lder continuous
in Claim 3.24. In Claim 3.25 we show that i is a homeomorphisms.
By [BBG06], a strongly positive recurrent mixing Markov shift is finitarily Bernoulli (see Prop.
2.3 of [BBG06] and [Rud82]). Actually, as W s(Aˆ) has measure zero for the maximal entropy
measure, using the fact that i is a homeomorphism, it comes that f |∪mfm(Λ) is finitarily Bernoulli.
Also the maximal entropy measure of f | ∪m fm(Λ) exists, is unique, exponentially mixing, and
it satisfies the central limit theorem, by Ho¨lder continuity of i and the following:
Theorem 0.2 (Cyr-Sarig, Thm. 1.1-2.1 [CS09]). Let ΩG be a topologically mixing countable Markov
chain which is strongly positive recurrent and with finite topological entropy. Then there exists
a unique maximal entropy probability; this measure satisfies the central limit theorem and it is
exponentially mixing.
Moreover we get that the periodic points of f | ∪m fm(Λ) are equidistributed w.r.t. the maximal
entropy measure from the following classical result:
Theorem 0.3 (Thm D, [VJ67]). If σ is mixing, strongly positive recurrent, Markov shift then the
following converges weekly to the maximal entropy measure, as p→∞:
1
Card Fix σp
∑
x∈Fix σp
δx.
Moreover, 1p log(Card Fix σ
p) converges to the topological entropy of σ.
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This implies that the restriction of f to ∪n≥0fn(Λ) satisfies the conclusion of Theorem B.
This section finishes by proving the first return time property (Propositions 3.2 and 3.3) by using
a combinatorial argument using basically the formalisms of Puzzle algebra (combinatorial division).
It uses also an argument based on Pesin theory whose proof is postponed to Appendix A.
In Section 4, we achieve the proof of Theorem B. By Proposition 3.5, it suffices to prove that
{A,A′}∪∪nfn(E)∪Kˆ supports only invariant ergodic probability with negligible entropy w.r.t. the
entropy of f , and that the number of periodic points therein is negligible w.r.t. those in ∪nfn(Λ).
In other words, we prove the following to achieve the proof of Theorem B.
• The ergodic probability measures of f which are not contained in ∪n≥0fn(R), and so contained
in Kˆ, {A,A′} or ∪n≥0fn(E) have small entropy.
• The number of fixed points of fn|Kˆ ∪ ∪n≥0fn(E) ∪ {A,A′} is negligible w.r.t. the number
of fixed points of fn| ∪n≥0 fn(Λ).
The bounds for Kˆ are easily computed in Proposition 4.1, since Kˆ is a mere uniformly hyper-
bolic horseshoe. The entropy of the measures in ∪n≥0fn(E) are bounded by using Ledrappier-Young
entropy formula after we give an upper bound on the unstable Hausdorff dimension of its hyper-
bolic measure in Proposition 4.3. The number of periodic points is bounded from above by using
combinatorial tools introduced (such as the division /) in the latter section.
In Appendix A, we prove Propositions 2.21 and 3.2 by using the fact that almost every point
of an invariant probability measure has well defined Lyapunov exponents.
In Appendix B, we prove the statements relative to the geometry of the partition and of the
long stable leaves involved. This is done by looking at the expansion and the contraction of (Dfk)k
at their points and then by using classical arguments of [BC91, WY01, Ber11].
At the end, an index gives the notations and definitions.
Open questions This manuscript implies that by Theorem 3.1 of [PSZ15], a strongly regular
He´non like map has a unique equilibrium state for many potentials. It is natural to ask:
Question 0.4 (Pesin-Senti-Zhang). Does every strongly regular map enjoy a unique equilibrium
state for potentials of the form s · log ∣∣detTf |W u∣∣?
In this work, we answer positively this question for s = 0. To get other values of t, it would
suffice to extract from the Young tower (Λ, (Λg)g) another tower with similar properties and which
satisfies moroever the distortion bound (Y4) of [PSZ15]. This seems possible by using Prop. 2.9 of
[Ber11].
Another natural question is:
Question 0.5. What is the Hausdorff dimension of the He´non attractor?
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It is easy to show that the Lebesgue measure of the attractor is zero. We except that the
dimension should be close to 1 for b small. From this work, it remains basically to study the set of
infinitely irregular points in the attractor.
1 Strong regularity
In this section we recall Yoccoz’ proof of Jakobson’s Theorem, and how it has been generalized in
[Ber11] to prove Benedicks-Carleson’s Theorem.
1.1 Strongly regular quadratic maps
For a greater but close to −2, the quadratic map P : x 7→ x2 + a has two fixed points −1 ≈
A0 < A
′
0 ≈ 2 which are hyperbolic. The segment [−A′0, A′0] is sent into itself by P , and its
boundary bounds the basin of infinity. All the points of (−A′0, A′0) are sent by an iterate of Pa into
Re := [A0,−A0].
Yoccoz’ definition of strongly regular maps is based on the position of the critical value a with
respect to the preimages of A0. To formalize this, he used his concept of puzzle pieces.
1.1.1 Puzzle pieces
Definition 1.1. A puzzle piece a = (Ra, na) is the pair of a segment Ra of Re and an integer na,
so that Pna |Ra is a bijection from Ra onto Re := [A0,−A0].
For instance e := {Re, 0} is a puzzle piece, called neutral.
To define the simple puzzle pieces, let us denote by M the minimal integer such that PM (a)
belongs to [A0,−A0]; M is large since a > −2 is close to −A′0 ≈ −2.
For i ≥ 0, let Ai := −(P |R+)−i(−A0). Note that (Ai)i≥0 is decreasing and converges to −A′0.
Also [Ai+1, Ai] is sent bijectively by P
i+1
a onto Re. The same holds for [−Ai,−Ai+1].
By definition of M , the critical value a belongs to [AM , AM−1]. Hence for 2 ≤ i ≤M , there is a
segment Rsi− ⊂ R− and a segment Rsi+ ⊂ R+ both sent bijectively by P onto [−Ai−1,−Ai−2].
Definition 1.2 (Simple puzzle piece). The pairs of the form (Rsi± , i) for 2 ≤ i ≤ M are puzzle
pieces called simple. There are 2(M − 1) such pairs. The set of simple puzzle pieces is denoted by
Y0 = {si±; 2 ≤ i ≤M}.
Puzzle pieces enjoy two fundamental properties:
1. Two puzzle pieces a and b are nested or disjoint:
Ra ⊂ Rb or Rb ⊂ Ra or int Rb ∩ int Rb = ∅ .
2. For every puzzle piece a, for every perturbation of the dynamics, the hyperbolic continuities
of the relevant preimages of the fixed point A0 define a puzzle piece for the perturbation.
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1.1.2 Building puzzle pieces
The first operation is the so-called simple product ?:
Definition 1.3 (?-product). Let a = (Ra, na) and b = (Rb, nb) be two puzzle pieces so that
Rb ⊂ Re. Then, the puzzle piece a ? b with segment Ra?b = (Pna |Ra)−1(Rb) ⊂ Ra and integer
na?b = na + nb is a puzzle piece : the map P
na?b sends bijectively Ra?b onto Re.
Note that the simple operation ? is associative. Indeed for any puzzle pieces a, b, c, it holds:
a ? (b ? c) = (a ? b) ? c =: a ? b ? c .
We need another operation to construct pieces in the closure R of the complement of the simple
pieces union in Re:
R := cl(Re \ ∪a∈Y0Ra) = P−1a ([−AM ,−AM−1])
This is a neighborhood of 0 of length dominated by 2−M when a is close to −2.
This second operation is the so-called parabolic product .
Definition 1.4 (-product). Let a and b be two puzzle pieces so that Rb ( Ra and so that Rb
intersects PM+1(R) at a non trivial segment. We notice that PM+1|R has two inverse branches,
one g+ with image into R+ and the other g− with image into R−.
We define the parabolic pieces:
+(a− b) := {g+(cl(Ra \ Rb)),M + 1 + na} and −(a− b) := {g−(cl(Ra \ Rb)),M + 1 + na}
A parabolic piece p = ±(a− b) is never a puzzle piece. Indeed, with:
{Rp, np} := {g±(Ra − intRb),M + 1 + na},
the segment Rp is sent by Pnp onto a connected component of cl(Re \ Pna(Rb)) ( Re.
We notice that the ?-product extends canonically to the set of parabolic and puzzle pieces: we
can make simple product between those pieces.
1.1.3 Yoccoz’ definition of strong regularity
The main ingredient of Yoccoz’ definition, is to ask for the existence of a sequence of puzzle pieces
c = (ai)i≥1 so that with ck = a1 ? · · · ? ak the first return PM (a) belongs to a nested intersection of
puzzle pieces ∩k≥1Rck :
(SR1) P
M+1(0) ∈
⋂
k≥1
Rck ,
and so that (ai)i≥1 satisfies:
(?)
∑
j≤i aj /∈Y0
naj ≤ e−
√
M
∑
j≤i−1
naj , ∀j ≤ i.
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Moreover Yoccoz asked that there is a neighborhood Rˆe of Re so that every involved segment Rai
has a neighborhood Rˆai which is sent bijectively by Pnai onto Rˆe. The negativity of the Schwarzian
derivative of P gives then a distortion bound for Pnai |Rai .
Such a hypothesis is assumed in particular for all simple pieces in Y0. This implies the existence
of c > 0 such that every x ∈ Ra, a ∈ Y0, it holds that:
‖∂xPna‖ ≥ ecna .
Then Equation (?) and the distortion bound implies:
(CE) lim inf
n→∞
1
n
log ‖∂xPn(a)‖ ≥ c− := (1− e−
√
M )c .
In particular, strongly regular unimodal map satisfies the Collet-Eckmann condition.
1.1.4 Alternative definition of strong regularity
The existence of an interval Rˆai extending Rai is replaced by two other conditions: h-times and
(♦).
Definition 1.5. A puzzle piece or a parabolic piece a = (Ra, na) is hyperbolic if it satisfies the
following condition:
(h− times) ∀z ∈ Ra and l ≤ na : |∂xPna(z)| ≥ e c3 (na−l)|∂xP l(z)| ,
with c := log 2/2 .
It is straight forward to see that a ?-product of hyperbolic pieces is hyperbolic.
Suppose that the map P satisfies (SR1) with (ck)k≥1. We define the following countable set of
symbols A := Y0 unionsq {δ(ck − ck+1) : k ≥ 0, δ ∈ {+,−}}.
Proposition 1.6. Every puzzle piece a is a simple product of pieces in A.
Proof. We proceed by induction on a. As the puzzle pieces are nested or disjoint, either Ra is
included in a simple piece Rs either it is included in R.
In the first case, (Pns(Ra), na − ns) is still a puzzle piece and by induction it is a product of
parabolic and simple piece a1 ? · · · ? ak. Hence a = s ? a1 ? · · · ? ak.
In the second case, Ra is either included in R− or in R+. Also its first return in Re is fM+1(Ra).
Note that (fM+1(Ra), na −M − 1) is still a puzzle piece. Let k ≥ 0 be the greater integer so that
fM+1(Ra) is included into Rck . Then Ra is included in R±(ck−ck+1). Also its image by f
n±(ck−ck+1)
is also a puzzle piece and so we can use the induction hypothesis as above to achieve the proof.
Definition 1.7. A puzzle piece a is prime if it is a simple puzzle piece or if there exist parabolic
pieces p1, . . . , pk ∈ A and a simple puzzle piece s ∈ Y0 so that:
a = p1 ? p2 ? · · · ? pk ? s.
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Hence to obtain the hyperbolicity of any puzzle piece, it suffices to give a combinatorial condition
on the critical orbit which implies the hyperbolicity of all the simple pieces and all the parabolic
pieces in A. This is the case if P satisfies (SR1) with a sequence c = (ai)i so that P
M+nci (a) ∈ Re
does not belong to an exponentially small neighborhood of ∂Re = {A0,−A0}.
To make the notation less cluttered, we denote s2− and s2+ by respectively s− and s+. These two
puzzle pieces have their segment which is a neighborhood of respectively A0 and −A0 in Re.
Likewise, the segments of the pieces s?k− := s− ? · · · ? s− and s?k+ := s+ ? s?k− are neighborhoods of
respectively A0 and −A0 in Re.
The condition we ask is the following:
(♦) PM+1+nci (0) /∈ R
s
?ℵ(i)
−
unionsq R
s
?ℵ(i)
+
,
with ℵ(0) :=
[
logM
6c+
]
and for i > 0, ℵ(i) := [ c
6c+
(i+M)
]
, where c+ := log 5. Such a condition
implies that every parabolic pieces is hyperbolic (see Prop. 1.10 below).
The condition (♦) does hold if the sequence c = (ai) involved in (SR1) is common:
Definition 1.8. A common sequence c = (ai)i is a sequence of puzzle pieces which satisfies (?) and
so that for every i ≥ 0:
• the piece ai is either in Y0 or Rai is included in R.
• ai ? · · · ? ai+ℵ(i) /∈ {s?ℵ(i)− , s?ℵ(i)+ }.
Definition 1.9. The quadratic map P is strongly regular if there exists a common sequence c =
(ai)i≥1 so that:
(SR1) P
M+1(0) ∈ Rck , with ck = a1 ? · · · ? ak.
(SR2) Every puzzle piece ak is prime.
As announced, we have:
Proposition 1.10 (Prop 1.3 and 4.1 [Ber11]). If P is strongly regular, then every simple piece and
parabolic piece is hyperbolic.
As every puzzle pieces is a ?-product of parabolic and simple pieces, it comes:
Corollary 1.11. If P is strongly regular, then every puzzle piece is hyperbolic.
As for Yoccoz definition, this implies:
Corollary 1.12. If P is strongly regular, then it satisfies the Collet-Eckmann Condition (CE).
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1.2 Strongly regular He´non like endomorphisms
We now consider a C2-map f := faB : (x, y) 7→ (P (x) + y, 0) +Ba(x, y) satisfying that:
• the parameter a > −2 is close to −2, so that the first return time M of a by P in Re is large.
• A real number b > 0 small w.r.t. |a+ 2| (and is even small w.r.t. e−eeM ), bound the C0-norm
of det Df and the C2-norm of (x, y, a) ∈ [−3, 3]2 × R 7→ Ba(x, y).
Put θ := | log b|−1. We notice that θ is small w.r.t. e−eM .
We observe that f is b-close to Pˆ := (x, y) 7→ (x2 + a + y, 0) which preserves the line R × {0}
and whose restriction therein is equal to the quadratic map P . Hence, for b small, the fixed point
(A0, 0) for Pˆ persists as a fixed point A of f .
The strong regularity condition is related to the topology of the homoclinic tangle of W s(A; f)∪
W u(A; f).
To formalize this we generalize the definition of puzzle pieces for flat curves that we will define
in the sequel.
First let us notice that the (compact) local stable manifold {(x, y) ∈ R× [−1,∞) : x2 + a = A0}
persists as a local stable manifold W sloc(A; f) for fa B. With the line {y = 2θ} and the line
{y = −2θ}, the local stable manifold W sloc(A; f) bounds a compact diffeomorphic to a filled square
denoted by Ye (see fig. 1).
Let us denote by ∂sYe := Ye ∩W sloc(A; f) and ∂uYe := Ye ∩ {y = ±2θ}.
Both sets consists of two connected curves whose union is ∂Ye.
Definition 1.13 (flat stretched curve). A curve S ⊂ Ye is flat if it is the graph of a C1+Lip-function
ρ over an interval I ⊂ R, with C1+Lip-norm at most1 θ.
‖ρ‖C0 ≤ θ, ‖Dρ‖C0 ≤ θ, ‖Lip(Dρ)‖C0 ≤ θ .
The flat curve S is stretched if it is included in Ye and satisfies that ∂S ⊂ ∂sYe.
For instance e(S) := {S, 0} is a puzzle piece called neutral.
1.2.1 Puzzle pieces
A puzzle piece is always associated to a flat stretched curve S.
Definition 1.14. A puzzle piece a(S) of S is the data of:
• an integer na called the order of a puzzle piece of a(S),
• a segment Sa of S sent by fna to a flat stretched curve Sa.
A piece a(S) = (Sa, na) is hyperbolic if the following conditions hold:
1Actually, in [Ber11], we ask the flat stretched curves to be the image by a certain map ye of a graph of a function
satisfying such bounds. Nevertheless the map ye has its C
1+Lip-norm bounded and its inverse has its C1+Lip-norm
bounded by θ−1. Moreover all bounds on the graph transforms will have sufficiently room so that this does not
change the statement of the propositions involving the flat curves.
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h-times For every z ∈ Sa, w ∈ TzSa and every l ≤ na: ‖Dzfna(w)‖ ≥ e c3 (na−l) · ‖Dzf l(w)‖.
We recall that c = log 2/2.
In order to define the simple puzzle piece, we assume that PM+1(0) does not belong to R
s
?ℵ(0)
−
unionsq
R
s
?ℵ(0)
+
. Hence the following P -forward invariant compact set:
K := {A′0,−A′0} ∪
⋃
i≥0
{Ai,−Ai} ∪
⋃
s∈Y0
∂Rs
is at bounded distance from 0 and so is uniformly expanding for P .
We remark that the set K × {0} is uniformly hyperbolic for Pˆ . For z0 = (x0, 0) ∈ K × {0}, the
component W sloc(z0; Pˆ ) containing z0 of
{(x, y) ∈ R× [−1,∞) : x2 + y = x20}
is a local stable manifold of z0. We notice that W
s
loc(z0, Pˆ ) is an arc of parabola.
By hyperbolic continuity, for b sufficiently small, the family of curves (W sloc(z0))z0∈K×{0} persists
as a family (W sloc(z0; f))x0∈K×{0} so that:
(1.1) f(W sloc(z0; f)) ⊂W sloc(Pˆ (z0); f) .
Also for every a ∈ Y0 ∪ {e,}, the endpoints (x−, x+) of Ra belong to K, and the curves
W s((x±, 0); f) are sufficiently close to W s((x±, 0); Pˆ ) so that they stretch across the strip R ×
[−2θ, 2θ] to bound a compact set Ya close to Sa×{0} and diffeomorphic to a filled square (see Fig.
1). The set Ya is called the box
2 associate to a.
2
-2
Figure 1: Geometric model for some parameters of the He´non map.
Let ∂uYa := Ya ∩ {y = ±2θ} and let ∂sYa := Ya ∩ ∪±W s((x±, 0); f).
We notice that by (1.1), it holds that fna(∂sYa) ⊂ ∂sYe, as depicted by Fig. 1.
2Also called simple extension in [Ber11].
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Definition 1.15 (Simple pieces). For every flat stretched curve S, for every s ∈ Y0, let Ss := S∩Ys
and let s(S) := {Ss, ns}. Note that Ss = fns(Ss).
In [Ber11] Expl. 2.2, we show:
Example 1.16 (Simple pieces). For any flat stretched curve S, each pair a(S) :=
{
Ya ∩S, na
}
, for
a ∈ Y0 is a hyperbolic puzzle piece called simple.
Example 1.17 (Curves Stt and (St)
t∈TZ−0
). The map S 7→ Ss− from the space of flat stretched
curves into itself is well defined and C1-contracting in the space of flat stretched curves. With
tt := (s−)i≤0 ∈ YZ−0 , we denote by Stt its fixed point. It is a half local unstable manifold of A. We
have also Stt = {z0 ∈ Ye : ∃(zi)i≤−1 ∈ Y Z−s− , zi+1 = f2(zi)}.
Similarly for t = (ai)i≤−1 ∈ YZ−0 , the set:
St = {z0 ∈ Ye : ∃(zi)i≤−1 ∈
∏
i
Yai , zi+1 = f
nai (zi)},
is a flat stretched curve. We put T0 := Y
Z−
0 . They define the family of curves (S
t)t∈T0 .
Similarly, we can define the operation ? on puzzle pieces of flat stretched curves.
1.2.2 Operation ? on puzzle pieces
Definition 1.18 (Operation ? on puzzle pieces). Let a(S) := {Sa, na} and b(Sa) = {Sab , nb} be
two puzzle pieces of S and Sa := fna(Sa) respectively. We define the puzzle piece of S:
a ? b(S) := {f−na(Sab) ∩ Sa, na + nb}.
Indeed the map fna?b |Sa?b is a bijection onto Sa?b := fna?b(Sa?b).
The pair of puzzle pieces (a(S), b(Sa)) is called suitable. More generally, a sequence (ai(Si))1≤i<k,
for k ∈ N ∪ {∞} is called suitable if the pair of any two consecutive puzzle pieces is suitable. We
can now generalize condition (?) of Yoccoz’ strong regularity definition.
Definition 1.19 (Common sequence). For N ∈ [1,∞], a common sequence c is a suitable sequence
of hyperbolic puzzle pieces c := (ai(S
i))N−1i=1 from S
1 := Stt which satisfies the following properties:
(?)
∑
j≤i aj /∈Y0
naj ≤ e−
√
M
∑
j≤i−1
naj , i < N.
Moreover every pieces ai(S
i) is either simple or included in Y, and for every i ≥ 0,
(♦) ai+1 ? · · · ? ai+ℵ(i) /∈ {s?ℵ(i)− , s?ℵ(i)+ }
The product ci := a1 ? a2 ? · · · ? ai−1 ? ai is called a common product of depth i and it defines a
pair ci(S
tt) =: {Sttci , nci} called a common piece.
A common piece of depth 0 is the pair equal to c0(S
tt) := {Stt, 0} = e(Stt).
Not all the puzzle pieces have their endpoints with a nice local stable manifold. Nevertheless it
is the case for the common piece:
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Proposition 1.20 ([Ber11] Prop. 3.6 ). Each endpoint z± of Sttci has a local stable manifold
W sloc(z±; f) which stretches across Ye and is
√
b-C2-close to an arc of curve of the form:
{(x, y) : x2 + y = cst}.
With the lines {y = ±2θ}, this bounds a box of Ye denoted by Yci. Moreover, for every z ∈ Yci, the
vector Dfnci (1, 0) is θ-close to be horizontal and of norm at least ec
−nci , with:
c− = c− 1√
M
=
log 2
2
− 1√
M
.
We put ∂sYci = ∪±W sloc(z±; f) ∩ Ye and ∂uYci = ∂uYe ∩ Yci .
By the above Proposition, the width of Yci is smaller than 2e
−c−nci times the width of Ye and
so, if N =∞, the following decreasing intersection:
W sc := ∩i≥0Yci .
is a C1+Lip-curve called common stable manifold, which is
√
b-C1+Lip-close to an arc of a curve of
the form:
{(x, y) : x2 + y = cst}.
1.2.3 Tangency condition
Every flat stretched curve S intersects Y at a segment S = S∩Y. This segment is sent by fM+1
to a curve S which is C2-close to a folded curve {(−Cst · 4M t2 + fMa (a), 0) : t ∈ R} ∩ Ye.
The definition of strong regularity for He´non-like maps supposes the existence of a family of
curves (St)t∈T ∗ so that for each t ∈ T ∗, there exists a common sequence of puzzle pieces ct so that
(SR1) S
t = fM+1(St) is tangent to W
s
ct .
As in dimension 1, conditions are given on the puzzle pieces involved in the common sequences.
In this two dimensional case, conditions are moreover given on the flat and stretched curves forming
(St)t∈T ∗ .
1.2.4 Parabolic operations from tangencies
As in dimension 1, if a flat stretched curve S satisfies that S is tangent to a common stable
manifold W sct , then we can define parabolic pieces.
Indeed, then for every i, (fM+1|S)−1cl(Yci \ Yci+1) consists of zero or two segments.
We denote by S−(ci−ci+1) the left hand side segment and by S+(ci−ci+1) the right hand side
segment.
Let p be a symbol in {+(ci − ci+1),−(ci − ci+1)}.
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Definition 1.21 (Symbolic identification). The symbols +(ci − ci+1) and −(ci − ci+1) depend
only on Yci and Yci+1 .
In particular if for t 6= t′ it holds Ycti = Yct′i and Ycti+1 = Yct′i+1 , then the following identifications
are done +(cti − cti+1) = +(ct
′
i − ct
′
i+1) and −(cti − cti+1) = −(ct
′
i − ct
′
i+1).
With np = M + 1 + nci , the pair p(S) := {Sp, np} is called a parabolic piece.
This pair p(S) cannot be a puzzle piece since the curve fnp(Sp) is not stretched (like in the one
dimensional model).
However the curve fnp(Sp) can be extended to a flat stretched curve S
p by an algorithm given
by Prop. 4.8 and 5.1 in [Ber11]. In particular Sp ) fnp(Sp).
Definition 1.22 (Set of symbols A). Let f which satisfies (SR1) with the flat stretched curves
(St)t∈T ∗ and the common sequences (ct)t∈T ∗ .
Let
A := Y0 ∪
⋃
t∈T ∗
⋃
i≥0
{+(cti − cti+1),−(cti − cti+1)} .
The above union over t ∈ T ∗ is not disjoint by the above remark. As they are countably many
puzzle pieces of Stt, they are countably many common pieces ci and boxes Yci . Thus A is countable.
Proposition 1.23 (Prop. 1.7 and 4.1 of [Ber11]). For every t ∈ T ∗, every parabolic or simple piece
a(St), with a ∈ A, is hyperbolic.
Definition 1.24 (Suitable chain). Let (Si)ni=1 be a family of flat stretched curves and let (W
s
ci
)ni=1
be a family of common stable manifolds so that Si is tangent to W s
ci
.
For each i let pi be a symbol either in Y0 , either parabolic obtained from c
i (that is of the form
±(cij − cij+1)).
The chain of symbols (pi)
n
i=1 is called suitable from S
1 if:
1. Si+1 = Si·pi for every i < n,
2. The segment of the pair p1(S
1) ? · · · ? pn(Sn) is not trivial (it has cardinality > 1).
The chain of symbols is complete if pn belongs to Y0, and incomplete otherwise. The chain of
symbols (pi)i is prime if pi /∈ Y0 for i < n.
A corollary of Proposition 1.23 is:
Corollary 1.25. If (pi)
n
i=1 is suitable, then p1(S
t1) ? · · · ? pn(Stn) is a hyperbolic piece of St1.
1.2.5 Puzzle algebra and strong regularity definition
In Example 1.17, we defined for every t ∈ T0 := YZ−0 a flat stretched curve St.
In [Ber11], for a set of parameters a ∈ PB of Lebesgue measure positive, we show the existence
of a family of curves (St)t∈T ∗ and a family of common sequences C = (ct)t∈T ∗ which are linked in
the following way by the tangency condition and parabolic/simple operations.
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(SR1) S
t = fM+1(St ∩ Y) is tangent to W sct .
Put A := Y0∪
⋃
t∈T ∗, i≥0
{+(cti−cti+1),−(cti−cti+1)} modulo the symbolic identification.
(SR2) For every t ∈ T ∗, every puzzle piece ai(Si) involved in ct = (ai(Si))i is given by suitable,
complete and prime chain of symbols ai in A
(N).
(SR3) The set T
∗ is the subset of AZ− defined by
T ∗ = {t · p−n · · · p−1 : t ∈ T0, n ≥ 0, (pi)1≤i≤n ∈ An is a suitable chain from St}.
For t∗ = t · p−n · · · p−1 ∈ T ∗, we put St∗ = (· · · (St)p−n · · · )p−1 .
Remark 1.26. In (SR2) the element t · p−n · · · p−1 is equal to the presequence (ai)i≤−1 ∈ AZ−
defined by a−i := p−i if 1 ≤ i ≤ n, and, with t = (si)i≤−1 ∈ T 0, a−i : s−i+n if i ≥ n+ 1.
Definition 1.27. A map f so that there exists a family of flat stretched curves (St)t∈T ∗ and a
family of common sequences (ct)t∈T ∗ satisfying (SR1 − SR2 − SR3) is called strongly regular.
Definition 1.28. Let G be the set of finite segments of sequences in T ∗ ⊂ Y Z−0 × A(N). It has a
structure of pseudo-semi-group for two operations: ? and . The triplet (G, ?,) is called a Puzzle
Algebra. 3
The main result of [Ber11] (Theorem 0.1) is the following:
Theorem 1.29. Every strongly regular map leaves invariant an ergodic, physical SRB measure
supported by a non uniformly hyperbolic attractor. Moreover, strongly regular maps are abundant
in the following meaning:
For every  > 0, there exists b > 0, such that for every B of C2 norm less than b, there exist
η > 0 and a subset ΠB ⊂ [−2,−2 + η] with LebΠBLeb[−2,−2+η] ≥ 1 −  such that for every a ∈ ΠB, the
map faB is strongly regular.
Remark 1.30. To fix the idea, we will suppose the following very rough inequalities: M ≥ 1000
and − log b ≤ exp expM . They are sufficient for the new analytic conditions given by this work.
2 Regular sets of strongly regular dynamics
2.1 Regular set for strongly regular quadratic maps
Let P be a strongly regular quadratic map satisfying (SR1)-(SR2). We recall that:
A := Y0 unionsq {+(ci − ci+1),−(ci − ci+1)}.
3In [Ber11], the presentation of strong regularity is different: The set T ∗ is presented as the disjoint union of the
sets T and T, formed by the presequences t ? p−n ? · · · ? p−1 ∈ T ∗ which finish by respectively a simple piece or
a parabolic piece. This splits the family of curves (St)t∈T∗ into two subfamilies Σ = (St)t∈T and Σ = (St)t∈T .
Furthermore, the set of prime puzzle pieces of a curve St, with t ∈ T , is denoted therein by Y(t). We define also
Y := unionsqt∈TY(t). The quadruplet (Σ,Σ, C,Y) is called a puzzle algebra. This is equivalent to the above definition.
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We recall that a ∈ A defines a simple puzzle piece (i.e. belongs to Y0) if na ≤ M and defines a
parabolic piece if na ≥M + 1.
Like in the He´non case, a chain (ai)
k
i=1 ∈ Ak is suitable iff Ra1?···?ak is a non trivial segment. It
is complete if ak is belongs to Y0. We recall that it is prime if ai does not belong to Y0 for i < k.
The following will be useful for the Markov partition that we will define:
Proposition 2.1. For every suitable, complete chain (pi)
k
i=1 ∈ Ak, the product p := p1 ? · · · ? pk is
a puzzle piece.
Proof. We proceed by induction on k. For k = 1, p = p1 ∈ Y0 which is indeed a puzzle piece.
Let k ≥ 2 and assume by induction that p2 ? · · · ? pk is a puzzle piece. If p1 ∈ Y0, then p is
the product of two puzzle pieces p1 and p2 ? · · · ? pk, thus p is a puzzle piece. If p1 is of the form
±(ci − ci ? ai+1), with ai+1 a prime puzzle piece. Then Pnp1 (Rp1) is equal to one component of
cl(Re \ Rai+1) and intersects at a non empty subset int Rp2?···?pk . As the puzzle pieces are nested
or disjoint, it comes that Rp2?···?pk is included in cl(Re \ Rai+1) and so in Pnp1 (Rp1). Consequently
Pnp(Rp) is equal to Re, and so p is a puzzle piece.
It holds that for a 6= a′ ∈ A, the intersection of the segments Ra and Ra′ consists of at most one
point which is in ∪k≥0P−k(A0). Hence the alphabet A defines a cover {Ra : a ∈ A} of Re \ {0}
which is a partition modulo the preimages of A0.
Similarly, the suitable chain g = (ai)
N
i=1 ∈ AN of length N , we associate the following segment:
Rg := Ra1?···?aN .
The set of such segments covers Re \ ∪k≥1P−k({0}). As a consequence of the h-times property
given by Proposition 1.10 and the Collet-Eckmann condition given by Corollary 1.12, it holds:
Proposition 2.2. Every invariant probability measure ν has a Lyapunov exponent at least c/3.
This partition enables us to define combinatorially a certain Pesin set:
Definition 2.3. A suitable sequence of symbols g = (ai)
N
i=1 ∈ AN is regular if the following
inequality holds for every i ≤ N :
(†) nai ≤M + Ξ
∑
1≤j<i
naj ,
with Ξ := e
√
M .
We recall that given two different suitable chains g, g′ ∈ An of the same length n , it holds that
Rg ∩ Rg′ is empty or equal to a preimage of A0.
Definition 2.4 (Regular point). For every z ∈ Re\∪k≥1P−k({A0}), let 0 ≤ p ≤ ∞ and (ai(z))0≤i<p
be the maximal regular chain of symbols so that z belongs to Ra0(z)?···?ai(z) for every i < p. The
point z is said p-regular. If p =∞, the point z is called regular.
We notice that the chain is empty when p = 0. This occurs iff z belongs to R. Otherwise, a0(z)
belongs to Y0.
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Remark 2.5. By definition, whenever p <∞, a p-regular point is not p−1-regular nor p+1-regular.
Clearly, if z ∈ Re \ ∪k≥1P−k({A0}) is p regular then, with m := na0(z) + · · ·+ nap−1(z), the point
Pm(z) is equal to 0 or it belongs to a certain R±(ci−ci+1) which satisfies:
n±(ci−ci+1) > M + Ξ
∑
0≤j<p
nai(z) .
Then we put ap(z) = , z′ := Pm+M+1(z) and we define ai+p+1(z) = ai(z′) for every i ≥ 1.
Such a recursion defines a (full) sequence a(z) = (ai(z))1≤i<∞ for every z ∈ Re \ ∪n≥0P−n(A0)
Definition 2.6. A point z is infinitely irregular if ai(z) =  for infinitely many integers i. Other-
wise z is eventually regular.
Indeed if z is eventually regular, with N minimal so that ai(z) 6=  for every i ≥ N + 1, with
the convention n = M + 1, it holds that P
na1(z)+···+naN (z)(z) is regular.
By looking at the Lyapunov exponent of the invariant probability measures, we will prove the
following in Appendix A:
Proposition 2.7. For every invariant probability measure ν with support off {A0, A′0}, ν-almost
every point z ∈ Re is eventually regular or satisfies that ai(z) =  for all i large enough.
2.2 Regular set for strongly regular He´non like maps
For a strongly regular He´non like map f with structure {G, ?,}, we are going to encode the
dynamics thanks to a family of partitions (P(t))t∈T ∗ . This encoding will define the regular and
irregular sets.
By (SR2), every puzzle piece involved in the common sequences of c
t, t ∈ T ∗ is given by a
suitable, complete chain from Stt.
Conversely, a straight forward generalization of Proposition 2.1 (it is shown as Lemma 7.12 in
[Ber11]), states the following:
Proposition 2.8. For every suitable, complete chain (pi)
k
i=1 ∈ Ak from Stt, the pair p(Stt) :=
p1 ? · · · ? pk(Stt) is a puzzle piece of Stt.
2.2.1 Partition P(t) associated to t ∈ T ∗.
Let t ∈ T ∗ and let c = ct be its associated common sequence by (SR1). We recall that (Yci)i is a
nested sequence of boxes the intersection of which is the curve W sc .
Therefore {Yci \ Yci+1 ; i ≥ 0} ∪ {f−M−1(W sc ) ∩ Y} is a partition of Ye. Put:
Y(ci−ci+1) = cl
(
f−M−1(Yci \ Yci+1)
)
∩ Y, Yc := f−M−1(W sc ) ∩ Y.
∂sY(ci−ci+1) = f
−M−1(∂sYci ∪ ∂sYci+1) ∩ Y .
These sets have a very tame geometry:
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Proposition 2.9. The boundary of Y(ci−ci+1) is formed by segments of the lines {y = ±2θ} and
by arcs of curves
√
b-C2 close to arcs of parabolas of the form {(x, y) : P (x) + y = cst}.
For every z ∈ Y(ci−ci+1), every n ≥ 0, the following inequality holds:
(PCEnci+M+1) ‖Dzfk(0, 1)‖ ≥ e−Mc+k, ∀k ≤ n±(ci−ci+1) := M + 1 + nci .
Moreover Dzf
nci+M+1(0, 1) =: (ux, uy) satisfies |uy| ≤ θ|ux| and
(CEnci+M+1) ‖Dzfnci+M+1(0, 1)‖ ≥ ec−(nci+M+1).
Proof. Inequalities (PCEnci+M+1) and (CEnci+M+1) are given by Proposition 14.2 of [Ber11]. The
statement about the geometry of Y(ci−ci+1) will be generalized in Proposition 2.12 and proved
afterward.
In Figure 2, we draw all the possible topological shapes for Y(ci−ci+1). From this, we remark
that Y(ci−ci+1) has one, two or three components. There is at most one component disjoint from
St. If such a component exists, we denote it by Yb(ci−ci+1). There are one or two components
which intersect St. If there are two components which intersect St, then there is one component
at the left hand side of the other. We denote this component by Y−(ci−ci+1). The component
at the right hand side of the other is denoted by Y+(ci−ci+1). If there is only one component
which intersects St, we denote it by Ya(ci−ci+1). In this case, we shall split Ya(ci−ci+1) into two
components Y±(ci−ci+1).
Let z0 be the point at the center of the segment (f
M+1|St)−1(Yci+1) of St. Let ∆ be the vertical
line passing through z0. The line ∆ splits the set Ya(ci−ci+1) into two components. The one at the
left (resp. right) of the other is denoted by Y−(ci−ci+1) (resp. Y+(ci−ci+1)). We add ∆∩Ya(ci−ci+1)
to Y−(ci−ci+1). Figure 3 depicts this splitting.
For δ ∈ {+,−, b}, we put
∂sYδ(ci−ci+1) = ∂
sY(ci−ci+1)∩∂Yδ(ci−ci+1) and ∂uYδ(ci−ci+1) = cl(∂Yδ(ci−ci+1)\∂sYδ(ci−ci+1)) .
We remark that P(t) := {Ya; a ∈ Y0} ∪
{
Yδ(cti−cti+1); i ≥ 0, δ ∈ {+,−, b}
} ∪ Yct is a partition
of Ye modulo W
s(A). This means that P(t) is a covering of Ye and every pair of different elements
of P(t) have their intersection in W s(A).
The partition P(t) depends on t ∈ T ∗, since ci := cti depends on t and the lines ∆ depend on St.
Let P(t) := Y0 unionsq {δ(cti − cti+1) : i ∈ N, δ ∈ {±, b}} unionsq {ct} be the set of symbols associated.
The set P(t) is countable. If a ∈ Y0, we already defined an integer na.
Put nδ(cti−cti+1) = M + 1 + ncti for i ∈ N and δ ∈ {+,−, b}. Put nct =∞.
All the elements of P(t) belong to A but those of the form ct and b(cti − cti+1) for i ≥ 0.
2.2.2 Regular points of He´non like maps
We recall that tt := (s−)n≤−1 ∈ T0 is the exponent of the curve Stt equal to a half local unstable
manifold of A. This curve will be the starting point for the encoding.
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Figure 2: Possible shapes for Y(ci−ci+1).
Given a suitable sequence of symbols g = (ai)
n
i=0 ∈ An from the curve Stt, the symbol ai+1
belongs to P(t · a0 · · · ai) for every i ∈ [0, n). This leads us to consider the set of points z ∈ Ye such
that fna0+···+nai (z) belongs to Yai+1 for every i < n. This set has in general a very wild geometry.
However it is not the case if the sequence is regular. We recall that Ξ := e
√
M .
Definition 2.10. A sequence of symbols g = (ai)
n
i=0 ∈ An is regular if g is suitable from Stt and
the following inequality holds for every i ≤ n:
(†) nai ≤M + Ξ
∑
0≤j<i
naj .
Also for i = 0, the above equation gives na0 ≤M and so that a0 is a simple piece: a0 ∈ Y0.
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Figure 3: Partition of Y.
Definition 2.11. A sequence of symbols g = (bi)
n
i=0 ∈ An is weakly regular if g is suitable from
Stt and the following inequality holds for every i ≤ n:
nbi ≤ Ξ · (M +
∑
1≤j<i
nbj )
We notice that a common sequence is regular and that a regular sequence is weakly regular.
Proposition 2.12. For every weakly regular sequence g = b0 · · · bn, the set
Yg := {z ∈ Ye : fnb0···bi (z) ∈ Ybi+1 , ∀i < n}
is a box which satisfies the following properties:
1. ∂sYg is formed by two segments of the stable manifold of A; both link
{
y = −2θ} to {y = 2θ}
and are
√
b-C2-close to an arc of a curve of the form {P (x) + y = cst}. Its tangent vectors
are θk contracted by Dfk for every k ≥ 0.
2. Both components of ∂sYg of are linked by two segments ∂
uYg of
{
y = −2θ} and {y = 2θ}
respectively.
3. For every z ∈ Yg, every vector u = (u.x, u.y) so that |u.y| ≤ θ|u.x|, it holds:{
e
c
3
(ng−k)‖Dzfk(u)‖ ≤ ‖Dzfng(u)‖ ∀k ≤ ng,
e−c+(M+1)Ξk ≤ ‖Dzfk(u)‖ ∀k ≤ ng.
4. Every z ∈ Yg belongs to a curve C ⊂ Yg, of length less than 1, intersecting every flat stretched
curve and being θk-contracted by fk for every k ≤ ng.
23
5. The set Y g := fng(Yg) is a box such that ∂
uY g := fng(∂uYg) is the disjoint union of two flat
curves and ∂sY g := fng(∂sYg) is made by two θ
ng-small segments of W s(A) passing trough
the endpoints of fng(Sttg ).
The proof of this proposition is done in §B. As for common sequences, given a weakly regular
sequence b := (bi)i, we can define W
s
b := ∩j≥0Yb0···bj . An immediate consequence of the above
Proposition is the following:
Corollary 2.13. The set W sb := ∩j≥1Yb0···b0 is a connected curve with an endpoint in each of
the lines
{
y = ±2θ}. The curve W sb is √b-C1+Lip-close to a segment of a curve of the form
{P (x) + y = cst} and its tangent vectors are θk-contracted by Dfk for every k ≥ 0.
We are now ready to encode the dynamics, with respect to these regular sequences.
For z ∈ Ye \W s(A), let a(z) := (ai(z))0≤i<p be the maximal regular sequence of symbols in A
such that z ∈ Ya0···ai(z), for every i < p ∈ [0,∞]. Note that if z ∈ Y, then p = 0 and the sequence
a(z) is empty. Otherwise p ≥ 1 and a0(z) ∈ Y0.
This sequence is uniquely defined. Indeed, as z belongs to Ye \W s(A), by induction on i < p,
fna0···ai (z) belongs to Ye \W s(A). Therefore there exists a unique symbol ai+1 ∈ P(tt · a0 · · · ai)
such that z belongs to Yai+1 .
Definition 2.14. Such a point z ∈ Ye \W s(A) is p-regular. If p = ∞, the point z is regular. We
denote R˜ the set of regular points:
R˜ = {z ∈ Ye : z is regular} .
We notice that every point of Ye \W s(A) is at least 0-regular.
When p =∞, by θ-contraction of W sa(z), for every i, fna0···ai (z) is θna0···ai -close to Stt·a0···ai . Also
by Condition (♦), the set ∂uYai+1 is min(θ, e−c
+nai+1−2c+ℵ(nai+1 ))-distant to Stt·a0···ai . Using the
fact that nai+1 ≥M + Ξna0···ai , it comes that fna0···ai (z) cannot belong to ∂uYai+1 .
Since the boundary of Yai+1 is included in W
s(A)∪ ∂uYai+1 , and since R˜ is disjoint to W s(A), it
comes:
Claim 2.15. The map z ∈ R˜ 7→ a(z) ∈ AN is continuous, for AN endowed with the discrete product
topology. Also the closure of R˜ is included in R˜ ∪⋃a regular chain ∂sYa.
We show below the following important Proposition:
Proposition 2.16. Let z ∈ Ye \W s(A) be a p-regular point and let (aj)j≥0 := a(z).
If p <∞, then the symbol d ∈ P(tt · a0 · · · ap−1(z)) such that fna0···ap−1 (z) belongs to Yd satisfies:
nd > M + Ξ
∑
0≤j<p
naj .
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In particular, this implies that d is of the formc orδ(ci−ci+1). Then zp := fna1···ap−1(z)+M+1(z)
belongs to W sc or Yci , with nci ≥ Ξna0···ap−1 . We recall that c or ci is the ?-product of simple or
parabolic pieces (a′i)
m
i=0 which form a regular sequence. Moreover, m ≥ nci/(M + 1) (see. [Ber11]).
This implies:
Corollary 2.17. The point zp is at least Ξna0···ap−1/(M + 1)-regular.
This is why, for every p-regular point z, with 0 ≤ p <∞, we complement the sequence (ai(z))i<p
of z ∈ Ye \W s(A) by the following inductive way:
Put ap(z) =  with n = M+1 and then inductively ap+i(z) := ai(z′), for i ≥ 0, with z′ := fm(z)
and m =
∑
i≤p nai(z).
Definition 2.18. A point z is infinitely irregular if the sequence a(z) takes infinitely many times
the value . Otherwise z is eventually regular : there exists j such that (aj+i(z))i≥0 is regular.
We notice that if z is regular then a(z) belongs to AN.
Proof of Proposition 2.16. Let g = a0 ? · · · ? aj(z) for any j < p.
By Proposition 2.12.4, the point z′ := fng(z) belongs to the θng-neighborhood of Stt·g.
Let us suppose that z′ belongs to a set of the form Yb(ci−ci+1). This implies that f
M+1(z′)
belongs to the component of Yci \Yci+1 which does not intersect Stt·g. From the tangency position,
the curve Stt·g is e−(2ℵ(i+1)+1+nci+1 )c
+
-far from this other component. On the other hand, as z′
is θng-close to Stt·g and belongs to the convex Y, hence the point z′ is θng-close to Stt·g . Thus
fM+1(z′) is θngec+(M+1)-close to Stt·g. Therefore, z′ can belong to Yb(ci−ci+1) only if:
(2.1) e−(nci+1+2ℵ(i+1)+1)c
+ ≤ θngec+(M+1)
As (nci+1 + 2ℵ(i+ 1) + 1)c+ ≤ (2c+ + c3)nb(ci−ci+1), inequality (2.1) implies:
−(2c+ + c
3
)nb(ci−ci+1) ≤ ng log θ + c+nb(ci−ci+1).
As by Remark 1.30 − log θ/(4c+ + c/3) ≥ Ξ + M , it comes that nb(ci−ci+1) is greater than
(M + Ξ)ng.
Suppose for the sake of a contradiction, that z′ belongs to a box of the form Yp with p =
±(ci − ci+1) such that np ≤ M + Ξng. We shall show that (aj)p≥j≥0 is suitable from Stt and so
is a regular sequence, which is a contradiction with the definition of p. For this end, it suffices to
show that S2 := Stt·gp intersects S1 := fng(Sttg ).
If S1 ∩ S2 = ∅, then the local stable manifolds of the endpoints of S1 and S2 are disjoint. This
means that ∂sY g is disjoint from ∂sYp. By the same argument as for Claim 2.15, the set Y
g is
disjoint from ∂uYp. Consequently, the boundary ∂Yp is disjoint from ∂Y
g. Thus Yp is either disjoint
from Y g or Y g is included in Yp. The first case cannot occur since z
′ ∈ Yp∩Y g. Thus Y g∩Stt·g = S1
is included in Yp ∩ Stt·g = S2 which is a contradiction.
If S1 intersects S2 only at an endpoint, then one curve of ∂sYp contains one curve of ∂
sY g. As
∂uYp is disjoint from Y
g, the interiors of Yp and Y
g are disjoint. Consequently Y g ∩ Yp is included
in W s(A). This is a contradiction with Y g ∩ Yp \W s(A) 3 z′.
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2.2.3 Lyapunov exponents of invariant probability measures
We show here Theorem A.
Let us define:
K :=
⋂
N≥0
⋃
n≥N
fn
({z ∈ Ye; a(z) =  · · · · · · : x ∈ Ye \W s(A)}).
The set K is equal to
⋂
n≥0 f
−n(M+1)(Y) =
⋂
n≥0 f
−n(M+1)(Y(e−ctt1 )) (which is possibly empty).
For b small enough w.r.t. M , this is the hyperbolic continuity of the uniformly hyperbolic
compact set of PM+1: ⋂
n≥0
P−n(M+1)(R−(e−c1) ∪ R+(e−c1)),
whose expansion is more than ec/3. Hence it comes:
Proposition 2.19. If K is not empty, any of its invariant probability measure has a Lyapunov
exponent at least c/3.
Lemma 2.20. There is no measure µ with both Lyapunov exponents negative.
Proof of Lemma 2.20. For the sake of a contradiction, suppose that such a measure exists.
First let us recall that by [KH95], coro S.5.2, p.694, the support of µ contains a periodic attractive
orbit (pi)i.
Hence, either a(p0) is eventually constantly equal to  or either, by Corollary 2.17, the sequence
a(p0) contains regular segment of arbitrarily long length.
The case where a(p0) is eventually constantly equal to  corresponds to p0 ∈ W s(K). The
compact set K being hyperbolic, both Lyapunov exponents cannot be negative.
If a(p0) contains a regular segment g = a0 . . . an of arbitrarily long length n, then by Proposition
2.12.3, the point p0 cannot belong to an attracting cycle.
This Lemma will enable us to prove in §A, the following two dimensional generalization of
Proposition 2.7.
Proposition 2.21. For every invariant measure µ with support off {A,A′}, µ-almost every point in
Ye is eventually regular or satisfies ai(z) =  for all i sufficiently large. In particular µ(K∪R˜) > 0.
We remark that Propositions 2.19, 2.21 and 2.12.3 imply the following scholium of Theorem A:
Theorem 2.22. Every invariant, probability measure µ for a strongly regular map f has its Lya-
punov exponent at least c/3.
By Proposition 2.21, an ergodic probability measure has its support either included in {A,A′},
in Kˆ := ∪M≥n≥0fn(K) or in ∪n≥0fn(R˜). We will see in section 4.1 that the entropy of the
measures supported by Kˆ is small. Hence we look at the measures supported by R˜. To study
their ergodic properties, we are going to split R˜ into two subsets:
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• R which has a Markovian structure,
• E which intersects only the support of probability measures with small entropy.
We recall that we defined the set R˜ thanks to the alphabet A and the map:
z 7→ a(z) ∈ AN .
Let R˜ be the image of this maps. Every point in R˜ is a sequence in (ai)i ∈ AN which satisfies
nai ≤M + 1 + Ξ
i−1∑
j=0
naj .
On AN, the shift dynamics σ˜ acts canonically. We observe that the set R˜ is not invariant by σ˜.
Furthermore, not every point (ai)i ∈ R˜ comes back to R˜.
Let R be the points (ai)i≥0 ∈ R˜ which return infinitely many times in R˜ by the shift dynamics.
Let E be the complement of R in R˜.
R := {a := (ai)i ∈ R˜ : ∀N ≥ 0, ∃n ≥ N s.t. σ˜n(a) ∈ R} .
E := R˜ \R .
They define the sets:
R := {z ∈ Ye : a(z) ∈ R} and E := {z ∈ Ye : a(z) ∈ E} .
which are called respectively infinitely regular set and exceptional set.
We observe that R˜ = R∪ E .
We will see in section 4.2 that the entropy (and the Hausdorff dimension) of any ergodic prob-
ability measure supported by the orbit of E is small. Hence the interesting ergodic, probability
measures are contained in the orbit of R. The next section is devoted to the study of this set,
thanks to a Young tower.
3 Young Tower on Λ
In this section we deduce from the latter section a structure of Young tower on a subset Λ satisfying
properties Y1−Y2−Y3−Y5 of Pesin-Senti-Zhang [PSZ15]. This allows to deduce the existence and
uniqueness of Gipps states and many of their properties.
3.1 The set R
We recall that R = ∪a∈RW sa , where R ⊂ AN is the set of regular sequences a ∈ R˜ which come back
infinitely many times in R˜ by the shift map σ˜ : AN 	.
Hence every point in R comes back infinitely many times in R. For every a ∈ R, let NR(a) ∈ N
be the first return time of a in R.
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Also we put NR(a) := na0 + · · ·+ naNR(a)−1 .
The return maps associated are the following:
σ˜R : a ∈ R 7→ σ˜NR(a)(a) ∈ R and fR : z ∈ R 7→ fNR(a(z))(z) ∈ R
Clearly the map a : z ∈ R 7→ a(z) ∈ R semi-conjugates these dynamics:
σ˜R ◦ a = a ◦ fR
Remark 3.1. The map σR is the first return map in R, but fR is in general NOT the first return
map in R. Suppose there exists z ∈ R such that a(z) is of the form c1 · ±(c1 − c2) · c1 · ±(c1 −
c2) · · · c1 ·±(c1−c2) · · · . Then the first return time of z in R is nc1 +M+1 and not nc1 +M+1+nc1
as given by fR.
Hence the function z ∈ R 7→ N(a(z)) is possibly not in L1(µ) for some ergodic measure µ.
A strategy would be to look at the combinatorial structure of R to show that it is always
integrable. Here we use a different strategy, we exhibit R ⊂ R so that the first return time of x ∈ R
by f is also N(a(x)). This leads us to consider:
R := ∩n≥0(fR)n(R)
First of all it is important to know if the orbits of R and R support the same measures. By
looking at the Lyapunov exponent we will show in Appendix A:
Proposition 3.2. For every f -invariant probability µ, the sets ∪n≥0fn(R) and ∩N≥0 ∪n≥N fn(R)
are equal µ-almost everywhere.
We will also show in section 3.6 the following:
Proposition 3.3. The map fR is the first return map of R into R˜ induced by f :
∀z ∈ R, ∀i ∈ (0, N(a(z))), f i(z) /∈ R˜ .
This implies that fR|R is a bijection. Hence the inverse limit ←−R of R for fR is equal to R:
←−
R = R .
On the other hand, the inverse limit
←−
R ⊂ AZ for σ˜R which is formed by sequences (ai)i∈Z so
that (ai)i≥0 is R and for infinitely many k ≥ 0, the sequence (ai−k)i≥0 is in R. The semi-conjugacy
a lifts canonically to the inverse limit to produce a map ←−a :
←−a
R → ←−R
fR ↓ ↓ σ˜R
R → ←−R
←−a
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Proposition 3.4. The map ←−a is a bijection from R onto ←−R.
Proof. Let (a−i)i≥0 be a σ˜R- preorbit in
←−
R : σ˜(a−i) = a−i+1. Since:
σ˜R ◦ a = a ◦ fR ,
the following curves are nested:
(fR)i(W sa−i) ⊂ (fR)−i+1(W sa−i+1) ⊂ · · · ⊂W sa0 .
By Proposition 2.12.4, the length of (fR)i(W s
a−i) is smaller than θ
i. Thus this nested sequence
of compact curves converges to a unique point z ∈ ∩i≥0(fR)i(R) = R. This proves both the
surjectivity and the injectivity of ←−a .
Every point in R has a nice stable manifold. Actually one can show that every point in R has
also a flat local unstable manifold, but in general it does not have a flat local unstable manifold
which stretches across Ye. Such a “non-stretching across property”occurs for instance for a point
z so that a2i(z) = s ∈ Y0 and a2i+1(z) = +(c0 − c1) for every i ≤ 0. We recall that c0 = e and
that c1 ∈ Y0. Then a local unstable manifold is contained in the limit of the flat stretched curve
Stt·s·+(c0−c1)···s·+(c0−c1) but the flat segment of this local stable manifold stops at Yc1 (inside which
the local unstable manifold is folded) and so it is not stretched.
On the other hand, we will see in the sequel that fns(z) has not only a local unstable manifold
which is a flat stretched curve, but also a stable manifold enjoys a nice geometry.
3.2 The sets Λ and L
This leads us to consider the following symbolic sets:
L := σ˜(
←−
R), Ls := {(ai)i≥0 : ∃(ai)i∈Z ∈ L} = σ˜(R) Lu := {(ai)i≤−1 : ∃(ai)i∈Z ∈ L}
which will be useful to define a Young tower on the following set:
Λ := ∪s∈Y0fns(Ys ∩R).
Actually the map h : unionsqs∈Y0 int(Ys) 3 z 7→ fns(z) ∈ Ye is injective since it is the first return map
of points in Ye by f into Ye. Note that h sends R onto Λ. Thus we can define:
←−
b : z ∈ σ˜(←−R) = Λ 7→ σ˜ ◦←−a ◦ h−1(z) ∈ L and b : z ∈ Λ 7→ σ˜ ◦ a ◦ h−1(z) ∈ σ˜(R) = Ls .
Furthermore, the map h is a homeomorphism onto its image (the stable manifold of A which
contains ∪s∈Y0∂sYs is disjoint from R and so from R). Put:
fΛ = h ◦ fR ◦ h−1 : Λ→ Λ and σ˜L := σ˜ ◦ σ˜R ◦ σ˜−1 .
Let NL : L→ N be such that σ˜L = σ˜NL . We remark that NL((bi)i∈Z) = NR((bi−1)i≥0).
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Let NΛ : Λ→ N be such that fΛ = fNΛ . We remark that NΛ(z) = nb0(z)?···?bNL(←−b (z))−1 .
Also the following diagram commutes:
←−
b
Λ → ←−L
fΛ ↓ ↓ σ˜L
Λ → ←−L←−
b
From Proposition 2.21, for every invariant probability measure µ, it holds:
µ(R˜ ∪K ∪ {A,A′}) > 0
As R˜ = R∪ E it holds:
µ(∪n≥0fn(R) ∪ fn(E) ∪ Kˆ ∪ {A,A′}) = 1
Thus, if the measure µ is ergodic, it holds:
µ(∪n≥0fn(R)) = 1 or µ(fn(E)) = 1 or µ(Kˆ) = 1 or µ({A,A′}) = 1
As ∪n≥0fn(R) is equal to ∩N≥0 ∪n≥N fn(R) modulo a µ-null set, by Proposition 3.2, it is also
equal to ∪n≥0fn(R) and so to ∪n≥0fn(Λ) modulo a µ-null set.
Hence it holds:
Proposition 3.5. Every ergodic probability measure µ, one of the following conditions holds:
• Either µ is supported by {A,A′} or Kˆ or ∪n≥0fn(E),
• Either µ is supported by ∪n≥0fn(Λ).
From Propositions 3.3 and 3.4, and the fact that h is a first return map, it holds:
Proposition 3.6. The first return time of z ∈ Λ is NΛ(z). The map ←−b : Λ→ L is a bijection.
The following countable subset of A(N) will index the Markov partition of Λ and L:
S := {b0(z) · · · bk(z) : z ∈ Λ, nb0(z)···bk(z) = NΛ(z)} = {a1 · · · aNR(a) : a = (ai)i ∈
←−
R}.
Given b ∈ Ls, there exists z ∈ Λ such that b = (bi)i≥0, with ←−b (z) = (bi)i∈Z. Then g0(z) :=
(bi)0≤i<NL(←−b (z)) is in S. Likewise, for every k ≥ 0, the chain gk(z) := g0((f
Λ)k(z)) belongs to S.
We notice that the sequence b(z) is the concatenation of the chains (gk(z))k≥0. We denote such a
concatenation by:
b(z) = (bi)i≥0 = g0(z) · g1(z) · · · gk(z) · · ·
Hence it makes sense to write Ls ⊂ SN.
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Similarly we define for k > 0, g−k(z) = g0((fΛ)−k(z)). We notice that (bi)i<0 is the concatenation
of the chains (gk(z))k<0. We denote such a concatenation by:
b(z) = (bi)i<0 = · · · g−k(z) · · · g−2(z) · g−1(z)
Hence it makes sense to write Lu ⊂ SZ− . As every sequence in L is the canonical concatenation of
a presequence in Lu with a sequence in Ls, it holds:
L ⊂ Lu · Ls ⊂ SZ− ·SN = SZ .
Stable leaves Every z ∈ Λ satisfies that h−1(z) belongs to W sa◦h−1(z). We recall that a ◦ h−1(z)
is of the form a0 · b(z), with a0 ∈ Y0 and b(z) ∈ Ls weakly regular. Hence this curve is sent by h
into W sb(z) 3 z. We put
γs(z) = γs(b(z)) := W sb(z) .
By Corollary 2.13 it comes immediately:
Claim 3.7. The curve γs(z) is C1+Lip close to an arc of parabola. Moreover its tangent vectors
are θk-contracted by fk for every k ≥ 0.
Unstable leaves We recall that for every b ∈ Lu is of the form b = (gi)i<0 ∈ SZ− . Also by
Proposition 3.6, there exists z ∈ Λ which belongs to
γu(b) :=
⋂
i≥1
(fΛ)i(Yg−i···g−1).
We put γu(z) = γu(b(z)).
Claim 3.8. The curve γu(z) is flat and stretched. Moreover its tangent vectors are e−ck/3-
contracted by f−k, for every k ≥ 0.
Proof. We notice that a ◦ h−1 ◦ (fΛ)−i(z) is of the form a−i−1 · g−i · g−i+1 · · · g−1 · · · , where mi :=
a−i−1 · g−i · g−i+1 · · · g−1 is a regular, sequence, which is suitable from Stt and so that:
h−1 ◦ (fΛ)−i(z) ∈ Ymi .
Furthermore it is complete since g−1 is complete as every element in S. Therefore, by Proposition
2.8, it is a puzzle piece of Stt. This means that the segment Sttmi = Ymi ∩ Stt is sent by fnmi onto
the flat stretched curve Stt·mi .
By Proposition 2.12.4, there exists a curve C included in Ymi which passes through z, intersects
the flat stretched curve Stt and which is θnmj -contracted by fnmj .
Consequently, the point z is θnmj -close to the curve Stt·mi .
Also, a trivial consequence of Proposition 3.29 is the following:
Lemma 3.9. If g is suitable from Stt and g′ is suitable from Stt·g, then the curves Stt·g′ and Stt·g·g′
are θng′ -close for the C1+Lip-topology.
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This implies that (Stt·mi)i converges to a curve γu(b) in the C1+Lip-topology and that z belongs
to γu(b).
Moreover by hyperbolicty of simple and parabolic pieces, the vectors tangent to the curve Stt·mi
are uniformly e−
c
3
k-contracted by f−k for every k ≤ nmi . Thus the vectors tangent to the curve
γu(z) are uniformly e−
c
3
k-contracted by f−k for every k ≥ 0.
Product structure on Λ We recall that Ls ⊂ SN, Lu ⊂ SZ− and L ⊂ SZ. Actually these
inclusions are equalities up to the subsets made by sequences eventually equal to s−:
A(N) · {s−}N := {(ai)i ∈ AN : ∃N ≥ 0, ai = s−, ∀i ≥ N} ,
A(Z) · {s−}N := {(ai)i ∈ AZ : ∃N ≥ 0, ai = s−, ∀i ≥ N} .
Proposition 3.10. The following equalities hold:
Ls = SN \ A(N) · {s−}N and L = SZ \ A(Z) · {s−}N and Lu = SZ− .
Proof. We remark that if Ls = SN \ A(N) · {s−}N then the inverse limit L of Ls is equal to the
inverse limit SZ \ A(Z) · {s−}N of SN \ A(N) · {s−}N. This implies also that Lu = SZ− .
To prove that Ls = SN \ A(N) · {s−}N, it suffices to prove that for every sequence (gi)i≥0 ∈ SN,
there exists s ∈ Y0 so that s · g0 · · · gN is regular from Stt for every N ; in particular Ys·g0···gN is
non empty. Taking the limit N →∞, we see that it contains a regular point in Ye \W s(A), if the
sequence (gi)i is not eventually equal to s−.
First, we notice that by definition of S, there exists s ∈ Y0 so that s · g0 is regular from Stt.
As g0 is complete, s · g0 is also complete, and so, by Proposition 2.8, it defines a puzzle piece of
Stt. Then we assume by induction on N ≥ 0, that s · g0 · · · gN is complete and regular from Stt. In
particular s ·g0 · · · gN defines a puzzle piece of Stt. Thus fns·g0···gN (Stts·g0···gN ) stretches across Ye. By
Proposition 2.12, it stretches also across YgN+1 , since gN+1 is weakly regular. Lemma 3.11 below
implies that gN+1 is suitable from S
tt···s·g0···gN and so s · g0 · · · gN+1 is suitable from Stt. Clearly it
is also a complete chain. The regularity condition on the orders is straight forward.
Lemma 3.11. Every (ai)i≥0 ∈ Ls is suitable from every St, with t ∈ T ∗ complete (that is t =
(ai)i≤−1 with a−1 ∈ Y0).
This Lemma will be shown as Corollary 3.30.
Claim 3.12. Every single symbol in Y0 is in S, whereas every non trivial Y0-chain is NOT in S:
Y0 ⊂ S and ∪n≥2 Y n0 ∩S = ∅ .
In particular, for every k ≥ 2, the word g = (s−)0≤i<k does not belong to S.
Proof. Let k ≥ 1, and let (si)ki=1 ∈ Y k0 ∩S. Then there exist s0 ∈ Y0 and a = (ai)i≥0 ∈ R such that
g · a ∈ R with g = (si)k−1i=0 , and k is the first return time of g · a in R. However the sequence sk−1 · a
satisfies equality (†). Also σ˜(a) belongs to Ls. By the above Lemma, as tt · sk−1 · a0 ∈ T0 ⊂ T ∗, it
The chain σ˜(a) is suitable from Stt·sk−1·a0 . Consequently sk−1 · a is suitable from Stt and so regular.
Thus σ˜k−1(g · a) ∈ R and, by definition of the first return time, it holds k = 1.
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For every b ∈ Ls and every b ∈ Lu, by Proposition 3.10, the sequence b · b belongs to ←−L . From
the geometries of γu(b) and γs(b), there exists a unique intersection point in γu(b) ∩ γs(b) which
must be the preimage by
←−
b of b · b. This proves that:⋃
Ls
γs ∩
⋃
Lu
γu = Λ
Markov Structure (Y1) For every g ∈ S, we define the sets:
Lsg := g · Ls ⊂ Ls and Lug := Lu · g ⊂ Lu ,
which means that Lsg is formed by the sequences b
′ which begin with g and continue with a certain
b′ ∈ Ls, and similarly for the presequences in Lug .
Let us define
Λsg :=
⋃
b∈Lsg
γs(b) ∩ Λ and Λug :=
⋃
b∈Lug
γu(b) ∩ Λ .
Claim 3.13. For every g ∈ S, for every z ∈ Λsg0 it holds:
(a) fΛ(γs(z)) ⊂ γs(fΛ(z)) and fΛ(γu(z)) ⊃ γu(fΛ(z)) ,
(b) fΛ(γs(z) ∩ Λ) = γs(fΛ(z)) ∩ Λug0) and fΛ(γu(z) ∩ Λsg0) = γu(fΛ(z)) ∩ Λ.
Proof. a) Let b(z) = g0 · · · gn · · · . We recall that b(fΛ(z)) = g1 · · · gn · · · and:
γs(z) :=
⋂
k≥0
Yg0···gk =
⋂
k≥1
Yg0 ∩ f−ng1···gk (Yg1···gk)
which is clearly sent by fΛ = fng0 into
γs(fΛ(z)) := ∩k≥1Yg1···gk .
We have:
γu(z) :=
⋂
k≥1
fng−k+···+ng−1 (Yg−k···g−1) ⊃
⋂
k≥1
fng−k+···+ng−1 (Yg−k···g−1) ∩ Yg0 .
Hence its image by fΛ contains⋂
k≥0
fng−k+···+ng−1+ng0 (Yg−k···g−1·g0) = γ
u(fΛ(z)) .
b) By the conjugacy
←−
b , it is sufficient to see that
←−
b (γs(z) ∩ Λ) = Lu · (g0 · g1 · · · ) is shifted to←−
b (γs(fΛ(z)) ∩ Λug0) = (Lu · g0) · (g1 · · · gk · · · ) by σ˜L, to prove the first equality.
By the conjugacy
←−
b , it is sufficient to remark that b(z) ·Lsg0 = b(z) · (g0 ·Ls) is shifted by σ˜L to
(b(z) · g0) · Ls, and that b(z) · g0 = b(fΛ(z)), to prove the second equality.
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Measures of the closures (Y2) From Proposition 3.10, the following equality holds:
Ls =
⊔
g∈S
Lsg ⇒ Λ =
⊔
g∈S
Λsg .
This proposition will be shown in section 4.2:
Proposition 3.14. For every b ∈ Λu, cl(Λ∩γu(b)) is the union of Λ∩γu(b) with a set of Hausdorff
dimension at most 1/
√
M .
This implies immediately the following:
Claim 3.15. For every b ∈ Λu, with Lebγu(b¯) the Lebesgue measure on the curve γu(b¯), it holds:
Lebγu(b)(cl(Λ ∩ γu(b)) \ Λ) = 0 .
Pesin manifolds (Y3) We recall that by Claims 3.7 and 3.8, for every z ∈ Λ, it holds for every
n ≥ 0:
1
n
‖Df−n|Tγu(z)‖ ≤ −c/3 and 1
n
‖Dfn|Tγs(z)‖ ≤ log θ .
This implies that for every invariant probability measure µ, for µ- a.e. z, the curves γu(z) and
γs(z) are respectively Pesin unstable and stable manifolds.
SRB measure (Y5) We recall that every strongly regular map leaves invariant a unique, physical,
ergodic, SRB measure µ, as proved in [Ber11]. The unstable Lyapunov exponent λu of µ must be
greater than c/3. By Ledrappier-Young formula [LY85a], the entropy of hµ of µ is equal to λ
u.
We will see in Claim 4.2 and Corollary 4.4, that the complement of the orbit of Λ does not
support measure with such a large entropy. Hence µ must be supported by the orbit of Λ:
µ(Λ) > 0 .
As µ is an SRB measure, it is absolutely continuous w.r.t. the Pesin unstable manifold of the point
in Λ. We recall that by (Y3), the unstable curves (γ
u(b))b∈Lu are Pesin local unstable manifolds.
Hence there exists a probability measure ν on Lu so that for every Borelian A ⊂ Λ:
µ(A) =
∫
b∈Lu
dLebγu(b)(A ∩ γu(b))dν .
Thus, by the first return time property, it holds:
µ(∪n≥0fn(Λ)) =
∫
b∈Lu
∫
z∈γu(b)∩Λ
NΛ(z)dLebγu(b)dν .
This proves:
Claim 3.16. There exists b ∈ Lu so that:
0 <
∫
z∈γu(b)∩Λ
NΛ(z)dLebγu(b) <∞ .
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3.3 Conjugacy of f | ∪n fn(R) with a strongly positive recurrent shift
We can now conjugate the dynamics on ∪n≥0fn(R) with Markov countable, mixing shift without
the stable set of a 2-periodic point (corresponding to the stable set of the fixed point A).
Let us recall that a countable shift is defined by a graph G with vertices V and arrows Π ⊂ V 2.
Let ΩG be the set of infinite two-sided sequences (vn)n ∈ V Z such that (vn, vn+1) ∈ Π for every n.
The shift map of ΩG is denoted by σ.
The product structure of L = SZ invites us to consider:
V := {(g, i) : g ∈ S, 1 ≤ i ≤ ng − 1} unionsq {e} ,
Π :=
{
[e, (g, 1)] : g ∈ S}unionsq{[(g, i), (g, i+1)] : 1 ≤ i ≤ ng−2 : g ∈ S}unionsq{[(g, ng−1), e)] : g ∈ S} .
Claim 3.17. There is a canonical bijection between {(vi)i ∈ ΩG : v0 = e} and SZ.
Proof. Indeed, given such a (vi)i, let (ik)k∈Z be the increasing sequence of integers so that i0 = 0
and vik = e for every k. As the order of each element of S is at least 2, it comes that vik+1 is of
the form (gk, 1). This defines a canonical map:
(vi)i ∈ {(vi)i ∈ ΩG : v0 = e} 7→ (gk)k ∈ SZ .
One easily checks that this map is a bijection.
Remark 3.18. It could have been more natural to consider the canonical graph made by the
vertices {(g, i) : g ∈ S, 0 ≤ i ≤ ng − 1}. We replaced the vertices {(g, 0); g ∈ G} of this graph by
e, in order to make the radius R∗ (defined and computed below) much smaller.
Let Aˆ be the 2-periodic orbit in ΩG corresponding to the 2-periodic sequence · · · e · (s−, 1) · e ·
(s−, 1) · · · ∈ ΩG. The stable set W s(Aˆ) corresponds to the sequence which are eventually equal to
e · (s−, 1) · e · (s−, 1) · · · . Put:
Ω′G := ΩG \W s(Aˆ) .
By Claim 3.12, every ←−v = (vi)i∈Z ∈ Ω′G is canonically associated to a sequence ←−g = (gi)i ∈ SZ
whose concatenation is not eventually equal to s−.
Hence it is in
←−
L , and so there exists z ∈ Λ so that ←−g =←−b (z).
i(←−v ) = z .
For every ←−v ∈ Ω′G, there exists k ≥ 0 so that vk = e. We put:
i(←−v ) = fk ◦ i ◦ σ−k(←−v ) .
We observe that the following diagram commutes, with σ the shift dynamics of ΩG:
Ω′G
σ

i // O(Λ)
f

Ω′G
i // O(Λ)
We notice that the shift σ : ΩG → ΩG is mixing.
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Proposition 3.19. The map i is a bijection.
Proof. It suffices to prove that {(vi)i ∈ Ω′G : v0 = e} is sent bijectively onto Λ by i.
The restriction of i to this set is the composition of two bijections. The set {(vi)i ∈ Ω′G : g0 = e}
is sent bijectively to SZ \A(Z) · {s−}N, by Claims 3.17 and 3.12. The set SZ \A(Z) · {s−}N is equal
to L by Proposition 3.10, and
←−
b −1 sents it bijectively onto Λ by Proposition 3.6.
To study the ergodic properties of σ, we regard for n ≥ 0:
• the number Zn of loops from e in the graph G of length n.
• the number Z∗n of loops in the graph G of length n passing by e exactly once.
Let R∗G and RG be the convergence radii of the series
∑
n Z
∗
nX
n and
∑
n ZnX
n. We remark that
RG ≤ R∗G.
Definition 3.20. The shift (σ,ΩG) is strongly positive recurrent if RG < R
∗
G.
In Proposition 4.6, we will see that the complement of the orbit of Λ does not support any
measure of high entropy. Since the map x 7→ x2 − 2 contains a horseshoe4 of entropy close log 2,
the same occurs for f (for M large and then b small). Thus the topological entropy of f is at least
close to log 2, and by the Variational Principle, there is a measure of entropy at least close to 2
supported by the obit of Λ. Looking at the pull back by i of this measure, it follows that the shift
leaves invariant a probability measure of entropy at least close to log 2. Since i is a bijection (which
is bi-measurable by Claim 3.25 below), the entropy of σ is bounded. Consequently by [Gur69], the
radius RG is at most equal to e
−htop and so at most close to 1/2.
On the other hand, with  = 1/
√
M , we prove in the sequel:
Proposition 3.21. The convergence radius R∗G is greater than e
−2.
As the entropy of the shift is at least close to log 2, the latter proposition implies:
Corollary 3.22. The shift σ is strongly positive recurrent.
Proof of Proposition 3.21. To bound R∗G from below, we are going to show that:
(3.1) Z∗m ≤ 2e2m, ∀m ≥ 2.
We notice that:
Z∗m = Card {g ∈ S : ng = m}.
Below we will prove the following upper bound on the number of suitable, prime, complete chains
of symbols from St of order m, among t ∈ T ∗:
Lemma 3.23.
Pm := sup
t∈T ∗
Card {(a1 · · · aj)·aj+1 ∈ (A\Y0)(N)×Y0 : t·a1 · · · aj ·aj+1 ∈ T ∗, na1···aj ·aj+1 = m} ≤ 2em
4For instance the horseshoe encoded by the symbols in Y0 .
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Let g = (ai)
N
i=1 ∈ S be such that ng = m. We recall that aN belongs to Y0.
There are two possibilities.
Either ai does not belong to Y0 for every i < N . Then the cardinality of such a possibility is at
most Pm.
Either there exists i0 < N maximal such that ai0 belongs to Y0. Put g
′ := a1 · · · ai0 and
a := ai0+1 · · · aN . We remark that g′ · s+ · · · s+ · · · belongs to Ls, and so g′ belongs to S. The
cardinality of such g′ is bounded by Z∗ng′ while the cardinality of such a is given by Pna . The
cardinality of such a possibility is bounded from above by Z∗ng′ · Pm−ng′ . By Claim 3.12, the word
a ∈ S is not a concatenation of symbols in Y0. Hence na > M . Thus by induction:
Z∗m ≤ Pm +
m−M−1∑
k=0
Z∗k · Pm−k ≤ Pm +
m−M−1∑
k=0
4e2ke(m−k) ≤ 2em + 4e
(m−M)+m

.
As e−M/ is very small and as 2em is small w.r.t. 22m,it comes that Z∗m is small with respect to
2e2m, for m ≥M + 1.
Proof of Lemma 3.23. The last symbol has an order at most M , while the other symbols have an
order at least M + 1. Also, given (ai)
j
i=1 suitable from S
tt, for each k ≥ 2, there are at most
two symbols aj+1 in A of order k such that (ai)
j+1
i=1 is suitable from S
tt (this is clear when aj+1 is
parabolic, when it is simple it follows from definitions 1.2 and 1.15).
Consequently, it holds Pm = 2 for 2 ≤ m ≤M and for m ≥M + 1:
Pm ≤ 2
m−2∑
k=M+1
Pm−k = 2
m−M−1∑
k=2
Pk.
Thus if M + 1 ≤ m ≤ 2M + 1, these two inequalities imply Pm ≤ 4(m − M − 2) ≤ 2em. If
m ≥ 2M + 2, the induction gives:
Pm ≤ 2
m−M∑
2
2ek ≤ 4e2 1− e
(m−M−1)
1− e ≤ 4
e(m−M+1)

This proves that Pm is less than 2e
m, since m ≥ 2M + 1 implies that em is much larger than
M 4e−M/ is very small, by Remark 1.30.
Hence – as explained in the introduction – it suffices to prove the holder continuity of i and the
continuity of b to accomplish the proof that f | ∪n fn(R) satisfies all the conclusions of Theorem B.
3.4 Ho¨lder continuity of i and continuity of its inverse
Given w = (wi)i, w
′ = (w′i)i ∈ Ω′G, let
w ∧ w′ = sup{n ≥ 0 : wi = w′i, ∀i ∈ [−n, n]} ,
with the convention sup∅ = −∞. This defines the following metric on Ω′G:
d(w,w′) = 2−w∧w
′
.
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Claim 3.24. The map i is c3 log 2 -Ho¨lder for the metric d.
Proof. Let w = (wi)i, w
′ = (w′i)i ∈ Ω′G and put n := w ∧ w′. The Claim is obvious when n = ±∞.
Let us suppose n ≥ 0.
Let m ≥ n be minimal such that wi = w′i for every −m ≤ i ≤ 0 and w−m = w′−m = e.
We notice that there exists a ∈ S(N) so that f−m ◦ i(w) and f−m ◦ i(w′) belong to Ya and
na ≥ n+m .
By Lemma 3.11, the chain a is suitable from Stt, in particular the pair (Stta , na) is well defined
and hyperbolic. This implies that the length of fm(Stta ) is smaller than |Ye|e−(na−m)c/3 ≤ |Ye|e−nc/3,
where |Ye| denote the width of Ye that is the maximal length of a flat stretched curve.
Furthermore, by Proposition 2.12, f−m ◦ i(w) belongs to a curve C ⊂ Ya and f−m ◦ i(w′) belongs
to a curve C′ ⊂ Ya such that:
• the length of fk(C) and fk(C′) are smaller than θk for every k ≤ m+ n,
• the curves C and C′ intersect Stt at points z, z′ ∈ Ya.
Thus the distance between fm(z) and i(w) is smaller than θm and the distance between fm(z′)
and i(w′) is smaller than θm. Also, the distance between fm(z) and fm(z′) is smaller than the
length of fm(Stta ). Thus:
d(i(w), i(w′)) ≤ 2θn + |Ye|e−nc/3 ≤ 2d(w,w′)
c
3 log 2 .
Claim 3.25. The map i is a homeomorphism from Ω′G onto ∪nfn(Λ).
Proof. By Claim 2.15, the map a : R → R is continuous. Moreover the map σ˜ is continuous from
R into Ls (since σ˜ ∈ C0(AN,AN)). Also the map h is continuous from Ye \∪s∈Y0Ys ⊃ Ye \W s(A; f)
into Ye. Consequently the composition b = σ˜ ◦ a ◦ h−1 is continuous from Λ into Ls.
Hence for an elementary closed set of the form C :=
∏
i<0 V ×
∏m
i=0 Vi ×
∏
i>m V ∩ Ω′G, with
m > 0 and (Vi)i closed (finite) subsets of V , it comes from the continuity of b that i(C) is a closed
subset of Λ. It is also a closed subset of ∪n≥0fn(Λ) by the following Claim:
Claim 3.26. Λ is closed in ∪n≥0fn(Λ).
Proof. It is sufficient to prove that R is closed in ∪n≥0fn(R) by the continuity properties of h.
For this end, we recall that the closure of R is included in R˜ ∪W s(A), by Claim 2.15. Hence by
Proposition 3.3 the intersection cl(R) ∩ fk(R) is included in R for every k ≥ 0.
Also for an elementary closed set of the form C :=
∏
i<−m V ×
∏m
i=−m Vi ×
∏
i>m V ∩ Ω′G, with
m > 0 and (Vi)i closed (finite) subsets of V , it comes from the continuity of σ
−1 that σm(C) is
a closed subset of Ω′G, which is of the latter form, and so i ◦ σm(C) is a closed set. As f is a
diffeomorphism; f−m ◦ i ◦ σm(C) is a closed subset of ∪nfn(Λ). By commutativity of the diagram,
i(C) is a closed subset of ∪nfn(Λ). Thus i is closed, and so its inverse is continuous.
The proof of Proposition 3.3 is combinatorial and geometric. It needs a few notions.
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3.5 Definition and properties of the division
A useful tool introduced in [Ber11] is the right division on the words of the puzzle algebra G (not
to be mistaken with S).
First let us recall that by (SR2), for every t ∈ T ∗ and every j ≥ 0, the common puzzle piece
ctj(S
tt) of depth j is given by a concatenation of complete A-chains ctj = a1 · · · aj .
The chain ctj is complete, suitable from S
tt and even regular. The word ctj is called the A-spelling
of the puzzle piece ctj(S
tt).
We say that a ∈ G is (right) divisible by a′ ∈ G and we wright a/a′ if one of the following
conditions hold:
(D1) a = a
′ or a′ = e,
(D2) a is of the form ±(cl − cl+1) and satisfies cl/a′, with cl the A-spelling of cl,
(D3) there are splittings a = a3 · a2 · a1 and a′ = a′2 · a1 into words a1, a′2, a3 ∈ A(N) and a2 ∈ A,
such that a2/a
′
2 and na1 + na3 ≥ 1.
The two last conditions are recursive but the recursion decreases the order na. Thus the right
divisibility is well defined by induction on na.
In Proposition 5.14 of [Ber11], we showed:
Proposition 3.27. The right divisibility / is an order relation on G. Moreover for all a, a′, a′′ ∈ G:
1. If a/a′ then na ≥ na′, with equality iff a = a′.
2. If a/a′, a/a′′ and na′ ≥ na′′ then a′/a′′.
This allows us to define:
Definition 3.28. The greatest common divisor of a and a′ is the element d ∈ G dividing both a
and a′ with maximal order.
We write d =: a ∧ a′. For all a ∈ G, we put ν(a, a) = na∧a′ .
As any t, t′ ∈ T ∗ are presenquences t = (ai)i≤−1, t′ = (a′i)i≤−1 ∈ AZ
−
, we can define:
ν(t, t′) = sup
m≤−1
ν((ai)m≤i≤−1, (ai)m≤i≤−1) ∈ N ∪ {∞} .
The first application is the following:
Proposition 3.29 ([Ber11] Lemm. 6.1, Prop. 5.17). The C1+Lip-distance between two curves
St, St
′
is dominated by bν(t,t
′)/4, for all t, t′ ∈ T ∗.
Moreover it holds ctj = c
t′
j for every j ≤ Ξ(M + 1 + ν(t, t′)).
An application of this proposition is the following:
Corollary 3.30. For every t · g ∈ T ∗, with t ∈ T0 and g ∈ A(N) suitable and complete from St, for
every a = (ai)i≥0 ∈ R˜, for every k ≥ 0, both g · (ai)ki=0 and g · (ai+1)ki=0 are suitable from St. In
particular, both (ai)
k
i=0 and (ai+1)
k
i=0 are suitable from S
t·g.
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Proof. First let us observe that by Proposition 2.8, g(St) is a puzzle piece, thus Ya1···ak and Ya0···ak
intersect fng(Stg) at a non trivial segment. Hence it suffices to show that (ai)
k
i=0 and (ai+1)
k
i=0 are
suitable from St·g. Put t′ = t · g.
By definition of the regular sequences, na0 ≤ M and na1 is of order at most M + MΞ which
is small w.r.t. Ξ(M + 1) ≤ Ξ(M + 1 + ν(t, tt · a0)). Hence a0 is in Y0 and so is suitable from
St
′
, and a1 is either in Y0 (and so is suitable from S
t′) or a1 is of the form ±(ctt·a0i − ctt·a0i+1 ) with
i + 1 ≤ Ξ(M + 1 + ν(t, tt · a1)). By Proposition 3.29, it comes that ctt·a0i and ctt·a0i+1 are equal to
respectively ct
′·a0
i and c
t′·a0
i+1 . Thus a1 is suitable from S
t′ .
By induction on k ≥ 0, we assume that both (ai)ki=0 and (ai)ki=1 are suitable from St. We recall
that nak+1 ≤ M + Ξ
∑k
i=0 nai . But ν(t
′ · a1 · · · ak, tt · a1 · · · ak) and ν(t′ · a0 · · · ak, tt · a1 · · · ak) are
both greater than
∑k
i=1 nai . Thus applying again Proposition 3.29, we get that both (ai)
k+1
i=0 and
(ai)
k+1
i=1 are suitable from S
t′ .
Remark 3.31. The same proof shows that if a ∈ G is suitable from a certain St, t ∈ T ∗, and
satisfies (†), then a belongs to R˜.
A geometric consequence of the division is the following Lemma:
Lemma 3.32. For any regular chains a, b ∈ A(N), if a/b, then fna(Ya) ⊂ fnb(Yb).
Proof. We proceed by induction on na. If a ∈ Y0 or b = e then b ∈ {a, e}. The inclusion is clear.
Otherwise a = a1 · a2, with a1 a regular non empty chain and a2 ∈ A. Let b = b1 · b2 with b1
possibly equals to e and b2 ∈ A (and so 6= e). As a has at least two letters, the rule (D2) cannot
apply directly.
If a2 6= b2, then (D1) cannot apply directly. It remains only (D3) with an empty last letter. It
implies a2/b. As b is not e nor a2, it comes that a2 is of the form ±(ci− ci+1). At this step we can
only apply (D2) which gives ci/b. Thus ci and b are regular chains, by induction f
nci (Yci) ⊂ fnb(Yb).
As fM+1+na1 (Ya) ⊂ Yci , it holds fna(Ya) ⊂ fnb(Yb).
If a2 = b2, then b1 is a regular chain and by definition of the division (third item), it comes that
a1/b1. Thus by induction f
na1 (Ya1) ⊂ fnb1 (Yb1). Looking at the image by fna2 |Ya2 = fnb2 |Yb2 of
this inclusion, we get the requested inclusion.
3.6 Proof of the first return time property (Proposition 3.3)
Let x ∈ ∩n≥0(fR)n(R) = R. Let N be the first return time of x ∈ R in R˜. We recall that
NR(x) ≥ N denote the symbolic return time. We want to show N = NR(x).
Let a(x) = b0 · · · bi · · · . Let i+ 1 be minimal such that with b = b0 · · · bi+1, it holds nb ≥ N . We
have N ∈ (b0 · · · bi, b0 · · · bi+1].
We notice that if N = nb, then by Corollary 3.30, a(x) = b · a(fN (x)) and so n = NR(x).
Hence we can suppose for the sake of a contradiction that N ∈ (nb0···bi , nb0···bi+1).
Put x′ = fN (x). Let x′′ ∈ R be a symbolic backward return of x′: there exists a regular chain a
so that x′ := fna(x′′). As there are infinitely many such backward returns, we can suppose na ≥ N .
Put n := na −N ≥ 0.
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Observe that fn(Ya) ∩ Yb 3 x. Also x /∈W s(A) is not in the boundary of Yb.
Thus we can apply the following lemma:
Lemma 3.33. Let a, b be regular chains and let n ∈ [0, na] be such that fn(Ya) ∩ int Yb 6= ∅ and
nb + n ≥ na. Then there exists a (possibly empty) regular chain a′ such that:
a/a′ and n+ na′ = na,
and b starts by a′ (i.e. b = a′ · b′, with b′ ∈ A(N) ∪ {e}).
Therefore a′ is of the form b0 · · · bk, with n + nb0 + · · · + nbk = na. But n = na − N . Thus
nb0 + · · ·+ nbk = N . A contradiction.
Proof of Lemma 3.33. We proceed by induction on na to show the existence of such an a
′ ∈ R.
If a ∈ Y0 then either n = 0 or n = na; take a′ = a or e respectively.
The case a = ±(ci − ci+1) does not occur since a ∈ R.
Let a = a1 · a2 be with a2 ∈ A and a1 ∈ A(N). If n > na1 , then either a2 ∈ Y0 and n = na; either
a2 = ±(ci − ci+1) and we can use the induction hypothesis on ci which is regular.
If n ≤ na1 , then by induction there exists a regular chain a′1 such that n+ na′1 = na1 and a1/a′1.
Furthermore, the regular chain b starts by a′1: there exists b
′ ∈ A(N) such that b = a′1 · b′.
Let b2 ∈ A be the first letter of b′. We want to show that b2 = a2 since a′ = a′1 · a2 divides a and
satisfies n+ na′ = na.
As b := a′1 · b2 · · · is regular, the A-letter b2 is suitable from Stt·a
′
1 and nb2 ≤M + Ξna′1 .
As a1/a
′
1, by Proposition 3.29, the parabolic pieces of S
tt·a1 and Stt·a′1 with order less than
M + Ξna′1 are pairwise the same. In particular, b2 is suitable from S
tt·a1 and b2 ∈ P(tt · a1).
Also fn(Ya) intersects the interior of Yb ⊂ Ya′1·b2 and
fn(Ya) ∩ Ya′1·b2 = fn(Ya1 ∩ f−na1 (Ya2)) ∩ Ya′1 ∩ f
−na′1 (Yb2) ⊂ f
−na′1 (Ya2 ∩ Yb2).
Thus the interior of Ya2 ∩ Yb2 is not empty and so the partition property of P(tt · a′1) implies
a2 = b2.
4 Entropies and Hausdorff dimensions of exceptional sets
4.1 The set K
We already defined the compact set K as the hyperbolic continuity of the following invariant set
of PM+1:
Kˇ :=
⋂
n≥0
P−n(M+1)(R−(e−c1) ∪ R+(e−c1)).
Following the position of the segment Rc1 with respect to R, there are two possibilities:
• Either PM+1|R does not intersect R, and then Kˇ is empty.
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• Either PM+1|R intersects R. Then PM+1|R−(e−c1) (resp. PM+1|R−(e−c1)) is a bijection
onto its image which contains R ⊃ R−(e−c1) unionsq R+(e−c1).
By uniform expansion, in the latter case the entropy of PM+1|Kˇ is equal to log 2, and the number
of fixed points of P (M+1)n|Kˇ is 2n, for every n ≥ 0.
By hyperbolic continuity, the same holds for fM+1|K. This implies that the following properties
for the f -invariant set Kˆ := ∪Mn=0fn(K):
Proposition 4.1. The entropy of f restricted to Kˆ is at most log(2)/(M + 1). The number of
fixed points of fn in Kˆ is at most (M + 1)2n/(M+1), for every n ≥ 0.
By the variational principle, every ergodic probability measure supported by Kˆ has an entropy
smaller than log(2)/(M + 1), which is small since M is large. Hence such measures do not need to
be studied to prove Theorem B.
4.2 The exceptional set E
By Propositions 2.21 and 4.1, it comes:
Claim 4.2. For every invariant, ergodic measure µ with entropy greater than log(2)/(M + 1), it
holds µ(R) > 0 or µ(E) > 0.
In order to show that the invariant probability measures satisfying µ(E) > 0 have small entropy
we show in §4.4:
Proposition 4.3. For every curve γ transverse to the stable direction of E, the Hausdorff dimension
of γ ∩ E is at most 1/√M .
Corollary 4.4. Any ergodic probability measure µ so that µ(E) > 0 has an entropy at most
log 4/
√
M
Proof of Corollary 4.4. By ergodicity, the support of µ is supported by the orbit of E .
The idea is to use Ledrappier-Young formula. First, as the measure µ is hyperbolic, for µ-almost
every x, we can define the conditional measure µx associated to a Pesin local unstable manifold of
x. Then Ledrappier-Young formula (Thm C [LY85b]) states that for µ-almost every x, with W u (x)
the Pesin unstable local manifold of diameter  and λu the unstable Lyapunov exponent of µ, it
holds:
hµ = lim sup
→0
logµx(W
u
 (x))
log 
· λu .
As Lebesgue differentiation Theorem holds for every finite Borelian measure (for a proof see for
instance [LY85a]), for µ-a.e. x ∈ E , the measure µ(E ∩W u (x))) is equivalent to µ(W u (x)) as → 0.
Hence for µ a.e. x ∈ E , it holds:
hµ = lim sup
→0
logµ(W u (x) ∩ E)
log 
· λu .
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By Prop 7.3.1 [LY85b], lim sup→0
logµ(Wu (x)∩E)
log  is bounded by the Hausdorff dimension of
W u (x) ∩ E . Consequently, it comes that:
hµ ≤ dHD(W u (x) ∩ E) · λu .
To achieve the proof of the Corollary, it suffices to bound the right hand terms of this inequality.
First we recall that λu is at most log 4. Also R˜ is foliated by Pesin unstable manifolds, which are
µ a.e. transverse to the Pesin stable manifold W u (x). Hence we deduce from Proposition 4.3 that
dHD(W
u
 (x) ∩ E) ≤ 1/
√
M . Consequently hµ ≤ log 4/
√
M .
Furthermore, in §4.5, we will show the following:
Proposition 4.5. The number of fixed points of fn in ∪n≥0fn(E) is at most nen/
√
M .
We are now ready to prove Proposition 3.14. Let us show that for every b ∈ Λu, cl(Λ ∩ γu(b))
is the union of Λ ∩ γu(b) with a set of Hausdorff dimension at most 1/√M .
Proof of Proposition 3.14. We recall that R = h−1(Λ) is included in R˜ = R ∪ E . Moreover, by
Claim 2.15, the closure of R˜ is included in R˜ ∪⋃a regular chain ∂sYa .
As h is a closed map from ∪s∈Y0Ys \ ∂sYs into Ye \ ∂sYe, we have:
cl(Λ) ⊂ h(R) ∪ h(E) ∪
⋃
a weakly regular chain
∂sYa .
By the geometry of the box of weakly regular chains (Prop. 2.12), the set
⋃
a weakly regular chain ∂
sYa
is a countable union of curves which intersects the flat stretched curve γu(b) at a countable set.
Hence this union has Hausdorff dimension equal to 0.
On the other hand, h(E) is an union of curves of the form W sb , with b weakly regular. By
the same Proposition, these curves intersect γu(b)) uniformly transversally. Hence h−1(γu(b)) is
uniformly transverse to E . Hence, by Proposition 4.3, the Hausdorff dimension of E ∩ h−1(γu(b))
and so h(E) ∩ γu(b) is at most 1/√M .
4.3 Proof of Theorem B
Since the map x 7→ x2− 2 contains a horseshoe of entropy close to log 2, the same occurs for f (for
M large and then b small). Hence the number of fixed points of fn is at least (2 − η)n, for η > 0
small. With respect to this quantity, the number of periodic points which intersect the exceptional
set E or K is small (see Prop. 4.1 and 4.5). Using the bounds by respectively log 4√M and
log 2
M+1 on
the entropy of ergodic probability measures supported partially by E or K (see Prop. 4.1 and
4.4), the dichotomy of Proposition 3.5 implies:
Proposition 4.6. Every ergodic probability measure of entropy greater than log 4/
√
M is supported
by ∪n≥0fn(Λ).
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Moreover the following sequence of atomic measures converges to 0:
1
CardFix(fn)
∑
z∈Fix fn, z /∈∪n≥0fn(Λ)
δz → 0
As explained in the introduction, this accomplishes the proof of Theorem B.
4.4 Proof of the upper bound on the dimension of E
In this section we prove Proposition 4.3 which bounds from above the Hausdorff dimension of the
intersection of E with a transverse curve. We use a similar method to the one of [Sen03] in the
quadratic map context.
We recall that E := R˜ \R and E := ∪c∈EW sc .
We recall that ∪c∈R˜W sc is a disjoint union of Pesin stable manifolds, that we call long local stable
manifolds.
A same proof as for Proposition 3.9 of [Ber11] shows that the tangent space to the stable manifolds
of (W sc )c∈R is a 3-Lipschitz function of z ∈ ∪c∈R˜W sc . This implies that the holonomy along this
lamination is Lipschitz.
Hence to prove Proposition 4.3, it suffices to prove that the Hausdorff dimension of St ∩ E is
smaller than 1/
√
M for any flat stretched curve St, t ∈ T ∗. To fixe the idea, we take t = tt and
define K∗ := Stt ∩ E .
To show that the Hausdorff dimension of E is small, we work with a family of nice coverings of
K∗. This covering is given by A-chains which are suitable for Stt. For this end we define:
Definition 4.7. For every t ∈ T ∗, let D(t) be the set of A-chains a which are suitable from St and
so that t · a belongs to T ∗:
D(t) = {g ∈ A(N) : t · g ∈ T ∗} .
It will be usefull to bound from above #N := supt∈T ∗ Card{g ∈ D(t) : ng = N}.
Lemma 4.8. For every N ≥ 0, it holds #N ≤ 2N .
Proof of Lemma 4.8. We proceed by induction on N . It follows from the describition of the simple
pieces that #1 = 0, #2 = 2 and #3 = 2.
Let us suppose N ≥ 4. As for all t ∈ T ∗ and n ≥ 0, there are at most two letters in A suitable
from St and with order n, an induction gives:
#N ≤ 2 +
N−2∑
n=2
2#N−n ≤ 2 +
N−2∑
n=2
2n+1 ≤ 2N .
We recall that |Ye| denote the maximal length of a flat stretched curve.
Proposition 4.9. For every N , there exists CN ⊂ D(tt) such that:
(i) {Stta : a ∈ CN} covers K∗,
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(ii) every a ∈ CN has its order na ≥ N and so |Stta | ≤ |Ye|e−nac/3 ≤ |Ye|e−cN/3,
(iii)
∑
a∈CN e
−snac/3 < λN , with λ := e−M1/4 and s := 1/
√
M .
An immediate consequence is the following:
Corollary 4.10. The set K∗ has Hausdorff dimension smaller than s = 1/
√
M (which is small
for M large).
Remark 4.11. Actually the same estimate holds for every St ∩ E , among t ∈ T ∗.
To find the set of words CN given by Proposition 4.9, we consider the following subset of words
of D(t), for t ∈ T ∗:
M(t) :=
⋃
m
{a1 · · · am ∈ D(t) : nam > M + Ξ
∑
k<m
nak}.
We define also:
M :=
⋃
t∈T ∗
M(t) .
Lemma 4.12. For every a ∈ E, there exist a′ ∈ D(tt) and (mi)i≥0 ∈MN such that:
a = a′ ·m1 · · ·mn · · ·
Proof of Lemma 4.12. If a does not come back infinitely many times into R˜ by the shift σ˜ : A(N) →
A(N), then for every n large, let N ≥ 0 be such that for every n ≥ N , σ˜n(a(z)) does not belong to
R˜. Let a′ be the word formed by the N −1 first A-letters of a. Let a0 ∈ AN be such that a = a′ ·a0.
We remark that σ˜n(a0) /∈ R˜ for every n ≥ 0. By Remark 3.31, there exists m1 ∈ M such that
a0 := m1 · a1, for a certain a1 /∈ R˜. Moreover σ˜n(a1) /∈ R˜, for every n ≥ 0, and so we can write
a1 := m2 · a2 with m2 ∈M and a2 /∈ R˜. And so on the proposition follows by induction.
Proof of Proposition 4.9. For every N , let:
C′N := {a′ ·m1 · · ·mN ∈ E : mi ∈M, a′ ∈ D(tt), na′ ≤ N}.
We remark that CN := ∪N ′≥NC′N ′ satisfies (i) by Lemma 4.12. Property (ii) holds by the hyper-
bolicity of a(St), a ∈ D(t) (see Prop. 2.12).
Let us show (iii). For s > 0, put
ΨN (s) :=
∑
a∈C′N
e−snac/3.
For t ∈ T ∗, let M(t) be the set of words m ∈ M so that t · · ·m ∈ T ∗: M(t) = M ∩ D(t). For
N ≥ 1, we put MN (t) = MN ∩D(t).
Lemma 4.13. We have for every N ≥ 1 :∑
m∈MN (t)
e
−nm c
3
√
M ≤MNe−N
√
M c
3 .
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Proof of Lemma 4.13. The word m can be of the form ±(ci − ci+1) or a′ · ±(ci − ci+1) with
nci ≥ Ξna′ . In both cases the order is at least M + 1. In the first case or in the second case with
a′ fixed, there are only two possible parabolic pieces for each order. Consequently:
∑
m∈M(t)
e−snm
c
3 ≤
∑
j≥M+1
2e−sj
c
3 +
∑
j≥1
2Card{a′ ∈ D(t) : na′ = j}
∑
k≥Ξj
e−s(k+j)
c
3 .
By Lemma 4.8, it comes:
∑
m∈M(t)
e−snm
c
3 ≤ 2e
−s(M+1) c
3
1− e−s c3 +
∑
j≥1
2j+1e−sj
c
3
e−sΞj
c
3
1− e−s c3 .
For s = M−1/2, since M is large and Ξ = e
√
M , we get:∑
m∈M(t)
e
−nm c
3
√
M ≤Me−
√
M c
3 .
This proves the Lemma for N = 1. Also for N = 2:∑
m1·m2∈M2(t)
e
−nm c
3
√
M ≤
∑
m1∈M(t)
e
−nm1 c3√M
∑
m2∈M(t·m2)
e
−nm2 c3√M ≤ (Me−
√
M c
3 )2.
And similarly we get the Lemma for any N ≥ 1.
Hence:
ΨN (s) ≤ Card{a′ ∈ D(tt) : na′ ≤ N} ·MNe−N
√
M c
3 .
By Lemma 4.8, it comes:
ΨN (s) ≤ N2NMNe−N
√
M c
3 .
And so: ∑
a∈CN
e−sna
c
3 ≤
∑
n≥N
n2nMne−n
√
M c
3 ≤ e−M1/4N .
4.5 Cardinality of periodic cycle which intersect E
Proposition 4.5 follows from an encoding of the set of periodic orbits intersecting E with the set
M(N).
We split the proof into several Lemmas and Propositions.
Proposition 4.14. If x ∈ R˜ is periodic, then a(x) =: (ai)i ∈ AN is preperiodic.
Proof. If there exists j such that p = na0···aj then an+j = an for every n. Thus a(x) is periodic and
x belongs to R and even in R.
Otherwise there exists j ≥ 0 such that p ∈ (na0···aj−1 , na0···aj ). By Lemma 3.33, there exists i < j
such that:
a0 · · · aj/a0 · · · ai and p+ na0···ai = na0···aj .
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As na0···aj−1 < p < na0···aj , it holds naj ≥ na0···ai . As a0 · · · aj/aj , by Proposition 3.27, we have
aj/a0 · · · ai.
Using the same Lemma, it holds that there exists i′ > i such that
a0 · · · aj+1/a0 · · · ai′ and p+ na0···ai′ = na0···aj+1
⇒ aj+1/ai+1 · · · ai′ and nai+1···ai′ = naj+1
By Proposition 3.27, it comes that ai+1 · · · ai′ = aj+1. By uniqueness of the A-spelling, aj+1 = ai+1.
And so on, ai+k = aj+k, for every k ≥ 1. From this it comes that (ai)i≥1 is equal to the
preperiodic sequence:
a0 · a1 · · · ai ·m ·m · · ·m · · · , with m := ai+1 · ai+2 · · · aj−1 · aj
The above proof showed that for every periodic x ∈ E , it holds that a(x) = a0 · a1 · · · ai · m ·
m · · ·m · · · , with aj the last letter of m and:
nm = p and m/aj/a0 · a1 · · · ai .
The chain m is very irregular:
Lemma 4.15. There exists m1, . . . ,mk ∈M so that equal to m = m1 · · ·mk.
Proof. The word m cannot be regular since otherwise x would be in R. Let m1 ∈ A(N) be the
minimal world which is not regular and so that ∃m′ ∈ A(N) satisfying m = m1 ·m′.
Note that m′ can be empty but m1 cannot. If m′ is empty then we are done: m = m1 ∈M. By
remark 3.31, m1 belongs to M.
Suppose that m′ is regular. We recall that aj/a0 · a1 · · · ai and so nm′ ≥ naj ≥ na0·a1···ai . As, by
regularity, nai+1 is at most M + Ξna0·a1···ai ≤M + Ξnm′ .
Furthermore aj+1 = ai+1, and so m
′ · ai+1 is regular. The same argument implies that m′ ·
ai+1 · · · am is regular. Thus m′ · ai+1 · · · am · · · = m′ · m · · ·m · · · belongs to R˜ and a(x) belongs to
R. A contradiction.
Thus, by remark 3.31, we can write m in the form m1 ·m2 ·m′′ with m1, m2 ∈M. Again by the
full argument, we show that m′′ is not regular, and so on, it follows that m belongs to M(N).
The above Lemma defines the following canonical map:
m : x ∈ Perf ∩ E 7→ m1 · · ·mk ∈M(N).
Let us prove the following:
Lemma 4.16. If m(x) = m(x′) for x, x′ ∈ Perf ∩ R˜ \ R, then the periodic orbits of x and x′ are
equal.
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Proof. We have a(x) and a(x′) of the form:
a(x) = g ·m ·m · · ·m · · · and a(x′) = g′ ·m ·m · · ·m · · · with m/g and m/g′ .
Let us suppose for instance that ng ≥ ng′ . Then by Proposition 3.27, it holds g/g′. By Lemma
3.32, It comes that fng(Yg) ⊂ fng′ (Yg′). Thus fng(W sa(x)) ⊂ fng′ (W sa(x′)). Consequently fng−ng′ (x)
belongs to the stable manifold W sa(x′) of x
′. As x and x′ are periodic points their orbits are equal.
Hence Proposition 4.5 is a consequence of the following:
Proposition 4.17.
Card {b ∈
⋃
t∈T ∗, N≥0
MN (t) : nb = p} ≤ e−
p√
M .
Proof. First let us notice that a direct consequence of Lemma 4.13 is:
Claim 4.18. For every t ∈ T ∗, it holds:
Card{b ∈
⋃
N≥1
MN (t) : nb = p} ≤ ep
c
3
√
M
∑
N≥1
MNe−N
√
M c
3 .
There are infinitely many t ∈ T ∗, but most of them have the same A-letter of order p.
We recall that Proposition 3.29, for every t, t′ ∈ T ∗, we have ctj = ct
′
j for every j ≤ Ξ(M +
1 + ν(t, t′)). Thus the parabolic pieces ±(ctj − ctj+1) and ±(ct
′
j − ct
′
j+1) are equal for every
j ≤ Ξ(M + 1 + ν(t, t′))− 1. This proves :
Claim 4.19. For all t, t′ ∈ T ∗, if m ≤ Ξ(M + 1 + ν(t; t′)) +M , then the following sets are equal:
{a ∈ D(t) : na ≤ m} = {a ∈ D(t′) : na ≤ m} .
An immediate consequence of the latter Claim and the division rules (D3) is:
Claim 4.20. For all t, t′ ∈ T ∗, for every N ≤ Ξ(M+1+ν(t, t′))+M , the sets {a ∈ D(t) : na ≤ N}
and {a ∈ D(t′) : na ≤ N} are equal.
Thus {b ∈ ⋃N≥1 MN (t) : nb = p} and {b ∈ ⋃N≥1 MN (t′) : nb = p} are equal if
ν(t, t′) ≥ max(0, (p−M)/Ξ−M − 1) =: i(p) .
By Proposition 6.5 [Ber11], for every k ≥ 1,
PM2k := {tt · g ∈ T ∗ : ng ≤M2k}
satisfies that for every t ∈ T ∗ there exists t′ ∈ PM2k so that ν(t, t′) ≥ k.
Note that CardPM2k ≤M2k2M2k by Lemma 4.8. Consequently, by Claim 4.18, the cardinality
of the p-periodic orbits is at most:
Card {b ∈
⋃
t∈T ∗, N≥1
MN (t) : nb = p} ≤ sup
t∈PM2i(p)
Card{b ∈
⋃
N≥1
MN (t) : nb = p}CardPM2i(p)
≤ ep c3√M
∑
N≥1
MNe−N
√
M c
3M2i(p)2M
2i(p) ≤ e
p√
M .
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A Proofs involving the existence of a Lyapunov exponent
Proof of Proposition 2.7. We saw that every invariant probability measure ν has a Lyapunov ex-
ponent at least equal to c/3 in Proposition 2.2.
For the sake of a contradiction, assume that z is not eventually regular and that ai(z) 6=  for
some i.
To simplify, we denote by (ai)i the sequence (ai(z))i associated to z. By replacing z by an iterate,
we can suppose that a1 =  and a2 6= . We recall that n = M + 1.
Let (ij)j≥1 be the increasing sequence of integers defined by ak =  iff k = ij . Note that i1 = 1.
Put N1 = 0 and for j ≥ 2, put Nj :=
∑
ij−1≤l<ij nal . Let nj := N1 + · · ·+Nj be the jth-irregular
return time and let znj := P
nj (z) be the jth irregular return of z. We prove below the following:
Lemma A.1. For every j, the point znj belongs to Ra with na ≥ ΞM nj with a ∈ A.
Hence a must be of the form a = ±(ck − ck+1). The segment Ra has length at most 2ecna/3.
The segment joining Ra to 0 is filled by segments of the form R±(cl−cl+1). Hence the modules of
the points in Ra is at most
∑
m≥na 2e
−c·m/3 =: Cst · e−c·na/3.
Hence at zj := P
nj (z):
log
|∂xP (zj)|
2Cst
< − c
3
· na ≤ − c
3
Ξ
M
nj .
On the other hand,
log(|∂xPnj (z)|) ≤ 4 · nj
Consequently |∂xPnj+1(z)| is very small, and since nj is arbitrarily large, this contradicts the fact
that the Lyapunov exponent of ν is at least c/3.
Proof of Lemma A.1. First let us show by induction that for every j, aij+1 is not . First we recall
that a2 = ai1+1 6= . Let j ≥ 2. By induction we assume that aij−1+1 · · · aij−1 is a non-empty
regular chain. Thus znj = 0 or znj ∈ R±(ck−ck+1) with
nck +M + 1 > M + Ξnaij−1+1···aij−1 = M + Ξ(Nj −M − 1) .
If znj = 0 then f
M+1(znj ) belongs to a common piece of arbitrarily high order by (SR1). Hence
fM+1(znj ) is regular, and so z is eventually regular which is a contradiction.
If znj ∈ R±(ck−ck+1) with nck +M + 1 > Ξ (and so k > 1), then fM+1(znj ) belongs to a simple
piece. Thus the symbol aij+1 is not . This proves the induction.
Moreover, for every j, the point znj belongs to a set Ra, with a of the form δ(ck − ck+1)
satisfying:
na ≥M + 1 + Ξ(Nj −M − 1) .
As Nj −M − 1 ≥ 2, by the mean value theorem, it comes na ≥ ( ΞM + 1)Nj .
By condition (?) on the common sequence, the puzzle piece ck is a product of simple and parabolic
pieces (bi)
m
i=1 which forms a regular chain with m ≥ k. Hence (bi)mi=1 is equal to the first symbols
of aij+1 · · · aij+1−1. Thus it comes
Nj+1 = M + 1 + naij+1···aij+1−1 ≥M + 1 + nb1···bm = na
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and:
(A.1) Nj+1 ≥ na ≥
( Ξ
M
+ 1
)
Nj ≥ Ξ
M
Nj +Nj ≥ Ξ
M
j∑
l=1
Nl =
Ξ
M
nj .
Proof of Proposition 2.21. Let µ be an ergodic measure with support off {A,A′}. By Lemma
2.20, µ has one non-negative Lyapunov exponent.
This implies that for µ-almost every point z ∈ Ye, there exists a unit vector u such that:
(A.2) ‖Dzfn(u)‖ ≥ e−c+n/2, for every n ≥ 0 large enough.
Suppose, for the sake of a contradiction, that z is not eventually regular and ai(z) 6=  for some i.
To simplify, we denote by (ai)i≥0 the sequence a(z) = (ai(z))i. By replacing z by an iterate, we
can suppose that a0 =  and a1 6= .
Let (ij)j≥1 be the increasing sequence of integers defined by ak =  iff k = ij . Note that i1 = 0.
Put N0 = 0 and for j ≥ 1, put Nj :=
∑
ij−1≤l<ij nal . Let nj := N1 + · · ·+Nj be the jth-irregular
return time and let znj := f
nj (z) be the jth irregular return of z.
By the same proof as Lemma A.1 (therein one just replaces R by Y ), it comes that fnj (z) belongs
to (fM+1|Y)−1(Yck), with ck = ctjk the common piece of depth k of Stj with tj = tt ·aij−1+1 · · · aij−1
and satisfies:
(A.3) Nj+1 ≥M + 1 + nck ≥
( Ξ
M
+ 1
)
Nj ≥ Ξ
M
nj
Basically, the idea of the rest of the proof is the same as for Proposition 2.7: we are going to
show that ‖Df2nj (u)‖ < e−c+nj which is a contradiction with Inequality (A.2).
Neverthesless it is slightly more complicated since we deal with the two dimensional case. The
idea is to compare the expansion of Dfnj (w), with w := Dfnj (u)/‖Dfnj (u)‖, to the contraction
at a point ζ which is the two dimensional equivalent of the quadratic critical point in dimension 1.
First let us notice that by (SR1), the curve f
M+1(Stj ∩ Y) is tangent to W sctj . Let ζ ∈ Stj ∩ Y
be the preimage by fM+1|Y of the tangency point. We notice that ζ is in Stjck where:
S
tj
ck = (f
M+1|Stj )−1(Yck) = cl(∪m≥kS
tj
±c
tj
m
) .
By hyperbolicity of the parabolic pieces, the length of S
tj
ck is at most Cst · e−
c
3
(M+1+nck ), where
Cst = |Ye|/(1− e− c3 ) is a real number independent to nj .
By definition, a unit vector v which is tangent to Stj at ξ is sent by fM+1 to a tangent vector
to W s
ctj
. Since W s
ctj
is θm-contracted by fm for every m ≥ 0, it comes:
‖Dξfnj (v)‖ ≤ θnj−M−1ec+(M+1) .
Since nj is very large, this upperbound is very small, in particular it holds:
(A.4) ‖Dξfnj (v)‖ ≤ e−2c+nj/2 .
In order to compare ‖Dξfnj (v)‖ to ‖Dznj fnj (w)‖ we prove in the sequel the following lemma:
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Lemma A.2. For every j ≥ 2 + N , there exist z′nj ∈ Stj and a unit vector w′ ∈ Tz′njS
tj (i.e.
tangent to Stj at z′nj ) such that the angle between w and w
′ is θnj/5-small and furthermore znj and
z′nj are θ
nj/2-close.
As znj is in (f
M+1|Y)−1(Yck), it comes that z′nj ∈ Stj is 2θnj/2 close to S
tj
ck := (f
M+1|Stj )−1(Yck).
Since ζ belongs to S
tj
ck , using the estimate on the length of S
tj
ck it comes that the distance between
z′nj and ζ is at most 2θ
nj/2 +Cst · e− c3 (M+1+nck ). By the flatness of the curve Stj and Lemma A.2
it comes:
Claim A.3. The distance between znj and ζ is at most 3θ
nj/2 + Cst · e− c3 (M+1+nck ).
The angle between w and v is at most 2θnj/5 + e−
c
3
(M+1+nck ).
A classical computation gives:
‖Dznj fnj (w)−Dζfnj (v)‖ ≤ ‖Dznj fnj −Dζfnj‖+ ‖Dznj fnj‖ · ‖w − w′‖
≤ nj‖Df‖2(nj−1)‖D2f‖d(znj , ζ) + ‖Df‖nj · ‖w−w′‖ ≤ (nje2njc
+
+ ec
+nj )(5θnj/5 + 2e−
c
3
(M+1+nck ))
Then it follows from Inequality (A.3) and then (A.4) that:
‖Dznj fnj (w)−Dζfnj (v)‖ ≤
1
2
e−3c
+nj ⇒ ‖Dznj fnj (w)‖ ≤ e−2c
+nj
Consequently, since ‖Dzfnj (u)‖ ≤ ec+nj , it holds ‖Dzf2nj (u)‖ ≤ e−c+nj . A contradiction with
(A.2).
Proof of Lemma A.2. The point znj−1+M+1 := f
nj−1+1(z) is ij − ij−1 − 1-regular. Indeed, g :=
aij−1+1 ·aij−1+2 · · · aij−1(z) is regular and consists of the first letters of a(znj−1+M+1). In Proposition
2.12.4, we saw that znj−1+M+1 belongs to a curve C which satisfies the following properties:
(i) For every k ≤ ng = Nj −M − 1, diam fk(C) ≤ θk.
(ii) The curve C intersects every flat stretched curve.
(iii) The curve C is included in Yg.
By (ii), there exists a point z′ ∈ C ∩Stt. By (iii), the point z′ belongs to Sttg . Thus z′nj := fng(z′)
belongs to Stj . By (i), the distance between z′nj and znj is less than θ
ng . By (A.3), we have:
(1 +
M
Ξ
)Nj ≥ nj .
As j ≥ 2, by (A.3), Nj and so nj is large with respect to M , thus:
(A.5) ng = Nj −M − 1 > nj/2.
It follows that the distance between z′nj and znj is less than θ
nj/2.
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Take a unitary vector u′ tangent at z′ to Stt. For every k ≥ 0, put uk := Dzfk(u) and u′k :=
Dz′f
k(u′). We notice that u′nj := Dz′f
ng(u′). To evaluate the angle between u′nj and unj , we regard
the formula:
| sin∠(u′nj , unj )| =
‖u′nj × unj‖
‖u′nj‖ · ‖unj‖
.
Put n′ := [ng/2] + 1. Let x := f−n
′
(znj ) and x
′ := f−n′(z′nj ). We have
| sin∠(u′nj , unj )| ≤
|det(Dxfn′)| · ‖u′nj−n′ × unj−n′‖
‖u′nj‖ · ‖unj‖
+
‖Dxfn′ −Dx′fn′‖ · ‖u′nj−n′‖
‖u′nj‖
.
Let us study the first term of this sum. Since the determinant is less than b, |det(Dxfn′)| ≤ bn′ .
By h-times property of Yg (Proposition 2.12.3), ‖u′nj−n′‖/‖u′nj‖ ≤ e−n
′c/3. By Inequality (A.2), as
j and so nj are large enough, it comes:
‖unj‖ ≥ e−c
+nj/2‖u0‖; ‖unj−n′‖ ≤ ec
+(nj−n′)‖u0‖ ⇒
‖unj−n′‖
‖unj‖
≤ ec+nj/2+c+(nj−n′) ≤ e2c+nj .
Consequently:
|det(Dxfn′)| · ‖u′nj−n′ × unj−n′‖
‖u′nj‖ · ‖unj‖
≤ bn′e2c+nje−n′c/3.
Using again h-times property, the second term is bounded from above by ‖Dxfn′ −Dx′fn′‖e−n′c/3.
A classical computation gives, ‖Dxfn′ −Dx′fn′‖ ≤ (n′ + 1)e2n′c+θn′ . Therefore:
| sin∠(u′nj , unj )| ≤ bn
′
e2c
+nje−n
′c/3 + (n′ + 1)en
′c+−n′c/3θn
′
.
By (A.5), we have nj > ng > nj/2 it comes:
| sin∠(u′nj , unj )| ≤ bnj/4e2c
+nj + (nj + 1)e
njc
+−njc/12θnj/4
Hence the angle between w = unj/‖unj‖ and w′ = u′nj/‖u′nj‖ is smaller than θnj/5.
Proof of Proposition 3.2. We are going to prove that for every invariant ergodic measure µ, the
subsets ∪n≥0fn(R) = ∪n≥0fn(∩m(fR)m(R)) and ∪N≥0∩n≥N fn(R) are equal µ-almost everywhere.
The first subset is contained clearly in the second one. By ergodicity of µ and invariance of
∪N≥0 ∩n≥N fn(R), we can suppose that the latter has full measure. This implies that the measure
of R is positive.
First let us notice that there are points in ∩N≥0 ∪n≥N fn(R) which are not in ∪n≥0fn(R). This
is the case for instance of a point in ∩n≥0R∩ fngi (Ygi) with gi = c1−(c1− c2) · · ·−(c1− c2). We
notice that this point does not even belong to ∪n≥0fn((fR)2(R)).
We shall first prove the set of that such points has measure 0.
Claim A.4. For every q ≥ 0, the subset R∩ ∪n≥0fn((fR)q(R)) is off full measure in R.
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Proof. Let us recall that every g ∈ R is canonically split as a concatenation of regular chains (gi)≥0:
g = g0 · · · gi · · · . For every q, there are countably many q-upplets of regular chains g0 · · · gq. This
defines a countable partition of R: R =
⊔
g0,...,gq
Rg0···gq , where Rg0···gq is the set of g ∈ AN which
begins with g0 · · · gq. This defines also a countable partition of R.
R =
⊔
g0,...,gq
Rg0···gq ,
where Rg0···gq is formed by points x in R so that a(x) ∈ Rg0···gq . As this union is countable, there
exists a certain q-upplets g0 · · · gq so that Rg0···gq has positive measure. By Poincare´ recurrence
Theorem, for µ-a.e. x ∈ R, there exists infinitely many n ≥ 0 so that f−n(x) belongs to Rg0···gq .
This implies the Claim.
Unfortunately it is not sufficient to conclude that µ-a.e. point x ∈ R are in ∪n≥0fn(∩q≥0(fR)q(R)) =
∪n≥0fn(R). To get such an inequality we shall prove the following Claim:
Claim A.5. There exists N ′ ≥ 0 so that ∪N ′j=0f−j(R) has a positive µ-measure.
This implies that R has positive measure and so that its orbit has full measure by ergodicity.
This is the statement of Proposition 3.2.
Proof of Claim A.5. To prove the Claim we use the following lemma shown below:
Lemma A.6. There exists a measurable function N : R → N to so that for µ-a.e. x ∈ R, for every
b = (bi)i ∈ R and m so that x ∈ fm(W sb ), the following bound holds.
nbp ≤ N(x) where p is so that nb0·b1···bp−1 < m ≤ nb0···bp .
By Lemma 3.33 with a(x) = (ai)i≥0, there exists i0 so that
b0 · · · bp/a0 · · · ai0 , na0···ai0 = nb0···bp −m and bp+k = ai0+k ∀k ≥ 0 .
Thus by the above Lemma, na0···ai0 ≤ N(x).
Let i1 ≥ 0 be maximal such that na0···ai1 ≤ N(x). We notice that i1 does not depend on b but
only on a(x) and N(x), and so only on x as a measurable function. Let i2 ≥ i1 be minimal so that
σ˜i2(a) ∈ R. We notice that Nˆ(x) := na0···ai2 depends only on x; it is a measurable function of x.
We proved that for every b ∈ R and m ≥ 0 satisfying x ∈ fm(W sb ), there exist k ≤ Nˆ(x) and
l ≥ 0 so that fk(x) ∈ (fR)l(W sb ). By Claim A.4, the integer l can be supposed arbitrarily large.
Thus:
x ∈
⋃
k≤Nˆ(x)
f−k((fR)q(R)) ∀q ≥ 0⇒ x ∈
⋃
k≤Nˆ(x)
f−k(R)) .
Since Nˆ is measurable, there exists N ′ large enough so that
⋃
k≤N ′ f
−k(R) has positive measure.
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Proof of Lemma A.6. We are going to use an argument based on the convergence of the Lyapunonv
exponent. Put m′ := m− nb0···bp−1 . We notice that m′ ≤ nbp .
With σ ≥ c/3 the Lyapunov exponent of µ and Eux the unstable direction at x, for every η > 0
small, there exists C(x) > 0 so that for every j ∈ Z:
−C(x)|j| + σ − η ≤
1
j
log ‖Df j |Eux‖ ≤
C(x)
|j| + σ + η .
Thus
−C(x)− (σ + η)m′ ≤ log ‖Df−m′ |Eux‖ ≤ C(x)− (σ − η)m′ .
−C(x) + (σ − η)m ≤ − log ‖Df−m|Eux‖ ≤ C(x) + (σ + η)m .
Consequently:
(A.6) −2C(x)+σ(m−m′)−η(m+m′) ≤ log ‖Dfm−m′ |Eux−m‖ ≤ 2C(x)+σ(m−m′)+η(m+m′) .
Let us assume that nbp ≥ 101(M + 1) (otherwise N = 101(M + 1) is a suitable bound) and so that
bp is a parabolic symbol of the form ±(ck − ck+1), with nck ≥ 100M . Also we suppose m large:
m ≥ 2M + 4.
With m′′ := M + 1 +nck/M , we have Mm
′′ ≥ nbp ≥ m′. Similarly to (A.6), with η′ = (M + 1)η,
it holds:
(A.7){
−2C(x) + (σ − η)m′′ ≤ log ‖Dfm′′ |Eux−m′‖ if m′′ −m′ ≥ 0.
−2C(x) + (σ − η′)m′′ ≤ −2C(x) + σm′′ − η(m′ +m′′) ≤ log ‖Dfm′′ |Eux−m′‖ if m′′ −m′ ≤ 0.
From the regularity property (?), we have:
m′ ≤ nbp ≤M + 1 + Ξnb0···bp−1 , and m ≤ nb0···bp ≤M + 1 + (Ξ + 1)nb0···bp−1 .
By the latter inequality:
m−m′ = nb0···bp−1 ≥
m−M − 1
Ξ + 1
≥ m
2Ξ
and so
m+m′
m−m′ ≥ 2Ξ.
Thus with η < σ/(2Ξ) it holds σ(m−m′)− η(m+m′) ≥ 0 and so by (A.6):
(A.8) − 2C(x) ≤ log ‖Dfm−m′ |Eux−m‖ .
Let x′−m be the intersection point between W sb and S
tt and u′−n be a unit vector tangent to Stt
at x′−m. For i ∈ Z, let xi := f i(x), x′i := fm+i(x′−m), ui := Dxf i(u) and u′i := Dx′−mfm+i(u′).
Sublemma A.7. We have the following bounds on the distance and the angle:
d(x−m′ , x′−m′) ≤ θm−m
′
and |∠(u−m′ , u′−m′)| ≤ (e4c
+
θ)(m−m
′)/2e2C(x) .
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Proof. By θj-contraction of W sb by f
j (see Prop. 2.12), it comes for every i ≤ m:
d(x−i, x′−i) ≤ θm−i ⇒ d(x−m′ , x′−m′) ≤ θm−m
′
.
By Lemma 14.10 of [Ber11], we have the following bound:
‖u−m′ × u′−m′‖ ≤ 4(e4c
+
θ)(m−m
′)/2‖u−m‖ · ‖u′−m‖ .
Consequently, the angle between u−m′ and u′−m′ is dominated by:
(e4c
+
θ)(m−m
′)/2 ‖u−m‖ · ‖u′−m‖
‖u−m′‖ · ‖u′−m′‖
.
By the h-time property of Sttb0···bp−1 we have ‖u′−m‖ ≤ ‖u′−m′‖ . By (A.8), we have ‖u−m‖ ≤
e2C(x)‖u−m′‖ .
Let ζ be the point of Stt·b0···bp−1 which is sent by fM+1|Y to a tangency point with W s
ctt·b0···bp−1
.
Let w be a unit vector tangent to Stt·b0···bp−1 at ζ.
We are going to compare the expansions:
‖Dx−mfM+1+nck/M (u−m′)‖
‖u−m′‖ ,
‖Dx′−mfM+1+nck/M (u′−m′)‖
‖u′−m′‖
, ‖DζfM+1+nck/M (w)‖ .
We notice that for every j ≥ 0:
‖DζfM+1+j(w)‖ ≤ θjec+(M+1) .
In particular
‖DζfM+1+m′/M (w)‖ ≤ θm′/Mec+(M+1) .
On the other hand the distance between ζ and x′−m′ is at most Cst · e−nck c/3 and likewise for
the angle between w and u−m′ . Then a classical computation gives:
‖DζfM+1+j(w)−Dx′−mfM+1+j(u′−m′/‖u′−m′‖)‖ ≤ Cst · (M + 2 + j)e2c
+(M+1+j)e−nck c/3 .
On the other hand, Sub-Lemma A.7 implies:
‖Dx−mfM+1+j(
u−m′
‖u−m′‖)−Dx
′
−mf
M+1+j(
u′−m′
‖u′−m′‖
)‖ ≤ Cst·(M+2+j)e2c+(M+1+j)e2C(x)(e4c+θ)(m−m′)/2 .
Thus:
‖Dx−mfM+1+nck/M (
u−m′
‖u−m′‖)‖ ≤ θ
nck/Mec
+(M+1)+e3c
+(M+1+nck/M)(e−nck c/3+e2C(x)(e4c+θ)(m−m
′)/2)
As nck ≤ Ξ(m−m′) and since θ1/Ξ and θ1/M are much smaller than e−c
+
, it comes:
‖Dx−mfM+1+nck/M (
u−m′
‖u−m′‖)‖ ≤ e
−cnck/4 + e2C(x)θnck/(3Ξ) .
Thus by (A.7), the integer nck is bounded by a function of C(x).
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B Proofs on the geometry of the regular boxes and their hyper-
bolic properties
Proof of Proposition 2.12. The proof if classical (compare with Prop. 3.6 [Ber11]), thus we proceed
quickly.
Let χ the cone field on Ye defined by:
χ := {u = (u.x, u.y) : |u.y| ≤ θ|u.x|} .
Let g = a1 · · · ai be a sequence of A-symbols which is regular (resp. weakly regular).
Third item By proceeding as for Proposition 3.6 of [Ber11] (see §14.2, equations (44) and (45)),
we can prove that for every z ∈ Yg, for every j < k, every unit vector u ∈ χ is sent by Dzfna1···aj into
a small cone field χaj+1 ⊂ χ, whose vectors are ecnaj+1/3-expanded by Dfnaj+1 . From this we deduce
immediately the first inequality of the third item of the Proposition. The second inequality uses
the same expansion property plus the linear bound (?) on the order of nai given by the regularity
definition.
Fifth item Actually every unit vector u in χaj satisfies the h-time property (up to time naj ) by
Proposition 5.9 of [Ber11]. This means that ‖Dfnaj (u)‖ ≥ eck/3‖Dfnaj−k(u)‖ for every k ≤ naj .
By the mapping property of the cone fields, this implies that for every unit vector u ∈ χ and z ∈ Yg:
‖Dzfng(u)‖ ≥ eck/3‖Dzfng−k(u)‖, ∀k ≤ ng .
Then Lemma 2.4 of [WY01] implies that the curvature of the curves fng(∂uYg) is θ-small. As these
curves have their tangent space in χ, they are flat.
The length estimate of ∂sY g is given by the second item.
Fourth item This is a classical statement called binding by Benedicks-Carleson.
The second inequality for the third item implies, by using Corollary 2.1 of [WY01] that the most
contracted direction eng of Df
ng is well defined, of class C1, moreover it is θk-contracted by fk
for every k ≤ ng, and it is θ-C1-close to the most contracted direction of Df which is close to
(1,−P ′(x)). Integrating this vector field, we get curves which are C2-close to arcs of parabolas and
θk-contracted. Such arcs have a small length. Nevertheless it might exit from Yg by ∂
sYg instead
of ∂uYg (and so might do not intersect a flat stretched curve). If it is the case, we concatenate
canonically it with a segment of ∂sYg so that the new curve has the requested property by the first
and second items.
First and second items By the same classical lemmas as for the fourth item, it is a consequence
of the following inequality:
(B.1) ∀z ∈ ∂sYg, ∀u ∈ χ; ∀k ≥ 0, ‖Dzfk(u)‖ ≥ e−MΞk‖u‖ .
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By the mapping cone property of the parabolic piece, it is sufficient to prove that for every
parabolic piece p = ±(ci − ci+1), we have for every u ∈ χp and z ∈ ∂sYp:
(B.2) ‖Dzfnp+k(u)‖ ≥ e−MΞk‖u‖ ∀k ≥ 0.
Then it is clear that ∂sYp is formed by two segments close to a parabola. Also by the fifth item,
an induction gives that ∂sYg is made by two curves, which are included in ∪mk=0f−na0···ak (∂sYak+1).
Also the third item and (B.2) imply (B.1).
In order to prove (B.2), we put ci+1 = ci ? b.
In the proof of Proposition 5.9 of [Ber11] done in §14.2, equations (44) and (45) imply that for
z ∈ ∂sYp and u ∈ χp, the vector Tfnp(u) belongs to the “ cone field of the canonical extension of
b”. This cone field satisfies the h-times property by Proposition 5.9 of [Ber11] and is sent into χ
by Tfnb . Consequently for every z ∈ ∂sYp, u ∈ χp(z), k ≤ nb:
(B.3) fnp+nb(z) ∈ ∂sYe, Dzfnp+nb(u) ∈ χ and ‖Dzfnp+nb(u)‖ ≥ e(nb−k)c/3‖Dzfnp+k(u)‖.
As A is a repelling fixed points, for every vector u′ ∈ χ and z′ ∈ ∂sYe, it holds
‖Dz′fk(u′)‖ ≥ ‖u′‖, ∀k ≥ 0,
and so it comes that for every z ∈ ∂sYp, u ∈ χp(z):
(B.4) ‖Dzfk(u)‖ ≥ e(np+nb)c/3‖u‖, ∀k ≥ np + nb.
We recall that by definition of common sequences, nb ≤M + np/Ξ. Thus from (B.3) and (B.4),
for every k ≥ np:
(B.5) ‖Dzfk(u)‖ ≥ e−Mc+k‖u‖
which implies (B.2).
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