We present a new method using Bayesian probability theory and neural networks for the evaluation of speckle interference patterns for an automated analysis of deformation and erosion measurements. The method is applied to the fringe pattern reconstruction of speckle measurements with a TwymanGreen interferometer. Given a binary speckle image, the method returns the fringe pattern without noise, thus removing the need for smoothing and allowing a straight-forward unwrapping procedure and determination of the surface shape. Since no parameters have to be adjusted the method is especially suited for continuous and automated monitoring of surface changes.
Introduction
In fusion devices plasma-wall interaction causes erosion and redeposition. Determination of erosion depths is of high importance since erosion limits the lifetime of plasma facing materials and eroded particles from the wall contaminate the plasma, increasing radiation losses and therefore degrading the performance of fusion devices 1, 2 . An in-situ technique for the detection of surface changes with µm-resolution is a necessary prerequisite to study the influence of different plasma regimes of the fusion experiments on the plasma-wall interactions. Furthermore, the large amount of data requires an automated data evaluation.
Speckle interferometry has already shown its potential for erosion and redeposition measurements in fusion experiments 3 . However, the automated reconstruction of phase maps from noisy speckle data is a research area still in progress. Many different approaches have been proposed in the last decade, eg. branch-cut algorithms [4] [5] [6] [7] , elaborate smoothing procedures 8 , algorithms based on cellular automata 9 , neural networks 10 , image segmentation 11, 12 , orthogonal polynomials 13 , and iterative or direct optimization of global cost functions 14, 15 .
Nevertheless the matter is far from being satisfactorily resolved since most of the algorithms rely on carefully chosen data dependent parameters leading to the conclusion in 16 :"...each of them [the various unwrapping algorithms] being dedicated to partially resolving the problem and in many a case needing additional information.". This means that the evaluation of speckle data still requires considerable operator interaction which is not feasible for routine measurements at large fusion devices like ITER. We propose a novel method for the evaluation of fringe patterns based on Bayesian probability theory and neural networks, bridging the gap from noisy speckle data to a denoised fringe pattern for subsequent automated unwrapping.
Algorithm
The large number of proposed algorithms indicate the difficulty of evaluating speckle data.
It is a challenging problem because (speckle) noise is superimposed on an arbitrarily shaped fringe pattern, causing huge problems for algorithms relying on local, pixel-based decision criteria or thresholds. On the other hand, the human eye is capable of detecting the fringe pattern, even in low contrast images. This is an indication of different length scales of noise and fringes, which have already been exploited by the use of wavelets for fringe detection 17 .
Here we go one step further and consider the complexity of the speckle image as whole.
The idea is to employ the flexibility of Bayesian neural networks to model the underlying fringe pattern and to use Bayesian model comparison to weight the neural networks by the evidence which balances model complexity and the likelihood of the model.
First we describe the used neural network structure and the Bayesian tools required for the model selection. The method is then applied to data from an out-of-plane speckle interferometric measurement and the results are compared with those of a wavelet based approach.
A. Neural Networks
A neural network can be viewed as a general non-linear function mapping a set of input variables x n (n = 1, ..., N ) onto an M-dimensional output vector y 18 . A graphical model is given in Figure ( yielding
The values from the hidden layer are then feed forward into the output layer after being multiplied with a second matrix of parametersw' and the offset vector b' being added to the components of the resulting vector, specifying a mapping from the input vector x to the output y:
It has been shown that for a sufficiently large value of K such a network can approximate arbitrarily well any functional continuous mapping 19 . However, the problem of selecting the appropriate structure of the network (ie number of hidden neurons) remains a critical issue for NNs. A NN with too many neurons is too flexible and fits the noise in the data. On the other hand, a NN with too few neurons also yields a poor prediction of the new data, since the model cannot fit the fringe pattern. With standard neural network techniques, the means for determining the appropriate number of neurons are rather arbitrary. In the Bayesian approach, these issues can be handled in a consistent way.
B. The Bayesian Approach
The Bayesian probability theory (BPT) rests on the application of two rules 20 . The first is the product rule. Given a probability P (D, w|H, I) depending on two or more variables conditional on a model H (eg a neural network) and additional information I, the product rule allows to expand P (D, w|H, I) into simpler densities depending only on either w or D as a variable P (D, w|H, I) = P (w|H, I) P (D|w, H, I) = P (D|H, I) P (w|D, H, I) .
Comparison of the two alternative expansions yields Bayes theorem
In order to interpret Eq. (4) D is associated with data providing information on the parameters (eg network weights) w. Bayes theorem relates the posterior probability density function (pdf) P (w|D, H, I) to the likelihood pdf P (D|w, H, I) and the prior pdf P (w|H, I). The likelihood P (D|w, H, I) is the probability that we measure the data D assuming w is known.
The prior probability P (w|H, I) is the probability that we attach to a particular value of w before the data D is taken into account. The denominator P (D|H, I) in Bayes theorem is called the evidence. The evidence can be calculated using the second, the so-called marginalization rule of BPT P (D|H, I) = dw P (w, D|H, I) = dw P (w|H, I) P (D|w, H, I)
and is the normalization in Bayes theorem. Furthermore P (D|H, I) represents the probability of the data given a hypothesis H regardless of the actual (optimized) numerical parameter values. The evidence is crucial in ranking different models based on the same set of data since the posterior probability for a model H i is
The second term P (H i |I) is the subjective prior over our hypothesis space expressing how plausible we thought the alternative models were before the data arrived. Assigning equal prior probabilities to the alternative models, the models H i are ordered by the evidence.
The Bayesian approach automatically penalizes over-complex models being fitted to noisy data with a lower evidence (Ockham's razor) 20 .
To obtain the posterior distribution of the weights and the evidence for the different models we need to specify the likelihood of the data and the prior distribution for the parameters. The correct choice of the prior is not obvious for 'non-parametric' models like NN but can be derived from invariance considerations. If we consider a single neuron of a neural network with N incoming connections with activations x n , n = 1...N and weightsw n then the output z is given by
where b denotes the bias and f is the activation function. Assuming one of the standard activation functions (Heaviside function, tanh, or logistic sigmoid) Eq. 7 can be considered as a linear discriminant function since the decision boundary which it generates is linear, as a consequence of the monotonic nature of f (.). The decision boundary
should not favor any orientation or position of this decision boundary and this must be reflected in the prior 21, 22 . Therefore we require that the prior is invariant under rotations and translations of the weight coordinate system
where p (w) dw is an element of probability mass whose value must be independent from the system of coordinates used to evaluate it. Using the Jacobian of the transformation w → w'
we obtain the equation
Since any finite transformation can be constructed from a sequence of infinitesimal transformations it is sufficient to consider a single infinitesimal transformation w = T (w). Then
Eq. (10) can be rewritten as
After differentiating with respect to we obtain the functional equation following from the requirement of transformation invariance:
This equation has to be fulfilled for the general rotation and translation in N -dimensional space. For the hyperplane equation
the solution is given by the normalized prior
The norm of the weight-vector is required to be larger than 0 because a neuron with all incoming weights being 0 would be unaffected by the data.
To assign a prior for the bias parameters p (b|I) we use the maximum entropy principle, using the maximal slope of the decision boundary as relevant testable information 24 . As can be seen from Eq. (8) b determines the width of the transition or 'the sharpness' of the separation.
Assuming for definiteness the logistic activation function g (x) = (1 + exp (−x)) −1 the slope of the decision boundary is given by the gradient
and is perpendicular to the orientation of the hyperplane. The maximum value of the
n is taken for the hyperplane points fulfilling 1+ N n=1 w n x n = 0. The maximum entropy principle assigns this measurable quantity the normalized prior
where we had to introduce the hyperparameter λ as a scale parameter, reflecting the uncertainty of the magnitude of the slope before we have any information about the data. Using again the transformation invariance principle for this scale parameter we obtain Jeffreys' prior p (λ|I) ∝ 1/λ. It should be pointed out that Jeffreys' prior is not normalizable. It can, however, be considered as a limiting distribution of a sequence of proper gamma priors
nk , with w nk being the weight connecting input n to neuron k we generalize to K neurons in a hidden layer. Then, using BPT for marginalizing the nuisance parameter λ we can write
Ψ is only of interest in the region of maximum likelihood. There B, the weighted sum of all squared network weights is much larger than c and also K ≥ 1 c. Hence later employing the Laplace approximation at the maximum we can take c = 0 in Ψ. The normalization factor c c /Γ (c) is the same in all considered models and is therefore irrelevant for model comparison. Combining Eq. (18) with the prior for the weights (14) we finally obtain as prior for the weights and biases
A discussion of the properties of eq. 19 can be found in 23 .
C. Model Selection
Assuming prior (19) and likelihood (eg Eq. (22)) being specified we can use the Bayesian probability theory for model comparison. According to Eq. (5) the evidence for a neural network given the measured data is obtained by marginalizing over all network parameters b and w:
To evaluate this integral analytically we will employ the standard Laplace approximation, expanding φ to second order around its maximum at (b * , w * ). Then the evidence is given
where H is the Hessian of dimension E×E at (b * , w * ), with E being the number of optimized parameters.
We therefore obtain the following procedure: 3. Maximize the posterior probability function (the product of likelihood (eq.22) and prior (eq.19)) for every net.
4. Compute the evidence for every network using eq.21.
5.
Verify that the spread of the number of hidden units is sufficient to cover the maximum of the evidence. Otherwise repeat steps 2-5 with an increased number of hidden neurons.
6. Select the neural network with the highest probability or use all networks weighted by the evidence.
Please note that the available data is not splitted into training and validation sets for the model selection. All available image data is used for the optimization of the Bayesian neural networks.
Examples

A. Speckle data
The proposed method was applied to data measured by Berger et al 26 (Fig.2) 26 . This 512x512 pixel binary valued image is used as target data for the neural networks. Please note that there is no need for additional preprocessing (eg low-pass filtering). Thereby we avoid the introduction of a bias into the reconstructed fringe pattern as well as a loss of resolution. Also a manual selection of the scale of the fringe patterns is not necessary, since Ockham's razor automatically separates the present fringe structure from the noise.
We used a feedforward network where adjacent layers had all-to-all connections. The weights of the connections from the hidden layer to the output neuron were fixed. A collection of networks was trained with the number of hidden neurons ranging from 1 to 300.
The likelihood for this binary valued problem is a binomial one, given by
where q ij , the quantity to be estimated by the neural network, is the probability for pixel
The first iterations of the optimization algorithm 27 were performed without prior allowing the net to find interesting structures. Then the optimization was run with prior until a minimum was found. If during the optimization process the decision boundary of a neuron is shifted beyond the image and towards infinity, then this neuron is automatically pruned, a possible offset is added to the bias of the next layer and the optimization is continued 23 .
The results are shown in Fig. 3 
Using the square root of the probability distributions functions ensures Q being in the range [0, 1]. Q is 1 for two identical models and 0 for non-overlapping models. For all Q ij with i = j Q ij was zero within the numerical uncertainty, confirming the independence of the different models. In our case, despite the fact that the evidence is not sharply peaked, the absolute scale of the evidence prevents a contribution of more than two networks to the presented result. The output of this committee is given in Fig. 4b where each pixel was assigned the binary value with the higher probability. For comparison the result of a wavelet analysis subsequently into height fields through a straightforward post-processing stage using phase unwrapping techniques (e.g. 26, 29, 30 ) which work reliably in the absence of spurious edges.
B. Comparison with median filtering
Standard filtering techniques which are used to enhance grey-scale images (ie images obtained with the synthetic aperture radar (SAR)) are often not applicable to binary images. Fig. 5a ) was used. The original was degraded using a binomial distribution with p(white pixel|white) = p(black pixel|black) = 0.54 (Fig.   5b ). Now the white areas are hardly identifiable due to the low signal-to-noise ratio of only 1.08. With the much simpler geometric structure and the larger distortions this example is quite different from the previous one with a complex structure and a more moderate noise level. Median filtering with a filter-size of 5x5 improves the visibility of the stripes (Fig. 5c) but is far from being satisfying. Increasing the filter size to 21x21 pixels smoothes larger parts of the image. Still there are islands which have been assigned the wrong color (Fig.   5d ). Those islands are mostly gone or shrinked to a size of only a few pixels if the filter size is increased further to 41x41 pixels -but at the edges the estimate is still very jagged (Fig.   5e ). This shows that surprisingly good filtering results can be achieved -with a laborious trial and error procedure required to estimate the optimal parameters (filter size) for each image. The differences between the original image and the denoised image are nearly invisible to the naked eye. The computing time was a few minutes on a Linux-cluster, taking advantage of the fact that all networks can be optimized independently.
Conclusions and Outlook
The notorious problem of analyzing speckle data has been tackled by a combination of flexi- 
