A novel linear constraint handling technique for the covariance matrix adaptation evolution strategy (CMA-ES) is proposed. The proposed constraint handling exhibits two invariance properties. One is the invariance to arbitrary element-wise increasing transformation of the objective and constraint functions. The other is the invariance to arbitrary affine transformation of the search space. The proposed technique virtually transforms a constrained optimization problem into an unconstrained optimization problem by considering an adaptive weighted sum of the ranking of the objective function values and the ranking of the constraint violations that are measured by the Mahalanobis distance between each candidate solution to its projection onto the boundary of the constraints. Simulation results are presented and show that the CMA-ES with the proposed constraint handling exhibits the affine invariance and performs similarly to the CMA-ES on unconstrained counterparts.
INTRODUCTION
Black-box continuous optimization is a problem class that appears widely in a field of engineering, where solutions can be evaluated only through an expensive simulation. Usually in a real-world optimization problem a solution needs to meet some constraints, which can be linear or not, quantifiable or not, simulation based or a priori, relaxable or not, known or unknown. See [18] for the taxonomy of the constraints appearing in the simulation based optimization. In this paper, we consider a set of linear constraints that are known to a search algorithm but solutions that do not satisfy the constraints may not be evaluated on the objective due to a restriction of the simulation. It is said that a constraint handling technique for blackbox continuous optimization is not yet well investigated and is an important topic in evolutionary computation [10] .
The covariance matrix adaptation evolution strategy (CMA-ES) is nowadays recognized as the state-of-the-art stochastic algorithm for unconstrained black-box continuous optimization [11, 13, 15] . One of the most important feature of the CMA-ES is the invariance to several transformations of the objective and the search space. The invariance induces equivalent problem classes and guarantees the generality of performance in each class. Therefore, they are not only important for algorithm efficiency, but also essential to assess the performance of algorithms. See [12] for a further discussion of the importance of invariance properties in black-box optimization.
When it comes to constrained optimization, invariance to elementwise increasing transformation of the objective and constraint functions (e.g., constraint functions д i to 10 i д i ), and to affine transformation of the search space (i.e., translation, scaling, and rotation), needs to be taken into account. Without these invariance properties, the performance of a search algorithm can be suffered from changing the scaling of the objective or the constraint functions and by performing a linear transformation of the coordinate system of the search space, even though the optimization problem is essentially unchanged. Despite the importance of the invariance properties, most of the existing constraint handling methods are not invariant to such transformations, resulting in losing the goodness of the underlying CMA-ES. The performance of the algorithm then depends on the scaling difference between the objective function and the constraint functions, and on the coordinate system of the search space.
In this paper, we propose a constraint handling technique that takes into account the above-mentioned invariance. The proposed technique is designed not only to exhibit these invariance. We aim to make the algorithm perform identically on optimization with and without constraints. As our first step, we focus on linearly constrained problems, which themselves often appear in real world application and are important test cases since an arbitrary smooth constraint function is locally approximated by a linear function. Our approach is based on a penalization of the ranking of candidate solutions with adaptive penalization coefficient. The penalty for the constraint violation is based on the Mahalanobis distance between each candidate solution and its projection on the boundary given the covariance matrix of the search distribution. The penalization coefficient is then adapted so that the mean vector will not be too far away from the boundary in terms of the Mahalanobis distance. Our proposed linear constraint handling does not use the constraint violation value and uses only the binary information of feasibility, and does not assume that a solution violating a constraint can be evaluated in simulation. This will be therefore applicable in a wide context.
The rest of this paper is organized as follows. After summarizing the mathematical notation below, we first define our constrained continuous optimization problem, and introduce the CMA-ES and existing constraint handling techniques in Section 2. In Section 3, we describe invariance properties that are desired for a linear constraint handling technique for the CMA-ES. In Section 4, we propose a invariant linear constraint handling technique. In Section 5 we experimentally verify the invariance of the algorithm and compare it with existing approaches.
Notation. In the following, R is the set of real numbers, R + is the set of strictly positive real numbers, and N is the set of natural numbers. Let x ∈ R n be an n dimensional column vector, x T is its transpose, ∥x ∥ denotes the Euclidean norm of x, and [x] i denote the ith coordinate of x. Note that the ith coordinate of the kth vector x k is denoted by [x k ] i . The identity matrix is denoted by I n . The indicator function 1 {condition} returns 1 if condition is true and 0 otherwise. The sign function sgn(a) returns 1 if a > 0, −1 if a < 0, and 0 otherwise.
FORMULATION AND EXISTING APPROACHES
In this section, we first define our constrained continuous optimization problem with linear inequality constraints. Then, we introduce the covariance matrix adaptation evolution strategy (CMA-ES) [11, 13, 15] that is our baseline algorithm for unconstrained continuous optimization, followed by the introduction of some existing constraint handling techniques for the CMA-ES.
Linearly Constrained Continuous Optimization Problem
In general, the continuous optimization problems with linear inequality constraints are defined as follows,
where, f , д j : R n → R are the objective function and the constraint functions, respectively. The solution that satisfies all the constraints, i.e., д j (x) ⩽ 0, ∀j, are called feasible solutions. The solutions with unsatisfied constraints, i.e., д j (x) > 0, ∃j, are called infeasible solutions. The sets of all feasible and all infeasible solutions are called the feasible domain and the infeasible domain, respectively. For a solution x, the jth constraint is called active if x is on the boundary of jth constraint (д j (x) = 0). The vector valued function that enumerates constraint functions is denoted by д(x) = (д 1 (x), . . . , д m (x)), and we write д(x) ⪯ 0 to mean д j (x) ⩽ 0 for all j = 1, . . . , m.
In this paper, we consider linear constraints, where the constraints read
where b j ∈ R is a constant and v j ∈ R n \ { 0 } is the vector pointing the infeasible domain of д j . Introducing the matrix form
the constraints are rewritten as
A box constraint is a special case of a set of linear constraints, where the coordinate-wise feasible domain (interval) is defined as
where the number of constraints is m = 2n. 
CMA-ES
The covariance matrix adaptation evolution strategy (CMA-ES) [11, 13] is a stochastic multi-point search algorithm for black-box continuous optimization. The CMA-ES samples λ candidate solutions x k , for k ∈ {1, . . . , λ}, from the multivariate normal distribution N (m, σ 2 C), where m ∈ R n is the mean vector, σ ∈ R + is the stepsize, and C ∈ R n×n is the covariance matrix. These distribution parameters are updated by using the candidate solutions and their ranking information.
Algorithm. Initialize m (0) , σ (0) , C (0) according to the initial search domain of the problem, initialize two evolution paths p Table 1 . The meanings of these parameters are described in [11] . These are designed based on the theoretical research of ES and extensive experiments. The CMA-ES repeats the following steps at each iteration, t = 0, 1, · · · , until a termination criterion is satisfied.
Step 1. Draw λ samples z k , for k ∈ {1, . . . , λ}, independently from N (0, I n ). Compute y k = C (t ) z k and x k = m (t ) + σ (t ) y k . Then, x k (k = 1, . . . , λ) are the candidate solutions that are independently N (m (t ) , (σ (t ) ) 2 C (t ) ) distributed. Here, C (t ) is the symmetric matrix satisfying C (t ) = C (t ) 2 .
Step 2. Evaluate the candidate solutions x k , for k ∈ {1, . . . , λ}, on the (negative) fitness function L and sort them in the ascending order. In unconstrained optimization scenario, usually L = f . Let the ith best candidate solution be denoted by x i:λ . In the same way, we denote the corresponding steps and normalized steps as y i:λ and z i:λ , respectively.
Step 3. Compute the weighted sum of the µ best steps of the candidate solutions ⟨y⟩ w = µ i=1 w i y i:λ and update the mean vector m (t ) as follows
Here w i is the recombination weight for ith best candidate. It satisfies w 1 
Step 4. Update the evolution paths according to
where c σ and c c are the cumulation factors for the evolution paths,
Update normalization factors for the evolution paths 1 as follows
Step 5. Update the step-size and the covariance matrix as follows
where d σ is the damping parameter for the step-size adaptation, c 1 and c µ are the learning rate for the rank-one update and rank µ update of the covariance matrix, respectively.
Existing Linear Constraint Handling
We briefly review some existing constraint handling techniques for the CMA-ES.
2.3.1
Resampling and Death Penalty. The simplest constraint handling technique is to re-sample a candidate solution until it drops in the feasible domain. Since it assumes nothing on constraints, it can be applied for any type of constraints. Usually the maximum number of resampling is set and the fitness value will be set to +∞ if a feasible solution is not sampled. If the maximum number of resampling is set to one, it recovers the death penalty technique where infeasible solutions are ranked worst [9, 19] . Although it is highly flexible, it is not appropriate if the optimum is located on the boundary of some constraints since candidate solutions are biased in the feasible domain and the sampling distribution tends to approach the boundary slowly [2] . Moreover, if the probability of sampling a feasible solution is rather low, the algorithm will not make a meaningful ranking of the candidate and the parameter update results in random fluctuation.
Adaptive Penalty Box Constraint Handling.
A box constraint handling using adaptive penalty (AP-BCH) [14] transforms a constrained problem into an unconstrained one by creating a penalized fitness function L : R n → R,
1 Note that we introduce γ σ and γ c that does not appear in a standard formulation in order to treat the initialization effect of the evolution paths and write it short. Nonetheless, they are close to 1 and the effect is invisible.
where x feas ∈ R n is the feasible solution closest to the infeasible solution x (with minimal ∥x feas − x ∥), and γ i ∈ R + is an adaptive penalty coefficient. It does not assume that the objective function is well-defined in the infeasible domain, but it is applicable only to box constrained problems.
Adaptive Augmented Lagrangian Constraint
Handling. The adaptive augmented Lagrangian constraint handling (AAL-CH) [6] [7] [8] transforms a constrained problem into an unconstrained one by adapting the augmented Lagrangian
where γ i ∈ R is the Lagrange factor and ω i ∈ R + is a penalty coefficient and both are adapted. It is applicable to problems with arbitrary quantifiable constraints, but it assumes that the objective function is defined in the infeasible domain. This method has been first proposed for (1 + 1)-ES [6] and extended to the CMA-ES in a single constraint case [7] , where the median success rule is applied for the step-size adaptation.
Active Constraint Handling.
A linear constraint handling based on (1 + 1)-CMA-ES with active covariance matrix update [5] tries to actively decrease the eigenvalues of the covariance matrix in the directions of normal vectors of active constraints. In [17] , the corresponding mechanism was applied to the xCMA-ES, which is a variant of the (µ, λ)-CMA-ES. For this purpose, the xCMA-ES treats the infeasible solutions as worst, and assigns negative weights to them. We call this mechanism as Active Constraint Handling (ACH) in this paper.
Other Strategies.
There are a few more constraint handling techniques applied with CMA-ES. A (1+1)-ES with a stochastic active-set method [3, 4] is promising approaches that reduces the search space dimension by forcing active constraints to be equality constraints. However, this approach is not yet implemented in the (µ, λ)-CMA-ES, and we will not discuss it in the following.
DESIGN GUIDELINES: INVARIANCE
In this section, we describe two invariance properties that are desired for a linear constraint handling method for the CMA-ES to preserve the goodness of the CMA-ES. The importance of the invariance properties are discussed in, for example, [16] .
Element-wise Increasing Transformation of Objective and Constraint Functions
An increasing transformation h :
Invariance to an increasing transformation of the objective function in unconstrained optimization scenario refers to the property that the algorithm do not change the behavior when solving f and its composite h • f . Algorithms that are invariant to any increasing transformation can solve, for example, non-convex discontinuous functions h • f as easily as convex quadratic functions f , see Fig. 1 . The importance of this invariance property is well recognized, and many evolutionary algorithms including the CMA-ES are invariant Figure 1 : An increasing transformation of f to f ′ to any increasing transformation since they use only the ranking of candidate solutions.
In constrained optimization, we consider the invariance to an element-wise increasing transformation h : R m+1 → R m+1 that is an increasing transformation in each coordinate, i.e., h = (h 0 , . . . , h m ) where h i : R → R is an increasing transformation. Invariance to an element-wise increasing transformation of the objective and constraint functions refers to the property that the algorithm do not change the behavior when solving a constrained problem (f , д 1 , . . . , д m ) and its composite h
In real world applications, it is often the case that the scale of the objective function and the constrained functions are quite different and a pre-scaling of them is not effective. Algorithm without this invariance will suffer from the difference in scaling of constraints and put an implicit priority to some constraints depending on their scaling.
Although this invariance property is a straight-forward extension of the invariance to the increasing transformation of the objective function and it is seemingly important, not many constraint handling techniques exhibit it. The resampling technique and the ACH use only the feasibility and is invariant to any element-wise increasing transformation. AP-BCH is invariant to any increasing transformation of д i , however, it is not invariant to an increasing transformation of f in general. It is clear that the AAL-CH does not exhibit this invariance: it is not invariant to increasing transformation of any one of f and д i .
Affine Transformation of Search Space
An affine transformation is a one-to-one map T : R n → R n defined as T (x) = A T x + b T for a nonsingular matrix A T ∈ R n×n and a vector b T . Invariance to an affine transformation of the search space refers to the property that the algorithm behaves the same on the original coordinate system x and the coordinate system defined by T (x) with the corresponding transformation of the initial distribution. In unconstrained optimization, algorithms with the invariance to any affine transformation of the search space can solve ill-conditioned and non-separable functions as easily as wellconditioned separable functions. It is a key to the success of the CMA-ES in unconstrained black-box optimization. In constrained optimization scenario, constraint functions д i as well as f are transformed by the same T , resulting in д i • T −1 and f • T −1 in the transformed coordinate system, where T −1 is the inverse map of T . Fig. 2 displays an example case of an affine transformation.
Here we assume the underlying optimization algorithm (CMA-ES) is affine invariant, i.e., invariant to any affine transformation of the search space. The resampling technique, the ACH and the 
LINEAR CONSTRAINT HANDLING BASED ON ADAPTIVE RANKING
In this section, we propose a linear constraint handling method based on adaptive ranking (AR-LCH). AR-LCH transforms the constrained optimization problem into an unconstrained problem similarly to AP-BCH. While the unconstrained CMA-ES ranks the candidate solutions based on their f -value, AR-LCH ranks the candidate solutions based on the total ranking, defined below. The proposed algorithm is designed to exhibit the invariance properties listed in Section 3 and it does not require the objective function to be well-defined in the infeasible domain.
Repair Operator
To make AR-LCH applicable to a problem where the objective function values are not defined in the infeasible domain, we employ a similar technique as AP-BCH. That is, given a solution x, AR-LCH evaluates the objective function value at the nearest feasible solution x feas located on an intersection of violated constraints. The distance is measured by the Mahalanobis distance given the current covariance matrix σ 2 C of the search distribution. Let X = {x ∈ R n : д i (x) ⩽ 0 for all i ∈ 1, m } be the feasible domain. Given an infeasible solution x X, let J (x) = {i ∈ 1, m : д i (x) > 0} be the set of indices of unsatisfied constraints. Let A(x) = {y ∈ R n : д i (y) = 0 for all i ∈ J (x)} bet the intersection of the boundaries of violated constraints. If A(x) ∩ X ∅, we solve
They form quadratic programming problems, which can be solved by standard numerical optimization routines. The reason we prefer (5) to (6) will be described in experiments.
Figure 3: redundant constraints
The condition that A(x) ∩ X ∅ is indeed simplified to A(x) ∅ unless д i for some i ∈ J (x) is redundant. Here, a redundant constraint д i is defined as Ranking Based Linear Constraint Handling Method with Adaptive Penalty a constraint such that the boundary of д i is never in contact with the feasible domain, i.e., {x ∈ R n | д i (x) = 0} X. Note that checking whether A(x) ∅ is as easy as checking if a system of linear equations has a solution.
In practice, we have to deal with numerical errors in implementation of the above repair operator as numerical optimization routines sometimes return solutions that violate the constraints slightly. To guarantee to produce a feasible solution so that it can be evaluated on f , we replace all the constraints in (5) and (6) with д(x) ⪯ −ε. Then, even with numerical errors the repair operator likely returns a feasible solution (i.e., д(x feas ) ⪯ 0) if they are solvable. The repair operator is implemented as follows. First, we try to solve (5) and return the solution if it is feasible. Otherwise, we try to solve (6) and return the solution if it is feasible. If x feas is still infeasible, we resample x ∼ N (m, σ 2 C) and apply the repair operation if it is infeasible. In our experiments, we set ε = 10 −10 and set the number of resampling to 50, however, the resampling was not performed.
Total Ranking
The total ranking R T (x k ), for k ∈ {1, . . . , λ}, at each iteration t ∈ {0, 1, . . . } is a weighted sum of the rankings of the candidate solutions based on the objective function value, R f (x k ), and based on the Mahalanobis distance to the feasible domain, R д (x k ), namely,
where α (t +1) is called the ranking coefficient that controls the balance between the objective and constraints. The rankings R f (x k ) and R д (x k ) are defined as follows.
The f -ranking, R f (x k ), is the number of better candidate solutions in terms of f plus the number of tie candidate solutions divided by 2, namely,
Note that the sum of R f (x k ) for k ∈ {1, . . . , λ} is λ(λ + 1)/2. Note also that in unconstrained optimization scenario the probability of sampling tie solutions is often zero, whereas the second term above can be nonzero with nonzero probability in our situation because of the repair operation.
The д-ranking, R f (x k ), is analogously defined by simply replacing f by д Σ ,
Adaptation of Ranking Coefficient
The ranking coefficient α controls the balance between R f and R д . If the α is too large, the search distribution is biased toward feasible domain. If α is too small, the search distribution is biased toward infeasible domain. Therefore the adaptation of α influences greatly the search performance.
The adaptation of the α is based on the theoretical study of the weighted recombination ES on a spherical function. It is reported in [1] that in the optimal situation
where m sph and x * sph are the mean vector and the optimum on a spherical function, respectively,σ * is the optimal normalized step-size, which is approximated byσ ,
is the weighted average of the expected value of the normal order statistics from λ samples and is usually in O(1).
Ideally, we want the CMA-ES with the proposed constraint handling to behave on a constrained sphere function as if it is an unconstrained sphere function. In other words, we want (8) to hold even for a constrained sphere problem.
Assuming that the optimum of a constrained sphere problem is located on the boundary, we estimate the left-hand side (LHS) of (8) by using the Mahalanobis distance between m and m feas ,
If we define d (t +1) m by using the parameter at iteration t (m = m (t ) ,
we want to keep d m close to 1 from (8) and (9) . We adapt α so that d m will stay around 1, as follows.
Ranking Coefficient Adaptation. Initialize α (0) = 1, d (0) m = 0. At t iteration, we update α (t ) as
= 0, the latter of which is necessary to decrease α when the mean vector stays in the feasible domain, i.e., d 
EXPERIMENTS
In this section, we show the invariance properties of AR-LCH and assess it experimentally by comparing the search efficiencies of AR-LCH and other constraint handing techniques. It is clear that AR-LCH is invariant to increasing transformation because it considers only ranking of candidate solutions. Therefore, we focus on the invariance to an affine transformation of the search space in this experiments.
Test Problem
We consider a linearly constrained minimization problem (P0) defined in the n-dimensional inner product space (V , ⟨·, ·⟩) on the real 
where v i ∈ V is the normal vector of ith constraint that is orthogonal to each other, i.e., Here, we consider the coordinate system with {v i } as the basis vectors. Let x ∈ R n is a coordinate vector. On this coordinate system, (P0) can be written as the box-constrained minimization problem (P1) as follows argmin
where A and b are as defined in (4) . We define an initial mean vector and initial covariance matrix as m (0) and C (0) , respectively, on this coordinate system. By taking another basis {w i }, the general linear constrained optimization problem (P2) is defined as argmin y ∈R n f (P 2) (y) = f (P 1) (Py)
On this coordinate system, the coordinate vector y ∈ R n is transformed as x = Py by using basis-transformation matrix P that transforms {v i } to {w i }. The initial mean vector and the covariance matrix are transformed as P −1 m (0) and P −1 C (0) (P −1 ) T , respectively.
These optimization problems (P1) and (P2) are equivalent to (P0). However, the (P1) has a box-constraint, whereas (P2) has a set of linear constraints. Algorithms that are invariant to any affine transformation of the search space must perform equivalently on these problems. We use these problems to assess the invariance.
Test Functions
We employ three test functions as f (P 1) in (13) :
where Q θ ∈ R n×n is a block diagonal matrix such that each block is 2 × 2 rotation matrix with the counterclockwise rotation angle θ . We set θ = π /6 in this experiment.
Settings
In the problem (13) , LB and UB are set as LB = [−1, 1, . . . , −1, 1] T , UB = LB+[5, . . . , 5] T . The optimum is located at x * = [0, 1, . . . , 0, 1] T for all but f rotell , where x * = [0.36530894, 1, . . . , 0.36530894, 1] T that is obtained by the Karush-Kuhn-Tucker (KKT) condition. That is, the even-numbered coordinate of the optimum is on the boundary, and the others are not. The number of active constraints at the optimum is n/2.
For the transformation matrix P in (14) , we consider the following two matrices: P rot = Q θ ′ and P illrot = Q T θ ′ DQ θ ′ , where Q θ ′ is the orthogonal matrix defined in Section 5.2 with θ ′ = π /4, D is a diagonal matrix defined as D = diag(1, 10, . . . , 1, 10) . The transformation matrix P rot only rotates the search space, whereas P illrot transforms the rectangle feasible domain to a rhombus shape.
For the box-constrained optimization problem (P1), an initial mean vector is m (0) = UB+LB 2 +U(−1, 1) n = [2.4, 2.6, . . . , 2.4, 2.6] T + U(−1, 1) n and an initial covariance matrix is C (0) = I n . For the linear inequality constrained optimization problem (P2), the m (0) and C (0) are transformed in the way described in Section 5.1.
The search space dimension is n ∈ {20, 50}, a initial step-size is σ (0) = UB−LB 4 = 1.25, and other parameters are set to their default value defined in Table 1 . The box-constrained problem (P1) is denoted by Box, the linearly constrained problem (P2) using P rot is denoted by rotBox, and the (P2) using P illrot is denoted by illrotBox. See Figure 4 that visualize the differences of these three coordinate systems.
Results and Discussion
We experimentally confirm the affine invariance of AR-LCH and resampling technique on the problems defined above. Moreover, we compare the behaviors of the CMA-ES with these constraint handling techniques with those of the CMA-ES on the unconstrained counterparts of the problems and the CMA-ES with AP-BCH (Section 2.3.2) on Box. The progress is measured by the Mahalanobis distance between the mean vector and the optimal solution ∥m − x * ∥ 2 H = (m − x * ) T H (m − x * ) given the Hessian matrix H ∈ R n×n of the objective function. Figure 5 shows typical single runs of the CMA-ES (1st row) on unconstrained problems, and the CMA-ES with resampling (2nd row), AP-BCH (3rd row) and AR-LCH (4th row), respectively, on f sph (left) and f ell (right) with Box in n = 20. In 3rd and 4th rows, we show the ratio of the constraints satisfied by the mean vector m, defined as Figure 6 shows the median, the lower-quartile and the upper quartile over 100 trials of the CMA-ES with AR-LCH, the resampling technique and AP-BCH on constrained (Box, rotBox and illrotBox) f sph , f ell and f rotell in n = 20 (left) and n = 50 (right).
Affine Invariance of AR-LCH and Resampling. We focus on the results of AR-LCH and the Resampling in Figure 6 . For all functions, we observe that the lines of the Box, rotBox and illrotBox overlap each others. Though we do not formally prove the invariance of AR-LCH and the resampling to an affine transformation of the search space, the experimental results show they are. It indicates that the performance comparison can be done solely on the most convenient case, in our case Box.
Typical runs. In the results of AR-LCH in Figure 5 , we observe that the distance d m between the mean vector and its projection on the boundary was kept around 1 as we desired. We also notice Shown are the Mahalanobis distance ∥m − x * ∥ 2 H between the mean vector m and the optimal solution x * given the Hessian matrix H of the objective f , the step-size σ , the eigenvalues eig( √ C) of the square root of the C, the coordinates of the m, the ratio r feas of the constraints satisfied by the m, the distance d m between the m and its projection on the boundary and the coefficient α versus the number of iterations.
that the behaviors of the unconstrained CMA-ES and those of the CMA-ES with AR-LCH and AP-BCH are similar in the sense that the eigenvalues of the covariance matrix tend to be proportional to those of the Hessian matrix. However, we observed in Figure 6 the difference in the adaptation speed of the covariance matrix on f ell and f rotell . It was faster in the CMA-ES with AR-LCH than in the CMA-ES with AP-BCH. By adapting the coefficient α, AR-LCH seems to resemble the selection of candidate solutions on an unconstrained problem better than AP-BCH does.
On the other hand, the resampling results in a quite different behavior. The eigenvalues of the covariance matrix are split into two, where the smaller values are in the axes where the constraints are active at the optimum. Learning short axes in the direction of constraints is reasonable if we want to generate only feasible candidate solutions, and this idea is employed in [5] . However, it will significantly slow down the convergence of the mean vector towards the optimum on the boundary.
In the result of AR-LCH on the f sph in Figure 5 , we observe that ∥m − x * ∥ 2 H once increases at the beginning of the search. The reason is that α is too small when the mean vector m violates the constraints for the first time. AR-LCH continues to decrease α until m goes out of the feasible domain and becomes at the proper distance from the boundary. Then, m goes away from the boundary until α becomes somewhat larger. The change of r feas also indicates this situation. Therefore, the search efficiency of AR-LCH should be improved by accelerating the adaptation speed of α.
Why do we prefer Eq. (5) to Eq. (6)? Figure 7 shows a typical run on f sph with Box when the repair operator only uses (6) . Similarly to the behavior of Resampling, we observe that eig( √ C) get split into two. The reason is described as follows. The points repaired on the intersection of the boundaries of the constraints that are active Figure 6 : The median, 25% and 75%-ile over 100 trials on the optimum tend to have better f -values than the points that are sampled inside the feasible domain and the points repaired on the other place. Therefore, the algorithm prefers the region of the points repaired on the intersection. Along this region, the sampling distribution tends to spread. Once the distribution learns a sharp shape, the preferred region becomes sharp, which leads to an even more sharp distribution. On the other hand, the preferred region of the algorithm using (5) is independent of the distribution shape, and performs significantly better than the one using (6) . 
