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Abstract
A method is used to obtain the general solution of Fredholm–Volterra integral equation of the second kind
in the space L2()× C(0; T ); 06 t6T ¡∞; is the domain of integrations.
The kernel of the Fredholm integral term belong to C([] × []) and has a singular term and a smooth
term. The kernel of Volterra integral term is a positive continuous in the class C(0; T ), while  is the domain
of integration with respect to the Fredholm integral term.
Besides the separation method, the method of orthogonal polynomials has been used to obtain the solution
of the Fredholm integral equation. The principal (singular) part of the kernel which corresponds to the selected
domain of parameter variation is isolated. The unknown and known functions are expanded in a Chebyshev
polynomial and an in3nite algebraic system is obtained.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
The mathematical formulation of physical phenomena often involves Cauchy-type singular inte-
gral equation. Integral and integro-di9erential equations containing singular kernel appear in studies
involving elastic contact problems [15,20], fracture mechanics [23], airfoil theory [10], combined
infrared radiation and molecular conduction [9] and others. Recently, the theory of singular inte-
gral equations has various techniques and has increasing important applications in di9erent areas of
science. Their solutions can be obtained analytically, using the theory developed by Muskhelishvili
[18]. The books edited by Tricomi [21], Popov [19], Hochstad [13] and Green [12] contain di9er-
ent methods for obtaining the solution of the integral and integro-di9erential equation analytically.
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Since closed-form solutions to these integral equations are generally not available, much attention
has been 3xed on the numerical method of solution. Generally, these methods are based on Gaussian
quadrature techniques chosen such that the singular behavior of the solution is handled implicitly
(see [17]). Also, among these methods Galerkin method is used [22] to solve the Fredholm integral
equation of the second kind with Cauchy kernel. Di9erent numerical methods are contained in the
work of Atkinson [6], Linz [16] and Delves and Mohamed [7].
In this work, a method is used to obtain the solution of Fredholm–Volterra integral equation of
the second kind in the space L2() × C(0; T ), under certain conditions, where  is the domain of
integration with respect to Fredholm integral term and t ∈ [0; T ] with respect to Volterra integral
term. The used method gives us, directly, two linear systems of Fredholm and Voltera integral
equations of the second kind, respectively. As an important problem and under certain conditions
on the kernel.
We obtain a Fredholm integral equation of the second kind with logarithmic and continuous kernels
for the 3rst and second integral terms, respectively. The continuity and the normality condition
of the integral operator kernel are discussed. The orthogonal polynomials, especially Chebyshev
polynomials, method are used to express the solution of the integral equation as an in3nite system
of linear algebraic equation. Many special cases are discussed and many applications of the results
in contact problems and mathematical physics are investigated from the work.
2. Basic equation
Consider the Fredholm–Volterra integral Equation of the second kind (FVIESK), where the Fred-
holm and the Volterra integral terms are measured with respect to position Gx= x(x1; x2; x3) and time
t ∈ [0; T ], respectively, in the following form
	
(x; t) +
∫

K(x; y)
(y; t) dy +
∫ t
0
F(t; )
(x; ) d
= [(t) + x(t)− f1(x)− f2(x)] = f∗(x; t); (2.1)
under the conditions
N1 =
∫


(x; t) dx; N2(t) =
∫

x
(x; t) dx (06 t6T ¡∞): (2.2)
The problem is investigated from the contact problem of two rigid surfaces (Gi; i) i=1; 2; having two
elastic material occupying the domain [], where fi( Gx)∈L2(); i=1; 2; Gx= x(x1; x2; x3), describing
the two surfaces, respectively. If the upper surface, (stamp) is impressed into the elastic lower surface
(plane) by a variable force with respect to time N1(t) whose eccentricity of application e, and a
variable moment N2(t); 06 t6T ¡∞, that case rigid displacements (t); x(t), respectively. In
the absence of body forces and when the frictional forces in the contact domain between the two
surfaces are so small that it can be neglected. Due to the impressed force N1(t) and moment N2(t)
their exist a normal unknown force 
(x; t) between the two surface, which will be determined.
Here 	 is a constant depends on the geometry and physical properties of the two surfaces, G is the
displacement magnitude and  is poisson’s coeKcient.
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Also the continuous positive kernel of Volterra integral term F(t; ) represents the amount of resis-
tance of the lower surface against the force N1(t) and the moment N2(t). Here (t); (t); N1(t); N2(t)
and F(t; ) are known positive continuous functions, with its derivatives are also continuous, belong
to the class C(0; T ). The kernel of Fredholm integral term K(x; y)∈C([]× []) and has a singular
part, while the unknown function 
( Gx; t)∈L2()× C(0; T ) is called the potential function.
For t = 0, in Eq. (2.1), we have
	
(x; 0) +
∫

K(x; y)
(y; 0) dy = [(0) + x(0)− f1(x)− f2(x)] = f∗(x; 0) (2.3)
which represents a Fredholm integral equation of the second kind, and will discussed in Section 3.
Consider the solution of Eq. (2.1) takes the form

(x; t) =
0(x; t) +
1(x; t); (2.4)
where 
0(x; t); 
1(x; t) are the complementary and particularly solution of (2.1) respectively.
Using (2.4) in (2.1) and (2.3), then subtracting the result, we have
	[
j(x; t)−
j(x; 0)] +
∫

K(x; y)[
j(y; t)−
j(y; 0)] dy
+
∫ t
0
F(t; )
j(x; ) d= j[(t)− (0) + ((t)− (0))x] (j = 0; 1); (2.5)
where 0 = 1 and 1 = 0.
Assume the solution of Eq. (2.1) can be expressed in the following series form

j(x; t) =
∞∑
n=1
[A( j)2n (t)
2n(x) + A
( j)
2n−1(t)
2n−1(x)]: (2.6)
Also consider the following:
Theorem 1 (Abdou [2,3]). For a symmetric and positive kernel K(x; y) of Eq. (2.1), the integral
operator
B
(x; t) =
∫

K(x; y)
(y; t) dy; (2.7)
is compact, and self-adjoint. So we can express it as an eigenvalue system nB
(x; t) = 
n(t),
where n and 
n are the eigenvalue and eigenfunction of the integral operator, respectively.
In view of Theorem 1, and Eqs. (2.2) and (2.5), by following the same way of Abdou [2], we
arrive to the following
A(1)n (t) + n
∫ t
0
A(1)n ()F(t; ) d= A
(1)
n (0) (j = 1);
A(0)2n (t) + 2n
∫ t
0
A(0)2n ()F(t; ) d= 2n d2n[(t)− (0)] (j = 0);
A(0)2n−1(t) + 2n−1
∫ t
0
A(0)2n−1()F(t; ) d= 2n−1d2n−1[(t)− (0)] (j = 0); (2.8)
where A(0)k = 0;
∑∞
n=1 d2n
2n = 1;
∑∞
n=1 d2n−1
2n−1 = x and n = n(1 + 	n)
−1.
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Eq. (2.8) represent Volterra integral equation of the second kind with the same positive and
continuous kernel F(t; ), where the solution can be obtained directly (see [3]). One must note that
the value of A(1)n (0) can be obtained by using (2.6) in (2.3) to have A
(1)
n (0) = n(0).
In view of the second and third equation of (2.8), the general solution of (2.6) can be adapted
in the form

N (x; t) =
N∑
n=1
[A(0)n (t) + A
(1)
n (t)]
n(x); (2.9)
where A(0)n (t) and A
(1)
n must satisfy the inequality
N∑
n=1
|A(0)n (t) + A(1)n (t)|¡! (N →∞; !1; 06 t6T ¡∞); (2.10)
one must observe that in the absence of the 3rst condition of Eq. (2.2) we have (t) = (0) = 0
while for the second condition, we have (t) = (0) = 0.
Theorem 2 (see Abdou [3]). If, for t ∈ [0; T ]; f∗( Gx; t)∈L2() × C(0; T ); K(x; y)∈C([] × [])
and the inequality (2.10) holds, then ‖
N (x; t) − 
(x; t)‖N→∞ → 0, where 
(x; t) represents the
unique solution of (2.1).
3. Fredholm integral equation
In Section 2, we represent a FVIESK as two linear systems of VIE and FIE, in this section, we
will discuss the FIESK under certain conditions for the kernel and for the free term.
Let us consider the following integral equation
	"(x) +
∫ 1
−1
K
[
#− x

]
"(#) d#= f(x); ("(±1) = 0; |x|6 1) (3.1)
with the kernel
K(t) =
∫ ∞
0
L(u)
u
cos ut du; (3.2)
where 	∈ [0; 1] represents some physical properties of the elastic materials in the contact problems,
 is some characteristic nondimensional parameter for any kind of the contact problems and the
unknown function "(x) is continuous with its derivatives in Lp(−1; 1). The given function f(x) of
(3.1) belongs to the class H1 (−1; 1); (¿ 12), where we introduce the norm in the space of sections
Hn (−; ) by means of the relationship:
‖f(x)‖=
n∑
n=0
max|fn(x)|+ sup |f
n(t)− fn(x)|
|t − x| ; ((x; y)∈ [− ; ]; ¿
1
2): (3.3)
The function L(z)z−1; z = u + iv, will be even and meromorphic in the complex, plane, real and
regular for v= 0 and limz→0 L(z)z−1 → A. Let us assume that, the function L(u) is continuous and
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positive for the real axes u∈ (0;∞) and it satis3es the following asymptotic equalities
|L(u)− 1|6 e−u
m∑
i=0
Aiui (0¡u¡∞;Ai; ¿ 0); (3.4)
|L(u)− 1|6 p
u(u+ q)
(p; q¿ 0; 06 u6∞); (3.5)
On the basis of property (3:4)′, for large  the variable t = (# − x)=6 2= is small, so that the
kernel K(t) can be represented for all (06 |t|¡∞) as (see [5,19])
K(t) =−ln(t) + F(t); F(t) =
∫ ∞
0
[L(u)− 1] cos ut + e−u
u
du; (3.6)
where the function F(t) with all its derivatives is continuous in the mentioned range of variation
in t.
Using Eq. (3.6) in (3.1), we have
	"(x)−
∫ 1
−1
ln
[∣∣∣∣#− x
∣∣∣∣
]
"(#) d#+
∫ 1
−1
F
[∣∣∣∣#− x
∣∣∣∣
]
"(#) d#= f(x): (3.7)
Aleksandrov in this work [5] obtained the solution of integral equation (2.1), when 	= 0 and L(u)
takes the form:
L(u) = Au+O(u3) (u→ 0; A= constant¿ 0);
L(u) = 1 +
N−1∑
i=1
Bi
ui
+O(u−N ) (u→∞; Bi = constant)
and used the result in mixed boundary contact problem.
When F(t) = 0 in (3.7), we have the Fredholm integral equation:
	"(x)−
∫ 1
−1
ln
[ |#− x|

]
"(#) d#= f(x): (3.8)
Many di9erent methods are used and established in [6,10,14,19] to obtain the solution of (3.8)
numerically.
Di9erentiating (3.8) with respect to x, we get (see [9,17,20,22])
	
d"
dx
−
∫ 1
−1
"(#) d#
x − # = f
′(x): (3.9)
Eq. (3.9) represents an integro-di9erential equation with Cauchy kernel.
Taking the transformations x = 2z − 1 and #= 2-− 1, in (3.9) we have
	
d
(z)
dz
−
∫ 1
0

(-) d-
z − - = g(z); 
(0) =
(1) = 0: (3.10)
Formula (3.10) has appeared in both combined infrared gaseous radiation and molecular conduction
and elastic contact studies. When 	 = 1 and g(z) ≡ z, Eq. (3.10) is solved numerically by Frankel
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[9]. Also, when 	 = 0, the integral equation, in this case, appears in airfoil theory and combined
infrared radiation, in molecular conditions and in contact problems (see [4,18,19,22]).
4. Some properties of the function F(t) and the logarithmic kernel
Let us note that for large , the variable t = (#− x)=6 2= is small, and we can represent F(t)
as follows:
F(t) =
∞∑
n=0
bnt2n; (4.1)
where the coeKcients bn are given as
b0 =
∫ ∞
0
L(u)− 1 + e−u
u
du;
bn =
(−1)n
(2n)!
∫ ∞
0
[L(u)− 1]u2n−1 du (n¿ 1): (4.2)
Remark 1. For large n, and on the basis of (3.4) the following estimate holds:
|bn|=O(v−2n): (4.3)
Lemma 1. For t → 0 the series representation (3.1) for the function F(t) is convergent and
asympotically F(t) ∼ t2−! (!¿ 0).
To prove the lemma, we consider two points t1; t2 ∈ [− R; R]; b= (t1 − t2)=2, then di9erentiating
the second formula of (3.6) with respect to t, we have
|F ′(t1)− F ′(t2)|6 2
∫ ∞
0
|L(u)− 1|:|sin bu| du: (4.4)
Using (3.5) in (4.4), one has
|F ′(t1)− F ′(t2)|6 2p
∫ ∞
0
|sin bu|
u(u+ q)
du
6 2p
{
b
∫ 1=b
0
du
u+ q
+
∫ ∞
1=b
du
u(u+ q)
}
:
Hence, by integrating, we obtain
|F ′(t1)− F ′(t2)|6 2pq (−qb ln qb+ qb+ q
2b2) (4.5)
which leads to the following
|F ′(t1)− F ′(t2)|6 ‘|t1 − t2|1−! (‘ = constant; !¿ 0):
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When t1 = t; t2 = 0, we get
|F ′(t)|6 ‘t1−!1 : (4.6)
By integrating (4.6) the lemma holds.
Corollary 1. For the second derivatives of the function F(t) the inequality∣∣∣∣
∫ 1
−1
F ′′
[
#− x

]
"(#) d#
∣∣∣∣6M‖"‖; (M = constant) holds:
Corollary 2. The integral operator
K"=
∫ 1
−1
ln
(∣∣∣∣-− x
∣∣∣∣
)
"(-) d- (4.7)
is continuous, for all values of , in L2(−1; 1).
For taking x1; x2 ∈ (−1; 1), we have
|K"(x1)− K"(x2)|
=
∣∣∣∣
∫ 1
−1
ln
|#− x1|

"(#) d#−
∫ 1
−1
ln
|#− x2|

"(#) d#
∣∣∣∣
6
(∫ 1
−1
"2(#) d#
)1=2
:
(∫ 1
−1
{
ln
[ |#− x1|

]
− ln
[ |#− x2|

]}2
d#
)1=2
6 ‖"‖2
(∫ 1
−1
[
ln
#− x1
#− x2
]2
dy
)1=2
= ‖"‖2g(x1; x2);
where g(x1; x2)→ 0 as x1 → x2, and the normality of "(#) is used.
Corollary 3. The integral operator (4.7) is normal in L2(−1; 1). One can easily prove that ‖K‖6
∗; (∗ is a constant).
Theorem 3. If solutions of the integral equation (3.1) and
	 G"(x) +
∫ 1
−1
GK
[
#− x

]
G"(#) d#= f(x); (|x|6 1); (4.8)
exist and are unique in the class of function L(−1; 1) for ¿0, where
‖F(t)− GF(t)‖Hn (−2=;2=)6 !; (4.9)
then the following estimate is valid
‖"(x)− G"(x)‖Cn−1(−1;1)6 −10 D(1 + 	)−1!(1− x2)−1=2; D = const: (4.10)
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The following lemma is of interest.
Lemma 2. If GK(x) has the form (2.2) and
|L(u)u−1 − GL(u)u−1|¡(u2 + c2)−1=2; u∈ [0;∞]; (4.11)
then (4.9) is valid for n= 1, where  and c are constants.
Our aim, now is to obtain the solution of integral equation (3.7), so, we suggest the use of a
Chebyshev series expansion for the unknown function "(x).
5. Chebyshev polynomials
Let Tm(x) = cos(m cos−1x); x∈ [ − 1; 1]; m¿ 0 denotes the Chebyshev polynomials of the 3rst
kind, while Um(x) = sin[(m+ 1) cos−1x]=sin(cos−1x), m¿ 0 denotes the Chebyshev polynomials of
the second kind. It is well known that {Tm(x)} form an orthogonal sequence of functions with
respect to the weight function (1−x2)−1=2, while {Um(x)} form an orthogonal sequence of functions
with respect to the weight function (1− x2)1=2.
It appears reasonable to attempt a series expansion to "0(x) in Eq. (3.8) in terms of Chebyshev
polynomials of the 3rst kind. This choice is not arbitrary since one can identify a portion of the
integral as the weight function associated with Tm(x).
For convenience, we state some well-known algebraic and integral relations associated with Cheby-
shev polynomials.
Orthogonality property [8]
∫ 1
−1
T2m(#)T2n(#) d#√
1− #2
=


0; m = n;
6; m= n= 0;
6
2 ; m= n¿ 0:
(5.1)
Integral relations [11] (1)
(1)
∫ 1
−1
cos ux:T2n(x)√
1− x2 dx = (−1)
n6J2n(u); (5.2)
where J2n is the Bessel function, n¿ 0 (2)
(2)
∫ 1
−1
T2m(#) d#=
2
1− 4m2 (m¿ 0): (5.3)
Algebraic relation [8]
Tm(x)Tn(x) = 12[Tm+n(x) + T|m−n|(x)]; T0(x) = 1: (5.4)
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Also, we need the following logarithmic relation [4]
− ln
[ |#− x|

]
= ln 2+ 2
∑
m=1
Tm(x)Tm(y)
m
; (−16 #; x6 1); (5.5)
−
∫ 1
−1
ln
[ |#− x|

]
T2m(#) d#√
1− #2
=
{
6 ln 2; m= 0;
6T2m
2m ; m = 0:
(5.6)
The above expressions contain all the necessary ingredients for determining the unknown expansion
coeKcients for the function "(x).
6. Method of solution
On the basis of (3.4)–(3.6), it can be said that the function F(t) is continuous with all its
derivatives in 06 |t|¡∞; t = ((#− x)=); (¿ 0).
So, let us rewrite integral equation (3.7) as
	"∗(x)−
∫ 1
−1
ln
[ |#− x|

]
"∗(#) d#+
∫ 1
−1
F
[ |#− x|

]
"∗(#) d#= f∗(x); (6.1)
f∗ =
∫ 1
−1
[
−F(0)− F
[
#− x

]]
"0(#) d#; "(#) = "0(#) + "∗(#); (6.2)
where "0(#) is determined from the equation
	"0(x)−
∫ 1
−1
ln
[ |#− x|

]
"0(#) d#= f(x) + F(0)P0; (|x|¡ 0);
P0 =
∫ 1
−1
"0(#) d#: (6.3)
Theorem 4 (see Popov [19] and Abdou [2]). If f′(x)∈L
( 34+0)
(−1; 1), the solution of integral
equation (6.3) exists, is unique, belongs to L( 43−0)(−1; 1) and has the form
"0(x) =
1
6
√
1− x2
[
P0 +
1
6
∫ 1
−1
[	"′0(t)− f′(t)]
√
1− t2
t − x dt
]
; (6.4)
where
P0 =
1
6[ln 2− F(0)]
∫ 1
−1
f(t) dt√
1− t2 :
Moreover, if the solution of integral equations (6.1) and (6.2) exists in L2(−1; 1) for ∈ (0;∞),
it has the form
"∗(x) =
w(x)√
1− x2 ; (6.5)
where the function w(x) is continuous with all its derivatives for x∈ [− 1; 1].
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The previous discussion can be stated in the following:
Theorem 5. If the solution of integral equation (3.7) in the class L(−1; 1) exists for all ¿ 0,
then it has the form
"(x) = "0(x) + "∗(x); x∈ [− 1; 1]; (6.6)
where "0(x) is a solution of (6.3) and "∗(x) is a solution of (6.1).
Theorems 1–4 and Lemmas 1 and 2 disclose broad possibilities for an approximate solution of
integral (3.1) where the operator is given by (3.2).
7. Solution of integral equation (6.3)
We assume that the function "0(x) of Eq. (6.3) has an expansion of the form
"0(x) =
∞∑
k=0
akT2k(x)− 1; x∈ [− 1; 1]; (7.1)
where Tn(x) represents the nth Chebyshev polynomials. Other choices, also, exists that are acceptable.
The unknown expansion coeKcients ak ; k¿ 0 are to be determined. In light of the physical fact
that "(x) = "(−x), we preserved only even Chebyshev polynomials in (7.1). Also, we impose that
the condition "0(±1) = 0, be satis3ed
Imposing this constraint yields
∞∑
k=0
ak = 1; (7.2)
since T2k(±1) = 1; k¿ 0, thus, we rewrite Eq. (6.1) in the new form
"0(x) =
∞∑
k=0
ak[T2k(x)− 1]; x∈ [− 1; 1]: (7.3)
Lemma 3. Series (7.3) converges uniformly by virtue of the properties of the function "0(x).
Let us also, expand the given function f(x) into the series
f(x) =
∞∑
k=0
fkT2k(x); (|x|6 1); (7.4)
where series (7.4) converges uniformly to the continuous function f(x).
Substituting of (5.5), (7.3) and (7.4) into (6.3), we have
	(T2k(x)− 1)ak + ak ln 2
∫ 1
−1
(T2k(#)− 1) d#+ ak
∞∑
m=1
T2m(x)
m
∫ 1
−1
T2m(#)(T2k(#)− 1) d#
=fkT2k(x) + akF(0)
∫ 1
−1
(T2k(#)− 1) d# (k¿ 0): (7.5)
M.A. Abdou / Journal of Computational and Applied Mathematics 154 (2003) 431–446 441
Using Eqs. (5.1), (5.3) and (5.4) in (7.5), we get
ak
{[
8k2(ln 2− F(0))
1− 4k2 − 	
]
+ 	T2k(x) +
∞∑
m=1
Am;k
m
T2m(x)
}
= fkT2k(x);
[
Am;k =
1
1− 4(m+ k)2 +
1
1− 4(m− k)2 −
2
1− 4m2
]
: (7.6)
Multiplying both sides of equation (7.6) by dx and integrating with respect to x from x=−1 to 1,
then we have
ak
{
4k2 (	 + 2(ln 2− F(0))) + (1− 4k2)
∞∑
m=1
Am;k
m(1− 4m2)
}
= fk; (7.7)
where (k¿ 0).
Previous formula (7.7) can be adapted as the following in3nite system of linear algebra:
ak
∞∑
m=1
gm;k = fk; (k¿ 0);[
gm;k = 4k2(	 + 2(ln 2− F(0)) + (1− 4k2)
∞∑
m=1
Am;k
m(1− 4m2)
]
: (7.8)
Thus, Eq. (7.8) leads to an in3nite system of linear algebraic equations for the unknown expansion
coeKcients ak ; k¿ 0. It is clear from viewing the above system of equation that gm;0 = 0; m¿ 1.
Thus, in order to obtain a unique solution for the unknown Chebyshev coeKcients, we replace the
3rst equation in the system shown in Eq. (7.8) i.e. m=0 by the auxiliary pro3le condition expressed
in (7.2). Practically speaking, we must truncate the series representation shown in Eq. (7.3) after
some 3nite number of terms, say N , to take the form
"0(x)  "N0 (x) =
N∑
k=0
ak[T2k(x)− 1]; x∈ [− 1; 1]: (7.9)
Theorem 6. If in Eq. (6.3) the function f(x)∈ (−1; 1) and its kernel belongs to the domain
C([− 1; 1] ∗ [− 1; 1]) then
‖"N0 (x)− "0(x)‖ → 0 as N →∞;
where "0(x) is a unique solution of Eq. (6.3) and "N0 (x) is given by Eq. (7.9).
8. Solution of integral equation (6.1) with (6.2)
The solution of integral equations (5.1) and (5.2) exists in L2(−1; 1) for ∈ (0;∞), and it takes
the form
"∗ =
w(x)√
1− x2 : (8.1)
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The function w(x) possesses all continuous derivatives for x∈ [−1; 1], so it can be expressed as the
uniformly converging series in Chebyshev polynomials
w(x) =
∞∑
k=0
SkT2k(x); (|x|6 1): (8.2)
Series (8.2) converges uniformly by virtue of the properties of the function w(x) mentioned above.
Hence "∗(x) will take the form
"∗(x) =
∞∑
k=0
SkT2k(x)√
1− x2 : (8.3)
Let us, also expand a function f∗(x) of (5.2) into the series
f∗(x) =
∞∑
k=0
RkT2k(x) (|x|6 1): (8.4)
On the basis of the mentioned properties of the function "0(x) and F(t), we say that f∗(x) is
continuous with its derivatives. Hence, series (8.4) converges uniformly to f∗(x).
Finally, let us expand the function F(t); (06 |t|¡∞) in a double series of Chebyshev polyno-
mials:
F
[
#− x

]
=
∞∑
m=0
∞∑
n=0
CmnT2n(x)T2m(#): (8.5)
Terms containing Chebyshev polynomials with odd indices are not written down in relationship (8.5)
they will not be needed hence forth.
Utilizing the known orthogonality properties, Eq. (5.1) of Chebyshev polynomials in formula (7.5)
we have
Cmn() =
mn
62
∫ 1
−1
∫ 1
−1
F
[
#− x

]
T2n(x)T2m(#) dx d#√
(1− x2)(1− #2) ;
(00 = 1; 0n = m0 = 2; mn = 4): (8.6)
A simple formula for Cmn can be written as
Cmn =
mn
62
∫ 6
0
∫ 6
0
F
[
cos t − cos 

]
cos 2m cos 2nt d dt: (8.7)
The coeKcients Cmn can be written in the Bessel function form as
C∞() =
∫ ∞
0
[
W (u)J 20 (u=) +
e−u
u
]
du;
Cmn = (−1)m+nmn
∫ ∞
0
W (u)J2m
(u

)
J2n
(u

)
du; (m+ n¿ 1);
[
W (u) =
L(u)− 1
u
]
: (8.8)
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Also, on the basis of (8.8), taking account of estimate (3.4) and
|J2m(x)|6 1(2m)!
(x
2
)2m
; (x¿ 0; m¿ 0); (8.9)
we obtain
C00() = ln 2; Cmn()  0; (m = n);
Cmm() ∼ 1m; (m¿ 1; → 0); (8.10)
where Jm(x′) is the Bessel function.
Lemma 4. For both variables x; # where 06 |# − x|−16 2−1¡∞, series (8.5) converges uni-
formly to F(t) in the set of variables #; x.
The following estimates holds for the coeKcients of the series Cmn():
|Cnm()|6 nm = max|F(t)|; (using (8:7))
Cnm()6d−3[(n2 − 1)n]−1; (d= const:; n¿ 2);
|Cnm()|6D−6[(m2 − 1)(n2 − 1)nm]−1; (D = const:; n; m¿ 2); (using (7:7)) (8.11)
and
|Cmn()|6 mn(2m)!(2n)!
[
1
2
] 2m+2n∑
i=0
Bi
(2m+ 2n+ i − 1)!
i
; (m+ n¿ 1);
(using (7:8)) (8.12)
where we take into account estimate (3:4)′ and Eq. (8.9).
Hence, we are now in a position to valid the function f∗(#) of (6.2). For this aim, substituting
from (7.3), (8.4) and (8.5) into (6.2), we have
Rk =
[
16k2F(0)
4k2 − 1 −
∞∑
m=0
CkmAm;k
]
ak ; (k¿ 0);
[
Am;k =
1
1− 4(m+ k)2 +
1
1− 4(m− k)2 −
2
1− 4m2
]
: (8.13)
An estimate of the 3rst type of Eq. (8.11) holds for the coeKcients Rk of the series (8.4), namely
|Rk |6C|(k2 − 1)k|−1; (k¿ 2; C − const:): (8.14)
We state the following theorem.
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Theorem 7. A sequence of numbers Sk belonging to ‘1 and satisfying the following system of linear
algebraic equations:
	Sk + S0Ck0() +
1
2
∞∑
n=0
SnCnk() = Rk −


S0 ln 2; k = 0;
Sk
2k
; k¿ 1:
(8.15)
Corresponding to any solution "∗(x) of Eq. (5.1) from the class L1(−1; 1) and vice versa.
The proof can be obtained, if we substitute the functions "∗(x); f∗(x) and F(t) of Eqs. (8.3)–
(8.5) into integral equation (6.1), then evaluate the integrals by utilizing (4.7) and (5.6) with the
orthogonal properties of Chebyshev polynomials. Hence, we obtain a relationship whose right-hand
and left-hand sides there are series in Chebyshev polynomials of even orders. Finally, equating
coeKcients of polynomials of the same number, we have the result of (8.15).
Now, let Sk ∈ ‘1 be the solution of in3nite system (8.15). Then series (8.3) converges uniformly
to some function "∗(x) for x∈ [− 1; 1]. By an inverse transformation of in3nite system (8.15) into
integral equation (6.1), it is easily, seen that "∗ ∈L1(−1; 1) and it is a solution of (6.1).
Taking account of the fact "∗(x) is continuous with all its derivatives and with help of the estimate
(8.14), we can deduce that the sequence of the numbers Sk belongs to the class ‘p; p¿ 1.
9. An in.nite system
Let us rewrite (7.16) in the more convenient form:
S0(	 + ln 2+ C∞) = R0 − 12
∞∑
n=1
SnCn0() (9.1)
and
Xk +
∞∑
n=1
Xnhnk = dk; (9.2)
where
Xk =
SK
2k
; hnk =
nCnk
1 + 2	k
; dk =
Rk − S0Ck0()
1 + 2	k
: (9.3)
Theorem 8. The solution of in6nite system (9.2) is bounded and belongs to ‘p-space.
To prove the theorem, 3rstly, we use the properties that Cnm and Rk convergence uniformly, so
Eq. (9.2) take the following form:
|xi|6 |xi|
∞∑
k=1
|hik |+ |bi|; (9.4)
M.A. Abdou / Journal of Computational and Applied Mathematics 154 (2003) 431–446 445
since
∞∑
k=1
|hik |= 1¡ 1; |bi|= 2;
where 1; 2 are constants, then one has
|xi|6 21− 1 = ! (1¡ 1): (9.5)
Secondly, with the aid of Kantorovich and Krylov [14], where they proved that in3nite system (9.3)
is quasi-completely regular if
Ai =
∞∑
k=1
|hik |¡∞; (i = 1; 2; : : : ; N );
Ai = 1− !¡ 1; (i¿N + 1) (9.6)
and on the basis of the estimates of Cmn and Rk of Eqs. (8.12) and (8.15), respectively, one has
|xi|6 i|(t2 − 1)t|−1; (i¿ 2);
where  is a constant. So, one can establish that Xi ∈ ‘p-“space”. Hence, the theorem follows.
10. Comments
From the above, we have the following discussion:
(1) In3nite system (8.4) can be found in many applications in the three-dimensional semi-
symmetric contact problem of two rigid surfaces having two di9erent elastic materials occupying
the domain w = {z = 0;
√
x2 + y26 a} and the kernel in the form of a potential function, in this
case the integral equation takes the form (see [1]):
	"n(r) +
∫ 1
0
A"n(A)Kn
[ r

;
A

]
dA= fn; (06 r6 1);
Kn(u; v) =
∫ ∞
0
L(z)Jn(uz)Jn(vz) dz; (n¿ 0); (10.1)
where Jn(z) are Bessel functions and the function L(z) is given by (3.6).
(2) Also, in3nite algebraic system (8.4) is used for obtaining the solution of the contact problem,
if the problem takes the integral form (see [5]):
	"(q) +
∫ ∫

K
[
Rpq

]
"(p) dp= f(q); (q∈);
K(t) =
∫ ∞
0
L(u)J0(ut) du; (10.2)
where  is the domain of contact, Rpq is the distance between the two points p and q. The function
L(u) is given by (3.6) (see [2]).
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(3) Also, system (9.4) can be successfully utilized to investigate the solution of the integral
equation (see [1]):
	"n(r) +
∫
AW (A; r)"n(A) dA= fn(r); (n6 r6 b);
W (A; r) =
∫ ∞
0
Jn(uA)Jn(ur) du; (10.3)
to which mixed problems for an elastic two bodies of the boundary conditions will reduce.
(4) The FVIESK is considered, now, as special case of this work when 	 = 0, (see [2]).
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