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a b s t r a c t
In this paper we study the regularity theory in Orlicz spaces for the uniformly elliptic
operators L = −∑ni,j=1 ∂i aij(x)∂j+V (x)with non-negative potentials V (x) onRn (n ≥ 3)
which belongs to a certain reverse Hölder class.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Shen [1] proved the Lp boundedness with 1 < p ≤ 2 of the nontangential maximal function of ∇u for the Lp-Neumann
problem of the elliptic Schrödinger operator
P = −∆+ V (x) on Rn, n ≥ 3 (1.1)
with V ∈ V∞ (see Definition 1.1) in a domainΩ ⊂ Rn. Moreover, Shen [2] has obtained the following Lp estimates for (1.1)∫
Rn
D2 (−∆+ V (x))−1 f p dx ≤ C ∫
Rn
|f |p dx (1.2)
for 1 < p ≤ q, assuming that V ∈ Vq for some q ≥ n/2. Recently we [3] extended Lp estimates for (1.1) with V ∈ V∞ to the
following estimates in Orlicz spaces∫
Rn
φ
D2 (−∆+ V (x))−1 f  dx ≤ C ∫
Rn
φ(|f |) dx, (1.3)
when φ ∈ ∆2 ∩ ∇2 (see Definition 1.3). Indeed, if φ(t) = tp for any p > 1, (1.3) is reduced to the classical Lp estimate.
In this paper we consider the regularity in Orlicz spaces for the following uniformly elliptic operator with V ∈ V∞
L = −
n−
i,j=1
∂i

aij(x)∂j
+ V (x)
where aij ∈ C1 (Rn) satisfies
aij = aji, ‖aij‖C1(Rn) ≤ K , Λ−1|ξ |2 ≤
n−
i,j=1
aij(x)ξiξj ≤ Λ|ξ |2 (x, ξ ∈ Rn) (1.4)
for some positive constant K andΛ.
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Definition 1.1. The function V (x) is said to belong to the reverse Hölder class Vq for some 1 < q ≤ ∞ if V ∈ Lqloc(Rn), V ≥ 0
almost everywhere and there exists a constant C such that for all balls Br of Rn,
−
∫
Br
V q(x) dx
1/q
≤ C−
∫
Br
V (x) dx,
with
−
∫
Br
V (x) dx = 1|Br |
∫
Br
V (x) dx.
If q = ∞, then the left hand side is the essential supremum on Br , i.e.,
sup
Br
|V (x)| ≤ C−
∫
Br
V (x) dx.
In fact, if V ∈ V∞, it clearly implies that V ∈ Vq for every q > 1.
We can refer to [4,2,5] regarding the reverse Hölder class. In particular, V (x) = |x|α ∈ Vq if αq > −n.
Orlicz spaces coming from the need of various practical problems have been studied as the generalization of Sobolev
spaces since they were introduced by Orlicz [6] (see [4,7–10]). The theory of Orlicz spaces plays a crucial role in many fields
of mathematics including geometric, probability, stochastic, Fourier analysis and partial differential equations (see [11]).
We denote by Φ the function class that consists of all functions φ : [0,+∞) −→ [0,+∞), which are increasing and
convex.
Definition 1.2. A function φ ∈ Φ is said to be a Young function if
lim
t→0+φ(t)/t = limt→+∞ t/φ(t) = 0.
Definition 1.3. A Young function φ is said to satisfy the global ∆2 condition, denoted by φ ∈ ∆2, if there exists a positive
constant K such that for every t > 0,
φ(2t) ≤ Kφ(t).
Moreover, a Young function φ is said to satisfy the global ∇2 condition, denoted by φ ∈ ∇2, if there exists a number a > 1
such that for every t > 0,
φ(t) ≤ φ(at)/2a.
If φ ∈ ∆2 ∩ ∇2, then it is easy to check that φ satisfies for 0 < θ2 ≤ 1 ≤ θ1 <∞,
φ(θ1t) ≤ Kθp11 φ(t) and φ(θ2t) ≤ 2aθp22 φ(t), (1.5)
where p1 = log2 K and p2 = loga 2+ 1.
Remark 1.4. Under condition (1.5), it is easy to check that φ satisfies
lim
t→0+φ(t)/t = limt→+∞ t/φ(t) = 0.
Definition 1.5. Let φ be a Young function. Then the Orlicz class Kφ(Ω) is the set of all measurable functions g : Ω → R
satisfying∫
Ω
φ(|g|) dx <∞.
The Orlicz space Lφ(Ω) is the linear hull of Kφ(Ω). Moreover, the space W k,φ(Ω) consists of all functions u which satisfy
Dαu ∈ Lφ(Ω) for 0 ≤ |α| ≤ k.
Moreover, we remark that if g ∈ Lφ(Ω), then 
Ω
φ(|g|) dx can be rewritten in an integral form∫
Ω
φ(|g|) dx =
∫
Ω
∫ ∞
0
χ{x∈Ω:|g|>µ}d [φ(µ)] dx
=
∫ ∞
0
|{x ∈ Ω : |g| > λ}| d [φ(λ)] . (1.6)
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Now let us state the main result of this work:
Theorem 1.6. Assume that φ ∈ ∆2 ∩ ∇2 and V ∈ V∞. If u ∈ W 2,φ(Rn) is the solution of the following uniformly elliptic
equation with condition (1.4)
−
n−
i,j=1

aij(x)uxj(x)

xi
+ V (x)u(x) = f (x) on Rn, n ≥ 3, (1.7)
then we have∫
Rn
φ(V |u|) dx+
∫
Rn
φ(|D2u|) dx ≤ C
∫
Rn
φ(|f |) dx.
Remark 1.7. We remark that φ ∈ ∆2 ∩∇2 is the necessary and sufficient condition for such kinds of estimates even for the
simplest Poisson equation. Actually, we [10] have proved that if u is a solution of the Poisson equation−1u = f in Rn, then∫
Rn
φ(|D2u|) dx ≤ C
∫
Rn
φ(|f |) dx (1.8)
holds if and only if φ ∈ ∆2 ∩ ∇2. Similarly, using the same approach as [10] one can also obtain the estimate∫
Rn
φ(|D2u|) dx ≤ C
∫
Rn
φ
 n−
i,j=1

aij(x)uxj(x)

xi


dx
for the uniformly elliptic equation
n−
i,j=1

aij(x)uxj(x)

xi
=
n−
i,j=1

aij(x)

xi
uxj(x)+ aij(x)uxixj(x)

= f (x) on Rn, n ≥ 3
with condition (1.4).
2. Proof of the main result
Before we finish the proof of the main result, Theorem 1.6, we give some important lemmas. We start with the following
integral inequality.
Lemma 2.1 ([10,3]). Let φ ∈ ∆2 ∩ ∇2. Then for any b1, b2 > 0 we have∫ ∞
0
1
µ
∫
{x∈Rn:|g|>b1µ}
|g| dx

d [φ(b2µ)] ≤ C(b1, b2, φ)
∫
Rn
φ(|g|) dx.
Now we write
uλ = u
λ0λ
and fλ = f
λ0λ
(2.1)
for any λ > 0, where
λ0 =
∫
Rn
V |u| dx+ 1
ϵ
∫
Rn
|f | dx, (2.2)
while ϵ ∈ (0, 1) is a small enough constant which will be determined later. Next, we give one important iteration covering
lemma which is much influenced by [12].
Lemma 2.2. For any λ > 0, there exists a family of disjoint balls {Bρi(xi)}i≥1 with xi ∈ Eλ(1) = {x ∈ Rn : V |uλ| > 1} and
ρi = ρ(xi, λ) > 0 such that
Jλ[Bρi(xi)] = 1, Jλ

Bρ(xi)

< 1 for any ρ > ρi, (2.3)
where
Jλ [Br ] = −
∫
Br
V |uλ| dx+ 1
ϵ
−
∫
Br
|fλ| dx. (2.4)
Moreover, we have
Eλ(1) =

x ∈ Rn : V |uλ| > 1
 ⊂
i≥1
B5ρi(xi) ∪ negligible set (2.5)
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and
|Bρi(xi)| ≤ 3
∫

x∈Bρi (xi):V |uλ|> 13
 V |uλ| dx+ 1
ϵ
∫
{x∈Bρi (xi):|fλ|> ϵ3 }
|fλ| dx

. (2.6)
Proof. 1. We first assert
sup
x∈Rn
sup
ρ≥ρ0
Jλ

Bρ(x)
 ≤ 1, (2.7)
where ρ0 = ρ0(λ) > 0 with λ|Bρ0 | = 1. To do this, fix any x ∈ Rn and ρ ≥ ρ0 . Then it follows from (2.1), (2.2) and (2.4) that
Jλ

Bρ(x)
 ≤ 1|Bρ(x)|
[∫
Rn
V |uλ| dx+ 1
ϵ
∫
Rn
|fλ| dx
]
= 1|Bρ(x)|λ ≤ 1.
2. Now for a.e. x ∈ Eλ(1), a version of Lebesgue’s Differentiation Theorem implies that
lim
ρ→0 Jλ

Bρ(x)

> 1.
Therefore from (2.7) one can select a radius ρx ∈

0, ρ0

such that
ρx = max

ρ ∈ 0, ρ0 : Jλ Bρ(x) = 1 .
Then we observe that
Jλ

Bρx(x)
 = 1, Jλ Bρ(x) < 1 for any ρ > ρx.
Therefore, applying Vitali’s covering lemma, we can find a family of disjoint balls {Bρi(xi)}i≥1 with ρi = ρ(xi, λ) > 0 such
that (2.3) and (2.5) hold.
3. The first equality of (2.3) implies that
|Bρi(xi)| =
∫
Bρi (xi)
V |uλ| dx+ 1
ϵ
∫
Bρi (xi)
|fλ| dx.
Therefore, by splitting the two integrals above as follows we have
|Bρi(xi)| ≤
∫

x∈Bρi (xi):V |uλ|> 13
 V |uλ| dx+ 13 |Bρi(xi)| +
1
ϵ
∫
{x∈Bρi (xi):|fλ|> ϵ3 }
|fλ| dx+ 13 |Bρi(xi)|.
Thus we have concluded with the desired estimate (2.6). 
Moreover, we recall the following result.
Lemma 2.3 ([5, Page 195]). If V ∈ Vq for some q > 1, then there exist 1 ≤ t <∞ and C > 0, depending on q, such that
−
∫
B
g dx ≤

C
V (B)
∫
B
Vg t dx
 1
t
holds for any non-negative function g and all balls B, where
V (B) =
∫
B
V dx.
Furthermore, we have the following local bounded property.
Lemma 2.4. Assume that V ∈ Vq is a bounded function for some q > 1. If h(x) satisfies−∑ni,j=1 aij(x)uxj(x)xi+V (x)u(x) = 0
in B2r with condition (1.4), then
sup
Br
|h| ≤ C
V (B2r)
∫
B2r
V |h| dx,
where C depends on n, q.
Proof. Recalling the elementary local boundedness property of the second-order elliptic equation (see [13, Theorem 9.20]),
we have
sup
Br
|h| ≤ C

−
∫
B2r
|h|r dx
 1
r
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for any r > 0. Then using the above inequality and Lemma 2.3 with r = 1t , we find that
sup
Br
|h| ≤ C

−
∫
B2r
|h| 1t dx
t
≤ C
V (B2r)
∫
B2r
V |h| dx.
This completes our proof. 
Next, we prove the following L1 maximal inequality.
Lemma 2.5. Assume that V ∈ Vq for some q > 1. If u(x) ∈ W 2,φ(Rn) satisfies (1.7) with condition (1.4), then∫
Rn
V |u| dx ≤
∫
Rn
|f | dx.
Proof. Let hn be a sequence of smooth functions such that
|hn| ≤ C, h′n(s) ≥ 0 and hn(s)→ sign(s) for any s ∈ R. (2.8)
Since C∞0 (Rn) is dense inW 2,φ(Rn) (see [4, Theorem 8.31]), we may as well assume that u ∈ C∞0 (Rn). Thus by the Lebesgue
convergence theorem and Green’s formula, we obtain
−
∫
Rn
sign(u)
n−
i,j=1

aij(x)uxj

xi
dx = − lim
n
∫
Rn
n−
i,j=1
hn(u)

aij(x)uxj

xi
dx
= lim
n
∫
Rn
h′n(u)
n−
i,j=1
aij(x)uxjuxi dx.
Furthermore, from (2.8) and the uniformly ellipticity condition in (1.4), we find that
−
∫
Rn
sign(u)
n−
i,j=1

aij(x)uxj

xi
dx ≥ lim
n
∫
Rn
Λ−1|∇u|2h′n(u) dx ≥ 0.
Therefore, from (1.7) we see that∫
Rn
V |u| dx ≤
∫
Rn
sign(u)

−
n−
i,j=1

aij(x)uxj(x)

xi
+ V (x)u(x)

dx
=
∫
Rn
sign(u)f dx ≤
∫
Rn
|f | dx,
which completes our proof. 
Now we are set to prove the main result, Theorem 1.6.
Proof. Letw be the solution of
−
n−
i,j=1

aij(x)wxj(x)

xi
+ V (x)w(x) = f¯ iλ on Rn,
where f¯ iλ is the zero extension of fλ from B10ρi(xi) to R
n. Then from Lemma 2.5 we have∫
Rn
V |w| dx ≤
∫
Rn
|f¯ iλ| dx,
which implies that∫
B10ρi (xi)
V |w| dx ≤
∫
Rn
V |w| dx ≤
∫
Rn
|f¯ iλ| dx =
∫
B10ρi (xi)
|fλ| dx. (2.9)
Since the second inequality of (2.3) in Lemma 2.2 implies that
−
∫
B10ρi (xi)
V |uλ| dx < 1 and −
∫
B10ρi (xi)
|fλ| dx < ϵ for ϵ ∈ (0, 1), (2.10)
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it follows from (2.9) and (2.10) that
−
∫
B10ρi (xi)
V |w| dx ≤ −
∫
B10ρi (xi)
|fλ| dx < ϵ < 1. (2.11)
Set h = uλ − w. From the definition of f¯ iλ, we find that h satisfies
−
n−
i,j=1

aij(x)hxj(x)

xi
+ V (x)h(x) = 0 in B10ρi(xi). (2.12)
Moreover, it follows from (2.10) and (2.11) that
−
∫
B10ρi (xi)
V |h| dx ≤ −
∫
B10ρi (xi)
V |w| dx+−
∫
B10ρi (xi)
V |uλ| dx < 2.
Then from the above inequality and Lemma 2.4 we find that
sup
B5ρi(xi)
V |h| ≤ C sup
B5ρi(xi)
V

V (B10ρi(xi))
−1 ∫
B10ρi(xi)
V |h| dx
≤ C sup
B5ρi(xi)
V

−
∫
B10ρi(xi)
V dx
−1
,
which implies that
sup
B5ρi(xi)
V |h| ≤ N1, (2.13)
since V ∈ V∞, where N1 > 1 only depends on n. Set µ = λλ0. Then (2.1) implies that uλ = u/µ and fλ = f /µ. Thus we
deduce from (2.9), (2.10) and (2.13) thatx ∈ B5ρi(xi) : V |u| > 2N1µ = x ∈ B5ρi(xi) : V |uλ| > 2N1
≤ x ∈ B5ρi(xi) : V |w| > N1+ x ∈ B5ρi(xi) : V |h| > N1
= x ∈ B5ρi(xi) : V |w| > N1 ≤ 1N1
∫
B5ρi (xi)
V |w| dx
≤
∫
B10ρi (xi)
|fλ| dx ≤ ϵ|B10ρi(xi)| = 10nϵ|Bρi(xi)|,
which follows from (2.6) in Lemma 2.2 thatx ∈ B5ρi(xi) : V |u| > 2N1µ ≤ 10n+1ϵµ
∫
{x∈Bρi (xi):|Vu|> µ3 }
V |u| dx+ 1
ϵ
∫
{x∈Bρi (xi):|f |> ϵµ3 }
|f | dx

.
Now we recall that for any λ > 0, the balls {Bρi(xi)} are disjoint and that
i≥1
B5ρi(xi) ∪ negligible set ⊃ Eλ(1) = {x ∈ Rn : V |uλ| > 1},
which implies thatx ∈ Rn : V |u| > 2N1µ ≤ −
i≥1
x ∈ B5ρi(xi) : V |u| > 2N1µ
≤ 10
n+1ϵ
µ
∫
{x∈Rn:|Vu|> µ3 }
V |u| dx+ 1
ϵ
∫
{x∈Rn:|f |> ϵµ3 }
|f | dx

.
Furthermore, using (1.6) and Lemma 2.1, we compute∫
Rn
φ(V |u|) dx =
∫ ∞
0
{x ∈ Rn : V |u| > 2N1µ} d [φ (2N1µ)]
≤ 10n+1ϵ
∫ ∞
0
1
µ
∫
{x∈Rn:V |u|> µ3 }
V |u| dx

d [φ (2N1µ)]
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+ 10n+1
∫ ∞
0
1
µ
∫
{x∈Rn:|f |> ϵµ3 }
|f | dx

d [φ (2N1µ)]
≤ C1ϵ
∫
Rn
φ(V |u|) dx+ C2
∫
Rn
φ(|f |) dx,
where C1 = C1(n, φ) and C2 = C2(n, φ, ϵ). By a similar approximation argument as in [3], we may as well assume that
Vu ∈ Lφ (Rn). Finally choosing a suitable ϵ > 0 such that C1ϵ ≤ 1/2, we obtain∫
Rn
φ(V |u|) dx ≤ C
∫
Rn
φ (|f |) dx.
Thus from (1.7) and Remark 1.7, we observe that∫
Rn
φ(|D2u|) dx ≤ C
∫
Rn
φ
 n−
i,j=1

aij(x)uxj(x)

xi


dx
≤ C
∫
Rn
φ(V |u|) dx+
∫
Rn
φ (|f |) dx

≤ C
∫
Rn
φ (|f |) dx,
which completes the proof. 
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