Abstract. An ontology matching system can usually be run with different configurations that optimize the system's effectiveness, namely precision, recall, or F-measure, depending on the specific ontologies to be aligned. Changing the configuration has potentially high impact on the obtained results. We apply matching task profiling metrics to automatically optimize the system's configuration depending on the characteristics of the ontologies to be matched. Using machine learning techniques, we can automatically determine the optimal configuration in most cases. Even using a small training set, our system determines the best configuration in 94% of the cases. Our approach is evaluated using the AgreementMaker ontology matching system, which is extensible and configurable.
Introduction
Ontology matching is becoming increasingly important as more semantic data, i.e., data represented with Semantic Web languages such as RDF and OWL, are published and consumed over the Web especially in the Linked Open Data (LOD) cloud [14] . Automatic ontology matching techniques [10] are increasingly supported by more complex systems, which use a strategy of combining several matching algorithms or matchers, each taking into account one or more ontology features. Methods that combine a set of matchers range from linear combination functions [17] to matcher cascades [7, 10, 25] , and to arbitrary combination strategies modeled as processes where specific matchers play the role of combiners [4, 16] . The choice of parameters for each matcher and of the ways in which the matchers can be combined may yield a large set of possible configurations. Given an ontology matching task, that is, a set of ontologies to be matched, an ontology engineer will painstakingly create and test many of those configurations manually to find the most effective one as measured in terms of precision, recall, or
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However, an ontology matching system that has been configured to match specific ontologies may not produce good results when matching other types of ontologies. For example, LOD ontologies vary widely; they can be very small (at the schema level), shallow, and poorly axiomatized such as GeoNames, 1 large with medium depth and medium axiomatization such as in DBpedia, 2 or large, deep, and richly axiomatized such as Yago. 3 In this paper we propose a machine learning method that takes as input an ontology matching task (consisting of two ontologies) and a set of configurations and uses matching task profiling to automatically select the configuration that optimizes matching effectiveness. Our approach is implemented in the AgreementMaker [2] ontology matching system and evaluated against the datasets provided by the 2011 Ontology Alignment Evaluation Initiative (OAEI) 4 . We show that the automatically configured system outperforms the manually configured system. Furthermore, since the OAEI datasets are designed to test systems on a variety of ontologies characterized by heterogeneous features, they provide a rich and varied testbed. This testbed demonstrates the capability of our method to match many real-world ontologies and to achieve good effectiveness on new matching tasks without requiring manual tuning.
Although there are several machine learning approaches for ontology and schema matching, our approach differs from them in key aspects. Some approaches learn to classify mappings as correct or incorrect by combining several matchers [8] or similarity functions [13] . Others exploit user feedback to learn optimal settings for a number of parameters such as the similarity threshold used for mapping selection [25] , or the weights of a linear combination of several matchers and the rate of iterative propagation of similarity [7] . Our approach learns how to select the optimal configuration for a matching task without imposing any restriction on the complexity of the adopted configurations, thus allowing for the reuse of fine-tuned configurations tested in previous ontology matching projects. We also achieve very good results with a limited training set by focusing on the feature selection problem, identifying fine-grained ontology profiling metrics, and combining these metrics to profile the ontology matching task.
The rest of this paper is organized as follows: Section 2 defines the problem of configuration selection and describes the configurations of the AgreementMaker system used in our experiments. Section 3 describes the proposed learning method to automatically select the best configuration and discusses the matching task profiling techniques adopted. Section 4 describes the experiments carried out to evaluate the approach. Section 5 discusses related work. Finally, Section 6 presents our conclusions.
Preliminaries
In this section we will explain some preliminary concepts, define the problem, and give a brief description of our AgreementMaker system and its configurations.
Problem Definition
Ontology Matching (or Ontology Alignment) is defined as the process of finding correspondences between semantically related concepts in different ontologies [10] . Typically two ontologies are considered at a time-the source and the target-but the overall problem can involve several ontologies to be matched. The resulting correspondences are called mappings, a set of mappings is called an alignment and the correct alignment, as determined by domain experts, is called the reference alignment or gold standard. The algorithms used to discover the alignments are called matchers. A basic matcher takes into account a single aspect of the concepts to be matched, while a complex matcher is the result of combining and tuning basic matchers. The aggregation of matching results is called combination. The possible ways of combining results are mainly two: series and parallel. The former means that a matcher starts its computation based on the output result of another matcher, while the latter consists of taking the results from several matchers as input and providing a single output [4] . The resulting combination is called a matcher stack.
The word configuration refers to an already tuned matcher stack, usually organized in combination layers, whose number depends on the various series and parallel combinations that take place. Developing a configuration is a very complicated and timeconsuming process that requires many experiments performed by a domain expert to define the matcher stack and the parameters for each matcher. That is, many choices must be made: which basic matchers to use, how to combine them, how many layers, how to set the thresholds and other parameters for each matcher. Therefore, it is clear that the exploration of the whole space of possible configurations is not a practical option.
It is also highly unlikely for the same configuration to perform well on totally different domains. We will approach this challenge by considering a small number of different configurations that have been manually developed for a variety of ontology matching tasks. This means that we do not address the problem of developing configurations, as we use the most successful ones that we have manually implemented with the AgreementMaker ontology matching system; instead, we focus on how to choose the best configuration for each task. That is, given two ontologies to be matched-an ontology matching task-and a set of configurations of a given ontology matching system, the problem consists of determining automatically the configuration that maximizes the quality of the output alignment, measured in terms of precision, recall, or F-measure (the weighted harmonic mean of precision and recall).
Matcher Configurations
The AgreementMaker system [2, 3, 4, 5] is an extensible ontology matching framework that has been expanded to include many types of matching algorithms so as to handle different matching scenarios. At the heart of the system is its ability to efficiently combine the results from several matching algorithms into one single and better alignment [4] . This capability allows us to focus on developing new matching algorithms, which can be combined with previously developed algorithms, with the objective of improving our results.
The configurations used in our system, which are shown as block diagrams in Figure 1 , are derived from our experience of matching ontologies over the years. Our
(e) Fig. 1 . The five configurations used in our system work began with a general purpose configuration that consisted of syntactic matchersthe Base Similarity Matcher (BSM), the Parametric String Matcher (PSM), and the Vector-based Multi-word Matcher (VMM)-running in parallel and combined into a final alignment by the Linear Weighted Combination (LWC) Matcher [4] . We later extended our syntactic algorithms with lexicon lookup capabilities (LEX) and added a refining structural matcher-the Iterative Instance and Structural Matcher (IISM)-leading to the configuration shown in Figure 1 (a). The configuration consists of running syntactic and lexical matching algorithms, combining their results, and then refining the combined alignment using a structural algorithm; this is a recurring pattern in all of our configurations.
Some ontologies may contain labels and local names that require more advanced string similarity techniques that are needed to perform syntactic matching. For this reason, our second configuration, which is shown in Figure 1 (b), features the Advanced Similarity Matcher (ASM) [5] . This matcher extends BSM to find the similarity between syntactically complex concept labels.
As our work extended into matching biomedical ontologies [6] we found that the lexicon lookup capability of our algorithms became very important in those tasks. Such capability was especially useful because the biomedical ontologies include synonym and definition annotations for some of the concepts. For these types of ontologies, we use the configuration shown in Figure 1 (c), which aggregates the synonyms and definitions into the lexicon data structure. There is more than one combination step so as to group similar matching algorithms before producing a final alignment.
An extension of the previous lexical-based configuration is shown in Figure 1 (d). This configuration adds the Mediating Matcher (MM) to aggregate the synonyms and definitions of a third ontology, called the mediating ontology, into the lexicon data structure to improve recall. Finally, when matching several ontologies at a time, overall precision and runtime is more important. For this purpose we use a configuration, shown in Figure 1 (e), which features the combination of two syntactic matchers and is refined by a structural matching algorithm that ensures precision and runtime efficiency.
Learning to Automatically Select the Best Configuration
Our approach can be sketched as follows: the matching task is profiled using several metrics, then the values for those metrics are used as input features to a machine learning algorithm that correlates the profiles to the performance of different configurations of the system. We are using a supervised learning approach and training the classifier on a subset of our dataset. Our goal is to use as small a subset as possible for training, as this reflects a real-world use of matching systems where users are able to provide only a very small subset of reference alignments.
Our proposed matching process follows the steps represented in Figure 2 . First the pair of ontologies to be matched is evaluated by the matching task profiling algorithm. Based on the detected profile, a configuration is selected and the matcher stack is instantiated. Finally, the ontology matching step is performed and an output alignment is obtained.
Fig. 2. Automatic configuration selection process

Ontology Profiling
Ontology profiling is the process of describing ontologies using a set of metrics. In particular, we include metrics that have been introduced in the context of ontology evaluation [26] , where the goal is to evaluate the quality of an ontology. To the best of our knowledge, our approach is the first to apply these metrics in the context of ontology matching.
Since the aim of our work is to determine the most suitable system configuration for a given matching task, the first step is to characterize the task in terms of the two input ontologies. In particular, we use information about their classes and properties and combine the obtained profiles. This is a preprocessing phase with the goal of gathering information that is later used to discriminate between possible configurations. The metrics we use for ontology profiling can be evaluated by their expressiveness, clarity, and simplicity. A good metric should lend itself to be efficiently computed and to be correlated with some of the characteristics of the matchers that make up a configuration. The machine learning algorithm then exploits these correlations when building a classifier.
Our approach is unique because it is totally automatic, given a small training set. It makes no difference which matchers are part of a configuration, nor how they are combined. The machine learning algorithm will take care of summarizing the impact that some of the values of the metrics have on the performance of the matchers, without the need for explicit descriptions.
The metrics we used to profile the ontologies are shown in Table 1 . The table also shows which ontology characteristics are taken into account by each metric (syntactic, lexical, structural, or instance). Some of these metrics are well known in the literature [8, 26] , while others are being introduced in this paper. In what follows, C represents the set of classes in the ontology and T the set of terms, that is, the set of classes and properties. Therefore |C| is the number of classes and |T | is the number of terms.
Relationship Richness. The Relationship Richness (RR) of a schema is defined as the percentage of relations (object properties) at the schema level that are different from subclassOf relations. In the equation, P is the set of such relations and SC is the set of subclassOf relations [26] . 
Attribute Richness. Attribute Richness (AR) is defined as the average number of attributes (datatype properties) per class and is computed as the number of attributes for all classes (att) divided by the number of classes [26] .
Inheritance Richness. Inheritance Richness (IR) describes the structure of an ontology. It is defined as the average number of subclasses per class [26] . The number of subclasses for a class C i is defined as |H C (C l , C i )|, where C l is a subclass of C i . An ontology with low IR has few children per class but many inheritance levels, while an ontology with high IR has few inheritance levels but many children per class.
Class Richness. Class Richness (CR) is defined as the ratio of the number of classes for which instances exist (|C i |) divided by the total number of classes defined in the ontology [26] .
Label Uniqueness. This metric captures the number of terms whose local name and label differ so as to determine whether we can find additional information in the term labels. We define Label Uniqueness (LU) as the percentage of terms that have a label that differs from their local name (diff ).
Average Population. This metric provides an indication of the average distribution of instances across all the classes. Average Population (P) is defined as the number of instances |I| divided by the number of classes [26] .
Average Depth. This metric describes the average depth (D) of the classes in an ontology defined as the mean of the depth over all the classes C i (D(C i )).
WordNet Coverage. WordNet is a lexical database for the English language [20] . It groups English words into sets of synonyms called synsets, provides short, general definitions, and records the various semantic relations between these synsets. WordNet is generally used in the ontology matching process to get information about the words contained in the attributes of a term. WordNet Coverage (WC) has been introduced as a feature that evaluates for each couple of terms whether none, one, or both of them can be found in WordNet [8] . Differently from previous approaches, in our system we compute WC as the percentage of terms with label or local name (id) present in WordNet (covered). We compute two WordNet Coverage metrics, one for local names and one for labels.
Null Label and Comment. Two other very important features of the ontology that we profile in our approach are the percentage of terms with no comment or no label, named respectively N comment or N label . They are defined as the number of terms that have no comment (|NC comment |) or no label (|NC label |) divided by the number of terms.
Matching Task Profiling
Once all the metrics described in the previous section are computed for the two ontologies in the matching task, there are several methods we can use to compute the final matching task profile. We show that process in Figure 3 . The first method consists of considering each metric value as a separate feature in the profile, which will be used as the feature vector for the classifier. In this case, the profile will contain just the values of the metrics for the source and target ontologies. We refer to this Source-Target profile configuration as ST. This approach, though, describes the ontologies singularly and does not give a compact summary of the pair. The second approach, instead, consists of combining the value pairs using a mathematical function. We experimented with two different combination functions: Average (A) and a newly defined function called Feature Similarity (FS). The former averages the values for a particular metric for both ontologies. It can be used to detect how much a particular characteristic is present in the matching task. For example, the average of the WordNet Coverage (WC) will be an indicator of how suitable a configuration relying on lexical matchers is for a particular matching task. When the average of WC is low, the model may learn to select a configuration without lexical matcher. Instead, the FS function evaluates how similar a characteristic is in the two ontologies. For example, when the average WC is high, FS explains whether WC is similar in the two ontologies or high in one and low in the other. Thus, the model may learn to select a configuration without lexical matcher even when WC is quite high on average, but very low in one ontology.
Given an ontology profiling metric m with two values, one for each ontology in the matching task, FS is defined as the ratio between the lower (m L ) and the higher (m H ) f Fig. 3 . Matching task profiling of the two metric values, divided by the logarithm of their difference. When the two values are equal, the value of FS is one, while the more they differ, the closer to zero that value will be.
The concatenation of A and FS into a function FS-A provides a more expressive measure. It considers how much a particular aspect is present in each of the two ontologies as well as how much they share that aspect. Experiments described in Section 4 confirm this intuition showing that FS-A outperforms all the other functions.
Automatic Configuration Selection
For each input ontology pair (matching task) we compute the metrics previously described and use them at runtime to predict the best configuration. The space of all the possible ontology pairs to be matched can be divided into a number of subspaces. We define those subspaces as the sets of ontology pairs sharing the same configuration as the best configuration for those matching tasks. From a machine learning point of view, each subspace corresponds to a class to be predicted.
Differently from rule-based approaches, our approach allows us to find correlations between metrics and the matching configurations without explicitly define them. No matter how complex a matcher is, its performance on the training set will allow the learning algorithm to determine its suitability to new matching tasks.
Supervised learning consists of techniques which, based on a set of manually labeled training examples, create a function modeling the data [19] . Each training example is composed of a feature vector and a desired output value. When the range of the output value is a continuous interval, it is called a regression problem. In the discrete case, it is called classification. The function created by the algorithm should be able to predict the output value for a new input feature vector. In our problem, the input feature vector is the result of matching task profiling while the output class is one of the possible configurations.
Building a robust classifier is not trivial: the main problem is how to generate a good training set. It should be a highly representative subset of the problem's data. In addition, the larger it is, the higher the quality of the classification will be. An important aspect is the distribution of the classes in the training set. It should reflect the nature of the data to be classified and contain an adequate number of examples for every class.
In order to generate our training set, the system goes through the steps shown in Figure 4 . For each ontology pair in a matching task, we compute the metrics introduced in Section 3.1 and stored as data points in the training set. The system is then run with all the given configurations, each generating an alignment for every matching task. We then evaluate the precision, recall, and F-measure of each generated alignment and store the results in an evaluation matrix. For each matching task, the configuration that optimizes the precision, recall, or F-measure (depending on the users' needs) is chosen and stored as the correct class for the corresponding data points in the training set. We have tested this approach using many standard classifiers and including different feature vectors, which are compared in Section 4. The trained model is used by AgreementMaker to predict the correct configuration before starting a matching process. The system takes also into account the confidence value returned by the classification algorithm, which represents the certainty of the classifier's prediction. If this value is under a certain threshold the system ignores the classification and chooses the default configuration (Figure 1(a) ).
Evaluation and Results
In this section we describe the experimental results obtained using the approach introduced in Section 3. Our approach has been evaluated using the AgreementMaker system with the configurations explained in Section 2.2. Our experiments have been run using 233 matching tasks with reference alignments provided in OAEI 2011.
Learning Evaluation
For our evaluation, we use several classifiers in order to gauge their impact on correctly classifying the matching tasks. The classifiers we use are well-known, each belonging to a different category: k-NN (Instance-based) [1] , Naive Bayes (Probability-based) [12] , Multilayer Perceptron (Neural Network) [11] , and C4.5 (Decision Tree) [24] .
For our first experiment, which is shown in Table 2 , we perform a k-fold crossvalidation with k = {2, 10} using each classifier and comparing the obtained accuracy, defined as the percentage of correctly classified instances. 10-fold cross-validation is considered the standard for evaluating a learning algorithm while we also tested with 2-fold cross-validation to gauge the robustness of our approach, since we want as small a training set as possible. We experimented with all of our combination functions to generate the matching task profile. As can be seen from the table, a k-NN classifier (with k = 3) exhibits the best accuracy in all the tests. Furthermore, we can see that the FS-A combination function has a significant impact on the overall results and in particular on making the approach more robust. The graph of Figure 5 (a) shows the accuracy that was obtained by varying the training set size and the classifier used. Each point is computed by averaging 100 runs. In each run, a random subset of matching tasks is selected for the training set and the model is evaluated against the remaining part of the dataset. Due to the obtained results, in this test we use FS-A as the combination function.
Naive Bayes is the worst performing classifier because the conditional independence assumption between the selected metrics does not hold. In other words, some of our metrics are interdependent. Since the dataset used is not big, instance-based classifiers perform slightly better than others. This is because they are able to learn quickly even from very small datasets. Other methods require a significant number of examples for each class to be capable of training robust models, while an instance-based classifier can make useful predictions using few examples per class. Therefore, this kind of classifier works well when limited data is available, as in our case. The other two classifiers, Multilayer Perceptron and C4.5, show similar results, each being slightly worse than k-NN. The more the training set size increases, the more they close the gap with k-NN, confirming this characteristic of instance-based classifiers.
The results are also compared with a baseline. It is represented by the case in which the system randomly chooses between configurations. Since the number of configurations is five, the probability of selecting the right one is 20%, independently of the size of the training set. We believe these results are really valuable and encouraging, because even with a small training set our selection is able to outperform random selection substantially. As an example, when only 5% of the dataset is used for training, our method is able to choose the best configuration in seven cases out of ten. Moreover, in the other three cases, the results are only slightly worse than the best configuration. The two experiments above lead us to choose the k-NN classifier.
In Figure 5 (b) we compare the combination functions, which we described in Section 3.2, as a function of the size of the training set. From the graphs in the figure it is clear that FS-A outperforms the other combination methods. Therefore we use FS-A in our following experiments.
OAEI Results
In the previous section, we have shown that our learning system is robust. In this section we use three tracks of the OAEI 2011 competition, namely Benchmark, Benchmark2, and Conference, to study the impact of our approach in terms of F-measure.
In order to guarantee an equally distributed and representative training set, we introduce the constraint that it should contain at least some representative instances for each of the five classes. Using this approach, our experiments were run using only 20% of the whole dataset as the training set, obtaining 94% accuracy. The remaining 6% of misclassified examples are further divided: 3.83% for which the algorithm chooses the second best configuration, and 2.17% for which it selects the third best one. The worst performing configurations (fourth and fifth) are never chosen. It is worth noting that even in the case where the algorithm fails to choose the best configuration, the chosen configuration is acceptable and in some cases is better than the one chosen manually.
Overall, our results were improved by using the automatic selection instead of the manual selection previously used in our system. This is because we are now able to choose the best configuration on a task-by-task basis, rather than on a track-by-track basis. Different configurations are used to match different tasks of the same domain, while selection performed by an expert is usually domain-specific.
In Table 3 we show the percentage of tasks in which our automatic approach outperforms the manual selection, for each of the considered tracks (Benchmark, Benchmark2, and Conference). We also show the average increase in F-measure for the tasks that were improved (the remaining ones were already optimal). Our new automatic selection leads to a significant improvement in all of the tracks, especially in the Conference track where more than half of the matching tasks showed improvement.
While in Table 3 we compare the results obtained over the whole testset, in Table  4 we show our improvements in terms of F-measure on some particularly interesting sub-tracks. We present an automatic versus manual selection comparison as before, but also versus an ideal classifier (i.e., a classifier for which the best configuration is always selected). We selected for this comparison a subset of the previously mentioned tracks, choosing the ones that we consider the most relevant, because they represent real-world examples. The sub-tracks are: Benchmark (301-304), Benchmark2 (221-249), and the Conference track as a whole. The Anatomy track is not included because it is composed of a single sub-track, which is correctly classified by both the automatic and manual selections. The table shows the average F-measures obtained by the selection approaches in these sub-tracks. We also show the difference between the automatic and manual selections (Δ(A − M )) and between the ideal and automatic selections (Δ (I − A) ).
In Figure 6 we show the performance obtained by the manual, automatic, and ideal selections in the specified tasks of the Benchmark and Conference tracks. In most of these test cases the automatic selection chooses the correct configuration, that is, the automatically chosen configuration is also the ideal configuration. In some of these cases the manual selection chooses the correct configuration as well. An interesting case is provided by confOf-ekaw, where the three different modalities choose three different configurations. However, even in this case, the automatic selection chooses a better configuration than the one chosen manually.
Related Work
Several approaches have been proposed, whose objective is to improve the performance of ontology schema matching by automatically setting configuration parameters. An early approach considers a decision making technique that supports the detection of suitable matchings based on a questionnaire that is filled out by domain and matching experts [22] . In the continuation of this work, a rule-based system is used to rank a set of matchers by their expected performance on a particular matching task [21] .
The RiMOM system profiles the ontology matching task by evaluating an overall lexical and structural similarity degree between the two ontologies [17] . These similarity measures are used to change the linear combination weights associated with a lexical and a structural matchers. These weights are adaptively set using matching task profiling, however only two metrics are used, a much smaller number than the number considered in this paper. Furthermore, the configuration cannot be changed.
The learning-based approaches for system configuration fall under two types: (1) learning to classify correspondences as correct/incorrect [8, 15, 23] ; (2) learning optimal parameter values for a system [13, 16, 18] . As compared to these approaches, our contribution is that we learn to select the best configuration among a set of available configurations for each matching task. This introduces a new challenge: we must consider features describing the ontologies and their mutual compatibility as a whole and define ontology metrics for this purpose, both being novel contributions.
We now describe in more detail three of the machine-learning approaches [8, 13, 16] . The first approach learns the combination of several matchers, considered as black boxes [8] . The system uses a mapping classifier to label mappings as correct or incorrect based on a mapping profile, which encompasses features of the matchers, lexical and structural features of the concepts to be matched, and very simple ontology features. Our configuration selection is based exclusively on ontology features and embeds several more expressive features. It also has the following two advantages. First, we avoid executing every configuration of the system because, given a matching task, only the optimal configuration is selected, leading to significant savings of time and computational resources. Second, our classifier is trained on a small subset of the overall dataset. In particular, where in our experiments the overall dataset is split in a 1:4 ratio between training and evaluation data, the results for [8] are obtained with a ratio of 3:1 in the Benchmark and 4:1 in the Conference datasets. Our datasets are approximately the same size, but we use a much smaller training set, requiring less user effort. To the best of our knowledge, the minimization of the training set size has not been investigated by others. The second approach features a technique to automatically configure a schema matching system, which has been implemented in the eTuner application [16] . This approach is interesting because it is based on the use of synthetic data obtained by perturbing some features of the schemas to be aligned. However, it Fig. 6 . Comparison between manual, automatic, and ideal selections for some of the track tasks applies to matching relational schemas not to ontologies. The third approach combines several similarity metrics by learning an aggregated similarity function [13] . However, the degree to which the matching system is configured in our approach is significantly higher.
Finally, we mention some approaches that adopt active learning techniques in order to automatically tune the system on the basis of user feedback [7, 9, 25] . However, all these approaches learn to set system-specific parameters, such as the threshold [25] , the optimal weights in a linear combination function, or the number of iterations of a similarity propagation matcher [7] , while our system allows for configurations of arbitrary complexity.
Conclusions and Future Work
In this paper we made several contributions to the process of matching ontologies automatically. We proposed a learning approach to automatically select the best configuration from a predefined set. We used a set of metrics expressly chosen to describe ontologies and introduced combination functions to define a matching task profile. While other approaches can be more adaptive by not assuming an available configuration set and the effectiveness of our approach depends on the availability of a good configuration for that matching task, we show that using a relatively small number of heterogeneous configurations it is possible to achieve very good results. Furthermore, many ontology matching systems provide default configurations, which our approach can exploit.
Although we used the AgreementMaker ontology matching system, the strength of our approach is that it can produce excellent results for any system. The only requirements are: a set of matching tasks with reference alignment (for training), and a set of heterogeneous configurations covering diverse domains. Our work can be also extended by creating and evaluating new metrics and matching configurations. Another interesting research topic consists of adding a feedback mechanism to our approach [9] .
