Introduction
The structural classification of proteins (SCOP) is a basic and important problem in bioinformatics [1] . With knowledge of SCOP, better insight can be gained and great progress made in experiments and theories in biology that
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Materials and methods

Datasets
In order to test the current method strictly and facilitate the comparison, four benchmark datasets, Z277 [6] , Z498 [6] , 1189 [29] and 25PDB [40] , were adopted as the working datasets. The former two datasets, constructed by Zhou (1998) , contain 277 and 498 sequences respectively with pairwise sequence similarities of about 80%. They were used extensively in previous prediction studies despite relatively small size and high similarity. Two larger and lowsimilarity datasets, 1189 and 25PDB, were also employed. These two datasets include 1092 and 1673 sequences and pairwise sequence similarities are below 40% and 25% respectively. More detailed information about the four datasets is shown in Supplementary Table 1.
Position-specific scoring matrix
The position-specific scoring matrix (PSSM) is a powerful representation model of protein sequences as it preserves the order and evolutionary information of the original sequence [20] . Explicitly, the PSSM of a protein sequence is an L*20 dimensional matrix, where each column corresponds to one type of amino acid and L is the length of the sequence. The (m,n)-element of the PSSM is the probability that m-th position of the sequence is n-th amino acid type. In this work, PSSMs of protein sequences were generated by the PSI-BLAST program based on the NCBI's non-redundant (NR) (ftp://ftp.ncbi.nih.gov/blast/db/nr) database. The expectation value and number of iterations were set to 0.001 and 3, respectively. For convenience, the PSSM is denoted as is to feed these features to an appropriate classification algorithm to efficiently and accurately predict structural class. Up to now, a lot of machine-learning algorithms have been proposed, such as neural network [21] , support vector machine (SVM) [22] [23] [24] [25] , fuzzy clustering [26] , fuzzy k-nearest neighbor [27, 28] , Bayesian classification [29] , logistic regression [30] , rough sets [31] and classifier fusion techniques [32] [33] [34] [35] [36] . Among the aforementioned classification algorithms, SVM is the most reliable and attained excellent performance on the SCOP problem [19] .
From a signal processing viewpoint, the PSSM of a protein sequence is an L*20 signal matrix, where L is the length of the sequence. So it is intuitive to use some signal analysis tools such as the hidden Markov model (HMM), wavelet transform, and linear predictive coding (LPC) to extract features from PSSMs. LPC is a spectral analysis method widely used in audio signal processing and speech processing [37] . By model training, LPC can generate a set of coefficients to optimally characterize a list of signal and predict signal according to the linear combination of LPC coefficients. This model has a number of desirable properties including a mathematically precise solution, straightforward and simple implementation as well as low computational costs. Recently, the LPC scheme was also applied on histone modification profiles to predict expression levels of human genes [38] . Motivated by their work, we employed LPC to optimize the signal from PSSMs.
In the present paper, we proposed a new computation method combining the PSI-BLAST profile and LPC to predict protein structural classes, which we call the PSSM-LPC algorithm (simply denoted by PSSM-LPC). First, the PSSM for each original protein sequence was generated by the PSI-BLAST program [39] . Then, the LPC algorithm was employed to transform the PSSM into a fixed-length feature vector. Finally, the resulting vector was input into the SVM classifier to predict structural classes. Jackknife cross-validation tests showed that the (5), each column p n of the PSSM P generates a g-dimensional vector D n consisting of the LPC prediction coefficients. Consequently a 20*g-dimensional vector was obtained from the PSSM when each column considered. Therefore, each protein sequence was mapped to a 20*g-dimensional feature vector ( )
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Support vector machine
The support vector machine (SVM), introduced by Vladimir N. Vapnik [42] , is a machine-learning method based on statistical theory. As a classifier, it has been widely applied in many fields, especially in bioinformatics for prediction of secondary structural class of protein sequence, protease function recognition, prediction of subcellular location of apoptosis proteins and so on. In this work, the software libsvm-3.17 downloaded from the website http://www.csie.ntu.edu.tw/~cjlin/libsvm was adopted as the classifier [43] . Using a grid search strategy by radial basis kernel function, the optimal regularization parameter C and kernel width parameter γ were 2 and 0.125, respectively.
Validation tools
Jackknife is a popular cross-validation scheme in statistical inference. The basic idea behind the jackknife variance estimator lies in systematically recomputing the statistic estimate, leaving out one or more observations at a time from the sample set. From this new set of replicates of the statistic, an estimate for the bias and an estimate for the variance of the statistic can be calculated. The jackknife test has been widely used to validate the effectiveness of different predictors [18] [19] [20] . Hence, it was chosen as the cross-validation tool to estimate the performance of our method in a real-life situation. In this article, the prediction quality was evaluated by the following statistical measures: sensitivity (denoted by Sens), specificity (Spec) and Matthews correlation coefficient (MCC), as given by 
, L is the length of original sequence.
Feature extraction based on linear predictive coding
To develop a powerful predictor for a protein system, one of the keys is to formulate the protein samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the attribute to be predicted [41] . In this study, we used linear predictive coding (LPC) to obtain the fixed-length feature vector from the PSSM of a protein sequence for machine-learning. The LPC function accepts an input of an n-dimensional signal vector and outputs a sequence of LPC coefficients under a p-order Markov representation model. Here, each column p n in the PSSM P of the protein sequence is regarded as an input signal sequence for the LPC function.
According to the basic idea of the LPC model, each element 
where , ( 1, 2,..., )
is the linear representation coefficients. Here we substitute the LPC prediction coefficients. The parameter g is of great importance in feature extraction because it determines the number of LPC prediction coefficients and further determines the dimension of the feature vector. The value of g will be optimized on the benchmark datasets by crossvalidation.
The approximation error is denoted as and thus the mean squared error is
In order to derive an optimal solution of
of the feature vector in the proposed method is less than 20*10, which could reduce the computational costs in the classification. By jackknife test, the prediction accuracies for the four datasets at different values of g (from 3 to 9) are shown in Fig. 1 . As shown, the highest accuracies for all datasets were achieved when g was equal to 6. In order to gain better insight into the relationship between the tendency of overall predictive accuracy and the value of the parameter g, the prediction accuracies of our model were evaluated at other values of parameter g. To this end, some short protein sequences with length below 30 were deleted. After testing g values from 10 to 29, we found that the overall prediction performance for four datasets did not improve significantly with the increase in parameter g. Thus, the parameter g was set to 6 for the rest of this work.
Comparison with existing methods
First, PSSM-LPC was compared with the sequence representation models, DPC-PSSM and AADP-PSSM [43] , which were also based on PSSM features. Prediction accuracies of the above methods for two lowsimilarity datasets, 1189 and 25 PDB, are shown in Table  1 and Supplementary Table S2 . According to the tables, our model achieved the overall accuracy of 74.9% for the 1189 dataset, which is 5.6% and 4.6% higher than those of DPC-PSSM and AADP-PSSM, respectively. In ( ) where TP is the number of true positives, FP is the number of false positives, TN is the number of true negatives, and FN is the number of false negatives, respectively. The Matthews correlation coefficient (MCC) is usually used in machine-learning as a measure of the quality of binary classifications. The range of the coefficient is from -1 to +1. The coefficient approaches +1 if the prediction is almost perfect, and equals -1 if the prediction totally disagrees with observations. In this study the MCC for each class could be calculated because one-versus-rest strategy is used on the four classes.
Results and discussion
The choice of LPC parameter g for high classification accuracy
Based on the LPC theory, the parameter g should be less than the length of the shortest protein sequence, which is less than 10 according to the four datasets. So the dimension the overall accuracy of our method is better than the other ten methods for the Z277 dataset. The fact that the AAC-PSSM-AC model obtained a slightly higher performance may be attributed to the small size of the Z277 dataset, since overfitting is more prone to occur in small datasets.
It is commonly accepted that sequence similarity within the training and testing datasets has a significant impact on the prediction accuracy of protein structural class, and the result would be overestimated for the high similarity datasets. Thus, to examine our model strictly and have a more objective comparison, two low-similarity datasets, 1189 and 25PDB, were introduced to further validate our model, and their respective results are listed in Tables 4 and 5. addition, PSSM-LPC is also superior to the other two models in terms of sensitivity and MCC for the 1189 dataset. In detail, on all-α, all-β and α+β classes, our model achieves highest sensitivities and maximal MCC values. Similarly, for 25PDB dataset, our model also shows significantly better results for overall accuracy, sensitivity and MCC.
Then, we compared the PSSM-LPC model with stateof-the-art methods on four benchmark datasets using the jackknife test. Results for two high sequence identity datasets, Z498 and Z277, are listed in Tables 2 and 3 . For the Z498 dataset, our model achieved the overall accuracy of 96.7%, which is much higher than the aforementioned exiting methods. Excluding the AAC-PSSM-AC model [20] , Table 2 : Performance comparison of different methods on the Z498 dataset.
Method
Prediction accuracy (%) 18.4%. It is worth noting that our method also performs well for the two low-similarity datasets in spite of the fact that our method is based on the single type of features. In conclusion, our method may provide another good choice for the structural classification of proteins.
Conclusions
Besides understanding the features of different protein classes, the SCOP also assists in getting an overview of the function of a protein. In this study, a new feature extraction method, PSSM-LPC, was proposed, integrating the PSI-BLAST profile, LPC algorithm and SVM classifier to address the SCOP prediction problem. The PSI-BLAST As shown in Table 4 , our model achieved an overall accuracy of 74.9%, which is higher than the other methods except SCPRED [19] , RKS-PPSC [46] and MODAS [18] . Note that the above three methods all used predicted secondary structure information as model input, which might explain the reason for their high overall accuracies (over 80%). This phenomenon demonstrates that predicted secondary structure information could serve as a powerful input for the prediction of protein structural class. Similar results occur for the 25PDB dataset. According to Table 5 , our method, together with the SCPRED, MODAS, RKS-PPSC and SVM achieves the best performance for prediction accuracy of protein structural class. The total accuracy of our method is higher than other methods by 1.4% to program was first employed to transform the original protein sequences into PSSMs, which considered the evolutionary information of sequences. Then, the LPC decomposition was used to convert the PSSMs into fixedlength features, which were put into the SVM classifier for predicting protein structural class. By the jackknife crossvalidation test, our method achieved the best performance compared to the methods based on a single type of features. By the experimental results, the accuracies of our method were slightly lower that of SCPRED, RKS-PPSC and MODAS; this is because that these three methods all used predicted secondary structure information. Overall, our method achieved satisfactory performance compared to other methods based on a single type of features. Moreover, it is worth noting that the proposed method may provide a new approach and a cost-effective alternative to predict protein structural class.
