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CHAPTER1
Introduction
Theoretical studies and huge technological progresses in the last decades made it possible to reach
a considerable level of control over quantum states of matter in a large variety of physical sys-
tems (among them: photons, electrons, atoms and bigger solid state systems such as quantum
dots and superconducting circuits). On one side, this has led to the proposal of more and more
realistic schemes for quantum information processing [1]; on the other side, it renewed the interest
in studying the foundations of quantum mechanics itself, giving access to a range of parameters
and resolutions not yet explored.
In this perspective, a lot of effort is addressed today to controlling nano- and micromechanical
oscillators at the quantum level. The goal is to study quantum mechanics on macroscopical objects
and investigate the subtle boundary between the classical and the quantum regime. A major im-
pediment comes from thermal noise, which is indeed very disrupting in the case of large systems.
Cooling the mechanical motion to the ground state and limiting decoherence effects are both nec-
essary steps in order to observe quantum effects. At the typical scale of interest (see figure 1.1b),
the energy of a single thermal excitation is of the order of 1mK or below, so that direct cryogenic
cooling is not enough. A promising solution to the problem comes with optomechanical systems
[2, 3, 4]: mechanical oscillation modes and light modes in an optical cavity are coupled via radiation
pressure interaction (the prototypal is represented by a Fabry-Perot in which one end mirror is free
to move and exchange momentum with the photons, see also figure 1.1a).
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Figure 1.1: a) Prototypal optomechanical system, i.e. a Fabry-Perot in which one of the two mirror
can move in a harmonic well potential. b) Typical parameters of some currently employed optome-
chanical setups (from left to right, cantilevers, micromirrors, microtoroidal cavities, nanomembrane
and macroscopic mirrors): the eigenfrequency ωm of the oscillator, its effective mass meff , the
mechanical quality factor Qm and the cavity finesse F are shown. Figure taken from [4].
Many theoretical works have been published starting already in the 90s and examined the pos-
sibility of observing and manipulating quantum effects in optomechanical systems. Proposals have
been advanced for quantum non demolition measurements of the photon number, thermal noise
screening and ground state cooling of the oscillator, generation of squeezed light, generation of
mechanical squeezed states and generation of optical-optical, mechanical-mechanical or optical-
mechanical entanglement.
On the contrary, experimenting with quantum optomechanical systems has been for long out of
reach, since technology was not advanced enough to produce the required levels of control and
accuracy. A great breakthrough came only in the early 2000s, when the latest progresses in the
8
fabrication of both mechanical resonators [5] and optical cavities [6] made it finally possible to
study such systems in a lab. This further amplified the interest of researchers all over the world
and today many different optomechanical experimental setups are being under study (see figure
1.1b), with parameters which may vary over several orders of magnitude.
Some fundamental results have been already achieved in the last decade:
• 1999 - Cohadon et al demonstrate the possibility of cooling mechanical modes using radiation
pressure interaction [7];
• 2009 - Gro¨blacher et al demonstrate the cooling of a micromechanical oscillator to a state
with average occupation of 30 thermal phonons [8];
• 2010 - O’Connel et al demonstrate the controlled creation of single phononic excitation [9].
A road has then been opened toward the experimental control of nano- and micromechanical oscil-
lators at the quantum level.
1.1 Goals and outline
This theoretical thesis will precisely focus on the search for optimal regimes (close to the regimes of
recently performed experiments) in which the generation of non classical states of a mechanical sys-
tem could be easily achieved, looking with particular interest to squeezing effects and entanglement.
I will start with an introductory discussion on quantum optomechanics in chapter 2. I’ll explain
here the physics of radiation pressure interaction in different possible regimes, showing the inter-
esting optomechanical effects that can be observed in each particular case. I will also describe some
recent experiments and say what can be done with state of the art technology. Technical parts
will then follow. In chapter 3 I will present present a detailed derivation of the radiation pressure
Hamiltonian and in chapter 4 I will add a model for noise and dissipation effects due to the coupling
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with an external environment. I will introduce here various approximations, explaining their range
of validity and their use in simplifying the model. This will provide a good theoretical framework
to analyze the quantum dynamics of optomechanical systems without losing contact with reality,
so that any prediction should match future experimental results with good precision.
Chapters 5 and 6 will be the central part of my thesis. In chapter 5 I will describe a scheme
for the generation, quantification and measurement of optomechanical entanglement, following a
paper published in 2007 [10]. This will allow me to present the procedure used in typical theoretical
analysis and introduce a couple of supplementary tools needed therein. I will then study in chapter
6 the generation of squeezing and entanglement in periodically modulated optomechanical systems,
inspired by proposals which have appeared very recently in the literature, such as [11]. When a
system is periodically modulated, additional effects come into play (such as parametric resonance
for example) and can be used to an advantage, if properly exploited. In this perspective, I will
show how to find efficient schemes to enhance the visibility and optimize the control of the desired
quantum effects. Conclusions are left to chapter 7.
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CHAPTER2
Quantum optomechanics
In this chapter I will summarize the basic facts concerning quantum optomechanics (see also table
2.1). I’ll start with a brief chronological history of quantum science from its origins to one of today
hot topics: controlling nano- and micromechanical oscillators at the quantum level. I will then show
how this can be done by exploiting interaction with light in a cavity and I will explain the physics of
radiation pressure interaction, showing the interesting optomechanical effects that can be observed
in different regimes. I will also describe some recent experiments and the results achievable with
state of the art technology. Finally, I will tell about open research areas and future perspectives.
2.1 Historical introduction
The dawn of the 20th century witnessed a major change in the physical way of thinking. Newton
mechanics and Maxwell theory of light, which at the time were considered complete and well es-
tablished theories, proved in fact to be insufficient tools as physicists confronted themselves with
problems such as the photoelectric effect, the line spectra of atoms or the blackbody radiation. A
satisfactory explanation of these phenomena was not to be found within all the knowledge gathered
so far. Trying to unravel this mystery, physicists began to wonder: could it be that they still lacked
something, that they had to see things from a new point of view?
Planck (1900) and Einstein (1905) made the first important step forward and introduced the idea
that radiation is emitted and absorbed in small bundles of energy, or energy “quanta”. As physi-
cists grasped the implications of such a novelty, they reconsidered what they knew from a different
11
Why Optomechanics?
Goals Main features
• control mechanical oscillators at
the quantum level
• investigate the quantum to classical
transition with macroscopic objects
• realize measurements with a preci-
sion beyond the standard quantum
limit (SQL)
• implement quantum memories and
repeaters for quantum communica-
tion
• radiation pressure can modify the
mechanical properties of a system
• a lot of research has already been
done on both quantum optics and
mechanical oscillators separately,
so that many results can be read-
ily borrowed
• quantum manipulation protocols
for both the radiation and the me-
chanical motion can be easily im-
plemented
Table 2.1: Why optomechanics?
12
perspective and extended the concept of quantization to more and more areas of physics. Bohr
(1913) was then able to give a reasonable explanation of the line spectra of atoms and many other
results followed soon after. Finally, in the late 1920s, Erwin Schro¨dinger and Werner Heisenberg
gave birth to quantum mechanics as we know it today.
Since then, quantum science has made a giant leap forward: on one side generations of scien-
tists have combined their effort in order to reach a better comprehension of the quantum world, on
the other side a huge progress in technology constantly increased the feasibility of accurate experi-
ments, so that theories and models could be tested and perfected. This has paved the road to a high
level of control over the quantum state of matter. Today, a large variety of systems has already been
“tamed”: photons, electrons, atoms and ions, even solid-state systems such as quantum-dots and
superconducting circuits can all be accessed experimentally in the quantum regime and then ma-
nipulated at will. A whole new branch of physics, that is quantum information, rose and prospered
on these major developments, with the result that more and more realistic schemes for practical
quantum information processing have been proposed in the last two decades [1]. Meanwhile, thanks
to hitherto unachieved parameter and resolution regimes, researchers showed a renewed interest in
the making of fundamental experiments to test the basis and limits of quantum theory itself.
2.2 Mechanical systems in the quantum regime
As a result of this encouraging background, quantum physics is surely playing an important role
at the very moment, gathering a large number of contributions from groups all over the world.
Among the newest developments to be found within this area, the race to reaching the quantum
control over the motion of nano- and micromechanical oscillators is drawing the attention of more
and more researchers and can be considered one of today hot topics. What is so interesting in
putting the words “quantum” and “mechanics” together? Two main reasons can be identified:
1. exploring the quantum regime of bigger systems means testing the basis of quantum mechanics
itself, especially addressing the quantum to classical transition: at which scale, under which
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constraints do quantum effects play an important role? When, on the other hand, is a classical
description accurate enough? Experiments with mechanical oscillators will bring observations
on thermalization and decoherence rates in a range of parameters not yet explored, leading
to a better understanding of the quantum behavior of massive objects;
2. nano- and micromechanical oscillator are used in a very wide range of detection devices [12]
for sensitive measurements of small forces or small displacements. The increasing precision
of such devices is now approaching the limit imposed by the Heisenberg principle. Thus, a
quantum description of the motion of the sensor is not only appealing from a fundamental
point of view but is also necessary if one wants to build better and better devices.
The importance of the limits imposed by quantum mechanics on the motion of an oscillator was in
fact first pointed out three decades ago by Braginsky [13] and coworkers in the completely different
context of massive resonators employed in the detection of gravitational waves. Their goal was to
study how the action of radiation pressure on the mirror motion can affect the precision of the
continuous position measurement needed for interferometry. In turn, they discovered that light can
modify the mechanical properties of the resonator even on a further level (the so called “dynamical
backaction” effect), leading either to optical cooling or to instabilities of the oscillatory regime.
They were the pioneers of a whole new discipline called optomechanics, i.e. studying and engi-
neering the interaction of light with mechanical systems. A large number of people joined the
research, generalized these first important results and extended the ideas to other settings and
other ranges of parameters, including optical cavities and (nano-) micromechanical oscillators. The
first papers that explicitly discussed the generation of quantum effects through radiation pressure
inside an optical cavity followed soon after in the 1990s and suggested, among other ideas, schemes
for photon number quantum non-demolition measurements, mechanical quantum noise reduction
(i.e. cold damping), generation of squeezed light or generation of nonclassical states in mechanical
systems by means of optomechanical interactions. From a theoretical point of view, a way to control
mechanical systems at the quantum level was found.
This was (and still is) also appealing in the perspective of quantum information and communi-
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cation strategies. Photons in optical fibers make a very good channel for the transmission of
qubits, as testified for example by their modern use in quantum cryptography. Controlling the
interaction between light and mechanical systems could then provide a novel way to build quantum
memories and repeaters, a direction worth of being further investigated.
However, the proposals were way ahead of the technological capabilities of the time and exper-
iments were not advanced enough to produce the required levels of control and accuracy. Things
were forced to rest until the early 2000s, when the latest progresses in the fabrication of both
(nano-) micromechanical resonators [5] and optical cavities [6] led to fundamental breakthroughs,
making it finally possible to study quantum optomechanics in a lab. A new horizon of possibilities
attracted a second wave of researchers, this time even bigger than before.
2.3 Quantum optomechanics
Today, quantum optomechanics [2, 3, 4, 14] provides a well developed toolbox for generating, con-
trolling and manipulating quantum states of a mechanical system and can be implemented in a
large variety of different setups at nano- and microscales, some of which are shown below in figure
2.1. Although each setup comes with its very own shape and parameters, they all share the same
coupling interaction between light and matter, hence the same basic optomechanical properties. A
schematic description of the physics in play can thus be carried on using the simplest geometries,
such as a Fabry-Perot (FP) cavity with a movable mirror at one end (see figure 2.2). Details can
then be added at a later stage, if one is dealing with one particular experimental setting and needs
quantitative results.
2.3.1 The radiation pressure interaction
I will present now the basic properties of radiation pressure interaction (and how they can be used
to control the motion of a mechanical oscillator), making use of the simple Fabry-Perot configu-
15
Radiation mode
Mechanical mode
giovedì 4 agosto 2011
Figure 2.1: Some typical setups for optomechanic experiments (figure taken from [3]). From
top-left to bottom-right: micromirrors in a FP [8], microtoroidal cavities [15] and photonic
crystal optomechanical cavities [16],[17]. Arrows show the light path and the mechanical
oscillation.
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ration (see figure 2.2). This, as already said, leaves aside unnecessary complications. I will also
postpone long and detailed derivations, focusing here on a qualitative and intuitive description of
the physics. I will then give for granted the optomechanical Hamiltonian (derived in chapter 3)
and the model for the interaction with the environment (derived in chapter 4), which I need as a
starting point.
Figure 2.2: Basic scheme for optomechanical systems.
Let’s look now at the system and introduce a bit of notation. In the FP configuration, one of
the end mirror is movable and subject to a harmonic potential. This oscillator has mass m,
eigenfrequency ωm, dissipation rate γm (or alternatively quality factor Qm) and is described by
creation/annihilation operators bˆ, bˆ†, which obey canonical commutation rule [bˆ, bˆ†] = 1. The cav-
ity has length l0 when the mirror is in equilibrium position. The radiation mode interacting with
the mirror has frequency ωc, linewidth k (or alternatively finesse factor F) and is described by
creation/annihilation operators aˆ, aˆ†, which obey canonical commutation rule [aˆ, aˆ†] = 1. I’m im-
plicitly assuming here that the mirror is interacting with one and only one of the radiation modes:
I will show in chapter 3 that the assumption holds in most realistic cases.
Photons impinging on the mirror can interact with the oscillator motion by exchanging momen-
tum. Assuming that the mirror is perfectly reflecting, each colliding photon reverts its direction of
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motion and gives ∆p = 2~ωc/c to the mirror. This happens every ∆t ≈ 2l0/c, time needed by the
photon to make one full round trip and collide again. If n photons are inside the cavity, the force
felt by the mirror is then F ≈ n∆p/∆t ≈ n~ωc/l0. The associated interaction energy is equal to
minus the exerted work, Ecoupling = −Fq ≈ −nq~ωc/l0, where q is the displacement of the mirror
from the equilibrium position. Substituting qˆ with the equivalent expression in terms of bˆ, bˆ† and
adding the free terms for the radiation and the oscillator, the Hamiltonian of the system is given
by
Hˆ = ~ωcaˆ†aˆ+ ~ωmbˆ†bˆ− ~G0aˆ†aˆ(bˆ
† + bˆ)√
2
+ HˆE , (2.1)
where G0 is the coupling constant defined by
G0 ≡ ωc
l0
√
~
mωm
. (2.2)
This quick derivation will be supported by a rigorous derivation in chapter 3. The last term HE
describes the interaction with the external environment and doesn’t need further specifications for
the moment (it will be discussed later in chapter 4).
Suppose now that the cavity is driven by a strong pump laser with frequency ωl (almost reso-
nant with ωc), so that the intracavity field fluctuates around a large steady state. The operators
can then be linearized as aˆ = αs + ˆ˜a, aˆ
† = α∗s + ˆ˜a† and the phase reference can be taken so that αs
is a real quantity. Introducing the two expansions into equation (2.1), the interaction term becomes
~G0αs√
2
(
ˆ˜abˆ+ ˆ˜a†bˆ†
)
+
~G0αs√
2
(
ˆ˜abˆ† + ˆ˜a†bˆ
)
(2.3)
and it is now cast in a form where two main underlying phenomena are evident (besides, the cou-
pling intensity is enhanced by a factor αs and this helps reaching the strong coupling regime needed
in most experiments). Both phenomena are already well-known from quantum optics (they can as
well describe the interaction of two different radiation modes) and provide the basis to control the
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mechanical oscillator at the quantum level.
• The first pair of brackets contains operators which describe the creation or annihilation of
joint excitations in the optical and mechanical mode: they are two-mode squeezing operators.
The two-mode squeezing interaction allows to generate both correlations and anticorrelations
between pairs of quadratures of the involved modes and, for the case of sufficiently strong
interaction, can produce EPR entanglement between the optical and mechanical mode. Non-
classical states of the motion can also be generated this way. In quantum optics, the analogous
situation is found in the parametric down-conversion process [18].
• The second pair of brackets contains operators which describe the exchange of excitations
between the mechanical and the optical mode. The exchange interaction allows state transfer
protocols, e.g. incoming photons could be mapped on the oscillator state or vice versa. This
can also be exploited to cool the oscillator to its ground state, as I will explain below. Briefly
for now, the mechanical excitations can be transferred to photonic excitations that quickly
leak out of the cavity. In quantum optics, the analogous situation is found when two radiation
modes impinge on a beam splitter.
In particular, the possibility to cool the motional state makes the beam splitter interaction of
capital importance because no quantum manipulation protocol can be operated if the state cannot
be initialized at will. In a realistic setting, the mechanical oscillator is always interacting with
a thermal bath, so that it is initially in a thermal state. It needs to be cooled. The typical
mechanical frequencies encountered in modern experiments range from hundreds of KHz to some
GHz, corresponding to an excitation temperature of the order of 10mK or lower. Even the best
cryostat or dilution refrigerator can’t lower the bath temperature enough to prevent the creation
of excitations in the resonator. Another way to reach the ground state is thus not only welcome
as a supplementary tool but is absolutely necessary as a starting point to subsequently control the
mechanical motion. This is currently one of the main goals pursued by experimentalists and it has
come within reach only during the last five years.
On the contrary, the optical mode has a much higher frequency (∼ 1015Hz) and can be considered
in the ground state even at room temperature.
19
2.3.2 Backaction cooling and optical spring effect
I will now better explain how light can extract energy from a mechanical oscillator. I will first
present some qualitative pictures of the mechanism and I will add a formal derivation at the end
of this section.
F
x
cooling amplification
Figure 2.3: Dependence of the radiation force on the mirror position. The cooling (blue) and
amplification (red) operation points are shown.
Suppose that the cavity is driven by a laser with frequency ωl almost resonant with the mode
frequency ωc (of linewidth k), so that it falls near the resonance peak (for example as shown in
figure 2.4). A small detuning ∆0 ≡ ωc−ωl is allowed, but the conditions |∆0|  c2l0 (Free Spectral
Range) and |∆0| . k must be satisfied. Light is stored inside the cavity according to the lorentzian
behavior of a FP: the smaller the detuning, the more photons. The photons collide on the mirror
and displace it from its equilibrium position, giving a new effective detuning. The intracavity in-
tensity is consequently modified and in turn this gives a new value of the displacing force. So on
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and so forth, until a new equilibrium condition is met. The force felt by the mirror depends on its
position roughly as shown in figure 2.3: the curve is also a Lorentzian where the peak corresponds
to a cavity length l˜ for which the mode frequency has been shifted from its initial value ωc to ωl.
In general this is not the case, as the new equilibrium is met when the change in length is smaller
than |l˜ − l0|.
There is a second feature of fundamental importance that I didn’t mention up to now: the cavity
response is not instantaneous. A change in the cavity length is only followed by a change in the
cavity photon number after a time ∼ 1/k (in fact k parametrizes the coupling with the environment,
i.e. both with the external e.m. bath and the pump field). Suppose then that the initial length of
the cavity l0 is smaller (bigger) than l˜, so that the laser is red (blue) detuned. The new equilibrium
position will also fall somewhere on the left (right) slope of the lorentzian. As the mirror oscillates
around this new equilibrium point, it feels a retarded force which is qualitatively represented by
the blue (red) path in figure 2.3. The total work done by the radiation force during one oscillation,∮
F · dl, is negative (positive) and energy is extracted from (supplied to) the mechanical motion of
the mirror. This feedback effect is called “backaction cooling” (amplification) in the literature. It
has to be noted that the oscillation of the mirror must take place on a time scale faster or at least
comparable to the time needed by the cavity response; in other words the following condition has
to be satisfied: ωm & k.
The same mechanism can be presented from a different point of view, reasoning with frequen-
cies and sidebands. Figure 2.4 shows the power stored in the cavity (or equivalently the number
of photons) as a function of the radiation frequency: this is a Lorentzian with peak at ωc and
linewidth k. Suppose again that the laser is red (blue) detuned. Photons with energy ωl hit the
mirror and can either absorb or emit a phonon with energy ωm. Scattered photons of energy ωl+ωm
(ωl − ωm), which have absorbed (emitted) a phonon, fall nearer to the resonance peak and are in
greater number than photons which have emitted (absorbed) a phonon. As these photons leak out
of the cavity, the mirror experience a resulting outgoing (incoming) flux of energy and its motion
is cooled (amplified). The asymmetry between the two sidebands becomes relevant when ∆0 ∼ ωm
and ωm & k (the so called resolved sideband regime), in agreement with the above considerations.
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Figure 2.4: Sideband representation of the cooling (blue) and amplification (red) mechanisms.
At last, I will briefly sketch a quantitative semiclassical analysis of this backaction mechanism,
as can be found in [19]. Starting from Hamiltonian (2.1), the quantum equations of motion for the
system operators can be derived:

∂t Xˆb = ωmYˆb,
∂t Yˆb = −ωmXˆb +G0aˆ†aˆ+ (−γmYˆb + ξˆ),
∂t aˆ = −iωcaˆ+ iG0aˆXˆb + (iωlaˆ+ E) + (−kaˆ+
√
2kaˆin).
(2.4)
Xˆb =
bˆ† + bˆ√
2
, Yˆb = i
bˆ† − bˆ√
2
(2.5)
are the adimensional position and momentum operators for the mirror. The terms in brackets come
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from the HˆE part and describe coupling with the environment. The first pair of brackets contains
the friction γm and the random force ξˆ acting on the mirror due to the thermal bath presence. The
second pair contains terms relative to the external pumping: the laser frequency is ωl and the laser
intensity is parametrized by E . The third pair contains the dissipation rate k and the random noise
aˆin for the cavity. No specific knowledge of these quantities is required at this stage: a detailed
derivation is postponed to chapter 4.
As I already mentioned, the cavity is often pumped by a very intense laser and the dynamics
can be linearized around a large steady-state (Xˆb = QS +
ˆ˜Xb, Yˆb = PS +
ˆ˜Yb, aˆ = αs + ˆ˜a). As will
be shown in chapter 5, the equations for the fluctuations are given by (tilde symbols are omitted
for brevity of notation)

∂t Xˆb = ωmYˆb,
∂t Yˆb = −ωmXˆb +GXˆa − γmYˆb + ξˆ,
∂t Xˆa = −kXˆa + ∆Yˆa +
√
2kXˆin,
∂t Yˆa = −kYˆa −∆Xˆa +GXˆb +
√
2kYˆin,
(2.6)
where
Xˆa =
aˆ† + aˆ√
2
, Yˆa = i
aˆ† − aˆ√
2
(2.7)
are the amplitude and phase quadratures for the radiation. ∆ = ∆0− G
2
0α
2
s
ωm
is the new effective de-
tuning including radiation pressure effects: in fact the mirror is displaced by the incoming photons
and reaches a new equilibrium position, slightly shifting the mode frequency from its initial value
ωc. αs =
E
k+i∆ is the radiation steady state and can be always made real by choosing the opportune
phase reference in E . G = G0αs
√
2 is the enhanced coupling rate introduced in the previous section.
System 2.6 can be resolved by Fourier transforming Xˆa, Yˆa, Xˆb, Yˆb and working with frequency
components. For example one finds
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Xˆb(ω) =
ωm
ω2m − ω2 − iγmω − ∆G2ωm(k−iω)2+∆2
·
ξˆ + G
√
2k
(
∆Yˆin(ω) + (k − iω)Xˆin(ω)
)
(k − iω)2 + ∆2
 . (2.8)
For comparison, the same analysis made on a simple harmonic oscillator undergoing brownian mo-
tion would give instead

∂tXˆ = ωmYˆ ,
∂tYˆ = −ωmXˆ − γmYˆ + Ξˆ,
Xˆ(ω) =
ωm
ω2m − ω2 − iγmω
· Ξˆ. (2.9)
The two expressions 2.8 and 2.9 can be easily confronted. So, it can be said that the mirror in an
optomechanical system responds to monochromatic solicitations of frequency ω with an effective
damping coefficient γeff (ω) and an effective eigenfrequency ωeff (ω):
ωeff (ω) =
√
ω2m −
G2∆ωm(k2 − ω2 + ∆2)
(k2 + (ω −∆)2)(k2 + (ω + ∆)2) ,
γeff (ω) = γm + 2
∆G2ωmk
(∆2 + k2 − ω2)2 − k2ω2 ≡ γm + Γ.
(2.10)
The modification of the mirror spring constant is called “optical spring effect” [19]. It is plotted in
figure 2.5a for typical parameters used in modern optomechanical experiments. It turns out that
this effect is quite small (5 − 10%) for typical frequencies of ωm ∼ MHz but becomes more and
more important for lower typical frequencies [20].
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Figure 2.5: Plot of the effective mechanical frequency and of the effective damping
(eq (2.10)) in the frequency domain. Parameters used are ωm/2pi = 10MHz,
γm/2pi = 100Hz, ∆ = ωm, k = 0.2ωm, G = 0.2ωm (dashed), G = 0.3ωm (dotted),
G = 0.4ωm (solid). These values are feasible in state of the art experiments,
besides they provide an optimal regime for cooling. Figure taken from [19]
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Figure 2.6: Behavior of the additional cooling or amplification factor Γ versus the normalized
detuning and the rate ωm/k. The effect is maximum for ωm > k and |∆| ∼ ωm. Figure taken
from [4].
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The modification of the damping coefficient is a huge effect on the contrary, up to a factor 104
as shown in figure 2.5b. This is a clear hint that the motion of the mirror can be coupled to an ef-
fective thermal bath with an effective temperature much lower than that of the mirror bulk, thanks
to the radiation pressure interaction (this does not mean however that the bulk itself is cooled).
An esteem of the effective temperature is given by the following formula:
Teff =
γm
γeff
Tbulk. (2.11)
In perfect agreement with the qualitative pictures above, the parameters used for the plot are
consistent with a red detuned laser (∆ > 0). If the laser is blue detuned (∆ < 0) instead, the
additional term Γ in equation (2.10) changes sign and γeff can become negative: in this case, not
only damping isn’t enhanced but the oscillations are amplified as energy is supplied to the motion
(see figure 2.6).
2.4 Recent experiments
Experimental observation of quantum optomechanical effects must overcome a big challenge: iso-
lating the system from its environment, increasing the optomechanical coupling G0 and reducing
the noise to a low enough level so that quantum effects are not hidden by decoherence and dissi-
pation. These are indeed some of the main goals currently pursued by experimental teams. As I
remarked in the previous subsection, the ground state cooling of the mechanical oscillator is the
indispensable starting point for every quantum operation of the system. At the typical mechanical
frequencies employed (100KHz ÷ 1GHz), one phonon has a temperature lower than 10mK while
the best dilution refrigerators can reach temperatures of some mK, which is not enough to prevent
thermal excitations. The backaction cooling mechanism comes as a precious alternative but never-
theless imposes requirements on the operating conditions. Access to the resolved sidebands regime
(ωm & k) is one; it can be satisfied by choosing both higher mechanical frequencies and a cavity
with high finesse (low k). Strong optomechanical coupling is the second: the interaction should
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be fast enough to convert quickly phononic excitations into photonic excitations which leak out of
the cavity; it can be satisfied by driving high quality cavities with intense fields (recall that the
coupling is enhanced by a factor αs in the presence of strong pumping, G0 → G = G0αs
√
2). Strong
coupling is also required to realize fast quantum gates, which usually involve a small number of
photons/phonons. In this case G0 itself should be increased to satisfactory levels and this has been
a major limitation up to few years ago. Besides, both the cavity linewidth k and the mechanical
damping factor γm should be as low as possible, to reduce the coupling with the environment. This
is not an easy task: having a moving mirror usually reduces the cavity finesse (I’m considering here
the FP geometry, but other configurations meet the same problem) and only in the early 2000s the
technological progresses allowed for high quality factors in the cavity and the oscillator at the same
time.
In the race toward ground state cooling many different setups have been proposed by different
groups, some of which are shown in figure 2.1. I’ll briefly describe the most promising ones to give
an idea of the range of parameters that can be used and of the major experimental results which
have been obtained in the last decade.
The first experiment which showed backaction cooling in the act dates 2006 and was realized
by groups in Vienna and Maryland [21]. They used a hemispheric optical cavity built between a
movable cantilever and a regular concave mirror of 25mm focal length and 99.3% reflectivity. The
cavity (measured finesse F = 400) was pumped with a 2mW Nd:YAG laser at 1064nm, driving a
mode with frequency ωc/2pi = 280THz. The cantilever was a doubly clamped free-standing Bragg
mirror (520µm long, 120µm wide and 2, 4µm thick) with a reflectivity of 99.6% at 1064nm. Its
mass was 400ng, the mechanical mode had a frequency ωm/2pi = 280KHz with a natural width
γm/2pi = 32Hz, corresponding to Q . 9000. In this breakthrough experiment, they demonstrated
the cooling of the mirror motion from 300K (room temperature) to 8K, i.e. the reduction of ther-
mal noise by a factor 30.
In 2009 the same groups improved their performance and demonstrated the cooling of a micromir-
ror from an initial temperature of 5K to a final state of 30 thermal quanta [8]. The geometry
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used for the cavity was the same as the previous one but this time the finesse was increased to
3900 (k ≈ 0, 8ωm). The cantilever was again a doubly clamped Si3N4 beam (100µm long, 50µm
wide and 1µm thick) on which a Ta2O5/SiO2 Bragg mirror was grown (see figure 2.7). Its mass
was reduced to 40ng, the mechanical frequency increased to ωm/2pi = 945KHz and the quality
factor increased to Q ∼ 30000.
Figure 2.7: Image of the micromirror used in experiment [8].
Today the ground state is finally within reach of experimentalists and first steps are addressed
toward the quantum control of the motion. In july 2011 groups in Lausanne and Garching prebub-
lished a paper which demonstrated for the first time the quantum coherent coupling of an optical
cavity field to a micromechanical oscillator [22]. Their experimental setting made use of a silicon
toroidal microcavity (see figure 2.8) with radius 30µm and decay rate k ≈ 0, 1ωm (well inside
the resolved sidebands regime). The radiation circulates in the whispering gallery and interacts
with the mechanical breathing mode of the cavity, which expands and contracts as it exchanges
momentum with the photons. This mode had frequency ωm/2pi = 80MHz and a quality factor
Q ∼ 30000. The coupling rate was brought up to G0/2pi = 3, 4KHz and the enhanced coupling
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rate up to G/2pi = 11, 4MHz, which is indeed higher than decoherence/dissipation rates k and γm
and could allow the operation of quantum gates. The experiment also recorded a mean occupation
lower than 2 thermal quanta for the oscillator state. (A similar result had already been obtained
in 2010 by a group in Santa Barbara [9], although with a different scheme that involved additional
coupling to a superconducting qubit.)
Figure 2.8: Image of a microtoroidal cavity similar to the one used in
experiment [22].
Another very recent setting, which seems very promising, makes use of optomechanical crystals
[16], [17] (see figure 2.9). It was employed, for example, in 2011 by a group in Pasadena which
demonstrated cooling to a mean occupation of 2 thermal phonons [23]. The optomechanical crystal
was a patterned silicon nanobeam (50µm long, 1µm wide and 400nm thick) capable of localizing
both optical and acoustic waves thanks to a quadratic modulation of the spacing (500nm on aver-
age) between adjacent holes. The trapped photons, pumped by the evanescent field of an optical
fiber, excite dilatational and vibrational mechanical modes of the beam via radiation pressure in-
teraction. The particular mode employed in the experiment had a frequency ωm/2pi = 3, 99GHz
and a quality factor Q = 9, 2 · 104. On the other hand, the optical mode had a frequency of
ωc/2pi = 200THz and a decay rate k ∼ 0.3ωm, well inside the resolved sidebands regime. The bare
coupling factor reached values up to G0/2pi = 960KHz, a performance which is comparable to
that of the previous experiment. So, this setting could also allow quantum coherent control of the
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motion in the near future. Besides it is easily scalable, fully integrated and could easily provide a
fundamental constructing unit for bigger optomechanical devices.
Figure 2.9: Image of an optomechanical crystal similar to the one used in [23]. The main
optical and mechanical modes are also shown.
2.5 Generation of non classical states in a mechanical system
Once the ground state has been reached, the next logical step along the road to quantum control of
a mechanical system would be the observation of non classical states in the motion of a resonator,
a good sign that the quantum regime is finally accessible. No experimental demonstration has been
realized yet, but this direction will surely benefit from a lot of efforts and resources in the next years.
On the other hand there has been a whole bunch of theoretical works, starting from the 1990s,
which suggested several ideas for quantum operations of an optomechanical system. Among them,
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of great importance is the engineering of radiation pressure interaction to generate and measure
entanglement between radiation-mechanical, radiation-radiation or mechanical-mechanical modes.
Entanglement is indeed the key ingredient in all quantum information processing protocols [24] and
should be brought well under control. It is needed, for example, to transfer the state of a photon to
the motional state or vice versa, in the perspective of employing mechanical systems as quantum
memories and repeaters. It can also be exploited to induce “Schro¨dinger’s cat” like state in the
resonator. The underlying mechanism works roughly as explained here. Recall that the interaction
term in eq (2.1) couples the number of photons with the position of the mirror. Then, if the cavity
is populated for example by a coherent state, the interaction will produce an entangled state of the
form
∏
|n〉rad |xb(n)〉mec , (2.12)
where components with different photon number displace the mirror by a different amount. Pro-
jecting again the radiation on a coherent state with a homodyne measurement [25] of the intracavity
field will leave the oscillator in a superposition state
∑
c(n) |xb(n)〉mec , (2.13)
with coefficients c(n) depending on the measurement outcome. Finally, by driving the cavity with
a squeezed light pulse, squeezing also could be transferred to the motional state and the position
uncertainty strongly reduced: this could allow for sensing devices capable of detecting even smaller
displacements or forces.
The central part of my thesis work is precisely addressed to a detailed analysis on the genera-
tion of non classical states in a mechanical system. In particular, in chapter 6 I will discuss a novel
and performing scheme to generate mechanical squeezing without the need of nonclassical light
sources. I will first need some technical chapters (3, 4, 5) to build a good working frame: many
results mentioned in this chapter will also be discussed there in more detail.
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CHAPTER3
The radiation pressure Hamiltonian
As I already mentioned in chapter 2, the key to the quantum control of a macroscopic oscillator
is the radiation pressure interaction. The photons inside a cavity can exchange momentum with
a mechanical degree of freedom, and this provides the coupling between the optical and the me-
chanical mode. Under which assumptions is equation (2.1) the Hamiltonian correctly describing
this interaction? In this chapter I will report a derivation [26] of the Hamiltonian for the simplest
configuration of all: an optical cavity in which one of the mirror is fixed while the other can move in
a potential V (q) (see figure 3.1). I will also discuss the assumptions included in this model and their
validity. The choice of a simple geometry has no special reason but simplicity: all optomechanical
settings share indeed the same Hamiltonian (2.1).
m
q(t)
V (q)
Figure 3.1: Fabry Perot
For the sake of simplicity, I will also consider
the following idealizations:
• the system is one-dimensional;
• the mirrors are perfectly reflecting;
• there is no dissipation.
These prevent useless complexity in the calcu-
lations, without hiding any interesting physical
feature.
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The derivation will go by the following recipe: write the classical equation of motion for the sys-
tem, then derive the classical Hamiltonian and finally derive the quantum Hamiltonian by canonical
quantization.
Newton laws
wave equations
 classical Hamiltonian → quantum Hamiltonian
3.1 The wave equation with moving boundaries
I’ll consider first the radiation alone. Since the two possible polarizations of the light inside the
cavity do not interact with each other, I can make a further simplification and treat the potential
vector ~A as a scalar function. In the domain of interest, that is 0 ≤ x ≤ q(t), A must satisfy the
wave equation
∂2A(x, t)
∂x2
=
∂2A(x, t)
∂t2
, (3.1)
where c = 1 for brevity. Since the mirrors are perfectly reflecting, the electric field ~E must be zero
in the frame of reference where the mirrors themselves are at rest. I can assure this by imposing
the following boundary conditions [27]
A(0, t) = A(q(t), t) = 0. (3.2)
In fact, let ~A, ~E and ~B be the quantities in the lab frame and ~A′, ~E′ and ~B′ the same quantities
in the moving mirror frame.
~A = Akˆ, ~E = −∂A
∂t
kˆ, ~B = −∂A
∂x
jˆ, (3.3)
where iˆ, jˆ and kˆ are a tern of mutually orthogonal unit vectors and iˆ is parallel to the cavity axis.
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Under Lorentz transformation, I get
~E′ = γ( ~E + ~˙q(t)× ~B) = γ(−∂A
∂t
− q˙(t)∂A
∂x
)kˆ, (3.4)
where ~˙q(t) = q˙(t)ˆi is the velocity of the mirror with respect to the lab frame. Now recall that
A(q(t)), t) = 0 ⇒ ∂A
∂t
+ q˙(t)
∂A
∂x
= 0. (3.5)
It follows that ~E′ = 0, as it should be. Thus, for what concerns the radiation in the cavity, the
following set of equations is all that matters:

0 ≤ x ≤ q(t),
∂2A(x, t)
∂x2
=
∂2A(x, t)
∂t2
,
A(0, t) = A(q(t), t) = 0.
(3.6)
3.2 The motion of the mirror
I’ll focus now of the mechanical part of the system. Since I made the 1-D simplification, I can
treat the mirror as a particle with mass m moving in a potential V (q) and subject to the radiation
pressure of the light inside the cavity. The equation of motion is
mq¨(t) = −∂V (q(t))
∂q
+ Frp. (3.7)
The force exerted on the mirror by the impinging photons can be derived from energetic considera-
tions in the lab frame (equivalently, the force could also be derived from the Maxwell stress tensor).
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Suppose for a moment that the mirror is moving with constant velocity v. The Poynting vector ~S
at the surface of the moving mirror is then
~S = ~E × ~B = −∂A
∂x
∂A
∂t
iˆ = v
(
∂A
∂x
)2
iˆ. (3.8)
Since the mirror is moving, it also modifies the volume of the cavity. If I take for examples the
velocity to be positive, the cavity is getting bigger. The new region that is forming must then be
filled with electromagnetic energy at a rate
du
dt
=
1
2
( ~E · ~E + ~B · ~B)v = v1
2
[(
∂A
∂x
)2
v2 +
(
∂A
∂x
)2]
, (3.9)
where the electromagnetic fields are evaluated at the surface of the moving mirror. Some of this
power is supplied by the flux of the Poynting vector, i.e. the electromagnetic energy flowing into
the new region. The remaining power has to be supplied by an external source. Why? This exter-
nal power W is needed in order to balance exactly the force exerted by the photons and maintain
constant the velocity of the mirror.
W = −Frp v = du
dt
− S = v1
2
[(
∂A
∂x
)2
v2 −
(
∂A
∂x
)2]
. (3.10)
In most realistic settings, the frequency of oscillation and the displacement of the mir-
ror give a motion sufficiently slow so that the non relativistic limit can be considered.
Then,
Frp = −1
2
[(
∂A
∂x
)2
v2 −
(
∂A
∂x
)2]
∼ 1
2
(
∂A
∂x
)2
. (3.11)
Now, for each time t, I can take the instantaneous velocity q˙(t) of the mirror to compute the force
with the above proceeding and write the complete equation of motion:
mq¨(t) = −∂V (q(t))
∂q
+
1
2
(
∂A
∂x
)2∣∣∣∣∣
x=q(t)
. (3.12)
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Note that in the non relativistic limit, the force does not depend on the velocity and this allows to
use a Hamiltonian formalism. The slow motion of the mirror is indeed a very crucial assumption
and will be considered to hold from now on.
3.3 Modes decomposition
A more convenient formulation is found if the electromagnetic potential is decomposed into modes.
The frequencies sustained by the cavity are the integer multiples of the free spectral range 12q(t) ,
which in this case can vary in time as the length of the cavity is increased or decreased. Only
instantaneous frequencies can then be defined as
ωk(q(t)) ≡ kpi
q(t)
. (3.13)
It is better to work with a spatial Fourier decomposition. An instantaneous orthonormal basis is
given by {
√
2
q(t) · sin(kpix/q(t)),
√
2
q(t) · cos(kpix/q(t))}. Imposing the boundary conditions (3.6),
the radiation can then be decomposed as follows:
A(x, t) =
∞∑
k=1
Qk(t)
√
2
q(t)
sin
(
kpix
q(t)
)
,
Qk(t) =
√
2
q(t)
∫ q(t)
0
dxA(x, t)sin
(
kpix
q(t)
)
.
(3.14)
I can now use the decomposition (3.14) to rewrite equations (3.1) and (3.7). The motion equation
(3.7) for the mirror becomes:
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mq¨(t) = −∂V (q(t))
∂q
+
1
2
(
∂A
∂x
)2∣∣∣∣∣
x=q(t)
↓
mq¨(t) = −∂V (q(t))
∂q
+
1
q(t)
∞∑
k,j=1
(−1)k+j ωk(q(t)) ωj(q(t)) Qk(t) Qj(t). (3.15)
The wave equation (3.1) becomes:
∂2A(x, t)
∂x2
=
∂2A(x, t)
∂t2
↓
−
∞∑
k=1
Qk(t)ϕk ωk(q(t))
2 =
∞∑
k=1
(
Qk(t)
∂2ϕk
∂q2
q˙2 +Qk(t)
∂ϕk
∂q
q¨ + 2Q˙k(t)
∂ϕk
∂q
q˙ + Q¨k(t)ϕk
)
. (3.16)
In the last equation I introduced for brevity the quantity ϕk ≡
√
2
q(t)sin
(
kpix
q(t)
)
. Finally, projecting
over one basis element
∫ q
0
dx
∂2A(x, t)
∂x2
ϕk =
∫ q
0
dx
∂2A(x, t)
∂t2
ϕk (3.17)
and making use of the following properties (whose proof is sketched in appendix A)
∫ q
0
dx ϕkϕj = δij ,
gkj ≡ q(t)
∫ q
0
dx ϕj
∂ϕk
∂q
=
 0 if k = j(−1)j+k 2kj
j2−k2 if k 6= j
,
∑
k
gjkglk = q
2(t)
∫ q
0
dx
∂ϕj
∂q
∂ϕl
∂q
,
(Property 1)
(Property 2)
(Property 3)
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I can find an equation for the dynamics of the coefficient Qk(t), which have here the role of elec-
tromagnetic coordinates:
Q¨k(t) =− ω2k(q(t))Qk(t)−
q˙2
q2
 ∞∑
j=1
Qj(t)gkj −
∞∑
j=1
Qj(t)
∞∑
l=1
glkglj

(3.18)
− q¨
q
∞∑
j=1
Qj(t)gjk − 2 q˙
q
∞∑
j=1
Q˙j(t)gjk.
3.4 Classical Hamiltonian
Equations (3.15) and (3.18) can be shown to derive from the following Lagrangian
L(q, q˙, Qk, Q˙k) =1
2
∑
k
[
Q˙2k − ω2k(q(t))Qk(t)2
]
+
1
2
mq˙2 − V (q)
− q˙
q
∑
j,k
gkjQ˙kQj +
q˙2
2q2
∑
j,k,l
gkjgklQlQj .
(3.19)
Thus, the momenta conjugated to q and Qk are
p =
∂L
∂q˙
= mq˙ − 1
q
∑
j,k
gkjPkQj , (3.20)
Pk =
∂L
∂Q˙k
= Q˙k − q˙
q
∑
j
gkjQj . (3.21)
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The corresponding Hamiltonian is easily obtained:
H(q, p,Qk, Pk) = 1
2m
p+ 1
q
∑
j,k
gkjPkQj
2 + V (q) + 1
2
∑
k
[
P 2k + ω
2
kQ
2
k
]
. (3.22)
3.5 Quantization
Following the canonical quantization procedure, the variables q, p, Qk, Pk are promoted to opera-
tors which obey the commutation relations
[qˆ, Qˆk] = [qˆ, Pˆk] = [pˆ, Qˆk] = [pˆ, Pˆk] = 0,
(3.23)
[qˆ, pˆ] = i~, [Qˆj , Pˆk] = i~δjk.
The cavity modes can as well be described by the cavity-lenght-dependent creation and annihilation
operators aˆ and aˆ†
aˆk(qˆ) =
√
1
2~ωk(qˆ)
[
ωk(qˆ)Qˆk + iPˆk
]
,
aˆ†k(qˆ) =
√
1
2~ωk(qˆ)
[
ωk(qˆ)Qˆk − iPˆk
]
,
(3.24)
with commutation relations
[aˆj , aˆ
†
k] = δjk. (3.25)
Equation (3.24) can be inserted in (3.22) to obtain the new Hamiltonian in terms of creation and
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annihilation operators:
Hˆ =
(pˆ+ Γˆ)2
2m
+ V (qˆ) + ~
∑
k
ωk(qˆ)
[
aˆ†kaˆk +
1
2
]
. (3.26)
Here Γˆ is a shortened notation for the operator
Γˆ =
i~
2qˆ
∑
k,j
gkj
√
k
j
[
aˆ†kaˆ
†
j − aˆkaˆj + aˆ†kaˆj − aˆ†j aˆk
]
. (3.27)
The constant term 12~
∑
k ωk(qˆ) will be omitted in the following.
3.6 Linearization
I will now make further assumptions (based on the physics of the problem under consideration)
and obtain a simplified description of the dynamics.
In most situations, the mirror is bounded by a harmonic potential V (q) which has
a minimum position, let’s call it l0, and keeps the mirror moving around this equi-
librium position. The radiation pressure acts then as a small perturbation, so that
x ≡ q − l0 is small compared with l0.
I can then expand the operators up to first order in x
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aˆk(qˆ) ' aˆk(l0)− xˆ
2l0
aˆ†k(l0) ≡ aˆk0 −
xˆ
2l0
aˆ†k0,
aˆ†k(qˆ) ' aˆ†k(l0)−
xˆ
2l0
aˆk(l0) ≡ aˆ†k0 −
xˆ
2l0
aˆk0,
ωk(qˆ) ' ωk0
(
1− xˆ
l0
)
,
Γˆ ' Γˆ0
(
1− xˆ
l0
)
and substitute them into the Hamiltonian (3.26). I get
Hˆ =
(pˆ+ Γˆ0(1− xˆ/l0))2
2m
+ V (xˆ) + ~
∑
k
ωk0
[
aˆ†k0aˆk0 −
xˆ
l0
aˆ†k0aˆk0 −
xˆ
2l0
(
aˆ†k0aˆ
†
k0 + aˆk0aˆk0
)]
. (3.28)
Acting with the unitary transformation
Uˆ = exp
{
i
~
xˆΓˆ0(1− xˆ
l0
)
}
(3.29)
and keeping terms up to the first order in xˆ, the new linearized Hamiltonian finally is
UˆHˆUˆ † =
pˆ2
2m
+ V (xˆ) + ~
∑
k
ωk0aˆ
†
k0aˆk0 − xˆFˆ0, (3.30)
where
Fˆ0 =
~
2l0
∑
k,j
(−1)k+j√ωk0ωj0
(
ak0aj0 + a
†
k0a
†
j0 + a
†
k0aj0 + a
†
j0ak0
)
. (3.31)
42
3.7 Single mode dynamics
Another assumption which holds in most situations is that the mirror characteristic
frequency Ωm is much smaller than the cavity free spectral range
c
2l0
. This allows to
consider a single mode for the cavity.
To see that this is true indeed, it is sufficient to go to a rotating frame which evolves with the
free Hamiltonian
Hˆ0 =
pˆ2
2m
+ V (xˆ) + ~
∑
k
ωk0aˆ
†
k0aˆk0. (3.32)
In this interaction picture, the operators pˆ and xˆ both get a phase factor e±iΩmt/~ while the opera-
tors aˆk0 and a
†
k0 get a phase factor e
±iωk0t/~. The interaction Hamiltonian contains terms of the form
∑
k,j
ckj xˆ aˆk0 aˆj0 e
i(±Ωm−ωk0−ωj0)t/~,
∑
k,j
ckj xˆ aˆ
†
k0 aˆ
†
j0 e
i(±Ωm+ωk0+ωj0)t/~,
∑
k,j
ckj xˆ aˆ
†
k0 aˆj0 e
i(±Ωm+ωk0−ωj0)t/~,
∑
k,j
ckj xˆ aˆ
†
j0 aˆk0 e
i(±Ωm−ωk0+ωj0)t/~,
which are near resonance only if they contain aˆ†aˆ or aˆaˆ† and only if j = k (remember that the me-
chanical frequency is much smaller than the separation between optical frequencies). Thus, making
a rotating wave approximation, different modes are no more interacting with each other and only
one mode can be considered. The Hamiltonian can be rewritten as
Hˆ =
pˆ2
2m
+ V (xˆ) + ~ωk0aˆ†k0aˆk0 −
~ωk0
l0
xˆaˆ†k0aˆk0. (3.33)
In other words, a photon impinging on the mirror will absorb or emit a small average number
of phonons, since the interaction is weak. The small energy gained or lost by the photon is not
sufficient to remove the photon from its current mode and kick it into another cavity mode.
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For the case of a harmonic potential V (q) = 12mω
2
mqˆ
2, eq (3.33) becomes identical to eq (2.1)
as soon as the creation/annihilation operators
bˆ =
√
mωm
2~
(
qˆ +
i
mωm
pˆ
)
, bˆ† =
√
mωm
2~
(
qˆ − i
mωm
pˆ
)
(3.34)
are substituted and the environmental Hamiltonian HE is added.
3.8 Remark
Hamiltonian (3.33) is the simplest Hamiltonian which describes all the interesting physics of op-
tomechanical systems. All the assumptions made in this chapter are reasonably valid in most
realistic situations, so that experimental results should be in good agreement with the model pre-
sented here. Moreover, every optomechanical setting can be shown to rely on this very Hamiltonian.
It will then be a satisfactory starting point for the following sections.
I’d only like to mention that a formal derivation in a realistic full 3-D system, with the intra-
cavity radiation correctly described by gaussian optics, can be found in [28]. In the paper they also
show how to obtain (3.33) from their more general Hamiltonian.
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CHAPTER4
A realistic point of view: noise and dissipation
In the previous chapter I derived a simple model which can nevertheless describe all the interesting
physical effects usually encountered in optomechanical systems. Still, it has a major flaw, namely
it is an idealized model: neither the mirror nor the radiation are interacting with an external envi-
ronment. On the contrary, every realistic experimental setting would have to deal with noise and
dissipation sources, which are especially troublesome when trying to control the quantum state of
matter. Along with dissipation, decoherence effects would take place at an even faster rate, causing
the system to lose many (if not all) interesting quantum features.
In this chapter I will answer the fundamental question: how can I make this model realistic enough
to correctly describe the presence of noise and allow quantitative predictions of future experimental
results?
4.1 Modeling the environment
Both the radiation and the mechanical modes are interacting with an external thermal reservoir,
which is responsible for all the disturbance effects. It extracts energy from the system, storing it in
a multitude of other degrees of freedom, which in addition act back on the system producing a net
resulting random force. The main goal is then a satisfactory description of the thermal reservoir.
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What does satisfactory means? As a starting point, a good quantum theory of noise should account
for both quantum statistical effects (e.g. arising from the Heisenberg principle and from other in-
trinsic features of quantum mechanics) and classical statistical effects (due to the huge number of
degree of freedom which hinders a complete knowledge of the reservoir). More specific requests can
then be derived from this general statement. The following two are of capital importance [29]:
• in the limit ~→ 0 (that is, in the classical regime), the results should be consistent with the
ones already known from statistical mechanics;
• the model should produce equations of motion which preserve the canonical commutation
rules between operators.
A very good choice to describe the reservoir is the independent oscillator model, whose quite general
validity has been extensively discussed by Caldeira and Legget [30]. In this picture the phenomenon
of dissipation is simply the transfer of energy from the system to the very large set of degrees of
freedom describing the environment; it is implicitly assumed that the energy, once transferred, ef-
fectively disappears into the environment and is not recovered within any time of physical interest.
Formally, one assumes that the number of degrees of freedom of the environment tends to infinity
(this assumption will be implicit in the replacement of sums by integrals, carried out in the follow-
ing).
The main ingredients of this model are listed below:
• the environmental degrees of freedom are treated as independent harmonic oscillators, each
with its own eigenfrequency. This is the obvious choice for the optical radiation, whose ther-
mal bath is the electromagnetic field outside the cavity, but can be easily generalized to other
systems. Behind this assumption lies the idea that the bath is in equilibrium, i.e. in a mini-
mum condition, and the potential felt by its degree of freedoms around this minimum can be
approximated to second order as an harmonic well;
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• the frequency spectrum of these oscillators is dense and continuous. This also assures an
infinite number of environmental degrees of freedom;
• the coupling between the system and the environment is linear.
I can now write down the Hamiltonian of a general system coupled to its reservoir and derive the
corresponding equations of motion, showing that they respect all the restrictions imposed above.
Figure 4.1: Schematic representation of the independent oscillator model
4.2 The system-plus-environment Hamiltonian
Consider a system described by a set of generalized coordinates {Zi} ≡ (Z1, . . . , ZN ) and by a
Hamiltonian HSY S({Zj}). As already said, the bath is described by a sum of harmonic oscillators,
each with position qn, momentum pn, mass mn and spring constant kn. The bath Hamiltonian is
HB =
∑
n
{
p2n
2mn
+
knq
2
n
2
}
. (4.1)
One of the system degree of freedom, say Z1, is then linearly coupled to the environment. The best
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model for the linear coupling makes use of the following Hamiltonian
H = HSY S({Zj}) +
∑
n
{
p2n
2mn
+
kn(qn − Z1)2
2
}
, (4.2)
in which the environmental generalized positions are linearly coupled to the Z1 coordinate (for a
comparison to other models found in the literature see [31]). I can rewrite the Hamiltonian in a
more convenient way if I act with the following canonical transformation
qn → pn√
kn
, pn → −qn√
kn
,
kn
mn
→ ωn,
√
kn → Kn. (4.3)
Promoting the variables to operators, I finally get
Hˆ = HˆSY S({Zˆj}) + 1
2
∑
n
{
(pˆn −KnZˆ1)2 + ω2nqˆ2n
}
. (4.4)
The operators obey the following commutation rules:
[Zˆj , pˆn] = [Zˆj , qˆn] = 0,
[pˆn, pˆm] = [qˆn, qˆm] = 0, (4.5)
[qˆn, pˆm] = i~δmn,
which are universal. The last commutator [Zˆj , Zˆk] is instead part of the specification of the system.
I will leave it as general as possible for now.
4.3 The equations of motion in presence of noise
I can now study the evolution of operators in the Heisenberg picture. Starting from the reservoir
operators, I get the following set of equations
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
∂qˆn
∂t
=
i
~
[Hˆ, qˆn] = pˆn −KnZˆ1,
∂pˆn
∂t
=
i
~
[Hˆ, pˆn] = −ω2nqˆn,
(4.6)
which can be re-expressed in terms of creation and annihilation operators:
aˆn =
1√
2~ωn
(ωnqˆn + ipˆn) ,
∂aˆn
∂t
= −iωnaˆn −
√
ωn
2~
KnZˆ1. (4.7)
The last equation can be formally integrated to find
aˆn(t) = aˆn(t0)e
−iωn(t−t0) −
√
ωn
2~
Kn
∫ t
t0
dt′ e−iωn(t−t
′)Zˆ1(t
′) (4.8)
↓
pˆn(t) = i
√
~ωn
2
(
aˆ†n(t0)e
iωn(t−t0) − aˆn(t0)e−iωn(t−t0)
)
+Knωn
∫ t
t0
dt′ Zˆ1(t′)sin
(
ωn(t− t′)
)
. (4.9)
It is convenient to rewrite the last term using integration by parts and get
pˆn(t) = i
√
~ωn
2
(
aˆ†n(t0)e
iωn(t−t0) − aˆn(t0)e−iωn(t−t0)
)
+Kn
{
Zˆ1(t)− Zˆ1(t0)cos (ωn(t− t0))−
∫ t
t0
dt′
∂Zˆ1(t
′)
∂t′
cos
(
ωn(t− t′)
)}
,
(4.10)
as doing so will cast the equations in a form where the physical meaning of the various parts can
be easily understood.
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Now look at the system operators which evolves according to
∂Zˆj
∂t
=
i
~
[Hˆ, Zˆj ] =
i
~
[HˆSY S , Zˆj ] +
i
2~
∑
n
[(pˆn −KnZˆ1)2, Zˆj ]
↓
=
i
~
[HˆSY S , Zˆj ] +
i
2~
∑
n
[
pˆn −KnZˆ1, [pˆn −KnZˆ1, Zˆj ]
]
†
. (4.11)
I made use of the following identity [A2, B] = [A, [A,B]]† where [. . . , . . . ]† is an anticommutator.
The commutator [pˆn(t), Zˆj(t)] is zero at equal time, so that
∂Zˆj
∂t
=
i
~
[HˆSY S , Zˆj ] +
i
2~
∑
n
[
pˆn −KnZˆ1, [−KnZˆ1, Zˆj ]
]
†
↓
=
i
~
[HˆSY S , Zˆj ]− i
2~
∑
n
[
[Zˆ1, Zˆj ],Knpˆn −K2nZˆ1
]
†
. (4.12)
Now I define two important quantities, whose meaning I will explain very soon:
ξˆ(t) = i
∑
n
Kn
√
~ωn
2
(
aˆ†n(t0)e
iωn(t−t0) − aˆn(t0)e−iωn(t−t0)
)
,
f(t) =
∑
n
K2ncos (ωnt) .
(4.13)
(4.14)
I can use equations (4.10), (4.13) and (4.14) to simplify the equation of motion for the system. Then
∂Zˆj
∂t
=
i
~
[HˆSY S , Zˆj ]− i
2~
∑
n
[
[Zˆ1, Zˆj ], ξˆ(t)− Zˆ1(t0)f(t− t0)−
∫ t
t0
dt′ Zˆ1(t′)f(t− t′)
]
†
. (4.15)
To clarify, as promised, the meaning of the quantities ξˆ(t) and f(t), I will make use of a short
example, which perfectly serves the purpose. Suppose that the system alone is a particle moving
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in a potential V (Q) (for example the oscillator in an optomechanical system). Then
HˆSY S(Qˆ, Pˆ ) =
Pˆ 2
2m
+ V (Qˆ). (4.16)
If I couple the system to the reservoir following the above procedure, I get the equations of motion:

∂Qˆ
∂t
=
Pˆ
m
,
∂Pˆ
∂t
= −∂V (Qˆ)
∂Q
+ ξˆ(t)− Qˆ(t0)f(t− t0)−
∫ t
t0
dt′
∂Qˆ(t′)
∂t′
f(t− t′).
(4.17)
These have the form of quantum Langevin equations: it’s easy then to identify ξˆ(t) as a random
force acting on the system and f(t) as a friction term with an additional memory effect. These are
exactly all the effects which a good model should account for: dissipation and random noise. The
next sections are addressed to a precise characterizations of ξˆ(t) and f(t), starting with the latter.
I’d like to draw the attention on the fact that the quantities ξˆ(t) and f(t) are known if the initial
state of the thermal reservoir is known: the operators are taken at time t0 and the other relevant
quantities ωn, Kn are not varying in time. A complete description of the bath at initial time is
then sufficient to fully characterize the evolution of the system at later times.
4.4 Short memory: the first Markov approximation
To solve the equations of motion in an easy way it is convenient to have a short memory effect,
i.e. to make the approximation f(t) ' δ(t). Luckily, this also happens in most realistic situations,
where the information transferred from the system to the environment is stored in inaccessible
degrees of freedom and is immediately lost. What properties of the frequency spectrum can make
this happen? Recall the definition (4.14) of f(t).
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f(t) =
∑
n
K2ncos (ωnt) ,
where ωn is the frequency of the n-th harmonic oscillators. With the current notation, two modes
with different index n can have the same frequency. This can be quite confusing. To make things
clearer, I will use the index n to label all the different frequencies of the reservoir, introduce the
degeneracy factor gn which counts the number of modes with the same frequency ωn, and a new
index m which span inside a set of modes with same frequency. Now
f(t) =
∑
n
{
gn∑
m=1
K2n,m
}
cos (ωnt) (4.18)
and two modes with different index n cannot have the same frequency. I define the frequency
density factor
G(ωn) ≡
gn∑
m=1
K2n,m (4.19)
and write
f(t) =
∑
n
G(ωn)cos (ωnt) . (4.20)
Recalling my initial request for a dense and continuous frequency spectrum, I can turn the discrete
sum into an integral over frequencies:
f(t) =
∑
n
G(ωn)cos (ωnt)→
∫ ∞
0
dω G(ω)cos(ωt)
dn
dω
.
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First Markov approximation: the frequency spectrum G(ω)dn/dω is simply a constant
2γ/pi. This yields
f(t) =
∫ ∞
0
dω
2γ
pi
cos(ωt) = 2γδ(t). (4.21)
The first Markov approximation impose a constraint on the spectrum, so that the memory fre-
quency becomes a Dirac delta. It is of course the most simple and ideal situation, but it proves to
be consistent with the results known from statistical mechanics if one goes to the limit ~ → 0 (I
will show this in the next section). The Langevin equations for the system now read
∂Zˆj
∂t
=
i
~
[HˆSY S , Zˆj ]− i
2~
∑
n
[
[Zˆ1, Zˆj ], ξˆ(t)− γZˆ1(t)
]
†
. (4.22)
It depends only on system operators at time t, whence the name “Markov approximation”. Note
however, that the physics is not markovian, since the random force can have a finite correlation
time and in general depends on the state of the reservoir at initial time t0.
4.5 The random force ξˆ(t)
The last step is the characterization of the random force operator: what are its commutation rules,
its mean value, its variance and correlation? Recall the definiton (4.13) of ξˆ(t)
ξˆ(t) = i
∑
n
Kn
√
~ωn
2
(
aˆ†n(t0)e
iωn(t−t0) − aˆn(t0)e−iωn(t−t0)
)
.
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The commutator is easily obtained:
[ξˆ(t), ξˆ(t′)] = −
∑
n,m
KnKm~ωnωm
2
[(
aˆ†n(t0)e
iωn(t−t0) − h.c.
)
,
(
aˆ†m(t0)e
iωn(t−t0) − h.c.
)]
↓
= −
∑
n,m
KnKm~ωnωm
2
(
δnme
iωn(t−t0)e−iωn(t
′−t0) − δnme−iωn(t−t0)e+iωn(t′−t0)
)
↓
= −
∑
n
K2n
~ω2n
2
(
eiωn(t−t
′) − e−iωn(t−t′)
)
= −
∑
n
K2n ~ω2n i sin
(
ωn(t− t′)
)
↓
[ξˆ(t), ξˆ(t′)] = i~
∂f(t− t′)
∂t
. (4.23)
In the first Markov approximation it becomes
[ξˆ(t), ξˆ(t′)]FMA = i
2~γ
pi
∂
∂t
(
δ(t− t′)) . (4.24)
For the mean value and variance, I need to specify the state of the thermal bath at initial time,
which is a thermal state with temperature T (and corresponding β):
ρˆ(t0) = ρˆSY S(t0)⊗ e
−βHˆB
TrB[e−βHˆB ]
, (4.25)
with
HˆB =
∑
n
gn∑
m=1
~ωn
(
aˆ†n,maˆn,m +
1
2
)
.
The mean value TrB
[
ξˆ(t)ρˆB
]
is easily seen to be zero.
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The variance instead is given by
TrB
[
ρB ξˆ(t)ξˆ(t
′)
]
=
1
2
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]
]
+
1
2
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
↓
=
1
2
i~
∂f(t− t′)
∂t
+
1
2
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
. (4.26)
The last term yields
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
= ~
∑
n
{
G(ωn)ωn
(
2N(ωn) + 1
)
cos
(
ωn(t− t′)
)}
, (4.27)
with
N(ωn) =
1
eβ~ωn − 1 . (4.28)
Passing to a continuous and dense frequency spectrum it becomes
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
= ~
∫ ∞
0
dω ω
dn
dω
G(ω)
(
2N(ω) + 1
)
cos
(
ω(t− t′))
↓
= ~
∫ ∞
0
dω ω
dn
dω
G(ω)coth
(
~ω
2kBT
)
cos
(
ω(t− t′)) . (4.29)
Finally, in the first Markov approximation, it becomes
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
FMA
=
2~γ
pi
∫ ∞
0
dω ω coth
(
~ω
2kBT
)
cos
(
ω(t− t′)) . (4.30)
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4.6 Remarks on the first Markov approximation
Some words of caution should be spent over the last passage. Making use of the first Markov
approximation, which is an ideal and simple situation, originates a divergence in eq (4.30). At high
frequencies, coth (β~ω/2) ∼ 1 and the integrand goes like ω · cos(ω), hence it does not converge to
a finite value on the interval [0,∞]. On the other hand, in a realistic description ow the world, the
frequency spectrum G(ω)dn/dω of a thermal bath rapidly decays to zero for frequencies higher than
a certain cut-off Ω. This cut-off can then be included as an intermediate step of the approximation,
so that the underlying mathematics is working again and the physical meaning is more clear. I will
make this clear with an example.
Let’s look at TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
in the classical limit, which gives coth (β~ω/2) → 2kBT~ω . If I
used the Markov approximation in a naive way, I would write
TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
FMA
=
2~γ
pi
∫ ∞
0
dω ω coth
(
~ω
2kBT
)
cos
(
ω(t− t′))
↓
→ (T →∞)→ 2~γ
pi
∫ ∞
0
dω ω
2kBT
~ω
cos
(
ω(t− t′))
↓
= 4kBTγδ(t− t′). (4.31)
This is certainly satisfying from a physical point of view, because of the consistency with the classi-
cal brownian motion: in particular the random force ξ has the well known δ autocorrelation in the
classical limit. But the math is instead very weak. The integral in the first step is not converging
for any finite T (it doesn’t matter how big) or for any finite ~ (it doesn’t matter how small). So,
when T →∞, a sequence of undefined integrals is converging to a precise result. The introduction
of the cut-off Ω overcomes this breakpoint. Now the integrals are converging for every finite T and
the cut-off can be then increased to infinity as a last step:
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TrB
[
ρB[ξˆ(t), ξˆ(t
′)]†
]
FMA
=
2~γ
pi
∫ Ω
0
dω ω coth
(
~ω
2kBT
)
cos
(
ω(t− t′))
↓
→ (T →∞)→ 2~γ
pi
∫ Ω
0
dω ω
2kBT
~ω
cos
(
ω(t− t′))
↓
=
4kBTγ
pi
∫ Ω
0
dω cos
(
ω(t− t′))
↓
→ (Ω→∞)→ 4kBTγδ(t− t′). (4.32)
This shows that the first Markov approximation should be used with some caution. Nevertheless,
the first Markov approximation gives completely satisfying results, fulfilling the consistency with
classical statistical mechanics in the high temperature limit, as required at the beginning of the
chapter. Although not explicitly demonstrated here, the second requirement (preservation of the
commutation rules) is also fulfilled; a proof can be found for example in [32].
4.7 The electromagnetic bath
The electromagnetic bath deserves a short subsection on its own, since in this case further assump-
tions can be made to simplify the model. The dissipative dynamics of an optical cavity mode is
usually well described by the so-called vacuum optical master equation
∂tρˆ =
i
~
[ρˆ, HˆSY S ] + k( 2aˆρˆaˆ
† − aˆ†aˆρˆ− ρˆaˆ†aˆ ) (4.33)
for the time evolution of the density matrix ρˆ of the whole system. In fact, the mean thermal num-
ber of photons at the optical frequency ωc is extremely small and thermal excitation is therefore
completely negligible. It is also important to point out that the derivation of the master equation
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relies on the rotating wave approximation (RWA).
The same approximations (T = 0 and RWA) can be considered within the quantum Langevin
formalism introduced above. This gives the totally equivalent Heisenberg equation
∂taˆ = − i~ [aˆ, HˆSY S ]− kaˆ+
√
2k aˆin, (4.34)
where the random noise aˆin has the following commutation rules and autocorrelation functions
[aˆin(t), aˆ
†
in(t
′)] = δ(t− t′),
〈
aˆin(t)aˆ
†
in(t
′)
〉
= δ(t− t′),
〈
aˆin(t)aˆin(t
′)
〉
=
〈
aˆ†in(t)aˆ
†
in(t
′)
〉
=
〈
aˆ†in(t)aˆin(t
′)
〉
= 0.
(4.35)
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CHAPTER5
Stationary entanglement between an optical
and a mechanical mode
Within the model presented so far, good theoretical analysis can be made of the dynamics in an
optomechanical system. Moreover, since the presence of an external environment is also considered,
predictions and guidelines for future experiments can be derived as well. On this line of action,
an important paper published in 2007 discussed the generation, quantification and measurement
of entanglement between a moving micromirror and the radiation in an optical cavity [10]. In this
chapter I will report the key passages of this work, since it gives an idea of how a typical analysis
is carried on and it also allows me to introduce a couple of supplementary tools which I’ll need in
the end.
5.1 The system
The system studied in the paper has the simple configuration of an optical cavity of lenght l0 with
one movable mirror, which can be modeled as a harmonic oscillator with frequency ωm and effective
mass m. A bright laser of frequency ω0 and power P drives the selected cavity mode ωc, coupled
to the mirror motion. As introduced in section 2.3, the Hamiltonian of the system is given by eq
(2.1). Expliciting the driving term, it becomes
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Hˆ = ~ωcaˆ†aˆ+ ~ωmbˆ†bˆ− ~G0aˆ†a(bˆ
† + bˆ)√
2
+ i~E
(
e−iω0taˆ† − eiω0taˆ
)
+HE , (5.1)
where G0 = (ωc/l0)
√
~/mωm is the optomechanical coupling rate and E is the pumping rate, related
to the input laser power by |E| = √2Pk/~ω0. Explicitly including the presence of environmental
noise yields the Langevin equations (2.4) introduced in section 2.3:

∂tXˆb = ωmYˆb,
∂tYˆb = −ωmXˆb − γmYˆb +G0aˆ†aˆ+ ξˆ,
∂taˆ = −(k + i∆0)aˆ+ iG0aˆXˆb + E +
√
2kaˆin.
Here ∆0 = ωc − ω0 is the nominal laser-cavity detuning, k is the cavity decay rate and γm is the
mechanical damping coefficient. ξˆ and aˆin are the random forces due to the presence of a thermal
bath, with the autocorrelation functions (4.30) and (4.35) derived in chapter 4:
1
2
〈
ξˆ(t)ξˆ(t′) + ξˆ(t′)ξˆ(t)
〉
=
γm
ωm
∫
dω
2pi
ω coth
(
~ω
2kBT
)
e−iω(t−t
′),
〈
aˆin(t), aˆ
†
in(t
′)
〉
= δ(t− t′).
As already mentioned, the motional state has to be cooled before quantum effects can be effectively
observed. This can be done with the backaction mechanism previously described, transferring the
thermal excitations to fast decaying photons. A couple of constraints are then imposed to the
system: the laser must be red detuned (∆0 > 0) and more important it must be bright. In fact the
bare coupling rate G0 has not reached high enough values yet, so that the cooling mechanism has
to be enhanced by a great number of cavity photons (the effective rate becomes G = G0αS
√
2).
The same reasoning holds also for the generation of entanglement, since both effects share the same
underlying interaction, described by eq (2.3).
When the system is strongly driven, operators can be expanded as a c-number steady state (big)
plus a small fluctuation operator with zero mean:
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aˆ = αS + ˆ˜a, Xˆb = QS +
ˆ˜Xb, Yˆb = PS +
ˆ˜Yb.
Substituting the expansion into the Langevin equation, the steady state values are given by
PS = 0, QS = G0
|αS |2
ωm
, αS =
E
k + i∆
. (5.2)
∆ ≡ ∆0 − G0QS is the effective detuning including radiation pressure effects: in fact the mirror
is displaced by the incoming photons and reaches a new equilibrium position, slightly shifting the
mode frequency from its initial value ωc. An equation of third degree must then be solved to find
QS and αS . This yields more possible solutions, i.e. more possible steady states of the system. A
bit of caution is needed and the stability of each solution cannot be taken for granted. In particular,
if the driving is too strong, it is possible for the mirror to undergo a bistable regime and repeatedly
change between two different equilibrium positions (see also below).
Assuming that the system reaches one and only one stable steady state is nevertheless a rea-
sonable assumption, supported by many experimental observations. It is then meaningful to look
at the equations for the fluctuations. They contain terms proportional to ˆ˜a, ˆ˜Xb,
ˆ˜Yb and terms pro-
portional to ˆ˜a†ˆ˜a, ˆ˜a ˆ˜Xb, which are second order small and can be safely ignored. The set of linearized
equations (2.6) is then found (omitting the tilde subscript for brevity of notation):

∂t Xˆb = ωmYˆb,
∂t Yˆb = −ωmXˆb − γmYˆb +GXˆa + ξˆ,
∂t Xˆa = −kXˆa + ∆Yˆa +
√
2kXˆin,
∂t Yˆa = −kYˆa −∆Xˆa +GXˆb +
√
2kYˆin.
This makes the solution much easier.
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5.2 Solution of the linearized dynamics
It is convenient to introduce the following quantities
u(t) =

Xˆb
Yˆb
Xˆa
Yˆb
 , A =

0 ωm 0 0
−ωm −γm G 0
0 0 −k ∆
G 0 −∆ −k
 , n(t) =

0
ξˆ(t)
√
2kXˆin(t)√
2kYˆin(t)
 , (5.3)
and rewrite the system in the compact form
u˙(t) = Au(t) + n(t). (5.4)
A formal solution is readily obtained in the form
u(t) = eAtu(0) +
∫ t
0
ds eAs n(t− s). (5.5)
The system is stable and reaches its unique steady state when all the eigenvalues of A have neg-
ative real parts so that limt→∞ eAt = 0. Stability conditions can be derived by applying the
Routh-Hurwitz criterion [33], yielding the following inequalities between the system parameters:
2γmk
[
∆4 + ∆2(γ2m + 2γmk + 2k
2 − 2ω2m) + (γmk + k2 + ω2m)2
]
+ ωmG
2∆(γm + 2k)
2 > 0,
(5.6)
ω2m(∆
2 + k2)− ωmG2∆ > 0.
The case under examination has ∆ > 0 and ∆ ∼ ωm (remember that this is the optimal regime
for backaction cooling), so that the first inequality is easily seen to hold. On the contrary, the
second inequality imposes an additional constraint on the system, i.e. G can’t be too big. A quick
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esteem shows that the limit is when G has the same order of magnitude of ωm. Together with the
coherence condition k < G, this gives k < G < ωm. The driving intensity must then be chosen
carefully: if it is too low, quantum effects are masked by thermalization; if it is too high, the mirror
undergoes a bistable behaviour [14].
5.3 A gaussian steady state
Since the quantum noises ξˆ and aˆin are zero-mean quantum gaussian noises and the
dynamics is linearized, the quantum steady state for the fluctuations is also a zero-
mean bipartite gaussian state, fully characterized by its 4× 4 correlation matrix
Uij =
1
2
〈ui(∞)uj(∞) + uj(∞)ui(∞)〉 . (5.7)
When the system is stable Uij is given by
Uij =
∑
k,l
∫ ∞
0
ds
∫ ∞
0
dz [eAs]ik [e
Az]jl Nkl(s− z), (5.8)
where
Nkl(s− z) = 1
2
〈ni(s)nj(z) + nj(z)ni(s)〉 (5.9)
is the noise 4 × 4 correlation matrix. Solving equation (5.8) would give knowledge of the entire
evolution of the system. Still it’s not an easy task and an analytic solution seems really hard to
find. Things would be much easier if the noise correlation matrix Nkl(s− z) were proportional to
a δ(s − z) (i.e. if the noise were Markovian). This happens to be the case for the radiation noise
(which is consistent indeed with a master equation formulation) but eq (4.30) tells that the mirror
Brownian noise ξ(t) is not delta correlated and therefore does not describe a Markovian process.
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However, quantum effects are achievable only using oscillators with a large mechani-
cal quality factor Q = ωm/γm  1. In this limit the mirror motion is strongly affected
only by resonant noise components of frequency ωm. Other components in the noise
spectrum are damped and therefore negligible. As a consequence ξ(t) recovers a delta-
correlation (a rigorous proof of the fact is given in Appendix B).
1
2
〈
ξ(t)ξ(t′) + ξ(t′)ξ(t)
〉
= γmcoth
(
~ωm
2kBT
)
δ(t− t′). (5.10)
With the full Markovian approximation, the noise matrix 5.9 becomes
N(s− z) =

0 0 0 0
0 γmcoth
(
~ωm
2kBT
)
0 0
0 0 k 0
0 0 0 k
 δ(s− z) ≡ D · δ(s− z). (5.11)
Eq (5.8) then simplifies to
Uij =
∑
k,l
∫ ∞
0
ds [eAs]ik [e
As]jl Dkl, (5.12)
which is equivalent, as can be seen by direct proof, to
AU + UAT = −D. (5.13)
This is a linear equation for U and the solution is straightforward, but too long and cumbersome
to be reported here.
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5.4 Stationary Entanglement
Important thing is: the state is now fully characterized and the entanglement problem can be
addressed, looking for optimal parameter regions where entanglement generation is maximized. A
measure of entanglement has to be chosen first, so that quantitative conclusions can be derived.
This choice is arbitrary to a good degree: there is in fact no known measure that shows all the
properties usually required to a “good measure”, but many proposals have been advanced, each
with its own advantages and drawbacks. One should keep in mind its goal, and pick one according
to criteria of efficiency (is it easy to compute the entanglement value?) and interpretation (can
I read my quantitative results and extract useful informations to answer my problem? are the
numbers meaningful?). In the paper this choice falls on the logarithmic negativity EN , very easy
to compute on gaussian states and capable to tell separable states from less or more entangled ones.
Further discussion on the topic can be found in appendix C.
The authors analyzed a wide range of parameters and found a parameter region very close to
that of recently performed optomechanical experiments (as [21]), where a significative amount of
entanglement is achievable. Figure 5.1 shows a plot of EN versus effective detuning ∆, for two
slightly different settings operated in the optimal regime. In both cases the maximum of EN is
achieved when ∆ ∼ ωm, in perfect agreement with the preliminary discussion of section 2. Moreover
it is evident that entanglement is much less robust for heavier mirrors and vanish much faster if
the detuning is brought away from its optimal value.
Figure 5.2 shows a plot of EN versus the bath temperature T , for the same two settings. Para-
phrasing the very words of the authors, entanglement is surprisingly seen to persist for temperature
above 20K, which is several order of magnitude larger than the ground state temperature of the
mechanical oscillator. In fact it is almost 104 times the energy of a single thermal excitation ~ωm.
Is this really so surprising as it may seem? I already mentioned in section 2 that the mechanical
damping rate γm is enhanced by the radiation pressure interaction and the plot in figure 2.5a shows
that the effective rate can be up to 104 times its original value. As a result, equation (2.11) tells
that quantum effects should be observed even for external temperatures as large as 104 times the
ground state temperature, which perfectly explains what is happening here. Besides, a larger mass
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implies a smaller coupling factor G0, so that decoherence takes place at lower temperatures. This
is again in perfect agreement with the simulation results.
Figure 5.1: Logarithmic negativity as a measure of entanglement versus detuning.
In the optimal regime, the cavity has length l0 = 1mm and is driven by a P =
50mW laser at λ = 810nm. The mirror has frequency ωm/2pi = 10MHz, damping
rate γm/2pi = 100Hz and its environmental temperature is T = 400mK. The solid
line refers to a mass m = 5ng and finesse F = 1, 07 · 104, while the dashed line
refers to a mass m = 50ng and finesse F = 3, 4 · 104. Figure taken from [10].
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Figure 5.2: Logarithmic negativity as a measure of entanglement versus temper-
ature. In the optimal regime, the cavity has length l0 = 1mm and is driven by a
P = 50mW laser at λ = 810nm, effectively detuned by an amount ∆ = ωm. The
mirror has frequency ωm/2pi = 10MHz and damping rate γm/2pi = 100Hz. The
solid line refers to a mass m = 5ng and finesse F = 1, 07 · 104, while the dashed
line refers to a mass m = 50ng and finesse F = 3, 4 · 104. Figure taken from [10].
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5.5 Entanglement readout
In order to measure EN at the steady state, one has to measure all ten independent entries of the
covariance matrix U . The quadratures of the radiation mode can be easily read by homodyning the
cavity output. Measuring the mechanical mode is less straightforward. One possibility is to add a
second Fabry-Perot cavity, adjacent to the first one and formed by the movable mirror and a third
fixed mirror. Assuming that the movable mirror has unit reflectivity at both sides so that there is
no light coupling the two cavities, the second cavity and the mirror form then a new optomechanical
system with a dynamics analogous to that of eq (2.6). In general, this would affect the motion
of the mirror unless the second cavity is weakly driven: only in this case additional backaction
effects can be safely neglected. Moreover, in the regime k(2)  G(2)0 |α(2)S |
√
2, the new cavity mode
adiabatically follows the mirror dynamics and
aˆ
(2)
out = i
G
(2)
0 α
(2)
S√
k2
bˆ+ aˆ
(2)
in , (5.14)
so that the motional quadratures are mapped onto the outcoming light. A full characterization of
the covariance matrix U can be then performed by homodyning the two cavity outputs.
In conclusion, a feasible way has been shown to produce, quantify and measure stationary en-
tanglement between an optical intracavity mode and the mechanical mode of a mirror. A full
experimental realization of this proposal would require parameters which are close to those of re-
cently performed experiments. Therefore, such an analysis comes as a very useful guideline for
near future research, pointing out promising directions where optomechanical entanglement could
be more easily studied in a lab.
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CHAPTER6
Periodically modulated optomechanical
systems
In this chapter I will study the generation of squeezing and entanglement in periodically modulated
optomechanical systems, borrowing the methods presented in chapter 5. I will first show how a
periodic modulation can enhance the visibility of quantum effects. Then I’ll present a detailed
analysis of the dynamics and I will characterize the optimal modulation regime in which the gener-
ation of squeezing and entanglement are maximized. Finally, I will describe a possible experimental
realization of the proposed scheme.
6.1 Periodically modulated optomechanical systems
The analysis presented in section 5 has served as an inspiration source and a starting point for several
following works, which extended the method and looked at other possible features of optomechani-
cal systems. For example, the generation of stationary entanglement between two radiation modes
or two mechanical modes (e.g. in a cavity with two moving mirrors [34]) has been considered. An
exhaustive review of the main proposals can be already found in the literature [14], so I won’t spend
here much more time on this point.
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A paper appeared in 2009 [11] deserves nevertheless particular attention, since it first introduced
the idea of periodically modulating some of the parameters in an optomechanical systems in order
to enhance the visibility of quantum effects. The abstract follows:
We introduce a framework of optomechanical systems that are driven with a mildly
amplitude modulated light field, but that are not subject to classical feedback or squeezed
input light. We find that in such a system one can achieve large degrees of squeezing
of a mechanical micromirror, signifying quantum properties of optomechanical systems,
without the need of any feedback and control, and within parameters reasonable in
experimental settings. Entanglement dynamics is shown of states following classical
quasiperiodic orbits in their first moments. We discuss the complex time dependence of
the modes of a cavity light field and a mechanical mode in phase space. Such settings
give rise to certifiable quantum properties within experimental conditions feasible with
present technology.
I’ll only add a couple of words to comment the result. The generation of squeezed mechanical states
is not new in itself. Earlier ideas had already been suggested, but they relied either on classical
feedback (i.e. modification of the motion based on the outcome of continuous measurements) or
on the use of squeezed light sources. Here instead, only a periodic modulation of the driving laser
amplitude is needed. So this paper has a real merit in introducing a novel and simple way to
achieve squeezing in optomechanical systems. Moreover, the predicted performance is even better
than that of previously suggested schemes. This shows that periodically modulating the parameters
of an optomechanical system can be a very powerful tool for the quantum control of nano- and
micromechanical oscillators.
6.2 Parametric resonance and squeezing
As mentioned in the paper [11], the achievement of such a large degree of squeezing is strictly
connected to the parametric resonance effect: “this dynamics reminds of the effect of parametric
amplification, as if the spring constant of the mechanical motion was varied in time with just twice
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the frequency of the mechanical motion, leading to the squeezing of the mechanical mode”. Not only
that. I’ll now show that parametric resonance is indeed present in the dynamics, although in an
indirect way, and is fully responsible for the squeezing generation. First let me say what parametric
resonance is.
1
2
3 6
5
4
Figure 6.1: A kid playing on a swing periodically lowers and raises its center of mass (red arrow), acting
like a pendulum with varying eigenfrequency (either Ωlow or Ωhigh). Since the frequency of modulation
Ωmod is two times the average eigenfrequency, the parametric resonance condition is satisfied and the kid
can supply energy to the motion, prolonging its fun.
Consider a classical parametric oscillator, i.e. an oscillator whose parameters are periodically time-
dependent. For example, I’ll take the simple case of a frictionless oscillator in which the restoring
constant K is modulated by an additional small cosine term. The equation of motion is then
mx¨ = −
(
K +  K cos(Ωmod · t)
)
x → x¨ = −
(
Ω20 +  Ω
2
0 cos(Ωmod · t)
)
x. (6.1)
A formal treatment of the differential equation (6.1) can be found in many textbooks and I’ll report
here only some key results. When the frequency of modulation is approximately twice the eigenfre-
quency of the oscillator (Ωmod ≈ 2Ω0), a resonance condition, the so called parametric resonance,
is met. The initial condition x(0) = 0, x˙(0) = 0 becomes unstable and every initial perturbation,
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no matter how small, starts an oscillating behavior whose amplitude increases more and more over
time. Quantitatively said, the energy of the system increases exponentially. When a damping term
is added to eq (6.1), the system eventually reaches a balance between gains and losses and enters
a stationary oscillating regime instead. This classical phenomenon is found in a large variety of
situations, the most famous of which is the “kid on a swing” (see figure 6.1).
Consider now the quantum counterpart of eq (6.1)
Hˆ =
pˆ2
2m
+
mΩ20(1 +  cos(Ωmod · t))qˆ2
2
. (6.2)
Again I will report only the interesting results, skipping through all derivations. As for the classical
case, when the parametric resonance condition Ωmod ≈ 2Ω0 is satisfied, the energy of the system
increases exponentially. However, in the quantum case there is no need of an initial perturbation:
in fact, due to the Heisenberg uncertainty principle, the energy of the system cannot be zero and
zero-point fluctuations are always present. More importantly, in addition to the amplification pro-
cess, a new and purely quantum effect appears: squeezing is generated over time.
At this point, I need to answer a fundamental question: what is squeezing? “Squeezed states
are characterized by the property that the variance of the [generalized] quadrature operator
xˆλ =
(bˆ†e−iλ + bˆeiλ)√
2
(6.3)
is less than the value 1/2 associated with the vacuum and the coherent states, for a range of values
of λ. The Heisenberg uncertainty relation [which can be expressed as
〈
∆2xˆλ
〉 · 〈∆2xˆλ+pi/2〉 ≥ 1/4]
then implies that the variance of the quadrature operator xˆλ+pi/2 exceeds 1/2. It follows that the
uncertainty in one quadrature depends on its phase λ” [35].
Now I can go back to the quantum parametric oscillator. Figure 6.2 shows a qualitative plot
of the evolution of the variance of the position (λ = 0) and momentum (λ = pi/2) quadratures,
under Hamiltonian (6.2). The oscillator is taken initially in the ground state, so that both vari-
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ances are equal to 1/2. As time goes by, they oscillate in counter-phase between local minima and
maxima, with a period τ = 2pi/Ωmod. All minima have values which decrease exponentially as
1/2e−C·t (where C is a constant). This is equivalent to saying that the state becomes more and
more squeezed, asymptotically reaching the condition
〈
∆2qˆ
〉
= 0.
To conclude the description, all maxima have values which increase exponentially as 1/2eC·t (it’s
important that the same constant appears in both exponentials), so that every time a mini-
mum is reached, the two variances saturate the Heisenberg uncertainty principle and give
〈
∆2qˆ
〉 ·〈
∆2pˆ
〉
= 1/4. Finally, the counter-phase oscillation makes sure that the energy of the system
∝ 〈∆2qˆ〉+ 〈∆2pˆ〉 increases exponentially, in agreement with what was previously said.
1 2 3 4 5
0.5
1.0
1.5
2.0
t/T
<Δ2q>
<Δ2p>
Figure 6.2: Qualitative evolution of variance of the position and momentum quadratures for
a quantum harmonic oscillator undergoing parametric resonance. Without dissipation, it is
seen that squeezing increases with time and oscillates with a period τ = 2pi/Ωmod between
the position and momentum quadratures.
73
I can now show why parametric resonance is at the base of the results in [11]. The key lies in the
modulation of the driving amplitude, which is done at twice the mechanical frequency ωm: “we
also add a small sinusoidal modulation to the input [laser] amplitude with a frequency Ωmod = 2ωm,
so twice the mechanical frequency”. In fact, recall the optical spring effect discussed in chapter 2
and look at eq (2.10). A change in the driving power is equivalent to a change in the number of
intracavity photons, which affects both the enhanced coupling G and the effective detuning ∆. In
turn, this gives an indirect modulation of the effective mechanical frequency ωeff , under parametric
resonance condition. It is not “as if the spring constant of the mechanical motion was varied in
time”, the modulation is real. So squeezing can and do reach significative levels.
Understood what the mechanism behind squeezing generation is, a further analysis of periodi-
cally modulated optomechanical systems is surely an interesting topic and could shed new light
on optimal regimes to enhance the visibility of quantum effects. I’ll focus on this task in the next
sections. I will consider an optomechanical system in which the modulation is made directly on
the mechanical frequency ωm, so that I can keep things as easy as possible (with an indirect mod-
ulations, as in [11], it is more difficult to keep tracks of all effects and give an interpretation of
the results). In other words, I’ll take Hamiltonian (6.2), add the cavity and the radiation pressure
terms and apply the methods of chapter 5 to look at the dynamics. As a preliminary step, I will
consider the ideal case of no environment, to familiarize with the parametric resonance effects in
more detail. Then I’ll introduce the environment, as discussed in chapter 4, and study the complete
evolution of the system. I’ll produce both numerical and analytical solutions. Last, but not least,
I will discuss a possible realization of this thought experiment.
6.3 Modulating the mechanical frequency 1: a first discussion
As explained above, I’ll start with an isolated optomechanical system, i.e. I’ll neglect noise and
dissipation as well as driving terms. I’ll take the usual simple configuration: an optical cavity
of lenght l0 with one movable mirror, modeled as a harmonic oscillator with frequency ωm and
effective mass m. The restoring constant is periodically modulated in time by an additional cosine
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term so that ω2m → ω2m(1 +  cos(Ω · t)). The selected cavity mode, coupled to the mirror motion,
has frequency ωc. The modulated optomechanical Hamiltonian becomes
Hˆ =
pˆ2
2m
+
1
2
m ω2m
(
1 +  cos(Ω · t)
)
qˆ2 + ~ωcaˆ†aˆ− ~g0a†aˆqˆ, (6.4)
where g0 = ωc/l0. Recalling the creation and annihilation operators bˆ
†, bˆ for the mirror defined in
equation (3.34), I can write qˆ and pˆ as
qˆ =
(bˆ+ bˆ†)√
2
√
~
mωm
, pˆ = i
(bˆ† − bˆ)√
2
√
~mωm. (6.5)
Substituting eq (6.5) into Hamiltonian (6.4), I get
Hˆ =~ωcaˆ†aˆ+ ~ωm
(
1 +
 cos(Ω · t)
2
)
bˆ†bˆ+ ~ωm
(
 cos(Ω · t)
4
)
(bˆ†bˆ† + bˆbˆ)
− ~g0
√
~
mωm
aˆ†aˆ
(bˆ+ bˆ†)√
2
.
(6.6)
Cast in this form, it is evident that evolution under Hamiltonian (6.6) can produce squeezing. Look
at the third term, which is of the form A(t) · (bˆ†bˆ† + bˆbˆ), where A(t) is a real function of time. The
corresponding unitary evolution is given by
U(t, 0) =←−exp
{
− i
~
∫ t
0
dt A(t) (bˆ†bˆ† + bˆbˆ)
}
, (6.7)
which has the same form of the generic squeezing operator [35]
S(ξ) = exp
{
ξ∗
2
(bˆ)2 − ξ
2
(bˆ†)2
}
. (6.8)
Other terms are also present in the Hamiltonian, and in general the dynamics will be more complex
than that. Anyway, the key ingredient to squeezing is surely to be found in eq (6.7).
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I’ll now study the evolution of the system in more detail. At t=0 the system is prepared in
the state ρmc = ρ
Therm
m ⊗ |α〉c 〈α| (the mirror is in a thermal state and the cavity in a coherent
state), which can be a quite realistic guess. Since I want to look at the generation of mechanical
squeezing, I’m particularly interested in the mirror subsystem, described by the density matrix
ρm = Trc[ρmc]. I note that the operator aˆ
†aˆ commute with Hamiltonian (6.6) so that the average
number of photons is a constant (the mirrors are indeed absorption free). Therefore, the evolution
of ρm(t) is ruled by linear and bilinear combinations of bˆ and bˆ
† and the state remains gaussian
at all times [36]. So ρm(t) can be fully characterized by the first moments 〈qˆ〉, 〈pˆ〉 and by the
covariance matrix
σm =
 〈(qˆ − 〈qˆ〉)2〉 〈(qˆ − 〈qˆ〉)(pˆ− 〈pˆ〉)〉
〈(pˆ− 〈pˆ〉)(qˆ − 〈qˆ〉)〉 〈(pˆ− 〈pˆ〉)2〉
 . (6.9)
I’ll start by studying the first moments. In the Heisenberg picture, the equations of motion for the
mean values
〈
bˆ
〉
and
〈
bˆ†
〉
are
∂t
〈
bˆ
〉
= −iωm
(
1 +
 cos(Ω · t)
2
)〈
bˆ
〉
− iωm
(
 cos(Ω · t)
2
)〈
bˆ†
〉
+ i
G0√
2
〈
aˆ†aˆ
〉
(6.10)
plus complex conjugate. Since the average number of photons is a constant of motion, this system
of two equations is closed and can be easily solved by numeric integration. The mean value of the
〈qˆ〉 and 〈pˆ〉 quadratures can be then reconstructed.
I’ll look now at the equations for the mean values
〈
bˆ†bˆ
〉
,
〈
bˆbˆ
〉
and
〈
bˆ†bˆ†
〉
, which are

∂t
〈
bˆ†bˆ
〉
= −iωm
(
 cos(Ω·t)
2
)〈
bˆ†bˆ† − bˆbˆ
〉
+ iG0√
2
〈
aˆ†aˆ (bˆ† − bˆ)
〉
,
∂t
〈
bˆbˆ
〉
= −2iωm
(
1 +  cos(Ω·t)2
)〈
bˆbˆ
〉
− iωm
(
 cos(Ω·t)
2
)〈
2bˆ†bˆ+ 1
〉
+ 2iG0√
2
〈
aˆ†aˆ bˆ
〉 (6.11)
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and complex conjugate. This time the system is not closed, and the equations for the mean values
of
〈
aˆ†aˆ bˆ
〉
and
〈
aˆ†aˆ bˆ†
〉
must be also considered:
∂t
〈
aˆ†aˆbˆ
〉
= −iωm
(
1 +
 cos(Ω · t)
2
)〈
aˆ†aˆbˆ
〉
−iωm
(
 cos(Ω · t)
2
)〈
aˆ†aˆbˆ†
〉
+i
G0√
2
〈
aˆ†aˆaˆ†aˆ
〉
(6.12)
and complex conjugate. Again, the operator aˆ†aˆaˆ†aˆ commutes with the Hamiltonian (6.6) and is
a constant of motion. The family of five equations (6.11), (6.12) is now closed and can be easily
solved by numeric integration. The covariance matrix σm can then be reconstructed.
I’ve solved the evolution of the system using Mathematica, with parameters close to those used in
[10] and [11]: ωm/(2pi) = 1 MHz, m = 150 ng, T = 400 mK,  = 0.2, Ω = 2ωm (parametric reso-
nance condition), ωc = 1.7 THz, l0 = 25 mm. The code can be found in appendix D. The result is
summarized in figure 6.3, which shows a contour plot of the Wigner function of the density matrix
ρm(t) at different times. The Wigner function W (q, p) [35] is an alternative way of representing
the state in the phase space q− p and is related to the probability of finding the system in position
q with momentum p. Although it’s only a quasidistribution (positivity is not always assured), the
variance of a generalized quadrature xˆλ can be intuitively read as the width of W (q, p) along the
direction which makes an angle λ with the q axis. W (q, p) is then a useful way to depict squeezing.
The Wigner function for a gaussian state it is easily obtained using the following formula [36]:
W (q, p) =
1
2pi
√
Det[σm]
exp
−12(q − 〈qˆ〉 , p− 〈pˆ〉) · σ−1m ·
 q − 〈qˆ〉
p− 〈pˆ〉
 . (6.13)
At t = 0 the system is in a thermal state, which has a symmetrical Wigner function. As time goes
by, the Wigner function is seen to “squeeze” more and more, meaning that the variance of some
generalized quadrature is getting smaller and smaller. Eventually, the variance will be smaller than
1/2 and state will be squeezed. The direction of “squeezing” rotates in a clockwise manner, with a
period given by τ = 2pi/ωm. This explains why the position variance
〈
∆2q(t)
〉
in figures 6.2, 6.4,
6.5, 6.6 oscillates between maximum and minimum uncertainty with period τ/2 = 2pi/(2ωm).
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Figure 6.3: Contour plot of the Wigner function of the mirror state at different times: (left
to right, top to bottom) t = 0, t = τ/2, t = τ , t = 3τ/2, t = 2τ , t = 33τ/16, t = 34τ/16,
t = 35τ/16, t = 36τ/16. Parameters used are: ωm/(2pi) = 1 MHz, m = 150 ng, T = 400 mK,
 = 0.2, Ω = 2ωm (parametric resonance condition), ωc = 1.7 THz, l0 = 25 mm. Squeezing is
seen to increase and rotate in the phase-space with a period τ = 2pi/ωm.
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I’ve also tried to vary some of the parameters and understand how they affect the generation of
squeezing. The results are shown in figures 6.4, 6.5 and 6.6.
Figure 6.4 is a plot of
〈
∆2q(t)
〉
for different frequencies of modulation Ω. It shows that when the
resonant condition is not perfectly matched, the squeezing and amplification mechanisms are not
working.
Figure 6.5 is a plot of
〈
∆2q(t)
〉
for different initial equilibrium temperatures. As can be expected,
when the system at t=0 is closer to the ground state,
〈
∆2q(0)
〉
is closer to the value 1/2. For t > 0,
although oscillations become more pronounced for high temperatures, large degrees of squeezing
are achieved faster when the temperatures are low, as a consequence of less initial disorder.
Figure 6.6 is a plot of
〈
∆2q(t)
〉
for different strengths of modulation. A stronger modulation pro-
duces faster and larger squeezing, and this may seem a promising way to enhance the visibility of
nonclassical behaviors. However, a stronger modulation also means a larger amplification of the
oscillation amplitude. In the present case this enhances coherent oscillations of the system and is
a more than welcome effect. With the introduction of an external environment instead, thermal
excitations will be amplified as well and the system will heat and decohere faster. A careful balance
should then be sought.
This also answers another question: what is the role of the optomechanical interaction? For what
has been said here, the mechanism of squeezing lies entirely on the modulation of the mechanical
frequency and the parametric resonance effect: this has nothing to do with radiation pressure. But
the backaction cooling introduced in chapter 2 will be a necessary tool to keep noise at bay and
make squeezing visible once the environment is considered in the next subsections. It will also
enable the transfer of squeezing from the mechanical to the radiation subsystem and the generation
of entanglement. Modulated optomechanical systems can then provide an integrated setting in
which a broad variety of quantum effects can be produced to control nano- and micromechanical
oscillators at the quantum level.
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Figure 6.4: Plot of the evolution of
〈
∆2q
〉
for different values of the modulation frequency:
Ω = 2ωm (red), Ω = 2.2ωm (blue) and Ω = 1.8ωm (black). Other parameters are:
ωm/(2pi) = 1 MHz, m = 150 ng, T = 400 mK,  = 0.2, ωc = 1.7 THz, l0 = 25 mm. Going
away from the parametric resonance condition, both the amplification and the squeezing mech-
anisms are absent. The initial value of
〈
∆2q(0)
〉
is that of a thermal state at kBT ≈ 104~ωm
(this explains why it’s so high).
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Figure 6.5: Plot of the evolution of
〈
∆2q
〉
for different values of the bath temperature:
T = 400 mK (red), T = 300 mK (blue) and T = 200 mK (black). Other parameters are:
ωm/(2pi) = 1 MHz, m = 150 ng,  = 0.2, Ω = 2ωm (parametric resonance condition),
ωc = 1.7 THz, l0 = 25 mm. A lower initial temperature corresponds to a lower energy of the
system and gives a faster squeezing.
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Figure 6.6: Plot of the evolution of
〈
∆2q
〉
for different values of the modulation strength:
 = 0.1 (red),  = 0.2 (blue) and  = 0.3 (black). Other parameters are: ωm/(2pi) = 1 MHz,
m = 150 ng, T = 400 mK, Ω = 2ωm (parametric resonance condition), ωc = 1.7 THz,
l0 = 25 mm. A stronger modulation is seen to produce stronger and faster squeezing, but also
to supply more energy to the system.
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6.4 Modulating the mechanical frequency 2: numerical solution
I will now introduce the coupling to the environment and start a detailed analysis similar to that
of [10] and [11], to investigate the generation of squeezing in realistic and experimentally feasible
optomechanical systems. I’ll start again with Hamiltonian (6.4), adding the driving and environ-
mental terms:
Hˆ =
pˆ2
2m
+
1
2
mω2m
(
1 +  cos(Ω · t)
)
qˆ2 + ~ωcaˆ†aˆ− ~g0a†aˆqˆ
(6.14)
+ i~E(e−iω0taˆ† − eiω0taˆ) + HˆE .
Here E is the pumping rate, related to the input laser power by |E| = √2Pk/~ω0 and ω0 is the
frequency of the input laser. It is convenient to rewrite Hamiltonian (6.14) using the adimensional
operators
qˆ → qˆ
√
~
mωm
, pˆ→ pˆ
√
~mωm. (6.15)
I get
Hˆ =~ωm
pˆ2
2
+ ~ωm
(
1 +  cos(Ω · t)
) qˆ2
2
+ ~ωcaˆ†aˆ− ~G0a†aˆqˆ
(6.16)
+ i~E(e−iω0taˆ† − eiω0taˆ) + HˆE ,
where G0 = ωc/l0
√
~/(mωm). Explicitly including the presence of environmental noise yields the
following quantum Langevin equations (in a frame rotating at the laser frequency ω0):
∂t qˆ = ωmpˆ,
∂t pˆ = −ωm
(
1 +  cos(Ω · t))ˆˆq − γmpˆ+G0aˆ†aˆ+ ξˆ,
∂t aˆ = −(k + i∆0)aˆ+ iG0aˆXˆb + E +
√
2kaˆin.
(6.17)
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Here ∆0 = ωc − ω0 is the nominal laser-cavity detuning, k is the cavity decay rate and γm is the
mechanical damping coefficient. aˆin and ξˆ are the random forces due to the thermal bath, with the
autocorrelation functions (4.35) and (5.10) derived in chapter 4:
〈
aˆin(t), aˆ
†
in(t
′)
〉
= δ(t− t′),
1
2
〈
ξˆ(t)ξˆ(t′) + ξˆ(t′)ξˆ(t)
〉
= γmcoth
(
~ωm
2kBT
)
δ(t− t′).
Note that the full Markovian limit discussed in chapter 5 has been also performed.
The system operators can always be expanded as their mean value plus a fluctuation operator
with zero mean
aˆ(t) = 〈aˆ(t)〉+ (aˆ(t)− 〈aˆ(t)〉), qˆ(t) = 〈qˆ(t)〉+ (qˆ(t)− 〈qˆ(t)〉), pˆ(t) = 〈pˆ(t)〉+ (pˆ(t)− 〈pˆ(t)〉),
↓
aˆ(t) = αS(t) + ˆ˜a(t), qˆ(t) = QS(t) + ˆ˜q(t), pˆ(t) = PS(t) + ˆ˜p(t).
The evolution of the mean values is given by the following equations:

Q˙S = ωmPS ,
P˙S = −ωm
(
1 +  cos(Ω · t)
)
QS − γmPS +G0|αS |2,
α˙S = −(k + i∆0)αS + iG0αSQS + E ,
(6.18)
which can be easily solved by numeric integration. Here lies the advantage of using adimensional
operators for the mirror and a rotating frame for the optical mode, as doing so makes the three
quantities QS , PS and αS evolve on the same timescale (remember that the optimal regime is
usually given by ∆0 ∼ ωm). Having instead Q˙S ∝ PS , P˙S ∝ ω2mQS and α˙s ∝ iωcαS would give
very fast oscillating terms and high probability of numerical errors.
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The evolution for the fluctuations is given by the following equations (tilde symbols are omitted
for brevity of notation):

∂t qˆ = ωmpˆ,
∂t pˆ = −ωm
(
1 +  cos(Ω · t)
)
qˆ − γmpˆ+G0 α∗S aˆ+G0 αS aˆ† + ξˆ,
∂t aˆ = −(k + i∆0)aˆ+ iG0 αS qˆ + iG0 QS aˆ+
√
2kaˆin,
(6.19)
where the terms aˆ† aˆ and qˆ aˆ have been neglected, since fluctuations are small compared to the
mean values when the system is strongly driven. In fact, as already mentioned in chapter 5, the
bare coupling rate G0 doesn’t give the required interaction strength, so that the optomechanical
coupling has to be enhanced by a great number of cavity photons (the effective coupling becomes
G = G0αS
√
2).
In analogy with equations (5.3) and (5.4), it is convenient to introduce the following quantities
u(t) =

qˆ
pˆ
Xˆa
Yˆb
 , n(t) =

0
ξˆ(t)
√
2kXˆin(t)√
2kYˆin(t)
 ,
A(t) =

0 ωm 0 0
−ωm(1 +  cos(Ω · t)) −γm G0Re[αs(t)] G0Im[αs(t)]
−G0Im[αs(t)] 0 −k ∆0 −G0QS(t)
G0Re[αs(t)] 0 −∆0 +G0QS(t) −k
 ,
and rewrite the system 6.19 in the compact form
u˙(t) = A(t)u(t) + n(t).
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A formal solution can be expressed in the form
u(t) = U(t, t0)u(t0) +
∫ t
t0
ds U(t, s) n(s), (6.20)
where U(t, t0) is the evolution matrix and satisfies U(t, t) = I, U˙(t, t0) = A(t)U(t, t0). The system
is stable and reaches its unique steady state when all the eigenvalues of A(t) have negative real
parts at all times, so that limt→∞ U(t, t0) = 0. Since I will use parameters close to those used in
[11], the stability should not be a problem if the modulation is not too strong (a stable numerical
solution will be found indeed, confirming this claim). Moreover, since ξˆ and aˆin are zero-mean
quantum gaussian noises and the dynamics is linearized, the stable state will also be a zero-mean
bipartite gaussian state, fully characterized by its 4× 4 correlation matrix
σij(t) =
1
2
〈ui(t)uj(t) + uj(t)ui(t)〉 . (6.21)
As can be seen from equations (6.20) and (6.21), the correlation matrix evolves according to
σ˙(t) = A(t)σ(t) + σ(t)AT (t) +D, (6.22)
where
1
2
〈nk(s)nl(z) + nl(z)nk(s)〉 =

0 0 0 0
0 γmcoth
(
~ωm
2kBT
)
0 0
0 0 k 0
0 0 0 k
 δ(s− z) ≡ D · δ(s− z)
is the noise 4 × 4 correlation matrix in the Markovian limit, already introduced with eq (5.11).
Eq (6.22) is a linear differential equation for σ(t) and the solution can be easily obtained by nu-
merical integration.
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I have solved equations (6.18) and (6.22) using Mathematica, choosing the same parameters of [11]
so that results can be directly compared. Only  must be guessed and I take  = 0.2, as this will
make the effects of the modulation similar to those in [11]. Other parameters are: ωm/(2pi) = 1
MHz, m = 150 ng, γm/(2pi) = 1 Hz, T = 0.1 K, Ω = 2ωm (parametric resonance condition),
∆ = ωm, l0 = 25 mm, k = 1.34 MHz, ω0 = 1.77 THz and P = 10 mW. The code can also be found
in appendix D.
The solution for the mean values is plotted in figure 6.7. After a transient time of the order 1/k,
the quantities QS , PS , and αS show an oscillating behavior with the same periodicity τ = (2pi)/Ω
of the applied modulation.
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Figure 6.7: Numerical solution for the phase space trajectory of the first moments QS , PS
(mirror) and αS (radiation). After a transient time, both trajectories converges to close orbits
with the same periodicity τ = 2pi/Ω of the applied modulation.
The solution for the covariance matrix is summarized in figures 6.8 and 6.9. A general differ-
ence with the results of chapter 5 is that squeezing, entanglement and all other quantities have an
oscillating behavior due the fact that they are obtained as the solution of a periodically modulated
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differential equation. In the case of no modulation instead, the dynamics is described by a simple
linear equation and when the system is stable the solution converges to an asymptotic constant
value.
Figure 6.8 refers to the squeezing of the system in the stationary regime. In the left part, the
variances of the position and momentum quadratures for the mirror are plotted, along with the
minimum variance of all possible quadratures xˆλ. The latter can be simply computed as the min-
imum eigenvalue of the mirror covariance matrix (the up left 2 × 2 block of σ), and represents
the degree of squeezing in the system. With the chosen parameter, the mechanical state shows a
considerable and almost constant degree of squeezing. The comparison with the non modulated
case shows that this squeezing is fully attributable to the parametric resonance effect.
The same analysis is done for the radiation subsystem and is shown in the right part. As can
be seen, the optomechanical coupling transfers some of the squeezing to the cavity state as well,
although this is a much weaker effect.
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Figure 6.8: Numerical solution for the variances of the mirror (left) and radiation quadratures
(right) in the stationary regime. The black dashed lines represents the standard quantum
limit 1/2 which divides squeezed states from non squeezed ones. A plot of the minimum
eigenvalue of the covariance matrix is also shown (green line). For comparison, the (constant)
minimum eigenvalue of the covariance matrix when the modulation is turned off is added
(black continuous line). Parameters used are those found in the text.
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Figure 6.9 shows the logarithmic negativity and the effective number of photons in the mirror in
the stationary regime. The latter can be computed from the following equation
~ωm(nphon + 1/2) ≈ ~ωm(
〈
q˜2
〉
+
〈
p˜2
〉
) = ~ωm(σ11 + σ22), (6.23)
which is approximatively valid when the modulation is not to strong. A comparison with the non
modulated case shows that entanglement is enhanced by the modulation and gets an additional
oscillating behaviour with period τ = 2pi/ωm. The parametric resonance also increases the energy
of the system (as explained before) from a mean phonon number of ∼ 0.05 to a mean phonon
number of ∼ 0.25.
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Figure 6.9: Numerical solution for the logarithmic negativity of the system and for the effective
number of phonons in the mirror, in the stationary regime. For comparison, the black line
shows the (constant) performance of the system when the modulation is turned off. Parameters
used are those found in the text.
Figure 6.10 shows the results of paper [11]. The performances of the two schemes are almost
equivalent: a modulation of the driving laser amplitude gives a slightly stronger squeezing, while a
direct modulation of the mechanical frequency gives a slightly stronger entanglement.
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Figure 6.10: Results of paper [11] (for comparison). “(a) Variance of the mirror position and
(b) light-mirror entanglement EN as functions of time. In both (a) and (b) the non modulated
driving regime (blue), the modulated driving regime (green), and the numerical solutions (black
dash-dotted) are plotted. (a) also shows the standard quantum limit (red) at 1/2, the minimum
eigenvalue of the mirror covariance matrix (black dashed) and its analytical estimation in the
RWA (orange)”
6.5 Modulating the mechanical frequency 3: analytic solution
In this section I’ll show how to derive an analytic solution of equations (6.18) and (6.22), which is
faster than the numerical one and less likely affected by computational errors. I start with eq (6.18)

Q˙S = ωmPS ,
P˙S = −ωm
(
1 +  cos(Ω · t)
)
QS − γmPS +G0|αS |2,
α˙S = −(k + i∆0)αS + iG0αSQS + E .
Due to the presence of the two terms G0|αS |2 and G0αSQS , this is a system of nonlinear differential
equations and is difficult to handle: finding a way to eliminate the non-linearity is then the first
goal. Both G0|αS |2 and G0αSQS contain the optomechanical coupling G0, which is a small quantity
compared to the leading terms ωm, ∆0. A perturbative approach can then be tried, expanding each
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mean value in powers of G0,
(for example) QS =
∑
j
QS,j(G0)
j , (6.24)
and keeping only the first expansion orders. Substituting expansion (6.24) into system (6.18) and
equating terms of the same order I get

Q˙0 = ωmP0,
P˙0 = −ωm
(
1 +  cos(Ω · t)
)
Q0 − γmP0,
α˙0 = −(k + i∆0)α0 + E ,
(6.25)
for the 0-th order and

Q˙j = ωmPj ,
P˙j = −ωm
(
1 +  cos(Ω · t)
)
Qj − γmPj +G0
j−1∑
k=0
α∗kαj−k−1,
α˙j = −(k + i∆0)αj + E + iG0
j−1∑
k=0
αkQj−k−1,
(6.26)
for the generic j-th order. In (6.25) and (6.26) the subscript S has been dropped for simplicity of
notation. Note that to solve the j-th order system, the solution of all lower orders must be known.
I have now a chained family of linear differential systems to solve. I can start from the 0-th order
system, solve it, use the solution in the 1-st order system and so on and so forth, stopping when
the required precision is achieved.
A further simplification comes from the theory of linear differential equations with periodic co-
efficients. When the system is stable, after a transient time of the order 1/k the solution converges
to periodic orbit which has the same periodicity of the modulation (τ = 2pi/Ω). This is also con-
firmed by the numerical analysis of the previous subsection. The operators can then be Fourier
expanded,
(for example) Qj(t) =
∑
n
Q
(n)
j e
inΩt, (6.27)
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and expansion (6.27) can be substituted into eq (6.25) and (6.26) to find

P
(0)
0 = 0,
α
(0)
0 =
E
i∆0 + k
,
Q
(0)
0 = −

2
(Q
(−1)
0 +Q
(1)
0 ),

P
(n)
0 = Q
(n)
0
inΩ
ωm
,
α
(n)
0 = 0,
Q
(n)
0 = −

2
Q
(n−1)
0 +Q
(n+1)
0
1 + (inΩγm − n2Ω2)/ω2m
,
(6.28)

P
(n)
j = Q
(n)
j
inΩ
ωm
,
α
(n)
j = i
j−1∑
k=0
∑
m
α
(m)
k Q
(n−m)
j−k−1
inΩ + i∆0 + k
,
Q
(n)
j = −

2
Q
(n−1)
j +Q
(n+1)
j
1 + (inΩγm − n2Ω2)/ω2m
+
j−1∑
k=0
∑
m
α
∗(m)
k α
(n−m)
j−k−1
1 + (inΩγm − n2Ω2)/ω2m
.
(6.29)
For each order j, instead of three linear differential equations, I have now a numerable family
of linear ordinary equations. If a truncation of the Fourier sum is performed, the family becomes
finite and can be easily solved with algebraic methods. From the numerical results of the previous
subsection, only the fundamental and the second harmonics are visibly contributing, so that the
truncation can be made at |n| ≤ 2. On physical grounds, this is justified by the fact that higher
sidebands fall outside the cavity bandwidth (nΩ > 2k) and are therefore suppressed.
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An approximate analytic solution for the first moments is now at hands. A similar proceeding
based on Fourier expansion can be used for equation (6.22)
σ˙(t) = A(t)σ(t) + σ(t)AT (t) +D.
This is again a linear system with periodic coefficients A(t)
A(t) =
∑
n
Ane
inΩt, (6.30)
so that after a transient time of the order 1/k, the solution σ(t) will be periodic with the same
periodicity of A(t), i.e.
σ(t) =
∑
n
σne
inΩt. (6.31)
In analogy with the above proceeding, an approximate solution for the correlation matrix is also
found by truncating the Fourier expansions 6.30 and 6.31 to include only a finite number of side-
bands (|n| ≤ 2).
I implemented the outlined method with Mathematica and I have solved equations (6.18) and
(6.22) again. I used the same parameters of the numeric solution, to test the consistency of the
results and the precision of the approximation. I found that keeping terms up to order j ≤ 6 and
sideband |n| ≤ 2 yields results which are indistinguishable from the numeric simulation, as can be
seen from figures 6.11, 6.12 and 6.13.
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Figure 6.11: Phase space trajectory of first moments QS , PS (mirror) and αS (radiation) in
the stationary regime, as given by analytic approximation (thick red line). The solution is
found keeping the orders j ≤ 6 and the sidebands with |n| < 2. The numerical solution is also
plotted for comparison (thin blue line).
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Figure 6.12: Analytic evolution in the stationary regime of the mechanical and optical squeez-
ing (thick red line). The solution is found keeping the orders j ≤ 6 and the sidebands with
|n| < 2. The numerical solution is also plotted for comparison (black dotted).
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Figure 6.13: Analytic evolution in the stationary regime of the logarithmic negativity EN and
of the effective number of phonons nphon in the mirror motion (thick red line). The solution is
found keeping the orders j ≤ 6 and the sidebands with |n| < 2. The numerical solution is also
plotted for comparison (black dotted). The black dashed line shows the standard quantum
limit.
6.6 Modulating the mechanical frequency 4: range exploration
With a fast (analytic) solution at hand, I can finally look at what happens if I change the strength
or the frequency of the modulation. This way, I can try to characterize the optimal modulation
regime. From the knowledge I’ve gathered so far, I expect to see the following qualitative behaviors:
• as the parametric resonance condition is lost, the dynamics of the system shows neither the
generation of squeezing nor the energy amplification mechanism;
• on resonance, an increase in the modulation strength produces a stronger squeezing, a stronger
heating (competing with backaction cooling) and a stronger oscillation of the system entan-
glement;
• if the modulation gets too strong, heating and noise amplification become so important that
they dominate over interesting quantum effects and the system enters a classical regime.
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On the quantitative side, I let  and Ω vary over the range 0 <  < 0.5, ωm < Ω < 3ωm and I
studied the behavior of the squeezing degree, the logarithmic negativity and the effective phonon
number. Since the analytic solution derived in the previous subsection takes a considerable time to
be computed (although it is faster than the numerical one), I was forced to make a coarse grained
analysis. This will be nevertheless good enough for my purpose.
In figure 6.14 I show the degree of squeezing (minimum eigenvalue of the covariance matrix) plot-
ted against  and ωm. It is evident that the squeezing generation is favored by Ω ∼ 2ωm and is
stronger for larger modulation strengths. This is in agreement with the first two qualitative fea-
tures introduced above. However, an unexpected behavior is found when  & 0.4: the curve makes
a sudden drop as to say that the variance
〈
∆2xˆλ
〉
of some generalized quadrature falls rapidly
to 0 (or equivalently that the squeezing abruptly increases) at some point, contrary to the third
prediction. I expected that heating and noise amplification would reduce the visibility of quantum
effects, squeezing included. This is very strange and I will come back later on this point. Let me
present all results first.
In figure 6.15 I show the maximum of the (oscillating) logarithmic negativity plotted against 
and ωm. It is evident that entanglement is enhanced by Ω ∼ 2ωm and is monotonically increasing
with respect to the modulation strength . This is again in agreement with the first two qualitative
features introduced above. The unexpected behavior is also found when  & 0.4: again the curve
makes a strange sudden jump as to say that the entanglement abruptly increases at some point.
In figure 6.16 I show the maximum of the (oscillating) phonon number plotted against  and ωm.
It is evident that heating is stronger on resonance Ω ∼ 2ωm and is monotonically increasing with
respect to the modulation strength . For  . 0.4 the backaction cooling is sufficient to balance the
heating rate; for stronger modulations it becomes ineffective and the system gets considerably far
away from from the ground state. This time, the agreement with the qualitative picture introduced
above is perfect.
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Figure 6.14: Minimum eigenvalue of the covariance matrix plotted against  and Ω (squeezing
is present when the points are below the plane z = 1/2 and a point nearer to the plane
z = 0 corresponds to a stronger squeezing). The section at Ω = 2ωm is highlighted by a red
colouring. The sudden jump region is also highlighted by a red circle. Other parameters used
in the plot are: ωm/(2pi) = 1 MHz, m = 150 ng, γm/(2pi) = 1 Hz, T = 0.1 K, ∆ = ωm, l0 = 25
mm, k = 1.34 MHz, ω0 = 1.77 THz and P = 10 mW (as in section 6.4).
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Figure 6.15: Maximum of the (oscillating) logarithmic negativity plotted against  and Ω. The
section at Ω = 2ωm is highlighted by a red colouring. The sudden jump is also highlighted
by a red circle. Other parameters used in the plot are: ωm/(2pi) = 1 MHz, m = 150 ng,
γm/(2pi) = 1 Hz, T = 0.1 K, ∆ = ωm, l0 = 25 mm, k = 1.34 MHz, ω0 = 1.77 THz and P = 10
mW (as in section 6.4).
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Figure 6.16: Maximum of the (oscillating) phonon number plotted against  and Ω. The
section at Ω = 2ωm is highlighted by a red colouring. Other parameters used in the plot are:
ωm/(2pi) = 1 MHz, m = 150 ng, γm/(2pi) = 1 Hz, T = 0.1 K, ∆ = ωm, l0 = 25 mm, k = 1.34
MHz, ω0 = 1.77 THz and P = 10 mW (as in section 6.4).
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For what concerns the degree of freedom Ω, it is now evident that the optimal regime is given on
parametric resonance. I will then fix Ω = 2ωm and focus on the  degree of freedom only.
In figure 6.17 I show the degree of squeezing (minimum eigenvalue of the covariance matrix)
plotted against . The 2D plot is more easily readable and allows for a more detailed analysis
of the behavior. It is now possible to see that in the region 0.3 .  . 0.4 the squeezing seems
to reach an asymptote before suddenly dropping. This makes the discontinuity look very suspicious.
min <Δ2xλ>
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Figure 6.17: Stationary degree of squeezing (minimum eigenvalue of the covariance matrix)
plotted against  when Ω = 2ωm.
In figure 6.18 I show the maximum and the minimum of the (oscillating) logarithmic negativity
plotted against . The 2D plot is more easily readable and allows for a more detailed analysis of the
behavior. At  = 0, logarithmic negativity starts with the correct single value of the unmodulated
regime. For  > 0 it enters an oscillating behavior between a minimum and a maximum, whose
values increase as entanglement it’s enhanced by the parametric resonance. Again, in the region
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0.3 .  . 0.4 the growth seems to reach its limit; then it restarts with a sudden jump when  & 0.4.
Moreover, at  & 0.5, the maximum of the logarithmic negativity has a second discontinuity and
falls to zero. Again, this discontinuity is very suspicious.
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Figure 6.18: Maximum(red) and minimum (blue) of the (oscillating) logarithmic negativity
plotted against  when Ω = 2ωm.
In figure 6.19 I show the maximum and the minimum of the (oscillating) phonon number plotted
against . This basically confirms what I said before: heating increases with stronger modulations
and drives the system far away from the ground state.
It’s now time to think about the unexpected behavior found above. The asymptotic convergence in
the region 0.3 .  . 0.4 would confirm my initial guess: when the amplification mechanism is too
strong, heating and decoherence effects becomes so important that quantum effects are made less
and less visible. Then why is there such a discontinuity? Do entanglement and squeezing really
increase that much? This cannot be, since figure 6.18 shows a subsequent fall of the logarithmic
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Figure 6.19: Maximum(red) and minimum (blue) of the (oscillating) phonon number plotted
against  when Ω = 2ωm.
negativity. Instead, It seems that something wrong is going on here. To verify the presence of
errors, I ran both the numerical and the analytical algorithm for the case  = 0.5, Ω = 2ωm and I
found that they both fail to give meaningful results: this means either that an error has occurred
during the computation or that the model is not suited for such a strong modulation. The following
reasons make me more inclined to the latter interpretation.
• The stability of the system, necessary to derive eq (6.22) and solve the evolution of the co-
variance matrix, is determined by the eigenvalues of A(t). When the system is unmodulated,
the choice of the parameters is good and makes so that all eigenvalues have negative real part:
stability is assured. As the modulation gets stronger, the entries of A(t) oscillate more and
more and stability could be lost.
The Routh-Hurwitz criterion [33] applied to the A(t) matrix tells me that the number of
eigenvalues with positive real part is equal to the number of sign changes in the sequence
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T0, T1,
T2
T1
,
T3
T2
,
T4
T3
,
where
T0 = a0, T1 = a1, T2 = Det
 a1 a0
a3 a2
 ,
T3 = Det

a1 a0 0
a3 a2 a1
0 a4 a3
 , T4 = Det

a1 a0 0 0
a3 a2 a1 a0
0 a4 a3 a2
0 0 0 a4
 ,
a0 = 1,
a1 = γm + 2k,
a2 = k
2 + 2kγm + (∆0 −G0QS)2 + ω2m (1 + cos(Ωt)) ,
a3 = 2kω
2
m (1 + cos(Ωt)) + γmk
2 + γm(∆0 −G0QS)2,
a4 =
[
k2 + (∆0 −G0QS)2
]
ω2m (1 + cos(Ωt))− ωm(∆0 −G0QS)G20
(
Im[αS ]
2 +Re[αS ]
2
)
.
I applied the criterium to a system with a modulation strength  = 0.5 and I found that some
of the eigenvalues periodically show a positive real part, so that stability is not assured. This
is indeed a major issue, as the analytical solution is not meaningful if the system is not stable.
• One a more basic level, some of the assumptions included in the model are not true anymore
when the modulation is strong. For example, one of the approximations made in the derivation
of the covariance matrix, is neglecting second order fluctuating terms in order to linearize
system (6.19). Since a stronger modulation gives larger fluctuations (see figure 6.6), the
exclusion of non linear terms becomes less and less satisfactory and could eventually hide
important features.
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• Moreover, the full Markovian approximation of the thermal noise, discussed in appendix B,
is based on the fact that a good quality oscillator with eigenfrequency ωm is affected only by
resonant noise components at ω = ωm. When the mechanical frequency is strongly modulated
instead, other components of the noise become important for the dynamics. A correct treat-
ment should then include a noise that is not delta correlated and much more difficult to handle.
All these flaws make my model inadequate to handle a strongly modulated optomechanical system
and I have to limit my range of analysis to  . 0.4, where the model still holds and provides a
good description of the dynamics. In this region, the optimal regime for the generation of quantum
effects is then given by a resonant modulation (Ω ∼ 2ωm) with a strength  ∼ 0.3. This is a conser-
vative value to make sure that the system is stable and that the model is working well. However,
increasing to  ∼ 0.4 would not significantly improve the performance of the system, as seen from
figures 6.17 and 6.18.
6.7 Physical implementation: levitated optomechanics
The scheme proposed in the previous sections gives results which are better or at least compara-
ble to those of [10] and [11], when looking at cooling or entanglement and squeezing generation.
However, I still need to show how it can be realized experimentally. The scheme proposed in [10]
has a very simple realization in a Fabry-Perot cavity operated with currently feasible parameters,
and that of [11] only needs a modulated driving, which adds very little to it. But how can the
mechanical frequency be directly modulated? This seems a much more difficult task.
An answer can be found in a couple of papers [37], [38] published during the last year. They
propose a novel optomechanical setting, in which the mechanical degree of freedom is the center of
mass motion of an optically levitating dielectric nano- or microsphere.
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Figure 6.20: Levitated optomechanics: “schematic representation of the setup. A
nanodielectric is confined by optical tweezers, providing a trapping frequency of ωt.
The nanodielectric is placed inside an optical cavity with resonance frequency ωc,
decay rate k, and is driven by a laser at a frequency ωL”. Figure taken from [38].
The dielectric sphere is levitated by optical trapping with a standing wave beam which provides a
periodic potential. Near one of the antinodes, the potential can be approximated by an harmonic
well, which gives an oscillating frequency ωm (ωt in figure 6.20) for the center of mass motion
ωm =
√
6
ρc
(
− 1
+ 2
)
4pi2
λ2
I0. (6.32)
Here ρ is the density of the sphere,  its dielectric constant, λ is the wavelength of the trapping
beam and I0 its intensity. For a silica sphere with ρ = 2g/cm
3,  = 2 trapped by a λ = 103 nm
laser, this gives the frequency versus intensity plot of figure 6.21.
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Figure 6.21: Trapping frequency versus laser intensity for a silica sphere with ρ = 2 g/cm3,
 = 2. The laser frequency is λ = 103 nm. Figure taken from [37].
An intracavity intensity of I0 ∼ 1 W/µm2 gives a trapping frequency ωm/(2pi) ∼ 1 MHz, compara-
ble to the frequency I used in my analysis. Moreover, when ωm/(2pi) ∼ 1 MHz, the trapping beam
intensity can be easily modulated on a time scale τ ∼ 2pi/(2ωm), using state of the art electro-optic
modulators (EOM) or acusto-optic modulators (AOM). The parametric resonance condition can
be therefore satisfied, and this setting can be used to generate mechanical squeezing as proposed
in the previous subsections.
The possibility of squeezing generation is also briefly mentioned in [37]: “[...] mechanical squeezing
is accomplished by adding a sinusoidally varying component to the intensity of the trapping beam,
which yields the Hamiltonian of a parametric amplifier, Hˆe = mΩ
2
mxˆsin(2ωmt). Here m is a small
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parameter characterizing the strength of the modulation of the trap frequency. As one approaches
the threshold for parametric oscillation (mωm > Γ), the variance in one quadrature of motion is
reduced by up to a factor of 2 [...]”. No further detail is found in the paper, but this nevertheless
shows that levitating optomechanics is indeed a good physical implementation.
Other parameters in [37], [38] such as the coupling rate G0 and the cavity finesse F are also very
close to those I used in my analysis. The only big difference is made by the decoherence sources:
in levitating optomechanics, the mechanical system is not in direct contact with any clamping or
material supports. Moreover, for a nanometer sphere, the internal (vibrational, dilational) degrees
of freedom have typical frequencies which are several orders of magnitude larger than the frequency
of the center of mass motion, so that they are effectively decoupled. The main sources of decoher-
ence are then collisions with the background gas and, more important, momentum recoil kicks due
to scattered photons. Both of them are discussed in details in [37], [38].
The best thing to do would be taking the analysis made in the previous subsections and modifying
it to include a correct treatment of the new noise sources. However, as soon as the noise is made
sufficiently weak, this should not affect the results in a visible way. In fact, the interesting quantum
effects are generated by the optomechanical coupling and by the parametric resonance, which are
the same here as in the simple Fabry-Perot configuration.
On the experimental side, levitated optomechanics is making giant step forwards. For example,
in 2011, the cooling of an optically trapped microsphere from room temperature (∼ 108~ωm) to
T ∼ mK (∼ 103~ωm) has been demonstrated [39]. Using smaller spheres on the nanometer scale
would reduce heating from scattering of photons and give even better results. A realization of the
proposed scheme could then be at hand in the next few years.
Notably, levitated optomechanics could also be a starting point for quantum experiments on living
organisms, as recently proposed in [40]. In fact, some viruses show dielectric properties similar to
those of silica spheres, have a spherical shape of size ∼ 100 nm and can survive in high vacuum
conditions. Therefore, they could as well be used in optomechanical experiments: for example the
quantum superposition state of eq (2.13) could be generated, realizing a Schro¨dinger’s “virus”.
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CHAPTER7
Conclusions
In this thesis I studied the generation of quantum effects, such as squeezing and entanglement, in
nano- and micromechanical oscillators. I have shown that quantum optomechanics, i.e. the study
and engineering of the radiation pressure interaction between light and mechanical systems inside
an optical cavity, comes as a well developed tool and allows for remarkable levels of control over
quantum states of mechanical oscillators.
On a technical level, I derived a model for the radiation pressure interaction and the dynamics
of optomechanical systems in presence of an external environment, trying to keep a realistic point
of view which can simulate the outcome of future experimental realizations. I then finished to build
a method of analysis by including reasonable approximations and useful mathematical tools.
I applied the method to the case of periodically modulated optomechanical systems, where ad-
ditional effects such as the parametric resonance can be exploited to enhance the visibility of
quantum effects. Exploring a wide range of modulations, I characterized the optimal regime for
both the generation of squeezing in the mechanical oscillator and the generation of entanglement
between the oscillator motion and the cavity radiation. A comparison with other works showed
that my results are at least comparable to those found in the recent literature. Finally, I described
how this proposal could be implemented in experiments using state-of-the-art technology.
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As a side note, I discussed some of the major limitations encountered by my model. Although they
don’t affect the validity of the results, they make impossible to study other regimes which could
also be interesting for the quantum control of mechanical systems. Future researches could then
be addressed to the relaxation of some stringent approximations and to the improvement of the
theoretical framework. This would bring to a better understanding of optomechanical dynamics
and new light could be shed on relevant directions to follow.
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APPENDIXA
Useful properties for section 3
Proof of Property 3.
∑
k
gjkglk = q
2(t)
∫ q
0
dx
∂ϕj
∂q
∂ϕl
∂q
indeed
∑
k
gjkglk =
∑
k
[
q(t)
∫ q
0
dx ϕk(x)
∂ϕj(x)
∂q
] [
q(t)
∫ q
0
dz ϕk(z)
∂ϕl(z)
∂q
]
= q2(t)
∫ q
0
dz
∑
k
[(∫ q
0
dx ϕk(x)
∂ϕj(x)
∂q
)
ϕk(z)
]
∂ϕl(z)
∂q
and since
∂ϕj(z)
∂q
=
∑
k
[(∫ q
0
dx ϕk(x)
∂ϕj(x)
∂q
)
ϕk(z)
]
= q2(t)
∫ q
0
dz
∂ϕj(z)
∂q
∂ϕl(z)
∂q
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Proof of Property 2
gkj ≡ q(t)
∫ q
0
dx ϕj
∂ϕk
∂q
= q(t)
∫ q
0
dx
√
2
q(t)
sin
(
jpix
q(t)
)[
−1
2
√
2
q3(t)
sin
(
kpix
q(t)
)
−
√
2
q(t)
cos
(
kpix
q(t)
)
kpix
q2(t)
]
= − 1
q(t)
∫ q
0
dx sin
(
jpix
q(t)
)
sin
(
kpix
q(t)
)
− 2kpi
q2(t)
∫ q
0
dx x sin
(
jpix
q(t)
)
cos
(
kpix
q(t)
)
= −1
2
δij − 2kpi
q2(t)
∫ q
0
dx x
1
2
[
sin
(
(j + k)pix
q(t)
)
+ sin
(
(j − k)pix
q(t)
)]
↓ if k = j
= −1
2
δij − kpi
q2(t)
∫ q
0
dx x
1
2
sin
(
2kpix
q(t)
)
= −1
2
δij +
kpi
q2(t)
[
q
2kpi
x cos
(
2kpix
q(t)
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−



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0
dx
q
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2
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− q
(j + k)pi
x cos
(
(j + k)pix
q(t)
)∣∣∣∣q
0
+
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APPENDIXB
Markovian noise in the good quality limit
I’ll discuss here the mirror Brownian noise in more detail and show how Markovianity is recovered
in the good quality limit. The quantum Langevin equations for the mirror alone are
q˙ = ωmp,
p˙ = −ωmq − γmp,+ξ
↓
q¨ = −ω2mq − γmq˙ + ωmξ, (B.1)
where the random noise ξ has the general correlation function 4.30
1
2
〈ξ(t)ξ(t+ τ) + ξ(t)ξ(t+ τ)〉 = 2 γm
ωm
∫ ∞
0
dω
2pi
ω coth
(
~ω
2kBT
)
cos(ωτ).
Equation (B.1) has the formal solution [41]
q(t) = e−γmt/2 f(t, q(0), p(0)) +
∫ t
0
ds
e−γm(t−s)/2 sin(ν(t− s))
ν
· ωmξ, (B.2)
where ν =
√
ω2m − γ2m/4 and f(t, q(0), p(0)) has a bounded oscillating behavior in time. The first
term rapidly decays to zero and when looking at the long time dynamics the solution can be ex-
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pressed as
q(t) =
∫ t
−∞
ds
e−γm(t−s)/2 sin(ν(t− s))
ν
ωmξ. (B.3)
The correlation 1/2 〈q(t)q(t′) + q(t+ t′)q(t)〉 can then be studied in the stationary regime, similarly
to what is done in chapter 5.
1
2
〈
q(t)q(t′) + q(t+ t′)q(t)
〉
=
= ω2m
t∫
−∞
ds
e−γm(t−s)/2 sin(ν(t− s))
ν
t′∫
−∞
dz
e−γm(t′−z)/2 sin(ν(t′ − z))
ν
· 1
2
〈ξ(s)ξ(z) + ξ(z)ξ(s)〉 .
Using the following known result of elementary integration
t∫
−∞
ds
e−γm(t−s)/2 sin(ν(t− s))
ν
t′∫
−∞
dz
e−γm(t′−z)/2 sin(ν(t′ − z))
ν
cos(ω(s−z)) = cos(ω(t− t
′))
(ω2 − ω2m)2 + γ2mω2
,
the correlation becomes
1
2
〈
q(t)q(t′) + q(t+ t′)q(t)
〉
= 2ωmγm
∫ ∞
0
dω
2pi
ω coth
(
~ω
2kBT
)
cos(ω(t− t′))
(ω2 − ω2m)2 + γ2mω2
. (B.4)
In the good quality limit ωm  γm the resonance denominator is sharply peaked at ω = ωm with
a width γm. The remaining factor ω coth
(
~ω
2kBT
)
cos(ω(t − t′)) can be then evaluated at ωm and
brought out of the integral as a constant. Performing the remaining integral, gives
1
2
〈
q(t)q(t′) + q(t+ t′)q(t)
〉
=
1
2
coth
(
~ωm
2kBT
)
cos(ωm(t− t′)). (B.5)
In other words, when the quality factor of the oscillator is good, resonant components in the noise
spectrum are affecting the motion much more than non resonant ones. In the long time limit,
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weaker perturbations are damped and give no visible effect: the stationary position spectrum is
then determined only by a small portion of the thermal noise spectrum around ωm. This approxi-
mation can be done directly at the beginning, bringing the resonant component out of the integral
in eq (4.30) and get eq (5.10).
1
2
〈ξ(t)ξ(t+ τ) + ξ(t)ξ(t+ τ)〉 = 2 γm
ωm
∫ ∞
0
dω
2pi
ω coth
(
~ω
2kBT
)
cos(ωτ)
↓
1
2
〈ξ(t)ξ(t+ τ) + ξ(t)ξ(t+ τ)〉 = 2 γm
ωm
ωm coth
(
~ωm
2kBT
)∫ ∞
0
dω
2pi
cos(ωτ)
= 2
γm
ωm
ωm coth
(
~ωm
2kBT
)
δ(τ).
The correlation 1/2 〈q(t)q(t′) + q(t+ t′)q(t)〉 could then be computed again starting with eq (5.10)
and this would yield the same identical result as in eq (B.5), showing that both approximations are
equivalent when one is interested in the long-time evolution of the system. It can also be said that
the limits t → 0 and ωm  γm are interchangeable. On the contrary, only eq (4.30) can correctly
describe the short-time dynamics of the system.
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APPENDIXC
Entanglement measures in a bipartite system
HAB = HA ⊗HB
The problem of quantifying entanglement for pure states in a bipartite system HAB has found
since long an exhaustive answer. The solution is based on the so called Schmidt decomposition: for
each pure state |ψ〉AB in HAB, there exist orthonormal basis {|φi〉A} and {|φi〉B} in HA and HB
respectively, so that the state can be written as
|ψ〉AB =
∑
i
√
λi |φi〉A ⊗ |φi〉B . (C.1)
The set of Schmidt coefficients {λi} fully characterizes the entanglement of the state. So the state
is said to be separable if only one Schmidt coefficient is different from zero, i.e. if and only if the
state can be written as |ψ〉AB = |ψ〉A ⊗ |ψ〉B. In all other cases the state is said to be entangled,
and the degree of entanglement can be quantified using the Von Neumann entropy of the reduced
state:
E(|ψ〉AB) ≡ S(ρA) = S(ρB) = −
∑
i
λi ln (λi) . (C.2)
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Some properties of this measure are:
1. Discriminance: E(|ψ〉AB) = 0 ⇐⇒ |ψ〉AB is separable;
2. Monotonicity: E(|ψ〉AB) cannot increase under the action of local operations and classical
communications (LOCC) only.
Any other concave function of the Schmidt coefficients which shares these two properties can be
used as a measure of entanglement as well.
C.1 Separability for mixed states
The problem of quantifying entanglement for mixed states ρAB is much harder instead and is still
an open one. Even distinguishing separable from entangled states is not easy. A mixed state ρAB
in HAB is said to be separable if it can be written as convex sum of product states
ρAB =
∑
i
pi ρ
A
i ⊗ ρBi , (C.3)
i.e. it can be prepared locally using classical communication, therefore exhibiting classical corre-
lations only. In all other cases the state is said to be entangled. The definition above is implicit,
so it is in general not easy to see if such a decomposition exists for a given density matrix. Many
separability criteria have been proposed, some of which are sufficient and necessary but not prac-
tically usable, some of which are easy to use but only necessary (or only sufficient). Among them,
the Peres criterion [42] is particularly useful in the context of optomechanical systems. Peres noted
that any separable state has a positive partial transpose (PPT)
ρTAsep ≡ (TA ⊗ IB)ρsep =
∑
i
pi (ρ
A
i )
T ⊗ ρBi ≥ 0, (C.4)
so that
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PPT criterion: If ρTAAB  0, the state ρAB is entangled.
This is a sufficient but not necessary condition for entanglement. Further study on this criterion
has shown that it is indeed sufficient and necessary when dim HAB ≤ 6.
dim HAB ≤ 6
 PPT states→ separableNPPT states→ entangled (distillable)
In higher dimensions such a simple picture may fail. Entangled states can be found, which are
not distillable (i.e. they cannot be used to extract maximally entangled states). These are called
“bound entangled” states and are indifferent to the PPT criterion. The classification of states is
then generally very weak.
dim HAB > 6

PPT states→
 separablebound entangled
NPPT states→
 bound entangledentangled (distillable)
C.2 Separability for mixed gaussian states
At first sight it is not clear how the PPT criterion, developed for discrete variable systems, can
be translated to continuous variables and infinite dimensional Hilbert spaces. How can it be then
useful for optomechanical systems? In fact it is not, if the system is in an arbitrary state. Luckily
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however, Simon demonstrated [43] that for 1x1 gaussian states, which is the case under examina-
tion in chapter 5, the PPT criterion represents a necessary and sufficient condition for separability.
Besides, it is really easy to use, since a gaussian state is fully characterized by its 4× 4 correlation
matrix
Ukl =
1
2
〈uiuj + ujui〉 , where u = (Xa, Ya, Xb, Yb)T . (C.5)
The most general form of U is given by the 2× 2 block matrix
U =
 A C
CT B
 . (C.6)
As shown in [36], the positivity of the partial transpose ρTA can be directly translated to a condi-
tion imposed on the covariance block matrix C.6. The PPT criterion can then be expressed by the
following inequality
Det[A] +Det[B]− 2Det[C] ≤ 4Det[U ] + 1/4. (C.7)
making it very easy to identify entangled and separable states.
C.3 A “good measure” of entanglement
As a next step, I’d also like to quantify how much a state is entangled. Any potential measure of
entanglement E(ρ) for mixed states should satisfy the following properties [44]:
1. Discriminance: E(ρ) = 0 ⇐⇒ ρ is separable;
2. Monotonicity: E(ρ) cannot increase under the action of local operations and classical com-
munications (LOCC) only;
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3. Convexity: E(λρ1 + (1− λ)ρ2) ≤ λE(ρ1) + (1− λ)E(ρ2), i.e. entanglement cannot increase
under classical mixing;
4. Continuity: if ||ρ− σ|| → 0, then |E(ρ)− E(σ)| → 0;
5. Additivity: E(ρ×σ) = E(ρ) +E(σ), i.e. the total degree of entanglement doesn’t instantly
vary when two previously independent subsystems are brought together. (This doesn’t make
much sense for the 1× 1 gaussian state of interest.);
6. Normalization: in the two-qubits case, E(ρ) = 1 if ρ is one of the Bell states. This allows
for comparison between different measures;
7. Computability: the computation of E(ρ) should be efficient.
C.4 Logarithmic negativity
There is no known measure that satisfies all 7 properties, although many have been proposed. A
careful choice should be made, picking the measure most appropriated for the problem under exam-
ination. When dealing with gaussian states in optomechanical systems, as in chapter 5, the choice
falls on the logarithmic negativity EN , which is strictly related to the PPT criterion for separability.
As shown before, a separable state has a positive partial transpose, while the same cannot be
generally said for entangled states. If the partial transpose is negative, at least one of its eigenval-
ues {µi} has to be negative. So entanglement can be quantified as the sum of negative eigenvalues
of the partial transpose. This measure is called negativity N (ρ) [45]. Since the partial transposition
preserves the trace, it can be expressed as
N (ρ) =
∑ |µi| −∑µi
2
=
||ρTA ||1 − Tr[ρTA ]
2
=
||ρTA ||1 − 1
2
,
where ||ρTA ||1 =
√
(ρTA)†ρTA is the trace norm of the partial transpose. Negativity always satisfies
properties 2,3,6 and 7, while property 1 is recovered only in those cases where the PPT criterion
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proves to be necessary and sufficient. Properties 4 and 5 are never satisfied.
The logarithmic negativity is defined instead as
EN (ρ) = ln
(
||ρTA ||1
)
. (C.8)
It always satisfies properties 2,4,6 and 7, while property 1 is recovered only in those cases where
the PPT criterion proves to be necessary and sufficient. Properties 3 and 5 are never satisfied.
C.5 Logarithmic negativity for gaussian states
The computation of logarithmic negativity for gaussian states can also be done starting from the
covariance matrix U : another reason that makes this measure particularly useful for the analysis
of chapter 5. As shown in [36], every 1× 1 gaussian state covariance matrix U can be diagonalized
by a symplectic transformation and cast in the following form
U =

d− 0 0 0
0 d+ 0 0
0 0 d− 0
0 0 0 d+
 , (C.9)
where d− and d+ are called symplectic eigenvalues and can be directly obtained from the covariance
block matrix (C.6):
d± =
√
Det[A] +Det[B] + 2Det[C]±
√(
Det[A] +Det[B] + 2Det[C]
)2 − 4Det[U ]
√
2
. (C.10)
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Using the symplectic eigenvalue d−, logarithmic negativity can then be expressed as
EN (ρ) = max [0,−ln(2d−)] . (C.11)
Direct inspection shows that condition (C.7) for separability is indeed equivalent to d− ≥ 1/2.
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APPENDIXD
Mathematica files
D.1 Modulating the mechanical frequency 1
(* Definition of the parameters, as in Mari et al *)
hbar := 1.054*10^-34 (* Planck’s constant *)
kB := 1.38*10^-23 (* Boltzmann constant *)
w0 := 2*Pi*10^6 (* mechanical frequency, in Hz *)
m := 150*10^-12 (* mass of the oscillator, in Kg *)
Temp := 0.4 (* temperature of the mirror thermal bath, in K *)
epsilon := 0.2
dw := epsilon*Cos[2*w0*t] (* modulation of the mechanical frequency
in the parametric resonance regime *)
L := 25*10^-3 (* cavity length, in m *)
lambda := 1064*10^-9
wL := 2*Pi*3*10^8/lambda (* input laser frequency, in Hz *)
Detuning := w0 (* effective detuning, in Hz *)
wC := wL + w0 (* frequency of the radiation mode, in Hz *)
g0 := (wC/L)*Sqrt[hbar/m/w0] (* optomechanical coupling *)
T := 10*2*Pi/2/w0 (* time of evolution *)
(* Initial conditions *)
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(* an initial coherent state is assumed for the radiation *)
NumPhot0 := 10000 (* average value of the photon number operator at t=0 *)
NumPhotSquared0 := NumPhot0^2 + NumPhot0 (* average value of the squared
photon number operator at t=0 *)
(* an initial thermal state is assumed for the mirror *)
b0 := 0 (* average value of the b operator at t=0 *)
bb0 := 0 (* average value of the bb operator at t=0 *)
numPhon0 := 1/(Exp[hbar*w0/kB/Temp]) (* average value of the phonon
number operator at t=0 *)
(* Solution for the mean value of b *)
solve1 = NDSolve[{
b’[t] == - I*w0*(1 + dw/2)*b[t] - I*w0*(dw/2)*Conjugate[b[t]]
+ I*g0*NumPhot0/Sqrt[2],
b[0] == b0},
{b}, {t, 0, T}, MaxSteps -> 100000]
(* Solution for the mean values of bb and numPhon *)
solve2 = NDSolve[{
c’[t] == - I*w0*(1 + dw/2)*c[t] - I*w0*(dw/2)*Conjugate[c[t]]
+ I*g0*NumPhotSquared0/Sqrt[2],
bb’[t] == - I*2*w0*(1 + dw/2)*bb[t] - I*w0*(dw/2)*(2*numPhon[t] + 1)
+ I*g0*NumPhot0*Sqrt[2]*c[t],
numPhon’[t] == + I*w0*(dw/2)*(bb[t] - Conjugate[bb[t]])
- I*g0*NumPhot0/Sqrt[2]*(c[t] - Conjugate[c[t]]),
c[0] == 0, bb[0] == bb0, numPhon[0] == numPhon0},
{c, bb,numPhon}, {t, 0, T}, MaxSteps -> 100000]
B := b /. solve1[[1, 1]]
BB := bb /. solve2[[1, 2]]
NumPhon := numPhon /. solve2[[1, 3]]
(* Study the evolution of first and second moments *)
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X := (B[#] + Conjugate[B[#]])/Sqrt[2] &
Plot[X[t], {t, 0, T}]
Y := I*(-B[#] + Conjugate[B[#]])/Sqrt[2] &
Plot[Y[t], {t, 0, T}]
CovXX := 0.5*(BB[#] + Conjugate[BB[#]] + 2*NumPhon[#]) + 0.5
- 0.5 (B[#] + Conjugate[B[#]])^2 &
Plot[CovXX[t], {t, 0, T}]
CovYY := -0.5*(BB[#] + Conjugate[BB[#]] - 2*NumPhon[#]) + 0.5
- 0.5*I*I (-B[#] + Conjugate[B[#]])^2 &
Plot[CovYY[t], {t, 0, T}]
CovXY := 0.5*I*(-BB[#] + Conjugate[BB[#]])
- 0.5 (B[#] + Conjugate[B[#]])*I*(-B[#] + Conjugate[B[#]]) &
Plot[CovXY[t], {t, 0, T}]
CovYX := 0.5*I*(-BB[#] + Conjugate[BB[#]])
- 0.5 (B[#] + Conjugate[B[#]])*I*(-B[#] + Conjugate[B[#]]) &
Plot[CovYX[t], {t, 0, T}]
(* Build the Wigner distribution *)
corr := CovXY[#]/Sqrt[CovXX[#]]/Sqrt[CovYY[#]] &
Sigma := {{CovXX[#], CovXY[#]}, {CovYX[#], CovYY[#]}} &
DeterminantSigma := Det[Sigma[#]] &
Wigner := 1/2/Pi/Sqrt[CovXX[#]*CovYY[#] - CovXY[#]*CovYX[#]]*
*Exp[-1/2/(1 - corr[#]^2)*((x - X[#])^2/CovXX[#] + (y - Y[#])^2/CovYY[#]
- 2*corr[#]*(x - X[#])*(y - Y[#])/Sqrt[CovXX[#]*CovYY[#]])] &
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D.2 Modulating the mechanical frequency 2
(* Definition of the parameters, as in Mari Eisert et al *)
hbar := 1.054*10^-34 (* Planck’s constant *)
kB := 1.38*10^-23 (* Boltzmann constant *)
wM := 2*Pi*10^6 (* mechanical frequency, in Hz *)
m := 150*10^-12 (* mass of the oscillator, in Kg *)
gamma:=2*Pi (* damping factor, in Hz *)
Temp := 0.1 (* temperature of the mirror thermal bath, in K *)
epsilon := 0.2
dw := epsilon*Cos[2*w0*t] (* modulation of the mechanical frequency
in the parametric resonance regime *)
L := 25*10^-3 (* cavity length, in m *)
F:= 1.4*10^4 (* cavity finesse *)
k := Pi*3*10^8/2/F/L (* cavity linewidth *)
lambda := 1064*10^-9 (* input laser wavelength, in Hz *)
wL := 2*Pi*3*10^8/lambda (* input laser frequency, in Hz *)
P := 10^-2 (* input laser power, in W *)
El := Sqrt[2*k*P/hbar/wL] (* driving rate in the Hamiltonian *)
Detuning := w0 (* effective detuning, in Hz *)
wC := wL + Detuning (* frequency of the radiation mode, in Hz *)
g0 := (wC/L)*Sqrt[hbar/m/wM] (* optomechanical coupling *)
(* Solution of the linearized equations for the first moments *)
(* At t=0, the cavity is in the ground state and the mirror in a thermal state *)
c0 := 0 (* Initial value of the a operator *)
pos0 := 0 (* Initial value of the mirror position operator *)
mom0 := 0 (* Initial value of the mirror momentum operator *)
T := 35*2*Pi/2/wM (* Time of evolution *)
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solve1 = NDSolve[{
c’[t] == - I*D0*c[t] + I*g0*c[t]*pos[t] - k*c[t] + El ,
pos’[t] == wM*mom[t],
mom’[t] == - (wM + dw)*pos[t] + g0*Conjugate[c[t]]*c[t]
- gamma*mom[t] ,
c[0] == c0, pos[0] == pos0, mom[0] == mom0},
{c, pos, mom}, {t, 0, T}, MaxSteps -> 10000000, MaxStepFraction -> 1/1000000]
a := c /. solve1[[1, 1]]
q := pos /. solve1[[1, 2]]
p := mom /. solve1[[1, 3]]
(* Plot the evolution of the mechanical quadratures *)
ParametricPlot[{q[t], p[t]}, {t, 0, T},
PlotRange -> {{12000, 18000}, {-3000, 3000}},
AxesOrigin -> {12000, -3000}]
(* Plot the evolution of the radiation quadratures *)
ParametricPlot[{Re[a[t]],Im[a[t]]}, {t, 0, T},
PlotRange -> {{13500, 14100}, {-61000, -60500}}]
(* Solution of the linearized equations for second order momenta *)
(* Definiton of the matrix A *)
AMatrix := {{0, wM, 0, 0}, {-(wM + dw), -gamma, g0*X[t], g0*Y[t]},
{-g0*Y[t], 0, -k, wM - g0*q[t]},
{g0*X[t], 0, -wM + g0*q[t], -k}}
NTemp := 1/(Exp[hbar*wM/kB/Temp] - 1) (* Mean number of phonons
at equilibrium *)
(* Definiton of the noise covariance matrix *)
NoiseMatrix := DiagonalMatrix[{0, gamma*(2*NTemp + 1), k, k}]
(* Numerical solution of the system of the system *)
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VMatrix := {{V11[t], V12[t], V13[t], V14[t]},
{V21[t], V22[t], V23[t], V24[t]},
{V31[t], V32[t], V33[t], V34[t]},
{V41[t],V42[t], V43[t], V44[t]}}
VMatrix’ := {{V11’[t], V12’[t], V13’[t], V14’[t]},
{V21’[t], V22’[t], V23’[t], V24’[t]},
{V31’[t], V32’[t], V33’[t], V34’[t]},
{V41’[t], V42’[t], V43’[t], V44’[t]}}
Mat := AMatrix.VMatrix + VMatrix.Transpose[AMatrix]
solve2 = NDSolve[{
Thread[Flatten[VMatrix’] == Flatten[Mat + NoiseMatrix]],
V11[0] == NTemp + 1/2, V12[0] == 0, V13[0] == 0, V14[0] == 0,
V21[0] == 0, V22[0] == NTemp + 1/2, V23[0] == 0, V24[0] == 0,
V31[0] == 0, V32[0] == 0, V33[0] == 1/2, V34[0] == 0, V41[0] == 0,
V42[0] == 0, V43[0] == 0, V44[0] == 1/2},
{V11,V12,V13,V14,V21,V22,V23,V24,V31,V32,V33,V34,V41,V42,V43,V44}, {t, 0, T}]
VV11 := V11 /. solve2[[1, 1]]
VV12 := V12 /. solve2[[1, 2]]
VV13 := V13 /. solve2[[1, 3]]
VV14 := V14 /. solve2[[1, 4]]
VV21 := V21 /. solve2[[1, 5]]
VV22 := V22 /. solve2[[1, 6]]
VV23 := V23 /. solve2[[1, 7]]
VV24 := V24 /. solve2[[1, 8]]
VV31 := V31 /. solve2[[1, 9]]
VV32 := V32 /. solve2[[1, 10]]
VV33 := V33 /. solve2[[1, 11]]
VV34 := V34 /. solve2[[1, 12]]
VV41 := V41 /. solve2[[1, 13]]
VV42 := V42 /. solve2[[1, 14]]
VV43 := V43 /. solve2[[1, 15]]
VV44 := V44 /. solve2[[1, 16]]
(* Plot of the squeezing of the mirror quadratures *)
SqueezeMirror:=Eigenvalues[{{VV11[#], VV12[#]}, {VV21[#], VV22[#]}}][[2]] &
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Plot[{VV11[t], 0.5}, {t, 0, T}]
Plot[{VV22[t], 0.5}, {t, 0, T}]
Plot[{VV11[t*Pi/wM], VV22[t*Pi/wM], SqueezeMirror[t*Pi/wM], 0.5},
{t, 30, 35}, PlotStyle -> {{Red}, {Blue}, {Green}, {Black, Dashed}},
PlotRange -> {0.2, 1.4}]
(* Plot of the squeezing of the field quadratures *)
SqueezeOptical:=Eigenvalues[{{VV33[#], VV34[#]}, {VV43[#], VV44[#]}}][[2]] &
Plot[{VV33[t], 0.5}, {t, 0, T}]
Plot[{VV44[t], 0.5}, {t, 0, T}]
Plot[{VV33[t*Pi/wM], VV44[t*Pi/wM], SqueezeOptical[t*Pi/wM], 0.5},
{t,30, 35}, PlotStyle -> {{Red}, {Blue}, {Green}, {Black, Dashed}},
PlotRange -> {0.2, 1.0}]
(* Characterization of entanglement via logarithmic negativity *)
Av := Take[VV[#], 2, 2] &
Bv := Take[VV[#], -2, -2] &
Cv := Take[VV[#], 2, -2] &
Dv := Take[VV[#], -2, 2] &
Sigma := Det[Av[#]] + Det[Bv[#]] - 2*Det[Cv[#]] &
eta := Sqrt[(Sigma[#] - Sqrt[Sigma[#]^2 - 4*Det[VV[#]]])/2] &
GraphicsRow[{Plot[-Log[2*eta[t]], {t, 0, T}],
Plot[-Log[2*eta[t*Pi/wM]], {t, 30, 35}]}]
Plot[-Log[2*eta[t*Pi/wM]], {t, 30, 35}, PlotRange -> {0, 0.4},
PlotStyle -> {Blue}]
(* Effective number of phonons in the mirror *)
GraphicsRow[{Plot[0.5*(VV11[t] + VV22[t]) - 0.5, {t, 0, T}],
Plot[0.5*(VV11[t*Pi/wM] + VV22[t*Pi/wM]) - 0.5, {t, 30, 35}]}]
Plot[0.5*(VV11[t*Pi/wM] + VV22[t*Pi/wM]) - 0.5, {t, 30, 35},
PlotRange -> {0.2, 0.3}, PlotStyle -> {Blue}]
D.3 Modulating the mechanical frequency 3
(* Definition of the parameters, as in Mari Eisert et al *)
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hbar := 1.054*10^-34 (* Planck’s constant *)
kB := 1.38*10^-23 (* Boltzmann constant *)
wM := 2*Pi*10^6 (* mechanical frequency, in Hz *)
m := 150*10^-12 (* mass of the oscillator, in Kg *)
gamma:=2*Pi (* damping factor, in Hz *)
Temp := 0.1 (* temperature of the mirror thermal bath, in K *)
epsilon := 0.2 (* strenght of modulation of the mechanical frequency *)
W:=2*wM (* frequency of modulation of the mechanical frequency *)
L := 25*10^-3 (* cavity length, in m *)
F:= 1.4*10^4 (* cavity finesse *)
k := Pi*3*10^8/2/F/L (* cavity linewidth *)
lambda := 1064*10^-9 (* input laser wavelength, in Hz *)
wL := 2*Pi*3*10^8/lambda (* input laser frequency, in Hz *)
P := 10^-2 (* input laser power, in W *)
El := Sqrt[2*k*P/hbar/wL] (* driving rate in the Hamiltonian *)
Detuning := w0 (* effective detuning, in Hz *)
wC := wL + Detuning (* frequency of the radiation mode, in Hz *)
g0 := (wC/L)*Sqrt[hbar/m/wM] (* optomechanical coupling *)
(* Analytical solution of the system *)
nmax := 2 (* numer of sidebands, nmax >= n *)
(* j=0, |n|<3 *) (* 0th order *)
Solve0 = Solve[{
qq[0, 0] == (-eps*wM*qq[0, -1]/2 - eps*wM*qq[0, 1]/2)/
(wM + I*(0)*W*gamma/wM - (0)^2*W^2/wM),
pp[0, 0] == 0,
aa[0, 0] == El/(k + I*D0),
qq[0, 1] == (-eps*wM*qq[0, 0]/2 - eps*wM*qq[0, 2]/2)/
(wM + I*(1)*W*gamma/wM - (1)^2*W^2/wM),
pp[0, 1] == qq[0, 1]*I*W/wM,
aa[0, 1] == 0,
qq[0, -1] == (-eps*wM*qq[0, 0]/2 - eps*wM*qq[0, -2]/2)/
(wM + I*(-1)*W*gamma/wM - (-1)^2*W^2/wM),
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pp[0, -1] == -qq[0, -1]*I*W/wM,
aa[0, -1] == 0,
qq[0, 2] == (- eps*wM*qq[0, 1]/2)/(wM + I*(2)*W*gamma/wM - (2)^2*W^2/wM),
pp[0, 2] == qq[0, 2]*I*2*W/wM,
aa[0, 2] == 0,
qq[0, -2] == (-eps*wM*qq[0, -1]/2)/(wM + I*(-2)*W*gamma/wM - (-2)^2*W^2/wM),
pp[0, -2] == -qq[0, -2]*I*2*W/wM,
aa[0, -2] == 0},
{qq[0, 0], qq[0, 1], qq[0, -1], qq[0, 2], qq[0, -2], pp[0, 0], pp[0, 1],
pp[0, -1], pp[0, 2], pp[0, -2], aa[0, 0], aa[0, 1], aa[0, -1], aa[0, 2], aa[0, -2]}]
q[0, 0] := qq[0, 0] /. Solve0[[1]]
p[0, 0] := pp[0, 0] /. Solve0[[1]]
a[0, 0] := aa[0, 0] /. Solve0[[1]]
q[0, 1] := qq[0, 1] /. Solve0[[1]]
p[0, 1] := pp[0, 1] /. Solve0[[1]]
a[0, 1] := aa[0, 1] /. Solve0[[1]]
q[0, -1] := qq[0, -1] /. Solve0[[1]]
p[0, -1] := pp[0, -1] /. Solve0[[1]]
a[0, -1] := aa[0, -1] /. Solve0[[1]]
q[0, 2] := qq[0, 2] /. Solve0[[1]]
p[0, 2] := pp[0, 2] /. Solve0[[1]]
a[0, 2] := aa[0, 2] /. Solve0[[1]]
q[0, -2] := qq[0, -2] /. Solve0[[1]]
p[0, -2] := pp[0, -2] /. Solve0[[1]]
a[0, -2] := aa[0, -2] /. Solve0[[1]]
[... The systems for the orders 1 to 5 are similar and are omitted ...]
(*j=6, |n|<3*) (* 6th order *)
Solve6 = Solve[{
qq[6, 0] == (-eps*wM*qq[6, -1]/2 - eps*wM*qq[6, 1]/2)/
(wM + I*(0)*W*gamma/wM - (0)^2*W^2/wM)
+ Sum[Sum[Conjugate[a[k, m]]*a[(6) - 1 - k, (0) + m],
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{m, Max[-nmax, -nmax - (0)], Min[nmax, nmax - (0)]}], {k, 0, (6) - 1}]/
(wM + I*(0)*W*gamma/wM - (0)^2*W^2/wM),
pp[6, 0] == 0,
aa[6, 0] == I*Sum[Sum[a[k, m]*q[(6) - 1 - k, (0) - m],
{m, Max[-nmax, -nmax + (0)], Min[nmax, nmax + (0)]}],
{k, 0, (6) - 1}]/(k + I*D0 + I*(0)*W),
qq[6, 1] == (-eps*wM*qq[6, 0]/2 - eps*wM*qq[6, 2]/2)/
(wM + I*(1)*W*gamma/wM - (1)^2*W^2/wM)
+ Sum[Sum[Conjugate[a[k, m]]*a[(6) - 1 - k, (1) + m],
{m, Max[-nmax, -nmax - (1)], Min[nmax, nmax - (1)]}], {k, 0, (6) - 1}]/
(wM + I*(1)*W*gamma/wM - (1)^2*W^2/wM),
pp[6, 1] == qq[6, 1]*I*W/wM,
aa[6, 1] == I*Sum[Sum[a[k, m]*q[(6) - 1 - k, (1) - m],
{m, Max[-nmax, -nmax + (1)], Min[nmax, nmax + (1)]}],
{k, 0, (6) - 1}]/(k + I*D0 + I*(1)*W),
qq[6, -1] == (-eps*wM*qq[6, 0]/2 - eps*wM*qq[6, -2]/2)/
(wM + I*(-1)*W*gamma/wM - (-1)^2*W^2/wM) +
Sum[Sum[Conjugate[a[k, m]]*a[(6) - 1 - k, (-1) + m],
{m, Max[-nmax, -nmax - (-1)], Min[nmax, nmax - (-1)]}], {k, 0, (6) - 1}]/
(wM + I*(-1)*W*gamma/wM - (-1)^2*W^2/wM),
pp[6, -1] == -qq[6, -1]*I*W/wM,
aa[6, -1] == I*Sum[Sum[a[k, m]*q[(6) - 1 - k, (-1) - m],
{m, Max[-nmax, -nmax + (-1)], Min[nmax, nmax + (-1)]}],
{k, 0, (6) - 1}]/(k + I*D0 + I*(-1)*W),
qq[6, 2] == (- eps*wM*qq[6, 1]/2)/(wM + I*(2)*W*gamma/wM - (2)^2*W^2/wM)
+ Sum[Sum[Conjugate[a[k, m]]*a[(6) - 1 - k, (2) + m],
{m, Max[-nmax, -nmax - (2)], Min[nmax, nmax - (2)]}], {k, 0, (6) - 1}]/
(wM + I*(2)*W*gamma/wM - (2)^2*W^2/wM),
pp[6, 2] == qq[6, 2]*I*2*W/wM,
aa[6, 2] == I*Sum[Sum[a[k, m]*q[(6) - 1 - k, (2) - m],
{m, Max[-nmax, -nmax + (2)], Min[nmax, nmax + (2)]}],
{k, 0, (6) - 1}]/(k + I*D0 + I*(2)*W),
qq[6, -2] == (-eps*wM*qq[6, -1]/2)/(wM + I*(-2)*W*gamma/wM - (-2)^2*W^2/wM)
+ Sum[Sum[Conjugate[a[k, m]]*a[(6) - 1 - k, (-2) + m],
{m, Max[-nmax, -nmax - (-2)], Min[nmax, nmax - (-2)]}], {k, 0, (6) - 1}]/
(wM + I*(-2)*W*gamma/wM - (-2)^2*W^2/wM),
pp[6, -2] == -qq[6, -2]*I*2*W/wM,
aa[6, -2] == I*Sum[Sum[a[k, m]*q[(6) - 1 - k, (-2) - m],
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{m, Max[-nmax, -nmax + (-2)], Min[nmax, nmax + (-2)]}],
{k, 0, (6) - 1}]/(k + I*D0 + I*(-2)*W)},
{qq[6, 0], qq[6, 1], qq[6, -1], qq[6, 2], qq[6, -2], pp[6, 0],
pp[6, 1], pp[6, -1], pp[6, 2], pp[6, -2], aa[6, 0], aa[6, 1],
aa[6, -1], aa[6, 2], aa[6, -2]}]
q[6, 0] := qq[6, 0] /. Solve6[[1]]
p[6, 0] := pp[6, 0] /. Solve6[[1]]
a[6, 0] := aa[6, 0] /. Solve6[[1]]
q[6, 1] := qq[6, 1] /. Solve6[[1]]
p[6, 1] := pp[6, 1] /. Solve6[[1]]
a[6, 1] := aa[6, 1] /. Solve6[[1]]
q[6, -1] := qq[6, -1] /. Solve6[[1]]
p[6, -1] := pp[6, -1] /. Solve6[[1]]
a[6, -1] := aa[6, -1] /. Solve6[[1]]
a[2, -1] := aa[2, -1] /. Solve2[[1]]
q[6, 2] := qq[6, 2] /. Solve6[[1]]
p[6, 2] := pp[6, 2] /. Solve6[[1]]
a[6, 2] := aa[6, 2] /. Solve6[[1]]
q[6, -2] := qq[6, -2] /. Solve6[[1]]
p[6, -2] := pp[6, -2] /. Solve6[[1]]
a[6, -2] := aa[6, -2] /. Solve6[[1]]
(* Sum all terms to obtain the first moments evolution*)
jmax := 6
afin := Sum[Exp[I*n*2*Pi*t]*Sum[a[j, n]*g0^j, {j, 0, jmax}], {n, -nmax, nmax}]
pos := Sum[Exp[I*n*2*Pi*t]*Sum[q[j, n]*g0^j, {j, 0, jmax}], {n, -nmax, nmax}]
mom := Sum[Exp[I*n*2*Pi*t]*Sum[p[j, n]*g0^j, {j, 0, jmax}], {n, -nmax, nmax}]
ParametricPlot[{pos, mom}, {t, 0, 5}]
ParametricPlot[{Re[afin], Im[afin]}, {t, 0, 5}]
(* Solution of the covariance matrix *)
(* Definition of useful quantities for the Fourier components of the A matrix *)
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Rea[0] := Re[Sum[a[j, 0]*g0^j, {j, 0, 6}]]
Rea[1] := Re[Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2
+ Im[-Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2/I
Rea[-1] := Re[Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2
- Im[-Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2/I
Rea[2] := Re[Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2
+ Im[-Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2/I
Rea[-2] := Re[Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2
- Im[-Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2/I
Ima[0] := Im[Sum[a[j, 0]*g0^j, {j, 0, 6}]]
Ima[1] := Im[Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2
+ Re[Sum[a[j, 1]*g0^j, {j, 0, 6}] - Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2/I
Ima[-1] := Im[Sum[a[j, 1]*g0^j, {j, 0, 6}] + Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2
- Re[Sum[a[j, 1]*g0^j, {j, 0, 6}] - Sum[a[j, -1]*g0^j, {j, 0, 6}]]/2/I
Ima[2] := Im[Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2
+ Re[Sum[a[j, 2]*g0^j, {j, 0, 6}] - Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2/I
Ima[-2] := Im[Sum[a[j, 2]*g0^j, {j, 0, 6}] + Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2
- Re[Sum[a[j, 2]*g0^j, {j, 0, 6}] - Sum[a[j, -2]*g0^j, {j, 0, 6}]]/2/I
(* Fourier components of the A matrix *)
A[0] := ({{0, wM, 0, 0},
{-wM, -gamma, Sqrt[2]*g0*Rea[0], Sqrt[2]*g0*Ima[0]},
{-Sqrt[2]*g0*Ima[0], 0, -k, D0 - g0*Sum[q[j, 0]*g0^j, {j, 0, 6}]},
{Sqrt[2]*g0*Rea[0], 0, -D0 + g0*Sum[q[j, 0]*g0^j, {j, 0, 6}], -k}} )
A[1] := ({{0, 0, 0, 0},
{-eps*wM/2, 0, Sqrt[2]*g0*Rea[1], Sqrt[2]*g0*Ima[1]},
{-Sqrt[2]*g0*Ima[1], 0, 0, -g0*Sum[q[j, 1]*g0^j, {j, 0, 6}]},
{Sqrt[2]*g0*Rea[1], 0, +g0*Sum[q[j, 1]*g0^j, {j, 0, 6}], 0}})
A[-1] := ({{0, 0, 0, 0},
{-eps*wM/2, 0, Sqrt[2]*g0*Rea[-1], Sqrt[2]*g0*Ima[-1]},
{-Sqrt[2]*g0*Ima[-1], 0, 0, -g0*Sum[q[j, -1]*g0^j, {j, 0, 6}]},
{Sqrt[2]*g0*Rea[-1], 0, +g0*Sum[q[j, -1]*g0^j, {j, 0, 6}], 0}})
A[2] := ({{0, 0, 0, 0},
{0, 0, Sqrt[2]*g0*Rea[2], Sqrt[2]*g0*Ima[2]},
{-Sqrt[2]*g0*Ima[2], 0, 0, -g0*Sum[q[j, 2]*g0^j, {j, 0, 6}]},
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{Sqrt[2]*g0*Rea[2], 0, +g0*Sum[q[j, 2]*g0^j, {j, 0, 6}], 0}})
A[-2] := ({{0, 0, 0, 0},
{0, 0, Sqrt[2]*g0*Rea[-2], Sqrt[2]*g0*Ima[-2]},
{-Sqrt[2]*g0*Ima[-2], 0, 0, -g0*Sum[q[j, -2]*g0^j, {j, 0, 6}]},
{Sqrt[2]*g0*Rea[-2], 0, +g0*Sum[q[j, -2]*g0^j, {j, 0, 6}], 0}})
Nterm := 1/(Exp[hbar*wM/kB/Temp] - 1) (* initial number of phonons *)
NoiseMat := ({{0, 0, 0, 0},{0, gamma*(2*Nterm + 1), 0, 0},{0, 0, k, 0},{0, 0, 0, k}})
(* Solution of the equation for the covariance matrix *)
V[0] := ({{VV11[0], VV12[0], VV13[0], VV14[0]},{VV21[0], VV22[0], VV23[0], VV24[0]},
{VV31[0], VV32[0], VV33[0], VV34[0]},{VV41[0], VV42[0], VV43[0], VV44[0]}})
V[1] := ({{VV11[1], VV12[1], VV13[1], VV14[1]},{VV21[1], VV22[1], VV23[1], VV24[1]},
{VV31[1], VV32[1], VV33[1], VV34[1]},{VV41[1], VV42[1], VV43[1], VV44[1]}})
V[-1] := ({{VV11[-1], VV12[-1], VV13[-1], VV14[-1]},{VV21[-1], VV22[-1], VV23[-1], VV24[-1]},
{VV31[-1], VV32[-1], VV33[-1], VV34[-1]},{VV41[-1], VV42[-1], VV43[-1], VV44[-1]}})
V[2] := ({{VV11[2], VV12[2], VV13[2], VV14[2]},{VV21[2], VV22[2], VV23[2], VV24[2]},
{VV31[2], VV32[2], VV33[2], VV34[2]},{VV41[2], VV42[2], VV43[2], VV44[2]}})
V[-2] := ({{VV11[-2], VV12[-2], VV13[-2], VV14[-2]},{VV21[-2], VV22[-2], VV23[-2], VV24[-2]},
{VV31[-2], VV32[-2], VV33[-2], VV34[-2]},{VV41[-2], VV42[-2], VV43[-2], VV44[-2]}})
SolveFin = Solve[Thread[Flatten[
Join[V[0]*I*W*(0),V[1]*I*W*(1),V[-1]*I*W*(-1),V[2]*I*W*(2),V[-2]*I*W*(-2)]
] ==Flatten[
Join[A[-2].V[2] + A[-1].V[1] + A[0].V[0] + A[1].V[-1] + A[2].V[-2] +
V[-2].Transpose[A[2]] + V[-1].Transpose[A[1]] +
V[0].Transpose[A[0]] + V[1].Transpose[A[-1]] +
V[2].Transpose[A[-2]] + NoiseMat,
A[-1].V[2] + A[0].V[1] + A[1].V[0] + A[2].V[-1] +
V[-1].Transpose[A[2]] + V[0].Transpose[A[1]] +
135
V[1].Transpose[A[0]] + V[2].Transpose[A[-1]],
A[-2].V[1] + A[-1].V[0] + A[0].V[-1] + A[1].V[-2] +
V[-2].Transpose[A[1]] + V[-1].Transpose[A[0]] +
V[0].Transpose[A[-1]] + V[1].Transpose[A[-2]],
A[0].V[2] + A[1].V[1] + A[2].V[0] + V[0].Transpose[A[2]] +
V[1].Transpose[A[1]] + V[2].Transpose[A[0]],
A[-2].V[0] + A[-1].V[-1] + A[0].V[-2] + V[-2].Transpose[A[0]] +
V[-1].Transpose[A[-1]] + V[0].Transpose[A[-2]]]]],
{VV11[0], VV12[0], VV13[0], VV14[0], VV21[0], VV22[0], VV23[0], VV24[0],
VV31[0], VV32[0], VV33[0], VV34[0], VV41[0], VV42[0], VV43[0], VV44[0],
VV11[1], VV12[1], VV13[1], VV14[1], VV21[1], VV22[1], VV23[1], VV24[1],
VV31[1], VV32[1], VV33[1], VV34[1], VV41[1], VV42[1], VV43[1], VV44[1],
VV11[-1], VV12[-1], VV13[-1], VV14[-1], VV21[-1], VV22[-1], VV23[-1], VV24[-1],
VV31[-1], VV32[-1], VV33[-1], VV34[-1], VV41[-1], VV42[-1], VV43[-1], VV44[-1],
VV11[2], VV12[2], VV13[2], VV14[2], VV21[2], VV22[2], VV23[2], VV24[2],
VV31[2], VV32[2], VV33[2], VV34[2], VV41[2], VV42[2], VV43[2], VV44[2],
VV11[-2], VV12[-2], VV13[-2], VV14[-2], VV21[-2], VV22[-2], VV23[-2], VV24[-2],
VV31[-2], VV32[-2], VV33[-2], VV34[-2], VV41[-2], VV42[-2], VV43[-2], VV44[-2]}]
VVV[0] := V[0] /. SolveFin[[1]]
VVV[1] := V[1] /. SolveFin[[1]]
VVV[-1] := V[-1] /. SolveFin[[1]]
VVV[2] := V[2] /. SolveFin[[1]]
VVV[-2] := V[-2] /. SolveFin[[1]]
VVVV := Re[VVV[0]] + VVV[1]*Exp[I*2*Pi*t] + VVV[-1]*Exp[-I*2*Pi*t]
+ VVV[2]*Exp[I*2*2*Pi*t] + VVV[-2]*Exp[-I*(2)*2*Pi*t]
(*Squeezing*)
SqzMir := Eigenvalues[{{VVVV[[1, 1]], VVVV[[1, 2]]}, {VVVV[[2, 1]], VVVV[[2, 2]]}}][[2]]
SqzOpt := Eigenvalues[{{VVVV[[3, 3]], VVVV[[3, 4]]}, {VVVV[[4, 3]], VVVV[[4, 4]]}}][[2]]
Plot[{SqzMir, 0.5}, {t, 30, 35}, PlotRange -> {0.2, 0.6}, WorkingPrecision -> 5]
(* Entanglement *)
Av := Take[VVVV, 2, 2]
Bv := Take[VVVV, -2, -2]
Cv := Take[VVVV, 2, -2]
Dv := Take[VVVV, -2, 2]
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Sigma := Det[Av] + Det[Bv] - 2*Det[Cv]
eta := Sqrt[(Sigma - Sqrt[Sigma^2 - 4*Det[VVVV]])/2]
GraphicsRow[{Plot[-Log[2*eta], {t, 0, 50}], Plot[-Log[2*eta], {t, 30, 35}]}]
Plot[-Log[2*eta], {t, 30, 35}, PlotRange -> {0, 0.4}, PlotStyle -> {Blue},
WorkingPrecision -> 5]
(*Effective number of phonons in the mirror*)
GraphicsRow[{Plot[0.5*(VVVV[[1, 1]] + VVVV[[2, 2]]) - 0.5, {t, 0, 50}],
Plot[0.5*(VVVV[[1, 1]] + VVVV[[2, 2]]) - 0.5, {t, 30, 35}]}]
Plot[0.5*(VVVV[[1, 1]] + VVVV[[2, 2]]) - 0.5, {t, 30, 35}, PlotRange -> {0.2, 0.3},
PlotStyle -> {Blue}]
137
138
Bibliography
[1] P. Zoller et al, “Quantum information processing and communication”, Eur. Phys. J.
D 36, 203228 (2005)
[2] F. Marquardt and S. M. Girvin, “Trends: Optomechanics”, Physics 2, 40 (2009)
[3] M. Aspelmeyer, S. Gro¨blacher, K. Hammerer and N. Kiesel, “Quantum optomechanics:
throwing a glance”, J. Opt. Soc. Am. B 27, A189 (2010)
[4] T. J. Kippenberg and K. J. Vahala, “Cavity optomechanics”, Opt. Expr. 15, 1717 (2007)
[5] H. G. Craighead, “Nanoelectromechanical systems”, Science 290, 1532 (2000)
[6] K. J. Vahala, “Optical microcavities”, Nature 424, 839 (2003)
[7] P. F. Cohadon, A. Heidmann, and M. Pinard, “Cooling of a mirror by radiation pres-
sure”, Phys. Rev. Lett. 83, 31743177 (1999)
[8] S. Gro¨blacher et al, “Demonstration of an unltracold microoptomechanical oscillator
in a cryogenic cavity”, Nat. Phys. 5, 485-488 (2009)
[9] A. D. O’Connel et al, “Quantum groundstate and single phonon control of a mechan-
ical resonator”, Nature 464, 08967 (2010)
[10] D. Vitali et al, “Optomechanical entanglement between a movable mirror and a
cavity field”, Phys. Rev. Lett. 98 ,030405 (2007)
[11] A. Mari and J. Eisert, “Gently modulating optomechanical systems”, Phys. Rev. Lett.
103, 213603 (2009)
[12] K. C. Schwab and M. L. Roukes, “Putting mechanics into quantum mechanics”, Phys.
Today 58, 36 (2005)
139
[13] V. B. Braginsky and F. Y. Khalili, “Quantum measurements”, Cambridge University
Press, Cambridge (1992)
[14] C. Genes, A. Mari, D. Vitali and P. Tombesi, “Quantum effects in optomechanical sys-
tems”, Adv. At. Mol. Opt. Phys. 57, 33 (2009)
[15] A. Schliesser et al, “Resolved sideband cooling of a micromechanical oscillator”, Nat.
Phys. 4, 415-419 (2008)
[16] M. Eichenfield et al, “Optomechanical crystals” - Nature 462, 08524 (2009)
[17] E. Gavartin et al, “Optomechanical coupling in a two dimensional photonic crystal
defect cavity”, Phys. Rev. Lett. 106, 203902 (2011)
[18] R. W. Boyd, “Nonlinear optics”, Academic Press, (2003)
[19] C. Genes et al, “Ground-state cooling of a michromechanical oscillator: comparing
cold damping and cavity-assisted cooling schemes”, Phys. Rev. A 77, 033804 (2008)
[20] T. Corbitt et al, “An all optical trap for a gram scale mirror”, Phys. Rev. Lett. 98,
150802 (2007)
[21] S. Gigan et al, “Selfcooling of a micromirror by radiation pressure”, Nature 444, 05273
(2006)
[22] E. Verhagen et al, “Quantum coherent coupling of a mechanical oscillator to an
optical cavity mode”, arXiv:1107.3761 (2011)
[23] A. H. Safavi-Naeini et al, “Measurement of the quantum zero-point motion of a
nanomechanical resonator”, arXiv:1108.4680 (2011)
[24] M. A. Nielsen and I. L. Chuang, “Quantum computation and quantum information”,
Cambridge University Press (2000)
[25] H. P. Yuen and J. H. Shapiro, “Optical communication with two photon coherent
states - part 3: quantum measurements realizable with photoemissive detectors”,
IEEE Trans. Inform. Theory 26, 78 (1980)
[26] C. K. Law, “Interaction between a moving mirror and radiation pressure: a Hamil-
tonian formulation”, Phys. Rev. A 51, 2537 (1995)
[27] G. T. Moore, “Quantum Theory Of The Electromagnetic Field In A Variable Length
One Dimensional Cavity”, J. Math. Phys. 11, 2679 (1970)
140
[28] C. Biancofiore et al, “Quantum dynamics of an optical cavity coupled to a thin
semitransparent membrane: effect of membrane absorption”, Phys. Rev. A 84, 033814
(2011)
[29] C. W. Gardiner and P. Zoller, “Quantum Noise”, Springer, Berlin (2000)
[30] A. O. Caldeira and A. J. Leggett, “Quantum tunneling in a dissipative system”, Ann.
Phys. 149, 374 (1983)
[31] G. W. Ford, J. T. Lewis and R. F. OConnell, “Quantum Langevin equation”, Phys. Rev.
A 37, 4419 - (1988)
[32] V. Giovannetti and D. Vitali, “Phase noise measurement in a cavity with a movable
mirror undergoing quantum Brownian motion”, Phys. Rev. A. 63 ,023812 (2001)
[33] E. X. DeJesus and C. Kaufman, “Routh-Hurwitz criterion in the examination of eigen-
values of a system of nonlinear ordinary differential equations”, Phys. Rev. A 35, 5288
(1987)
[34] D. Vitali, S. Mancini, P. Tombesi, “Stationary entanglement between two movable
mirrors in a classically driven Fabry-Perot cavity”, J. Phys. A 40, 8055 (2007)
[35] S. M. Barnett and P. M. Radmore, “Methods in theoretical quantum optics”, Clarendon
Press, Oxford (1999)
[36] A. Ferraro, S. Olivares and M. G. A. Paris, “Gaussian states in continuos variable quan-
tum information”, arXiv:quant-ph/0503237 (2004)
[37] D. E. Chang et al, “Cavity optomechanics using an optically levitated nanosphere”,
PNAS 107 (2010)
[38] O. Romero-Isart et al, “Optically levitating dielectrics in the quantum regime: theory
and protocols”, Phys. Rev. A 83, 013803 (2011)
[39] T. Li, S. Kheifets and M. G. Raizen, “Millikelvin cooling of an optically trapped mi-
crosphere in vacuum”, Nat. Phys. 10, 1038 (2011)
[40] O. Romero-Isart, M. L. Juan, R. Quidant and J. I. Cirac, “Toward quantum superposition
of living organisms”, New. J. Phys. 12, 033015 (2010)
[41] G. W. Ford, M. Kac and P. Mazur, “Statistical mechanics of assemblies of coupled
oscillators”, J. Math. Phys. 6, 504 (1965)
141
[42] A. Peres, “Separability criterion for density matrices”, Phys. Rev. Lett. 77, 1413 (1996)
[43] R. Simon et al, “Peres-Horodecki separability criterion for continuous variable sys-
tems”, Phys. Rev .Lett. 84, 2726 (2000)
[44] I. Bengtsson and K. Zyczkowski, “Geometry of quantum states: an introduction to
quantum entanglement”, Cambridge University Press (2006)
[45] G. Vidal and R. F. Werner, “Computable measure of entanglement”, Phys. Rev. 65,
032314 (2002)
142
