We investigate the behaviour of the genealogy of a Wright-Fisher population model under the influence of a strong seed-bank effect. More precisely, we consider a simple seed-bank age distribution with two atoms, leading to either classical or long genealogical jumps (the latter modeling the effect of seed-dormancy). We assume that the length of these long jumps scales like a power N β of the original population size N , thus giving rise to a 'strong' seed-bank effect. For a certain range of β, we prove that the ancestral process of a sample of n individuals converges under a non-classical time-scaling to Kingman's n−coalescent. Further, for a wider range of parameters, we analyze the time to the most recent common ancestor of two individuals analytically and by simulation.
Introduction
We consider a generalization of the classical Wright Fisher model in the following sense: Consider a neutral, haploid population of fixed size N that reproduces asexually in discrete generations indexed by the natural numbers. In contrast to the Wright-Fisher model, at each new generation, while most of the population stems from direct reproduction of individuals of the previous generation, a few remaining individuals obtain their type from a parent having lived in the (possibly far) past. In the retrospective viewpoint, an individual alive in generation 0, instead of selecting its parent uniformly from the previous generation as in the classical Wright Fisher model, uses some probability measure µ on N to sample the distance in generations to its parent, and then picks its ancestor uniformly among the individuals at the sampled distance. The biological interpretation of this mechanism is that it allows old genes to become re-activated in a population after some time as the result of a seed bank effect. Such an effect could be seen as an 'evolutionary force' that may have to be taken into account for populations that produce dormant forms, such as plant seeds or bacterial spores. Some dormant forms may remain inactive for a long time, and, after becoming active again, potentially re-introduce old genetic material into the present population, thus increasing genetic variability [3, 5, 10, 11] . In the case where the dormancy is on a time scale which is non-negligible with respect to the population size, this is expected to lead to drastic changes in the genealogy of such a population. In the present paper we analyze a simple mathematical model which illustrates this effect. Informally, the model can be described as follows. Fix the population size N ∈ N and a probability measure µ on the natural numbers. This measure determines the generation of the immediate ancestor of an individual backward in time, meaning that an individual living at time k ∈ N has its immediate ancestor in generation k + l with probability µ(l). Such a genealogical process, in the case where µ has finite support independent of N, was introduced and analyzed in [4] , where it was shown that the genealogy converges, after classical rescaling by the population size, to a constant time change of Kingman's coalescent.
In [1] , the case of a stronger seed bank effect with unbounded measure µ was considered. More precisely, power law distributions of the form µ α {n, n + 1, ...} = L(n)n −α for some α > 0 and some slowly varying function L(n) were investigated. Three regimes concerning the time to the most recent common ancestor were identified: If α > 1, then the expected time to the most recent common ancestor is of order N, and the ancestral process converges to a constant time change of Kingman's coalescent under classical rescaling by the population size. For 1/2 < α < 1, the time to the most recent common ancestor is finite almost surely, but the expectation does not exist for any N. If α < 1/2, then there might be no common ancestor at all. The boundary cases α = 1 and α = 1/2 depend on the choice of L(n).
In the present paper, we investigate a rather natural set up that was not considered in [1] . We chose µ to be of the following form: For N ∈ N fixed, β > 0 and ε ∈ (0, 1), let
This means that in each new generation, a proportion (1 − ε) of the total population obtains its genetic type from the previous generation, whereas a fraction ε of the population gets its type from generation N β in the past. The most important difference to previously studied models is the fact that the expected length of a genealogical jump is equal to 1 + ε(N β − 1), and hence diverges as N → ∞. This puts us in a situation that is outside the scope of [4] or [1] .
Our main result shows that for 0 < β < 1/4, after rescaling time by ε 2 N 2β+1 , the ancestral process of a sample from such a population converges to Kingman's n−coalescent, showing that the relevant time scale in N is indeed much larger than in the Wright-Fisher model, namely N 2β+1 as opposed to N. Moreover, we show that for any β > 0 the time to the most recent common ancestor of two individuals is always of an order that is strictly greater than N, and we provide some simulations that support the conjecture that N 2β+1 is the relevant time scale also for (at least some) β > 1/4.
Model and main results
The formal construction of our model follows [4, 1] . Fix β > 0, ε ∈ (0, 1). For each N ∈ N let
In order to simplify notation, we will assume throughout this paper that N β is a natural number, otherwise imagine it replaced by N β . We call the probability measure µ N the seed bank age distribution. Fix once and for all a reference generation 0, from which time in discrete generations runs backwards. Fix a sample size m ≥ 2 and a sampling measure γ for the generations of the original sample on the integers N. We will usually assume that γ has finite support (independent of N ), an important example being γ = δ 0 . The ancestral lineages of m sampled individuals indexed by i ∈ {1, ..., m} in the seed bank process, who lived in generations sampled according to γ with respect to reference time 0, are constructed as follows. For each i ∈ {1, ..., m}, let (S (i) n ) n∈N be a Markov chain independent of {(S (j) n ) n , j = i}, whose state space is the non-negative integers N 0 , with S (i) 0 ∼ γ, and homogeneous transition probabilities
The interpretation is that S The time to the most recent common ancestor of two individuals i and j, denoted by T M RCA (2) , is defined as
In other words, T M RCA (2) is the first generation back in time (counted from 0 on) in which two randomly sampled individuals ('initial' generations sampled according to γ) have an ancestor, and both ancestors have the same label U, hence, it is indeed the first generation back in time that i and j have the same ancestor.
It should be clear how to generalize this construction to lead to a full ancestral process of m ≥ 2 individuals: Construct the process (S A precise construction is given in the following way: Let 
be the time of the first coalescence of two (or more) lines, and let the set of individuals whose lines participate in a coalescence at time T 1 be denoted by
I 1 can be further divided into (possibly empty) pairwise disjoint sets
Note that by construction there is at least one p such that I p 1 is non-empty, which actually means that any such I After time T 1 we discard all S (j) for j ∈ I 
and
Tr , (8) and similarly I 
It is important to note that A N is not a Markov process: The probability of a coalescence at time k depends on more than just the configuration A N k−1 . In fact, it depends on the values max{S
, that is, on the generation of the last ancestor of each individual before generation k.
An equivalent construction of (A N k ) in terms of renewal processes was given in [1] . In the present paper, we denote by P γ the law of (S (1) n ), indicating the initial distribution of the generations of the individuals. We write P ⊗γ m for the law of the process (A N k ) if the generation of each of the m sampled individuals is chosen independently according to γ. We abbreviate by slight abuse of notation both P δ 0 and P ⊗δ m 0 by P 0 . In the main result below we will assume γ to have finite support independent of N. In this case, the fact that the individuals may be sampled from different generations will become negligible after rescaling time appropriately. However, for the construction of (A N k ) this assumption is not necessary. The aim of this paper is to understand the non-trivial scaling limit of (A N k ) and the corresponding time-scaling as N → ∞. We write M 1 (N 0 ) for the probability measures on N 0 . We are now ready to state our main result. This result should be compared to the classical result for the ancestral process of the Wright-Fisher model: In that case, convergence to Kingman's coalescent occurs on the time scale N corresponding to the population size. Our result shows that the seed bank effect drastically changes the time scale on which coalescences occur. The intuitive reason for this is that each generation is visited with probability ≈ ε −1 N −β by the ancestral line of any given individual, and whenever two ancestral lines visit the same generation, they merge with probability 1/N. Making this intuition precise requires some work, which is carried out in the next two sections of this paper. As a direct consequence of this theorem, the time to the most recent common ancestor of m individuals is of strictly larger order than in the Wright-Fisher model. Corollary 2.3. Let 0 < β < 1/4. For all m > 0 and γ ∈ M 1 (N 0 ) with finite support,
Proof. Recalling that for Kingman's m−coalescent the expected time to the most recent common ancestor is 2(1 − 1/m), this result follows from Theorem 2.2.
As β increases above 1/4, one expects the seed bank effect to become even more pronounced. However, our methods of proof, relying on mixing time arguments, don't yet allow us to extend the result to arbitrary β > 0. It is nevertheless not difficult to see that in any case, the expected time to the most recent common ancestor is of course of order greater than N for any choice of β > 0, and that T N M RCA is of order at least N 2β+1 with probability tending to 1 if 0 < β < 1/3. 
(ii) Let 0 < β < 1/3. For all δ > 0,
We will prove these results in Section 4. In the next section, we give an alternative construction of the model in terms of an auxiliary Markov process that will be useful in the proof.
In Section 5 we present some simulations of T N M RCA (2) for certain choices of ε and β, where both lines are sampled from the same generation. The simulations show that also for β = 1/3 and β = 1/2, the empirical distribution of T N M RCA (2), scaled by a factor ε 2 N 2β+1 , exhibits a very good fit to an exponential random variable with parameter 1.
Construction of auxiliary processes
In [4] and [1] , an auxiliary urn Markov process plays a crucial role. We present this process now in a set-up that is useful for this paper, and derive some properties that will serve us in the proof of our main results.
Fix N, ε, β and µ N as in the previous section. Fix a probability measure γ on N with finite support, and assume that N is large enough such that supp(γ) ⊆ {0, ..., N β }. Let P γ be the law of a Markov chain (X k ) k∈N 0 on {0, ..., N β − 1} with initial distribution γ that moves according to the following rules: For k ≥ 0, depending on the current state X k , we have transitions
with probability (1 − ε)1 {X k =0} , N β − 1 with probability ε1 {X k =0} , X k−1 with probability 1 {X k ∈{1,...,N β −1}} .
As in [4] , we call this process an urn process, because we think of X k as the position (urn) of a ball that is moved among N β urns. Figure 2 shows the possible jumps of (X k ). How does this new process connect to the original processes (S (i) k ) resp. our ancestral process (A N k )? We can couple X and S (i) such that the successive times that X visits urn 0 Figure 2 : The possible jumps of X k : From urn 0 it stays in 0 with probability 1 − ε, jumps from urn 0 to urn N β − 1 with probability ε, and deterministically downwards to the previous urn from any other urn.
are exactly the successive values visited by the process S (i) , that is, the generations in which individual i has an ancestor. This coupling is achieved as follows: Define
Then we have Lemma 3.1. Let (X k ) be the above urn process with initial distribution γ on {0, ..., N β − 1}, and let (M n ) n∈N 0 be defined as in (14). Then the process (S n ) n∈N 0 defined bỹ
has the same distribution as (S (i) n ) started in γ, and for all k ∈ N,
Proof. Immediate by construction.
Note that, conversely, given S n =S n , n ∈ N 0 , equation (15) uniquely determines M n , n ∈ N 0 . If N is large enough such that the distribution γ of S 0 satisfies supp(γ) ⊆ {0, ..., N β − 1}, then it is a possible initial distribution for (X k ). Further, since the urn process (X k ) is determined by the successive times it visits urn 1, Lemma 3.1 yields a one-to-one correspondence between ancestral lines in the seed bank process, and the above urn process. As in the construction of (A N k ), for the process (X k ) we need not assume that γ has finite support independent of N, indeed it will actually be useful to allow for initial distributions γ = γ N with supp(γ N ) = {0, ..., N β − 1} depending on N, for each N ∈ N.
Let E µ N denote the expectation of µ N , i.e. E µ N = 1 + ε(N β − 1). Lemma 3.2. The probability measure ν N on {0, ..., N β − 1} defined by
is the unique stationary distribution of the urn process (X k ).
Proof. This is a special case of Lemma 1 in [4] (note that there the urn process is shifted by one, i.e. takes values in {1, ..., m} for some m corresponding to our N β , instead of {0, ..., m−1}).
In view of Lemma 3.1, an important quantity in this paper will be the probability that X k = 0, which under stationarity is equal to
The following lemma will be crucial in the proof of our main results. By · T V we denote the total variation distance, which for two probability measures µ, ν on a measureable space (Ω, F) is given by
Lemma 3.3. Let (X k ) be the urn process and ν N its stationary distribution. For β > 0 let P N β denote the set of probability measures on {0, ..., N β − 1}.
(i) For all λ > 3β > 0, there exist δ > 0 and N 0 ∈ N, such that for all N ≥ N 0
(ii) Let τ = τ (N ) be a geometric random variable with parameter 1/N independent of (X k ). If 0 < β < 1/4, then there exists δ > 0 and N 0 ∈ N such that for all N ≥ N 0
Proof. Fix µ ∈ P N β . Let (Z n ) n∈N 0 be a realization of the urn process started in the invariant distribution ν N independent of (X n ) n∈N 0 . We couple (X n ) and (Z n ) by a Doeblin coupling in the following way: Let σ 0 := inf{n ∈ N 0 : X n = Z n }. Definẽ
Write P := P µ⊗ν N . Then P(X n = k) = P µ (X n = k) for all n ∈ N 0 , k ∈ {0, ..., N β − 1}. By Proposition 4.7 of [6], we have
Our aim is therefore to bound P(σ 0 > n). To this end we consider the difference of the two process at particular times. Define m 0 := inf{n ≥ 0 : X n = 0}, l 0 := inf{n ≥ 0 : Z n = 0}, and let recursively, for i ≥ 1,
Note that for all i ≥ 0 we have Z m i − X m i ≥ 0 and X l i − Z l i ≥ 0. Without loss of generality we can assume that Z 0 − X 0 > 0, which implies m 0 < l 0 . Since the difference of the two processes remains constant as long as none of the two processes is in urn 0, we see that
i.e. the coupling always happens in urn 0, and it happens if either process (Z n ) jumps from 1 to 0 while (X n ) is in 0 or vice versa. Define for i ≥ 0 V i := n ∈ {m i , ..., m i+1 − 1} : X n = 0 , and
the number of visits in urn 0 of either of the process during one 'cycle' (note that between m i and m i+1 the process (X k ) has exactly one jump of lenght N β . By construction, (V i ) i≥0 and (W i ) i≥0 are independent sequences of iid geometric random variables with parameter ε, and
(
i ≥ 1. Moreover we note that
The random sequence (
is a random walk with centered increments whose variance (depending on ε but not on N ) is finite. Moreover, σ 0 can be controlled by the first time this random walk exits the set {−N β +1, ..., N β −1}, since this event corresponds to either (Z n ) 'catching up' with (X n ), or vice versa. More precisely, defining
we see from (21) and (22) 
Equation (24) implies that for any λ > 0,
To control the first term on the rhs, we use classical bounds on the exit time from an interval of symmetric random walks with finite variance, see e.g. Theorem 23.2 of [9] . This provides that for every δ > 0 there exists δ > 0 such that
For λ > 3β, we can choose δ > 0 such that 2β + δ < λ − β, hence we find the bound
To bound the second term in (25), by (23) and a union bound we find, for N large enough,
In view of (19), together the bounds (25), (27) and (28) prove (i). For (ii), recall (see e.g. [6] , Chapter 4), that for any k ≥ l and µ ∈ P N β ,
Using this, we see that for any 0 < λ < 1,
If 3β < λ < 1, we can bound the first term using (i), and second term by choosing N large enough such that the Bernoulli inequality yields
Since we assumed β < 1/4, there exists δ > 0 such that we can chose λ in a way that that 0 < 3β < λ < 1 − β − δ < 1, so that
Plugging this together with (29) into (i) completes the proof.
To put this result into a context, recall that the mixing time of a Markov chain (Y n ) with invariant distribution ν is often defined as
(cf. for example [6] ). It thus follows immediately from the previous lemma that for the urn process of the seed bank model,
for all δ > 0. This observation allows us to justify that, if β < 1/4, each generation is visited with probability ≈ ε −1 N −β ∼ ν N (0). Indeed, if β is small enough, then for N large the urn process is close to stationarity before the first coalescence, or actually, as we will see in the next section, before the first attempt to coalesce. Note that Lemma 3.3 is crucial to achieve this, and to prove this lemma we needed β < 1/4.
Proof of the main results
We are now going to use the urn process from the previous section in order to prove our main results. The crucial step is to calculate the time until the coalescence of two lines in terms of this urn process.
Let (X k ) k≥0 and (Y k ) k≥0 be two independent copies of the urn process, corresponding in the sense of Lemma 3.1 to the ancestral lines of two individuals i and j. Let τ 0 = 0 and let τ k , k ≥ 1, be such that (τ k −τ k−1 ) k≥1 is a sequence of independent geometric random variables with parameter 1/N, independent of X and Y. Let
Lemma 4.1. Assume that X, Y independently follow the urn dynamics started from initial distribution γ with support in {0, ..., N β − 1}. Then for S (1) , S (2) started from γ,
Proof. Let two sequences (U
k ) k≥1 and (U
k ) k≥1 of independent uniform random variables on {1, ..., N }, independent of S, X and Y be defined as in Section 2. Without loss of generality, due to independence, we can assume that
Now the claim follows from equation (16) and the independence of the two lines.
Proof of Theorem 2.2. Fix 0 < β < 1/4 and m ≥ 2. Clearly for all N ∈ N the process (A N k ) k∈N is exchangeable. In particular, its dynamics does not depend on the respective sizes or order of blocks, or their elements, but only on the number of blocks. Therefore it is sufficient to consider the block-counting process (|A N k |) k∈N 0 , which is a pure death process started from a fixed m ∈ N whose distribution is uniquely determined by the sequence of times at which a coalescence happens, and the specification of the type of coalescence at each of these times. Hence, to prove our main result, it is sufficient to show that the inter-coalescence times of (A N k ) are asymptotically (as N → ∞) independent and exponentially distributed with the right parameters, and that multiple and simultaneous mergers are negligible.
In order to determine the distribution of the inter-coalescence times, we use Lemma 4.1, which tells us that the time until two given lines coalesce -ignoring the influence of the other lines -is distributed as τ κ . Since the differences (τ k − τ k−1 ) are geometric, we only need to determine the distribution of κ. By Lemma 3.3 (ii) there exists δ > 0 and r N such that |r N | ≤ N −(β+δ) , and
Since ν N (0) ∼ ε −1 N −β as N → ∞, we have lim N →∞ r N /ν N (0) = 0 (note that ε is independent of N ), and hence
Since the result of Lemma 3.3 is uniform in the initial distribution µ, we see that for all k ∈ N, by the Markov property of (X k ) and (Y k ),
with the o(1)−notation independent of k. This shows that κ is asymptotically geometric distributed with parameter ν N (0) 2 . More precisely, for any c > 0 and geometric random variables G 1 with parameter ν N (0) 2 (1 + c) and
we get
d ≤ indicating stochastic dominance. An easy calculation using moment generating functions shows that a sum of a geometric number of geometric random variables is again geometrically distributed (with a parameter which is the product of the two parameters). Hence
and similarly for the sum up to G 2 . From this we conclude that for any t > 0,
and similarly
Since c > 0 was arbitrary, we see that asymptotically as N → ∞, the time until two lines coalesce converges in distribution to the time of coalescence in Kingman's 2-coalescent. Further, if we consider m ≥ 2 lineages, the first coalescence is dominated by resp. dominates the minimum of m 2 independent geometric variables with parameters N −1 ν N (0)(1 ± c) each. Therefore, denoting by T coal (m) the time until the first two lines coalesce, we have in a similar fashion
This shows that the time of the first coalescence is exponentially distributed with the right parameter, independent of the choice of initial distribution γ supported on {0, ..., N β }. In order to see that the subsequent coalescence times are independent of T coal (m) and likewise exponentially distributed, we note that (A N T coal (m)+k ) k∈N 0 has the law of (A N k ) k∈N 0 started in m < m distinct blocks, corresponding to independent ancestral lineages (S (i) n , 1 ≤ i ≤ m , started from some unknown initial distribution γ supported on {0, ..., N β }. Hence, by the same argument as before, all inter-coalescence times are asymptotically independent and converge to those of Kingman's coalescent. In order to see that there are no multiple or simultaneous (multiple) mergers, we note that due to Lemma 3.3 for any τ i , the probability of a triple merger
which is negligible compared to ν N (0) 2 . Similarly we see that two simultaneous double mergers are negligible. Standard arguments using exchangeability [7, 8] imply that any multiple or simultaneous (multiple) mergers are negligible. This proves our main result.
Proof of Proposition 2.4. First of all, observe that at each time step a coalescence happens with probability at most 1/N, hence the time to the most recent common ancestor of two lines is a priori bounded by the time to the most recent common ancestor in the Wright-Fisher model, hence
almost surely, we restrict ourselves to the case m = 2. Assume first that γ = δ 0 , which means that
noting that the time until the first coalescence while both processes are in 0 is geometric with parameter 1/N. By construction, the dynamics of X consists of excursions away from 0, which have lenght N β each, and after each excursion a period of length J i in 0, with J i iid Geo(ε). Hence coalescence can only happen in (random) time period of the form
By the same reasoning as in the derivation of (41),
Hence the number of excursions away from 0 of one particle before coalescence dominates a geometric random variable with parameter 1/(εN ), and the expected number of excursions away from 0 is at least εN. Since each excursion has length at least N β , we get
Obviously our argument was independent of the initial distribution γ, and hence (i) is proven.
Let now β < 1/3. Let τ 0 = 0, and τ k , k ∈ N, be such that (τ k −τ k−1 ), k ∈ N are independent geometric random variables with parameter 1/N. Due to Lemma 4.1, T M RCA (2) ≥ τ 1 in distribution, and τ 1 ∼ Geo(1/N ). Hence by (30), there exists δ > 0 such that 
as N → ∞, and this finishes the proof.
Simulations
Since our main results, Theorem 2.2 and Corollary 2.3, are valid only for 0 < β < 1/4, it is natural to investigate the coalescence time T N M RCA (2) defined in (9) for β ≥ 1/4 via simulations. The results in Figure 3 , which show estimates (histograms) of the distribution of the scaled time T N M RCA (2)/ ε 2 N 1+2β when β = 1/3, suggest that ε 2 N 1+2β is indeed still the correct scaling. The distribution of T N M RCA (2) fits an exponential distribution with corresponding mean T quite well in all cases. The mean T should be 1 in all cases. We see that this is not the case for small ε, but the fit gets better as ε increases. This can be explained by noting that for small ε, the scales ε −2 and N 1+2β may not differ very much, illustrating the fact that the asymptotic results hold only if ε is independent of N. Similar results and conclusions hold for β = 1/2 ( Figure 4 ). The estimate of the standard error is close to the mean in all cases. The simulation results for β = 1/2 are particularly interesting since the long ancestral jumps ( N β ) are 10 3 generations when N = 10 6 , which can be considered a significant extension of the ancestry of the lines. C code for the simulations is available upon request. 
