This is a systematic study of order-preserving (or monotone) random dynamical systems which are generated by cooperative random or stochastic di erential equations. Our main results concern the long-term behavior of these systems, in particular the existence of equilibria and attractors and a limit set trichotomy theorem. Several applications (models of the control of the protein synthesis in a cell, of gonorrhea infection and of symbiotic interaction in a random environment) are treated in detail.
Introduction
In this paper we study the so-called cooperative systems of random and stochastic di erential equations. Cooperative systems arise naturally in many models in ecology, epidemiology, economics and biochemistry (cf. the literature quoted in the book by Smith 21] ).
Deterministic cooperative di erential equations are one of the main applications of monotone methods and comparison arguments, and they were studied by many authors (cf. again 21] and the references therein). The ground for their qualitative theory was laid by the books by Krasnoselskii 13, 14] and the series of papers by Hirsch 9, 10, 11] .
Monotonicity ideas also proved to be very useful in the study of the longtime behavior of random systems. In 2] we introduced the general concept of an order-preserving random dynamical system, gave numerous examples and studied their random equilibria and attractors. This program was continued in 3] with the investigation of sublinear random systems whose asymptotic behavior is described by a limit set trichotomy.
The aim of this paper is to systematically investigate random and stochastic cooperative di erential equations. We believe that due to its importance in applications this class merits a detailed study of its own.
The paper is organized as follows. In Section 2 we recall some general results on order-preserving random dynamical systems, sub-and super-equilibria and random attractors. We also prove several general auxiliary results.
In Section 3 we consider random cooperative di erential equations in R d + (real noise case). We rst give conditions under which such an equation generates an order-preserving random dynamical system in R d + and then study its monotonicity properties. We prove several theorems on the existence of random equilibria and random attractors. We then consider systems with concavity properties and apply the results of 3] to obtain the limit set trichotomy theorem for random cooperative di erential equations. We conclude Section 3 with a series of examples.
Section 4 is devoted to stochastic cooperative di erential equations (white noise case). The conditions that guarantee an order-preserving solution lead to a special structure of the di usion terms. For systems possessing concavity properties we prove a stochastic version of the limit set trichotomy theorem. We close by discussing the stochastic versions of examples considered in the previous section.
Although the results for the stochastic case are similar to those for the random case, Section 4 is not at all a duplication of Section 3 since the methods of proof are quite di erent.
Basic De nitions and Preliminaries
We brie y recall some basic de nitions and facts. For random dynamical systems we refer to the monograph 1] and for order-preserving random dynamical systems to our papers 2] and 3].
De nition (Random Dynamical System (RDS))
. Let X be a metric space. A (continuous) random dynamical system (RDS) with (one-sided) time R + and state space X is a pair ( ; ') consisting of the following two objects:
(i) A metric dynamical system ( ; F; P; f t ; t 2 Rg) with (two-sided) time R, i.e. a probability space ( ; F; P) with a family of transformations f t : ! ; t 2 Rg such that { 0 = id; t s = t+s for all t; s 2 R; { (t; !) 7 ! t ! is measurable; { t P= Pfor all t 2 R; { (for simplicity) is ergodic under P.
(ii) A cocycle ' over of continuous mappings of X with time R + , i.e. a measurable mapping ' : R + X 7 ! X; (t; !; x) 7 ! '(t; !; x); such that { (t; x) 7 ! '(t; !; x) is continuous for all ! 2 , { the mappings '(t; !) := '(t; !; ) satisfy the cocycle property '(0; !) = id ; '(t + s; !) = '(t; s !) '(s; !) for all t; s 2 R + ; ! 2 :
Here means composition of mappings. We need the following de nition of a random attractor of an RDS (see e.g. 1, 5, 6] and the references therein). Assume now that X is a nonempty set in a real Banach space V with a closed convex cone V + V such that V + \ (?V + ) = f0g. This cone de nes a partial order relation on X via x y i y ? x 2 V + which is compatible with the vector space structure of V . We write x < y when x y and x 6 = y. If V + has nonempty interior int V + we say that V is strongly ordered and write x y if y ? x 2 intV + .
De nition (Random Attractor
We also assume that the order relation and the topology of X are compatible in the sense that any bounded set B X is also order-bounded, i.e. is contained in some interval, more precisely there exist a, b 2 X such that a b and B a; b] := fx 2 X : a x bg.
De nition (Order-Preserving RDS). An RDS ( ; ') is said to be (i) order-preserving if
x y implies '(t; !)x '(t; !)y for all t 0 and ! 2 ;
(ii) strictly order-preserving if it is order-preserving and x < y implies '(t; !)x < '(t; !)y for all t 0 and ! 2 ;
(iii) strongly order-preserving if it is order-preserving and x < y implies '(t; !)x '(t; !)y for all t 0 and ! 2 :
For examples of order-preserving RDS we refer to 2, 3] and to the last subsection of Sections 3 and 4 below.
The following concepts of random equilibria, sub-and super-equilibria turn out to be of prime importance.
De nition (Random Equilibria and Semi-Equilibria).
A random variable u : 7 ! X is said to be (i) a (random) equilibrium (or random xed point, or stationary solution) of the RDS ( ; ') if it is invariant under ', i.e. if '(t; !)u(!) = u( t !) for all t 0 and all ! 2 ( we sometimes allow an exceptional set of probability zero in the last statement);
(ii) a (random) sub-equilibrium if '(t; !)u(!) u( t !) for all t 0 and all ! 2 ;
(iii) a (random) super-equilibrium if '(t; !)u(!) u( t !) for all t 0 and all ! 2 :
We will refer to sub-and super-equilibria as semi-equilibria. A cone V + is called minihedral (see Krasnoselskij The following simple assertion on the existence of sub-and super-equilibria is useful in subsequent considerations. The invariance property '(t; !)A(!) = A( t !) now gives that
Since a(!) = inf A(!) and b(!) = sup A(!), the last relation implies that '(t; ?t !)a( ?t !) a(!) and '(t; ?t !)b( ?t !) b ( t !) for all t 0 and ! 2 . 2.6. Remark. If the cone V + is minihedral and if for the RDS ( ; ') there exists a random variable x : ! X such that the orbit x (!) := t>0 '(t; ?t !)x( ?t !) emanating from x is a precompact random set, then there exist a sub-equilibrium b(!) and a super-equilibrium a(!) for ( ; ') such that a(!) b(!). In fact, the precompactness of x (!) implies 5] that the corresponding omega-limit set ? x (!) := \ t>0 >t '( ; ? !)x ( ? !) is an invariant random compact set. Therefore we can apply Lemma 2.5 with A(!) = ? x (!).
2.7. Lemma. Let ( ; ') be an order-preserving RDS with state space X = V + . Assume that ( ; ') is strongly positive, i.e. '(t; !)(V + n f0g) int V + . Then for any equilibrium u(!) there exists a -invariant set M 2 F of full P-measure such that either u(!) = 0 for all ! 2 M or u(!) 0 for all ! 2 M. Proof. Let u(!) be an equilibrium and put M 0 = f! : u(!) > 0g. Since u( t !) = '(t; !)u(!) for all t 0, the strong positivity assumption implies that t M 0 M 0 for all t 0. It is clear that M := \ n2Z + n M 0 M 0 is -invariant, i.e. t M = M for any t 2 R, and P(M) = P(M 0 ). Moreover, u(!) 0 for ! 2 M. The ergodicity of implies that P(M) = 1 or 0. If P(M) = 1, the lemma is proved. For the case P(M) = 0 we have P(M 0 ) = 0 and u(!) = 0 for ! 2 N 0 := n M 0 , where P(N 0 ) = 1. Since u(!) is an equilibrium, it is easy to see that N 0 t N 0 for any t 0. This implies that N := \ n2Z + ?n N 0 N 0 satis es P(N) = P(N 0 ) = 1, N is -invariant, and u(!) = 0 for ! 2 N.
For other properties of equilibria and semi-equilibria we refer to our papers 2, 3].
2.8. Remark. The considerations given in 2, 3] give ample proof of the crucial role played by semi-equilibria for the study of qualitative properties of orderpreserving RDS. One of the methods to prove their existence relies on the comparison principle. Let ( ; ' 1 ) and ( ; ' 2 ) be two order-preserving RDS on X over the same metric dynamical system . The system ( ; ' 2 ) is said to dominate ( ; ' 1 ) from above (or ( ; ' 1 ) dominates ( ; ' 2 ) from below) if ' 1 (t; !)x ' 2 (t; !)x for any t > 0; x 2 X; ! 2 :
Clearly (2.1) implies that any super-equilibrium for ( ; ' 2 ) is a super-equilibrium for ( ; ' 1 ), and any sub-equilibrium for ( ; ' 1 ) is a sub-equilibrium for ( ; ' 2 ). In many applications, e.g. for the construction of random attractors 1, 2], nonlinear RDS can be shown to be dominated by an a ne RDS, whose equilibrium then becomes a sub-resp. super-equilibrium of the corresponding nonlinear RDS. We recall 3] that the RDS ( ; ') with phase space X = V is said to be a ne if the cocycle ' is of the form '(t; !)x = (t; !)x + (t; !); For the sake of simplicity we assume for the remainder of this section that the state space X is equal to the positive cone V + of the real Banach space V , X = V + = fx 2 V : x 0g: 2.9. De nition (Sublinear RDS). An order-preserving RDS ( ; ') on X = V + is said to be sublinear if for any x 2 V + and for any 2 (0; 1) '(t; !; x) '(t; !; x) for all t > 0 and ! 2 :
The RDS is said to be strictly sublinear if we have in addition for any x 2 int V + the strict inequality '(t; !; x) < '(t; !; x) for all t > 0 and ! 2 :
See 3] for general properties of sublinear order-preserving RDS. Note also that an order-preserving a ne RDS on V + is automatically sublinear. It is strictly sublinear if (t; !) > 0 in (2.2) for t > 0. and it is strictly sublinear provided in (2.7) the strict inequality holds for x 2 intV + ;
De nition (Concave RDS
(ii) ( ; ') is concave i for any x; z 2 V + n f0g we have D'(t; !; x + z)z D'(t; !; x)z for all t > 0 and ! 2 ; (2.8) and it is strictly concave i in (2.8) the strict inequality holds for all x; z 2 intV + .
Proof. We also need the following concept of strong concavity for C 1 RDS (for the deterministic case see 20]). The proof of this theorem follows the line of arguments of the deterministic case 9, 13] and relies on the following statements. for all x = (x 1 ; : : :; x d ) 2 R d + and ! 2 , then '(t; !)x (t; !)x for all ! 2 ; x 2 R d + and t 2 0; t 0 (!; x)); (3.18) where t 0 = t 0 (!; x) is such that (t; !)x 0 for t 2 0; t 0 ). If g satis es (iii), then t 0 (!; x) = 1.
De nition (Strongly Concave RDS

Lemma. Assume conditions (i) to (iv)
Moreover, the strict inequality in (3.15) (resp. in (3.17)) implies the strict inequality in (3.16) (resp. in (3.18)).
We can use standard deterministic arguments 14] for the proof which we do not repeat here.
Equilibria, Semi-Equilibria, and Attractors
We now present several results on the existence of equilibria and attractors. First note that Proposition 3.1 implies that under assumptions (i) to (iv) the element x 0 is a sub-equilibrium of the RDS ( ; ') generated by (3.1) in R d + .
The following Lyapunov function type theorem provides a su cient condition for the existence of an equilibrium. Proof. Assume that for some ! there exists a solution x(t)) = '(t; !; x) starting from some point x inside B 0 that leaves B 0 . Then there exists a pair t 1 < t 2 such that W(x(t 1 )) = R 0 and R 0 < W(x(t)) < R 2 for t 1 < t < t 2 : (3.20)
However, using (3.19) we have W(x(t)) W(x(t 1 )) = R 0 for all t 2 (t 1 ; t 2 ) which contradicts (3.20) . Hence '(t; !; x) cannot leave B 0 .
Proof of Theorem 3.5. Let us consider the restriction ( ;') of the system ( ; ') onto the (forward invariant) set B. As the state space of ( ;') is compact it possesses a random attractor A(!) B 5] . Since the random attractor is invariant, we can apply Lemma 2.5. There exist thus a sub-equilibrium w with inf B w(!) sup B and a super-equilibrium v with 0 v(!) sup B such that v(!) w(!). Since 0 is a sub-equilibrium, the existence of an equilibrium u(!) 2 0; v(!)] now follows from 2, Theorem 1] which completes the proof.
Using Lemma 2.5 we can also prove (cf. Remark 2.6) the following assertion on the existence of equilibria.
3.7. Proposition. Let the assumptions (i), (ii), (iii) and (iv) hold and assume that there exists a random variable x : ! R d + such that the orbit x (!) = t>0 '(t; ?t !)x( ?t !) emanating from x is a precompact random set. Then there exists a non-negative equilibrium u for the RDS ( ; ') generated by (3.1).
Proof. The precompactness of x (!) implies that the corresponding omegalimit set ? x (!) is an invariant random compact set 5]. Therefore we can apply Lemma 2.5 and the argument given in the proof of Theorem 3.5, using the fact that by 2, Theorem 1] there is an equilibrium between the sub-equilibrium 0 and the super-equilibrium inf ? x . Below we make use of the following simple su cient condition for the existence of semi-equilibria for (3.1).
3.8. Proposition. Let (ii) Assume now that w 2 R d + nf0g. Instead of (3.1) let us consider the RDE _ x i (t) = f i ( t !; x(t)) ? " (x i ); i = 1; : : :; d; (3.22) where " > 0 is a constant and : R + 7 ! R + is C 1 and satis es (0) = 0 and 0 < (x) < 1 for x > 0. Let w 2 int R d + and let ' " (t; !)w be the solution of (3.22) starting from w. 
Random Equations with Concavity Properties
We now study the qualitative behavior of cooperative RDE with certain concavity properties. We rely on general results presented in 3] for random sublinear systems. We start with the following observation. '(t; !)x x (t) x(t) '(t; !)( x); with strict inequality if we have strict inequality in (3.30). We can thus utilize the results obtained in 3]. Here is, for example, the limit set trichotomy theorem for our situation.
The orbit a (!) := t 0 '(t; ?t !)a( ?t !) of the RDS ( ; ') emanating from a is said to be bounded if there exists a random variable C such that k'(t; ?t !)a( ?t !)k C(!) for all t 0 and ! 2 :
We will say that the orbit a is unbounded if it is not bounded. '(t; !)a(!) 2 C e for all a 2 C e ; t 0; (3.32) and precisely one of the following three cases applies:
(i) for all a 2 C e , the orbit a emanating from a is unbounded;
(ii) for all a 2 C e , the orbit a emanating from a is bounded, but the closure of a contains elements that do not belong to C e ; (iii) there exists a unique equilibrium u 2 C e , and for all a 2 C e the orbit emanating from a converges to u, i.e. lim We can obtain an even more detailed description of the limit behavior of orbits under additional assumptions. For example, using 3, Theorem 3.8], we obtain the following.
3.12. Theorem. Let e such that (3.36) holds. Lemma 2.7 and (3.37) then say that either u(!) = 0 P-a.s. or u(!) 0 P-a.s. In the rst case we obtain (3.38). In the second case, using the uniqueness of a strongly positive equilibrium 3, Theorem 3.4], we obtain (b).
As the examples in Subsection 3.4 show, one usually appeals to the comparison principle for the construction of sub-and super-equilibria to satisfy the assumptions of Theorem 3.12. Note also that if the matrix Df(!; x) is irreducible for all x > 0 and ! 2 , then Theorem 3.2 implies strong sublinearity of ( ; '), hence 
Examples
Our main example will be a random model of the control of the protein synthesis in the cell. For the deterministic case see 21] and the references therein. 
Example (Random biochemical control circuit). Consider the
Cooperative Stochastic Di erential Equation
We now consider order-preserving RDS in R d + generated by stochastic di erential equations (SDE). We exclusively deal with Stratonovich SDE. However, most results remain true for the Itô case after obvious minor changes, see Remark 4.5.
Background and De nitions
Let W t = (W 1 t ; : : :; W m t ) be a Wiener process with values in R m and twosided time R. Let ( ; F; P) be the corresponding canonical Wiener space. More precisely, let the space C(R;R m ) be endowed with the compact-open topology, letF be the corresponding Borel -algebra, and let Pbe the Wiener measure oñ F. We choose to be the subset in C(R; R m ) consisting of the functions that have a growth rate less than linear for t ! 1 and F is the restriction ofF to . In this realization W t (!) = !(t), where !( ) 2 , i.e. the elements of are identi ed with the paths of the Wiener process. We de ne a metric dynamical system by t !( ) := !(t+ )?!(t), t 2 R. These transformations preserve the Wiener measure and are ergodic.
We consider the following system of Stratonovich SDE The cooperativity condition (s-iv) implies that a ij (t; !) 0 for all i 6 = j and ! 2 . We can thus apply the argument given in the proof of Lemma 3. (4.14) ) implies the strict inequality in (4.13) (resp. in (4.14)).
Proof. 
Stochastic Equations with Concavity Properties
We start with conditions that ensure that an RDS generated by a cooperative SDE (4.1) is sublinear. and precisely one of the following three cases applies:
(i) for all a 2 C (!), the orbit a emanating from a is unbounded; (ii) for all a 2 C (!), the orbit a emanating from a is bounded, but the closure of a contains elements that do not belong to C (!);
(iii) there exists a unique equilibrium u 2 C (!), and for all a 2 C (!) the orbit emanating from a converges to u, i.e. lim The Stochastic Comparison Lemma 4.4 thus implies that y (1) (t) '(t; !) (!)e y (2) (t); t 2 0; t 0 (!)); (4.38) where y (1) (t) is the solution of dy (1) (t) = ?ajy (1) (t)jedt + y (1) (t) dW ( ) t ; y (1) (0) = (!)e; (4.39) y (2) (t) is the solution of dy (2) (t) = b(1 + jy (2) (t)j)edt + y (2) (t) dW ( ) t ; y (2) (0) = (!)e; (4.40) and t 0 (!) is the rst exit time of y (1) (t) from R d + . It follows from (4.39) and (4.40) that djy (1) (t)j = ?adjy (1) (t)jdt + jy (1) (t)j dW ( ) t ; t 2 0; t 0 (!)); (4.41) and djy (2) (t)j = bd(1 + jy (2) (t)j)dt + jy (2) Proof. The proof relies on Lemmas 4.4 and 4.10 and closely follows the line of arguments given in the proof of Proposition 3.13 which we refrain from repeating.
Using the ideas presented in Sect. 3 we can also prove the following stochastic counterpart of Theorem 3.14. 
