1. Introduction. The theoretical modeling of problems in "magnetofluiddynamics" is a rich source of interesting and unusual systems of partial differential equations and corresponding wave motions ILL]. The problem we consider here involves waves of finite energy in a fluid-like conducting medium which we assume to be a relatively dense poor conductor and we treat the Maxwell displacement current as significant.
The model (like most in this area) can be said to be "physical" only in a certain range of the parameters. For example, in the model studied here, frequency must be relatively high but not high enough to require a particle treatment. (It may also be assumed that permitivity is high relative to free space.) The problem we study here is also of physical interest in a true gas where the constitutive equations (see (1.2)) are much simpler, but we want to examine the fluid case first as, perhaps, a kind of transition state (the theory of liquid, semiconductors is still in a rather primitive state with few settled issues [C] ). The conductivity appears in only one of the model equations explicitly (see (1.17)). Our model, at apparent zero conductivity, does not reduce (formally) to the uncoupled Maxwell equatoins and fluid motion equations. This is because the (finite) conductivity is implicitly present in the equations containing E'. Mixed frame equations of this type are useful in studying dissipative nonlinear processes since they remove terms which are second order in time. It is this fact that makes the model useful to consider for the undamped behavior of small amplitude waves in a rather dense poor conductor, as this effect makes it possible to study the essentially dissipative problem (1.17) as the bounded perturbation of a symmetric problem. Hence the solutions of (1.17) will be like those of its associated symmetric problem modulo an exponentially decreasing (with time) factor. Elsewhere IS1], [$2] , we have already studied the MHD fluid case (perfect conductor), and we refer the reader there for a more detailed exposition at various points of our treatment here. We note that while this introductory section is mathematically informal (but rather typical of the theoretical treatments of the subject) the following sections are completely rigorous in nature and are founded securely on functional analysis and in particular the Hilbert space theory of differential equations. However, at the end of this section we shall give a brief summary of the results contained in this paper, a comparison to related problems and some comments about the computational difficulties in discussing the differential equations.
The derivation of the problem considered here is founded on Maxwell's equations. The properties of the medium are assumed to be enough like those of a fluid that the continuum approach is reasonably close to reality. We will assume that all fluid velocities are nonrelativistic, and that acceleration is small in magnitude (compared to the velocity of light). In order to illustrate the differences between our model and the classical case of a perfect conductor, we will indicate the contrasting assumptions that lead to these two models in their respective derivations.
The Here as usual, eo is the electric permitivity (for free space), /Xo the magnetic permeability, E the electric field, H the magnetic field, B the magnetic flux, and D the electric flux. We assume a linear isotropic medium so that/Xo and eo are scalar constants (this can be modified somewhatmsee 4 and 5). c is the speed of light. V is the fluid velocity. We now assume the electric fields to be of order V x B, that is, of the order of magnitude of the induced effects. In other words, the induced magnetic field is much smaller than the externally applied magnetic field. From this it is easily shown that the magnetic induction is the same in all reference frames. Of course, because B is the same in all frames of reference does not mean the same is true for H, but we will see that this is the case under our assumptions on V and the electric field. Let us write H' for the rest frame field and H the laboratory frame. 5 below) . (We will also assume it is a scalar quantity to begin with--see the remarks on Pe below.)
In the MHD approximation, the displacement current OD/Ot would be neglected compared to J, at least when r is significant. (In a dielectric J is virtually zero.) Here we assume that the displacement current is not trivial (in a true metal, for example, the displacement current is essentially meaningless, except at frequencies where the other hypotheses we use begin to break down). In Ohm's law, Pe (the space charge) may usually be neglected in a liquid (it must be retained in some gases--we ignore this); hence we have
The second term is small compared to the first (the coefficient of V in the second term being Pe). Thus In many problems it is useful to make the assumption of infinite conductivity in order to obtain qualitative information about physical situations, since this assumption generally allows a much simpler mathematical formulation. An important application of the concept of infinite conductivity is in high temperature plasma studies, such as those associated with fusion devices. In interstellar matter, the decay of the magnetic fields is so slow that infinite conductivity gives a good approximation. The reader will notice that formally, (1.17) reduces to (1.1) when V=0 or to (1.14)
when r .
Introducing small disturbances about a steady-state condition and neglecting the second-order terms, we finally arrive at a form to observe in terms of wave motion (see (2.1)). It is well known that in the MHD approximation (1.14) (/=0, or there exist essentially three modes of propagation, namely, Alfven waves, and the slow and fast magnetosonic waves [LL] , [A] , [K] , etc. The Alfven waves do not involve acoustic effects but are simply disturbances in the velocity and magnetic fields. As we will see below, the "Alfven waves" in (1.17) degenerate in the sense that they appear as disturbances which are like sound waves (the external field is not "frozen into" the medium) but move more rapidly in the direction of the external field.
It has often been stated that surface wave phenomena are important in the physics of conducting fluids. But as noted in [A] , for example, and shown rigorously in [$2], (1.14) does not support surface waves. The displacement current term is needed to generate surface wave phenomena but as we will see, the presence of surface waves is unstable: Whether conductivity is high (MHD case) or low (the case studied here) surface waves do not exist when the fluid is in motion. We may say that such surface disturbances are convected away by the fluid. At zero velocity however, a type I boundary for orthogonal external fields or the boundary for horizontal external field both support surface waves.
These matters are fully explained below.
As to boundary conditions that are appropriate for the system (1.17), these may be derived from the boundary conditions for Maxwell fields plus the appropriate conditions on the fluid equations. We remark here that the boundary conditions discovered in [Scl] are related to those derived here in the case where the external magnetic field is parallel to the boundary. This might be expected since the derivation of (1.17) is based on the Maxwell equations. In fact, the boundary conditions in this case are (taking account of the larger number of variables) the so-called "strange" [Scl] . It is perhaps then of some surprise that no surface waves exist in this configuration. This is the instability just mentioned.
In terms of the confinement of fusion plasmas, a number of simple conditions have been studied. No matter the shape of the confinement device for a conducting fluid the boundary problem may frequently be reduced to the consideration of a half-space [J] . That is, the problem may be studied as though the medium occupies a volume with a plane boundary, at least locally.
The boundary conditions for (1.17) with o'-0 in a half-space, which are energy conserving, are particularly useful in the study of the dissipative problem tr > 0. These are derived in the next section.
We have said that one of the main (negative?) results we prove is the absence of surface waves for this model. Another is the absence of steady-state motion for low frequencies. This is proved even for the anisotropic case (see 5). The reader may consult [$3] and [$4 ] for a treatment of general systems of the type considered here.
The results given below require very complex computations involving large symbolic matrices and polynomials in several variables. Nearly all of these were carried out using a combination of certain observations about the structure of the matrices involved and certain computer-based symbolic algebra routines constructed by the author as well as those standard packages available from commercial vendors, most computations being done in MAPLE and MACSYMA and a few in MATHEMATICA. A frontal attack on the problems leads nowhere, however, and considerable pattern recognition/reduction is required on the human side. Such techniques are nearly always very specific to the problem and are of an ad hoc nature. Once required objects were derived, checking was done by essentially the same methods, i.e., a combination of human observation and machine interaction. There are several methods of computing the large eigenprojector matrices used here. But they are based on the following facts.
Suppose A(p) is a real symmetric matrix depending on the parameter(s) p 0. The spectrum of A(p) is real for all p. A(p) is assumed to have the property that all its entries are linear combinations of the parameter(s) p. The positive and negative eigenvalues of A(p) are equal in number and as continuous functions of p may be enumerated as an ordered list (counting possible multiplicities) as
The/ks(p) have the two properties (1) As(ap) a/X(p) for all c > 0,
(2) (-p) -_(p). The A:(p) are roots of the minimal polynomial for A(p) which has the form S t.w(r(P)){l
In case A(p) has constant rank, r(p) (=dimension of A minus the rank of A) and c(p) are constant. (r(p)=0 or 1 depending on whether A is of full rank or not.) We need only deal with the constant rank case in our problem. D(p), the discriminate of S in A is a homogeneous polynomial and hence the set/3 {pID 0} is an algebraic cone (in n space for some n). /3 is the locus of points p where one or more of the functions A;(p) coincide (and is a set of Lebesgue measure zero). A;(p) is an analytic function of p on R" ]3. The orthogonal projection of C" (A is m x m and m is related to k in the obvious way) onto the eigenspace for A;(p) is given by V) (P) where yj(p)={zllz-Aj(p)]=pj(p)} and the pj(p) are chosen so small that the yj(p) (4) j Pj(p)= I (the identity matrix), (5) A(p)Pj(p) h(p)Pj(p). Each of these facts plays a role in the actual computation of the matrices Pj(p) the results of which are given in 3 below for a certain A(p) defined by the system of partial differential equations studied here. The path integral for Pj(p) may be computed in a number of ways in a given example; the Cauchy integral theorem is an obvious method of attack. Many of the wave propagation problems of classical physics present with symbols (A(p)) of a particularly simple and useful form (the nonzero entries are contained in two nonintersecting submatrices each being the transpose of the other) [Scl] but the problem we consider here is one of the interesting exceptions to that rule. Hence the computations are more difficult and resolution of the problem requires more basic methods, particularly since we need to extend one of the real parameters p into the complex plane.
2. Boundary conditions. The energy-preserving boundary conditions for the case of a perfect conductor (1.14), r=, were characterized in [$1] (see also [$2] and [$5] ). The computations are somewhat more complex for the case of (1.17), and since they are carried out in essentially the same manner as in IS1], we will not give the complete details. We will nevertheless construct a complete set of boundary conditions.
The divergence equations in (1.17) are contained in the other equations and so will not be needed here. It may be expected that E is divergence free as well. In fact, by the Lorentz transformation of E, the divergence of E' will be related to the divergence of V (the reader will recall that the space charge was neglected in the derivation of (1.17)). This requires that V (E'-Vx B) =0. We will discuss this further below (see (4.18), (4.19)).
Since there is a boundary to consider, the direction of the external magnetic field may not be trivialized by the choice of a convenient coordinate system. The complications arising by treatment of general magnitude and direction of the external field require a great deal of space; we will treat two special cases, namely, external fields which are either parallel or orthogonal to the boundary plane. Oblique fields may be considered at a later time, provided a way can be discovered to sufficiently compress the expressions in a meaningful way.
The linearized version of (1.17) is
Here, Po is the equilibrium density, Bo (hi, h2, h3 ) is the external magnetic field, a is the equilibrium speed of sound, /z is the magnetic permeability, B is the internal magnetic field, V is the velocity field, and p is the density. If we choose units in which l 2 o/Cl 3 and h, x/o/x/'po numerically, (these may be nonstandard units for these quantities) then a change of variables in (2.1) allows us to take po, eo, a, and/x as unity, and h or h: 1 depending on which external field we consider. We will assume this to be the case from now on except where it is necessary to record the location of the external field components, cr has a somewhat different expression, but this is unimportant for our purposes and we still refer to it with the same notation.
We may then write (2.1) in matrix form (we have with the expressions for 2h+/-j obtained in a similar fashion. The multiplicity of the second and third eigenvalues in (2.6) may change for p of certain direction and magnitude (p (0, 0, +1)). This is important for the application of Lemma 2.2 below. We will refer to ih+/-l (2.6), (2.7) as the quasi-Alfven wave speeds since the constant speed surfaces of these waves have the same relation to the electromagnetosonic constant speed surfaces as do Alfven waves for the MHD slow and fast magnetosonic waves (i.e., roughly speaking, first the fast wave arrives, then the Alfven wave, and finally the slow wave; in the direction of the external field, the Alfven wave may arrive at the same time as either the slow or fast wave depending upon certain relationships of the parameters (see [CH] [Scl] . Let V'(A(n)), (n), (n) denote, respectively, the null space of A(), the subspace spanned by the positive eigenvectors ofA (), and the subspace spanned by the negative eigenvectors of A(n). Let j be any orthonormal base of ag'(A(n)). Let j be any base of T(n) that is orthonormal with respect to A(), i.e., i A()j 6ij, and *1j be any base of () orthonormal with respect to -A() ( D(Aa'2)={ulu, A3"2u are in and Gi,au or Gu=O if x3=0 (i= 1 or 2)}.
The proof of self-adjointness is essentially the same as in Theorem 3.1 of [Sc2] and will not be repeated here. We note the following, which may be proved in a manner similar to that of [Scl] . 
Using the well-known relations (* signifies adjoint operator), R*(A) g(), (3.2) R(A1)-R(A2) (A1-AE)R(A1)R(A). Using the second equation of (3.2), the integral of the right-hand side of (3.1) may be rewritten as Therefore, we seek to compute (3.4) for A and A2. When it is not necessary to distinguish these operators we simply write A.
We will need the Fourier transform. On 5(Rn, Cm), the space of smooth, rapidly decreasing Cm-valued functions on Rn, the Fourier transform is defined (x y y xiyi)
as."
(3.5)
nf(P) (2r)-n/2
fR" e-'XPf(x) dx with cI) 1 ,. defined by (3.6) ( lf)(p) (nf)(_p).
is an isomorphism on 5 which extends by duality to 5 ' the continuous dual of 5 and by continuity to L2(E", C ) (see [R] , for example). We will employ the notation for L2(3+, C7). Now, using Parseval's formula in the case of (I) (3.4) may be written (here and below, Xe is the characteristic function of the set c) as
We first wish to obtain E (3.9) (PaXa3R( k ie)f)(p) in a form which can be studied as e-*0+. To this end, we need to compute the "resolvent kernel" of R(A). This is a function R(x, y; z) such that for f in (3.10)
The idea is to seek R(x, y; z) in the form (3.11) (x-y;z)-F(x,y;z), where g;(x-y; z) is a solution in ow' of (3.12) (A(D) zI) g(x; z) t(x)Ilolo, and F satisfies the three conditions:
(3.13) (3.14)
al,j f(Xl, X2, O, y; z) Gi,j (x y; z)lx=o y e N3+, F(x, y; z)f(y) dy is in for f in .
Let us define A(p) to be Ajp for all nonzero p in 3. Then it is clear from our definition of (I) that in Taking the Fourier transform 2 (on (Xl, X2) of (3.13) and (3.14) results in a first-order initial value problem in x3. To solve this, it is necessary to compute 2G,,j (xy; z)[x3=o. It is evident that we will need (x-y; Z)lx3=o explicitly. In 0' this means the evaluation of the integral (im (z) 0) (which may be regarded as a member of or it may be computed in the usual way, by insertion of an appropriate exponential factor e-P3X(o,)(p3), for example, then letting e-0)
where we have used the notation n (Pl, P2), Y'= (Yl, Y). This will be done by means of the residue theorem through deforming the integration into the lower half plane. It is therefore necessary to consider the integrand as being extended as a function of P3 into C; n, z are not zero. We write r P3
--ia. We must consider the zeros of
in z. These occur in the upper and lower half plane at values z+, respectively. We consider the cases A A and A A 2 separately now. The roots of det (A(p) AI) are given by (2.6), (2.7) above.
For i-2,3 and j=0, 1,2,3 let iP+j(P) be the associated eigenprojectors on C 1 of Ai(p) . By the spectral theorem,
We wish to extend (in single-valued fashion) ihj(n, p3) to h(n, r) and likewise iP(n, p3) to iP(n, ') so that (3.19) remains valid, with all poles determined by the coefficients (ih(n, r)-z)-1. For h+/-, iA+/-2 and A+/-3 we will make branchcuts in the z plane (see Fig. 5 ) along the intervals [(-i,- (-(z4 + 6n222 + ?14)1/2 + 3 z2 3 n2) l/2
Here branchcuts are made for (3.20) (A2) on the intervals
respectively, and for (3.21) (A3) we make the branchcuts (see Fig. 6 )
It is easily verified that im (r)> 0. Using the residue theorem, we obtain for (3.17) the expression (see Fig. 7 )" The matrices (n,-, z) b,= S3--Z 2, b2 s213-2z2, b3 s3-3z 2, so 2h,(,zj) and in 3P2, 3P3, al-n2-[ 3"/' -Z2, a2 23z+ n--2z, bl zZ-3r-n, bz= 2Z-22z-nZ, the functions fj are normalization factors)(see .
We are able to write down the resolvent kernel now. First, we note that in the solution of (3.13), (3.14) we have The proof is rather tedious but is just a matter of finding one of each family of determinants that has no real zeros. We give the computation for A as an example. The matrices G2, j 1, 2, 3, respectively, are given as in Fig. 11 . The Lopatinski determinant is seen to be essentially a+ b2. This has no real zeros. In fact, we may give (up to a nice scalar factor determined by (3.14) and (3.31)) the matrices , j 1, 2, 3 (respectively) as diag (-1, a, 1, -1, a, 1, a, 1, 1, -1 Most of the results in this section are essentially independent of external field direction, at least in their statements. So that the notation does not become unwieldy, we will omit the front subscript from most expressions. The generalized Fourier transforms are defined by (4.6). These will also be denoted by expression .W hether the ordinary or generalized transform is meant should be clear from the context. (4.7)
lim e__ Id XR R k ie )f( p)l dk dp.
3+ eO
There is no problem in switching the order of integration for positive e, since the integrand is continuous in k and measurable in p and nonnegative. The proof of this lemma is tedious but straightforward. THEOREM 4.7.
(4.8) rb'ff(x) Ia q*(p, x)f(p) dp. Let 91 {re 9(3, C7)[flCIsupp(f)=fg}. Fix Fl and peN3, and set g(s) as above; g e 91. Then @k*g is smooth, rapidly decreasing, and satisfies the boundary conditions and so is in the domain of A, and AdP*kg =@*kak(')g. Hence @jAP*kg @j@k*ak(" )g. But also dPjAdP*kg aj(p)@j@'g(p). Subtracting, we obtain dP;@*kF(p)= 0. Since p is arbitrary and 91 is dense, this proves the required relation.
It follows from the preceding that the maps [@ i@j] are projections on .
In a similar way, we may show the spectral representation (4.31) e-itAf idP; *. e-ilpltidPjf. j#o the "small" values for which a solution fails to existmthese form a countable nowhere dense set of linear measure zero [$4] .) The difficulty for small h is that the operator (I-Po(B/A))-I may not exist. In fact, using the explicit formula for Po given above, it is possible to construct examples exhibiting this difficulty, u+/-exists provided h does not belong to the set of exceptional values or to the spectrum of PoB (the spectrum of PoB is the "spectral barrier."
For or= or(t, x), a similar technique can be employed. We quote the following result from [$3, Thm. In fact, since the medium is a semiconductor, we may assume that C in the statement of Theorem 5.1 is small. In that case, the continuity hypothesis on B may be discarded (see Theorem 4.1 of [$3] ).
