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a b s t r a c t
In this paper an iterative approach for obtaining approximate solutions for a class of
nonlinear Fredholm integral equations of the second kind is proposed. The approach
contains two steps: at the first one,wedefine a discretized formof the integral equation and
prove that by considering some conditions on the kernel of the integral equation, solution
of the discretized form converges to the exact solution of the problem. Following that, in
the next step, solution of the discretized form is approximated by an iterative approach.
We finally on some examples show the efficiency of the proposed approach.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The problem of finding numerical solutions for Fredholm integral equations of the second kind is one of the oldest
problems in the applied mathematics literature and many computational methods are introduced in this field. One may
find in the references [1–5], a collection of the best numerical methods for solving Fredholm integral equations appeared
after 1960. Also, a functional analysis framework for these methods can be found in [6]. The classical methods for finding
approximate solutions, dependent on the definition of the approximate solution, are mostly classified into two types,
collocation methods and Galerkin methods. These methods discuss about the linear Fredholm integral equations [1], while
finding an approximate solution for the nonlinear kinds
x(s) = y(s)+
∫ b
a
k(s, t, x(t))dt, a.e. on [a, b], (1)
is difficult. Another approach for solving the nonlinear kind of these equations may be found in [7]. Conditions for existence
and uniqueness of the solution for the problem (1) is described in [8].
In this paper, we intend to present a numerical scheme for extracting approximate solutions for the nonlinear Fredholm
integral equation (1) by an iterative method and suppose that the discussed integral equations have at least one solution.
At the beginning, we transform the equation into a discretized form.
2. Integral equation transformation
Let ∆ = {a = s0, s1, . . . , sn−1, sn = b} be an equidistance partition of [a, b] where h = si+1 − si, i = 0, 1, . . . , n − 1 is
the discretization parameter of the partition. Now, if x∗(t) be an analytical solution of (1), then for the partition∆ on [a, b],
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we have
x∗(si) = y(si)+
∫ b
a
k(si, t, x∗(t))dt, i = 0, 1, . . . , n. (2)
In (2), the term integral can be estimated by a numerical method of integration, e.g. Newton–Cotes methods. Therefore, by
taking equidistance partition ∆, as above with h = ti+1 − ti, i = 0, 1, . . . , n − 1 and also the weights wi, i = 0, 1, . . . , n,
equality (2) can be written as,
x∗i = yi +
n∑
j=0
wjk(si, tj, x∗j )+ O(hν), i = 0, 1, . . . , n, (3)
where x∗i = x∗(si), yi = y(si), i = 0, 1, . . . , n, and ν depends upon the used method of Newton–Cotes for estimating of the
integral in (2).
For partition∆, we consider a nonlinear equations system obtained by neglecting the truncation error of (2), as follows,
ξi = yi +
n∑
j=0
wjk(si, tj, ξj), i = 0, 1, . . . , n, (4)
and suppose that the exact solution of nonlinear system (4) is n-tuple (ξ ∗0 , ξ
∗
1 , . . . , ξ
∗
n ). In the following proposition, we seek
for the conditions of vanishing ‖x∗ − ξ ∗‖∞ where x∗ and ξ ∗ are the following vectors:
x∗ = (x∗0, x∗1, . . . , x∗n)T, ξ ∗ = (ξ ∗0 , ξ ∗1 , . . . , ξ ∗n )T,
Proposition 2.1. Suppose,
(i) k(s, t, x(s)) ∈ C([a, b] × [a, b] × R),
(ii) kx(s, t, x(s)) exists on [a, b] × [a, b] × R and γ < 1b−a , where
γ = sup
s,t∈[a,b]
|kx(s, t, x(s))|.
Then
‖x∗ − ξ ∗‖∞ ≤ |O(h
ν)|
1− γ (b− a) . (5)
Proof. Let
|x∗p − ξ ∗p | = ‖x∗ − ξ ∗‖∞,
in which 0 ≤ p ≤ n. By (3) and (4), we have
x∗p − ξ ∗p =
n∑
j=0
wj(k(sp, tj, x∗j )− k(sp, tj, ξ ∗j ))+ O(hν).
According to (ii)
k(sp, tj, x∗j )− k(sp, tj, ξ ∗j ) =
∂k
∂x
(sp, tj, ηj)(x∗j − ξ ∗j ), j = 0, 1, . . . , n,
where for each j = 0, 1, . . . , n, ηj is a real number between x∗j and ξ ∗j . Again by (ii) and the above equalities, we conclude
that
|x∗p − ξ ∗p | ≤ γ
n∑
j=0
wj|x∗j − ξ ∗j | + |O(hν)|
≤ γ |x∗p − ξ ∗p |
n∑
j=0
wj + |O(hν)|.
Since in every Newton–Cotes formula
∑n
j=0wj = b− a,
|x∗p − ξ ∗p | ≤
|O(hν)|
1− γ (b− a) . 
Eq. (5) leads to the following corollary,
Corollary 2.1. ‖x∗ − ξ ∗‖∞ vanishes when h→ 0.
So far, we came to the nonlinear equations system (4) with a special form that let us offer a numerical approach for
obtaining the approximate solution.
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3. The numerical approach
Iterative methods are widely used for finding approximate solution of nonlinear equations systems [9]; The nonlinear
equations system (4) also has a structure that permits to approximate its solution by an iterative method. For this purpose,
we apply a successive substitution, similar to Gauss–Seidel method of solving linear equations systems, and thereby define
an iterative process leading to the sequence of vectors {ξ (k)}, where the components of the vectors satisfy the iteration
formula,
ξ
(k+1)
i = yi +
n∑
j=0
wjk(si, tj, ξ
(k)
j ), i = 0, 1, . . . , n, k = 0, 1, . . . . (6)
However, we should first study the conditions that guarantee the convergence of the sequence {ξ (k)}.
Theorem 3.1. Considering assumptions of Proposition 2.1, the produced sequence {ξ (k)} from the iteration process (6) tends to
the exact solution of (4), say ξ ∗, for any arbitrary initial vector ξ (0).
Proof. By (4) and (6) we have,
ξ
(k+1)
i − ξ ∗i =
n∑
j=0
wj(k(si, tj, ξ
(k)
j )− k(si, tj, ξ ∗j )), i = 0, 1, . . . , n,
and according to condition (ii) of Proposition 2.1,
ξ
(k+1)
i − ξ ∗i =
n∑
j=0
wj
∂k
∂x
(si, tj, η
(k)
j )(ξ
(k)
j − ξ ∗j ), i = 0, 1, . . . , n,
where η(k)j is a real number between ξ
(k)
j and ξ
∗
j for j = 0, 1, . . . , n. Thus, for each i = 0, 1, . . . , n, one may obtain the
following inequalities
|ξ (k+1)i − ξ ∗i | ≤ ‖ξ (k) − ξ ∗‖∞
n∑
j=0
wj
∣∣∣∣∂k∂x (si, tj, η(k)j )
∣∣∣∣
≤ γ ‖ξ (k) − ξ ∗‖∞
n∑
j=0
wj,
where i = 0, 1, . . . , n. By setting λ = γ (b− a)we conclude that
‖ξ (k+1) − ξ ∗‖∞ ≤ λ‖ξ (k) − ξ ∗‖∞.
By induction on k, we get
‖ξ (k+1) − ξ ∗‖∞ ≤ λk‖ξ (0) − ξ ∗‖∞,
for each k = 0, 1, . . . . Since 0 < λ < 1, k→+∞ implies that ‖ξ (k+1) − ξ ∗‖∞ vanishes. 
4. Algorithm of the approach
In this section, we try to propose an algorithm on the basis of the above discussions and suppose that we face with
the nonlinear Fredholm integral equation (1), where its kernel satisfies the conditions of Proposition 2.1. This algorithm is
presented in two stages, initialization step and main steps.
Initialization step:
Choose  > 0, an equidistance partition ∆ = {a = s0 = t0, s1 = t1, . . . , sn−1 = tn−1, sn = tn = b} on [a, b] with the
step size h = si+1 − si, i = 0, 1, . . . , n − 1 and an initial vector ξ (0) = (ξ (0)0 , ξ (0)1 , . . . , ξ (0)n )T. Set k = 0 and go to the main
steps.
Main steps:
Step 1. Compute ξ (k+1) by (6), and go to Step 2.
Step 2. Compute ‖ξ (k+1) − ξ (k)‖∞ and go to Step 3.
Step 3. If ‖ξ (k+1) − ξ (k)‖∞ < , stop; Otherwise, set k = k+ 1 and go to step 1.
In the next section we present some numerical examples to show the efficiency of this approach.
452 A.H. Borzabadi, O.S. Fard / Journal of Computational and Applied Mathematics 232 (2009) 449–454
0
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
ξ (s)
x (s)
Fig. 1. Pointwise curve shows approximate solution and continuous curve shows exact solution.
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Fig. 2. The error function of Example 5.1.
5. Numerical examples
We suppose x∗(s) be exact solution of nonlinear Fredholm integral equation (1) and ξˆi, i = 0, 1, . . . , n be a solution
obtained by applying the given algorithm with a known  > 0 and partition ∆. To compare the solutions we define a
discrete error function
e∆(si) = x∗(si)− ξˆ (si), i = 0, 1, . . . , n. (7)
The examples are taken from [7], where the same error function is defined.
Example 5.1. In this example, we apply our method to a linear Fredholm integral equation of second kind as follows:
x(s) = sin(s)− s
4
+ 1
4
∫ pi
2
0
tsx(t)dt.
This integral equation has analytical solution x(t) = sin(t) on [0, pi2 ]. We take  = 10−6 and a partition with the
discretization parameter h = 1100 . The initial vector ξ (0) = 0 is considered for starting algorithm. One can compare the
exact and approximate solutions of the integral equation in Fig. 1. The error function (7) also can be seen in Fig. 2.
Example 5.2. In this example, we apply our method for the following nonlinear Fredholm integral equation of second kind:
x(s) = es − e
s+2
s+ 2 +
1
s+ 2 +
∫ 1
0
etsx2(t)dt.
The analytical solution of this integral equation is x(t) = exp(t) on [0, 1]. The kernel of the integral equation does not
satisfy the conditions of Proposition 2.1; It can be seen from the conditions of Proposition 2.1 where for convergence of the
produced sequence, the kernel of the integral equation must satisfy the following inequalities∣∣∣∣∂k∂x (s, t, x(t))
∣∣∣∣ = |2x(t)est | < 1⇒ |x(t)| < 12est < 12 , t, s ∈ [0, 1],
which is not satisfied by the integral equation of this example, since
x(1) = e+ e
3
3
− 1
3
+
∫ 1
0
etx(t)dt
≥ e+ 2+
∫ 1
0
x(t)dt ≥ e+ 2.
Therefore, the proposed algorithm does not give rise to a convergence sequence. Yet, because the conditions in the
convergence theorem are considered effectively, if we take the above integral equation in the small interval [0, 0.01], where
the condition γ < 1b−a holds, then:
x(s) = es − e
1
50+ 1100 s
s+ 2 +
1
s+ 2 +
∫ 0.01
0
etsx2(t)dt.
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Fig. 3. Pointwise curve shows approximate solution and continuous curve shows exact solution.
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Fig. 4. The error function of Example 5.2.
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Fig. 5. Pointwise curve shows approximate solution and continuous curve shows exact solution.
0–5
0
5
10
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x 10–3
e (s)
Fig. 6. The error function of Example 5.3.
Fig. 3 shows that in this interval approximate solution tracks the exact one, precisely. The error function in Fig. 4 also proves
this claim.
Example 5.3. We consider the following nonlinear Fredholm integral equation of second kind
x(s) = exp(1)s− 1−
∫ 1
0
(t + s)ex(t)dt.
In this example, the analytical solution of the integral equation is x(t) = t on [0, 1]. One may find in Fig. 5 the comparison
of the obtained exact and approximate solutions. The error function in Fig. 6 also shows the precision of the approximate
solution.
Comparison of the results of the above examples with those obtained in [7] shows the efficiency of this algorithm more
clearly. This result is intuitive, since the results of that algorithm depend explicitly on the selection of the starting interval
which decreases the speed of convergence substantially, while, in this algorithm the rate of convergence is completely
independent of the starting vector. Moreover, since the iterative procedure of this algorithm does not need to solve any
optimization problem, subsequently, appears no complexity for solving them, converse to what happens in the other
approach [7].
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6. Conclusion
In this paper, a numerical scheme for obtaining approximate solutions for a class of nonlinear Fredholm integral equations
is proposed. This class contains integral equations with some special conditions considered on its kernel. The efficiency of
the algorithm is shown on some examples.
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