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uðx; 0Þ ¼ l m jðxÞ; vðx; 0Þ ¼ l n cðxÞ;
where 0 a aðxÞ, bðxÞ A CðR N Þ, jðxÞ; cðxÞ b 0 are bounded continuous functions in R N , p; q > 1, m; n > 0, and l > 0 are parameters. The existense of solutions, blow-up conditions, and global solutions of the above equations with aðxÞ 1 jxj s1 , bðxÞ 1 jxj s2 ð0 a s 1 < Nð p À 1Þ, 0 a s 2 < Nðq À 1ÞÞ are studied by Mochizuki and Huang. In this paper, we consider an estimate of maximal existence time of blow-up solutions as l goes to 0 or y, when aðxÞ; bðxÞ are more general functions.
Introduction and statement of results
We consider bounded, nonnegative solutions to the Cauchy problem for a weakly coupled system 
where 0 a aðxÞ, bðxÞ A CðR N Þ, 0 a jðxÞ, cðxÞ A BCðR N Þ; here BCðR N Þ is the set of bounded continuous functions on R N , p; q > 1, m; n > 0, and l > 0 are parameters. Since the nonlinearities, aðxÞv p ; bðxÞu q , are locally continuous in x and locally Lipschitz in u; v, it follows from standard results that any solution uðx; tÞ; vðx; tÞ b 0 of the equation (1) is in fact classical; that is, u; v A C 2; 1 ðR N Â ð0; TÞÞ V CðR N Â ½0; TÞÞ for some T > 0. Thus, the comparison theorem holds from Theorem 1 in [1] ; i.e. if f 0 a uðx; 0Þ a f 0 ; g 0 a vðx; 0Þ a g 0 ; it follows that for x A R N , 0 a t a T, f ðtÞ a uðx; tÞ a f ðtÞ; gðtÞ a vðx; tÞ a gðtÞ;
where ð f ðtÞ; gðtÞÞ and ð f ðtÞ; gðtÞÞ are subsolution and supersolution of (1) with initial value ð f 0 ; g 0 Þ and ð f 0 ; g 0 Þ.
We let T Ã l > 0 be the maximal existence time. From the general theory of evolution equation [9] , it follows that there exists a unique bounded solution uðx; tÞ to the equation
which satisfies sup t A ½0; TÞ kuðtÞk y < y for 0 < bT a y;
where aðxÞ is a continuous function which satisfies that aðxÞ=jxj s ðs > À2Þ is bounded when jxj is su‰ciently large, and 0 a jðxÞ a d expðÀgjxj 2 Þ holds. So we define T Ã l as follows:
If T Ã l ¼ y, the solutions are global. The global existence and nonexistence are studied by Escobedo-Herrero [2] and Mochizuki [7] in the case aðxÞ 1 bðxÞ 1 1, and are extended in [8] to the case aðxÞ ¼ jxj s 1 , bðxÞ ¼ jxj s 2 , where 0 a s 1 < Nðp À 1Þ, 0 a s 2 < Nðq À 1Þ. In this paper, we shall consider a precise estimate of T Ã l as l goes to 0 or y. This problem is studied in Huang-Mochizuki-Mukai [5] and Mochizuki [7] in the special case aðxÞ 1 bðxÞ 1 1. On the other hand, Pinsky [11] studied the life span of the single equation (2) where aðxÞ is some kind of function. We shall extend the results of [5] and [7] and prove by the same methods as [11] . We put 
Then there exist l 1 > 0 and C > 0 such that
(ii) Suppose that
Let m; n be chosen to satisfy
Then we have (i) Suppose that pn > m, qm > n. Then there exist l 1 > 0 and C > 0 such that
(ii) Let m; n be chosen to satisfy m=n ¼ a=b. Then we have
Remark 1. Theorems 1 and 2 are the extension of results of [11] . If we 
Proof. We prove only the first inequality. Since jðxÞ D 0, there exists
From the inequality jx À yj 2 a 2jxj 2 þ 2jyj 2 and (3), it follows that 
By assumption, there exist n 0 and c 1 > 0 such that
From now on, we will always assume that n b n 0 . Define
uðx; tÞo n ðxÞdx;
Then it follows that F n ðtÞ a kuðtÞk y , G n ðtÞ a kvðtÞk y for all n > 0. Thus, T Ã l is no more than the blow up time of ðF n ðtÞ; G n ðtÞÞ. Let q=qn be the outward normal derivative to D n at x A qD n . From Green's formula and the fact that o n ðxÞ ¼ 0 and qo n =qn a 0 on qD n , we obtain ð
From Hö lder's inequality, the inequality ð holds. Using (4), (5), we obtain from (1)
Thus, we obtain the following inequalities:
By Lemma 2.1, there exists a C > 0 such that uðx;
l ÞÞ be the solution to the system of ordinary di¤erential equations
Then ðF n ðtÞ; G n ðtÞÞ is a supersolution of (7). By the scaling
we obtain the simpler system of equations 
with the initial data
where
Lemma 2.2. Let ð f ðtÞ; gðtÞÞ be the solution to (9) with the initial data f ð0Þ > 1;
If f ð0Þ is su‰ciently large, then ð f ðtÞ; gðtÞÞ blows up in finite time. Moreover, the life span T 0 of ð f ðtÞ; gðtÞÞ is estimated from above by
and 0 < t 0 < T 0 is chosen to satisfy f f ðt 0 Þgðt 0 Þg ð pqÀ1Þ=ð pþqþ2Þ > 2.
Proof. See e.g., K. Mochizuki [7] . r Proof of Theorem 1 (i). As is shown in the above lemma, there exist
then ð f ðtÞ; gðtÞÞ blows up in finite time. We see that (11) will be satisfied if n ¼ nðlÞ is chosen so that
where g > 0 is a constant which satisfies g > C À1 p A 1 . If l is su‰ciently small, n > n 0 , so we can apply this argument. From (8) and Lemma 2.2, there exists a l 0 > 0 such that
Note that there is only one equilibrium of system (9) in R 2 þ , say P ¼ ð1; 1Þ. As is easily seen, P is a saddle point. One of the separatrix starts from 0 and runs to y. Another one intersects f -axis and g-axis at A 1 and B 1 , respectively. Moreover, every solution ð f ðtÞ; gðtÞÞ of (9) with the initial value ð f ð0Þ; gð0ÞÞ lying above this separatrix runs into
and then blows up in finite time. As for these arguments, see e.g., Galaktionov-Kurdyumov-Samarskii [3] , [4] or Qi-Levine [12] . We now turn to the proof of the lower bound. For the proof, we will need the following two lemmas from advanced calculus which appear as Lemmas 5 and 6 in [10] .
Proof. Using the inequality ja þ bj
Proof. HðxÞ depends only on jxj, thus it is enough to show that ðx; 'HðxÞÞ a 0 for all x A R N . We have 
for all y A R N . From (12) and (13), we obtain Ð jxj¼r ðx; 'HðxÞÞdx a 0. r
To prove that a given number T > 0 provides a lower bound for T Ã l , we will make the following argument. Define 
it follows that u 0 ðx; tÞ a l m dPðx; t þ kÞ a 2l m dPðx; t þ kÞ; v 0 ðx; tÞ a l n dPðx; t þ kÞ a 2l n dPðx; t þ kÞ; ð17Þ for all t b 0. Hence (16) holds for n ¼ 0 when 0 a t < y. Next, we shall assume that (16) holds for some n b 0. In the sequel C will denote a positive constant whose value will change from term to term. Since aðxÞ a Cð1 þ jxjÞ s 1 for some C > 0 by assumption, using (15) 
for all x A R N , t > 0 and 0 < s < t. From (23) and the fact that p > 1, it follows that the quantity in (21) 
We now carry out the integration in (24). Recalling that p < p Ã ¼ 1 þ ð2 þ s 1 Þ=N, recalling that Rðs; tÞ ¼ ðs þ kÞ=ðs þ k þ pðt À sÞÞ, and noting that t þ k a s þ k þ pðt À sÞ < pðt þ kÞ for s A ½0; t, we have
From (20), (21), (24), (25) and (26), we conclude now that the final term on the right hand side of (19) is smaller than
Substituting this in (19), we obtain u nþ1 ðx; tÞ a l m dPðx; t þ kÞ þ ð2l n dÞ p Cðt þ kÞ
We now turn to the case s 1 a 0. It follows from Lemma 2.4 that the inside integral, ð R N PðRðs; tÞx À y; Rðs; tÞðt À sÞÞð1 þ jyjÞ s 1 dy;
appearing on the right hand side of (19), attains its maximum as a function of x when x ¼ 0. Thus, the final term on the right hand side of (19) We now carry out the integration in (31). Recalling that
and that Rðs; tÞ ¼ ðs þ kÞ=ðs þ k þ pðt À sÞÞ, and noting that t þ k a s þ k þ pðt À sÞ < pðt þ kÞ for s A ½0; t, we have ð t 
Thus, we obtain Thus, we obtain the following inequalities: 
Then ðF ðtÞ; GðtÞÞ is a supersolution of (37).
Lemma 3.1. Define We now turn to the proof the lower bound. We will use an idea of the same type as that used to prove the lower bound in Theorem 1. Define 
for all t b 0. Hence (46) holds for n ¼ 0 when 0 a t < y.
