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Introduction
How populations and communities persist and maintain stability in the face of environmental perturbations remains a central question in ecology (Ives et al. 1999; Tilman 1999; Lehman and Tilman 2000; McCann 2000; Loreau et al. 2003) . A sizable body of theoretical and empirical work has accrued highlighting the stabilizing influence of asynchronous population oscillations, or compensatory population dynamics, on community-level prop-erties (Ives et al. 1999; Tilman 1999; Lehman and Tilman 2000; Downing et al. 2008; Gonzalez and Loreau 2009; Grman et al. 2010 ). Yet the prevalence and relative importance of compensatory dynamics have recently been shown to be highly variable among study systems and environmental contexts (Houlahan et al. 2007; Valone and Barber 2008; Grman et al. 2010) , necessitating the need to elucidate the factors that control the strength of compensatory population responses. Of the many processes thought to mediate stability, model investigations have begun to integrate the effects of dispersal on community dynamics (e.g., Loreau et al. 2003; Gouhier et al. 2010 ). These studies show that the promotion of compensatory dynamics and community stability in variable environments can be tightly coupled to rates of species dispersal and spatial covariation in patterns of temporal variability. While empirical examinations of such metacommunity dynamics are increasing, our understanding of the links between dispersal and community-level stability in spatially and temporally varying systems remains largely theoretical.
Identification of the primary drivers of stability in natural communities has fueled a well-known and continuing debate in the field of ecology (reviewed in Goodman 1975; McCann 2000; Ives and Carpenter 2007) . Of the many and varied definitions of stability, a large body of theoretical work has recently focused on community-level stability, most commonly assessed using an index of temporal variability such as the coefficient of variation or the standard deviation of log-transformed community abundance (e.g., Ives et al. 1999; Tilman 1999; Lehman and Tilman 2000; Cottingham et al. 2001) . These studies have frequently linked temporal stability to the presence of compensatory dynamics among species within trophic groups (Ives et al. 1999; Lehman and Tilman 2000) . Compensatory dynamics occur when species exhibit differential responses to changing environmental conditions; as species intolerant to environmental perturbations decline in abundance, they are compensated for by increases in the abundance of stress-tolerant species. Thus, temporal variability of total abundance summed across species may be reduced due to asynchronous oscillations among populations, buffering communities against external environmental perturbations (what we term "environmental forcing"). This effect can, in theory, increase in strength with increasing species richness and evenness (Ives et al. 1999; Lehman and Tilman 2000) , a prediction that has motivated a large body of experimental exploration (reviewed in Jiang and Pu 2009 ). While theory is clear on the potential stabilizing influence of compensatory dynamics, their detection in natural and experimental settings has been less evident (Houlahan et al. 2007; Valone and Barber 2008; Gonzalez and Loreau 2009; Jiang and Pu 2009 ). This apparent variability among systems suggests that our capacity to predict the presence and strength of compensatory dynamics may depend on improving our knowledge of what ecological factors and contexts promote or weaken their operation.
The integration of spatial dynamics and dispersal into models of community stability in fluctuating environments is a relatively recent endeavor (Loreau et al. 2003; Gouhier et al. 2010) . The stabilizing influence of dispersal has long been appreciated within the context of spatially subdivided populations, or metapopulations, in which dispersal can contribute to the long-term persistence of species prone to extinction (Levins 1969; Holyoak and Lawler 1996; Gonzalez et al. 1998; Ellner et al. 2001) . The incorporation of spatial and temporal heterogeneity into model and experimental metapopulation dynamics has further shown that dispersal can promote stability by allowing populations facing deterministic extinction to persist for prolonged periods (exhibiting source-sink effects) and flourish under favorable conditions (exhibiting what are termed "inflationary effects"; Gonzalez and Holt 2002; Matthews and Gonzalez 2007) . When extended to communities of competing species (or "metacommunities"), source-sink dynamics can, in theory, jointly reduce extinction probability, promote species diversity, and generate asynchronous population oscillations among species (Loreau et al. 2003) . This, in turn, can have a strong stabilizing effect on the temporal variability of communitylevel abundance and diversity. These effects could propagate to adjacent trophic levels as consumer diversity is thought to increase efficiency of consumer resource usage, reducing total resource abundance (Ives et al. 2005; Cardinale et al. 2006) . Thus, dispersal in heterogeneous environments may enhance ecosystem functioning and stability at the community and population levels-an effect called "spatial insurance" (Loreau et al. 2003) . Spatial insurance effects are more likely to be expressed when migration rate levels are low to intermediate (high dispersal rates can reduce local diversity and destabilize communities). Moreover, stabilization is predicted to increase in strength when local communities exhibit uncorrelated patterns of environmental forcing, effectively creating spatially and temporally varying source populations from which species may disperse into sinks.
The spatial insurance model highlights the interplay of spatial covariation in environmental perturbations and temporal variability as a critical element in predicting dispersal's impacts on community structure and dynamics. While connectivity and dispersal are generally accepted as important elements in the persistence and structure of populations and communities, the interaction between dispersal and spatiotemporal heterogeneity on compensatory dynamics and community stability has not been demonstrated experimentally. In this study, we tested the spatial insurance model using experimental planktonic systems composed of competing zooplankton that experienced periodic environmental forcing in the form of acidification events. Acidification is known to have major effects on the structure and dynamics of aquatic systems, particularly zooplankton communities (Klug et al. 2000; Petchey et al. 2004) , and can vary greatly both spatially and temporally due to natural and anthropogenic processes (Driscoll et al. 2001; Steiner 2004) . Laboratorybased experimental systems are excellent testing grounds for ecological theory as they reduce ecological complexity and facilitate the observation and testing of model mechanisms. By using a microcosm approach, we were able to directly manipulate zooplankton dispersal and spatial patterns of temporal heterogeneity in order to test key model predictions. We provide clear evidence of the importance of spatial insurance in forced metacommunities. Moreover, we demonstrate that patterns of spatial covariation in temporal variability are vital in predicting the efficacy of dispersal as a promoter of compensatory dynamics and local stability.
Material and Methods
The experiment was conducted in 20-L plastic containers in an environmentally controlled greenhouse. The greenhouse walls, floor, tables, and experimental containers were rinsed with a dilute bleach solution before the start of the experiment to minimize microbial contamination. Containers were filled with 18 L of medium consisting of aged tap water; they received continuous (24 h) light from overhead fluorescent fixtures and were periodically mixed using aeration to resuspend phytoplankton. Total phosphorus and total nitrogen concentrations in the untreated medium were 311 and 220 mg/L, respectively. Nutrient levels were within the natural range of 29-550 mg P/L and 137-3,000 mg N/L found in pond systems in the region (Steiner 2004) . Two weeks before the start of the experiment, we inoculated the containers with two edible species of algae: Ankistrodesmus falcatus and Chlamydomonas rein- hardtii, from laboratory cultures (obtained from E. Litchman, Michigan State University). Zooplankton species (Daphnia pulex, Scapholeberis mucronata, and Ceriodaphnia reticulata, hereafter referred to by genus) were isolated from area ponds and maintained as isogenic laboratory stock cultures. We chose these species as they are common and often dominant in natural ponds in the region (Steiner 2004) . Moreover, pilot studies showed that these species exhibit differential tolerances to low pH. Scapholeberis was observed to persist and reproduce at pH levels as low as 4.8, Ceriodaphnia persisted but with reduced survivorship and reproduction at pH levels of 4.8-5.0, and Daphnia was unable to survive at pH levels of 5.0 or below. Although we attempted to sterilize the experimental environment before the start of the experiment, it was not possible to maintain our zooplankton in axenic stock cultures or to filter the air entering the greenhouse. Thus, sterile conditions were not observed during the experiment, and bacteria as well as airborne phytoplankton were free to invade the containers. However, as the experiment was randomized within a single greenhouse, invasion probability was likely equal across containers, minimizing potential confounding effects. Furthermore, phytoplankton samples taken at the end of the experiment revealed minimal phytoplankton invasion (see "Results"), and no invading zooplankton were observed during the course of the study.
At the initiation of the experiment, each container received 18 individuals of each zooplankton species, which were allowed to respond numerically for 24 days, at which time the first acid perturbations took place. We maintained semicontinuous cultures during the experiment by removing 2.5 L of medium from each container every 3-4 days and replacing it with fresh medium of appropriate pH level. Two liters of the removed water served as a zooplankton sample, and the remaining 500 mL was used to analyze total chlorophyll a as a measure of total algal biomass. Zooplankton were preserved in acid Lugol's solution and later enumerated using a stereomicroscope. An extra 500-mL sample was collected from each container on the final sample date, preserved in acid Lugol's solution, and concentrated by settling for later enumeration of phytoplankton composition using a compound microscope. Container walls were scrubbed twice weekly with brushes to minimize algal wall growth. Temperature and pH were periodically monitored using a Hach Hydrolab MS5 probe.
Treatments consisted of a dispersal rate manipulation (none, and low and high dispersal) crossed with a pH manipulation (unmanipulated high-pH systems were contrasted with perturbed systems in which 3-week periods of low pH alternated with 3 weeks of high pH). Metacommunities experiencing dispersal consisted of paired microcosms. We used a target-neighbor experimental design ( fig. 1 ) in which target communities experienced either no perturbation or a pH perturbation pattern that was initiated on day 24 (pH pattern A in fig. A1 in the online edition of the American Naturalist). Perturbed target communities that also experienced dispersal could receive migrants from "neighbor" communities experiencing either synchronous acidification events (pattern A) or asynchronous acidification events (pattern B in fig. A1 ). Low pH (4.8-5.0) was achieved by additions of H 2 SO 4 ; levels were monitored every 1-2 days and adjusted when needed to maintain levels in the target range. High pH was achieved by addition of KOH. When raising pH levels, we attempted to match average levels in the unperturbed treatments measured in the previous week. The pH levels in these containers were allowed to vary naturally after we raised levels to their target values since pH in the unperturbed controls also varied over time, ranging between 8 and 10.5 ( fig. A1 ). Thus, the unperturbed controls did experience a small degree of environmental variation, though much smaller than the pH variation imposed in the forcing treatments. All treatments and metacommunities were replicated four times and were randomized within the greenhouse.
Dispersal rates in our experiment were density independent and equal among zooplankton species, matching assumptions of the spatial insurance model (Loreau et al. 2003) . Dispersal was performed by manually removing a percentage of medium (dependent on dispersal treatment) from the source container with a pitcher, filtering out the zooplankton onto a large-size mesh, and transferring the individuals to their paired container. Thus, medium and phytoplankton were not transferred during dispersal events. Following Loreau et al. (2003) , we chose dispersal rates that were predicted to enhance diversity/stability (for our low-dispersal treatment) and lower diversity/stability (for the high-dispersal treatment). As maximal growth rates of the species modeled in Loreau et al. (2003) were much higher than those of our study organisms, we used the ratio of dispersal rate to maximal species growth rate (minus background mortality) to identify ratios that would promote versus reduce diversity/stability. Using known maximal growth rates of our study species, we calculated dispersal rates that produced dispersal : growth rate ratios that fell within this range and were methodologically feasible and simple to implement (corresponding to 2% and 20% per week). As natural mortality rates under our experimental conditions were not known, we corrected zooplankton growth rates using the background mortality we imposed from our sampling. However, underestimation of mortality rates should have biased our experiment toward not seeing strong spatial insurance effects. Dispersals were performed every 3-4 days just after sampling events.
For those systems experiencing dispersal, results are presented for target communities within each metacommunity ( fig. 1 ). In the forced metacommunities, this corresponded to containers that experienced perturbation pattern A. In the unperturbed metacommunities, we randomly chose one of the containers in the metacommunity to act as the "target" for analyses. Examination of target containers allowed quantification of treatment effects on local community patterns. Effects on metacommunitylevel responses such as mean stability and population-level synchrony between patches will be explored elsewhere. Primary response variables were quantified over days 24-108 (corresponding to the time of the first pH perturbation and the last day of the experiment). Following prior studies, we examined temporal stability by using a summary statistic: the standard deviation of log 10 -transformed total abundance over time as an inverse measure of community stability (Gaston and McArdle 1994; Steiner et al. 2005) . To quantify compensatory dynamics, we examined summed temporal covariances in abundance for all species pairs within each community (Tilman 1999) . Species diversity was measured using the Shannon diversity index averaged over time. To examine the effects of dispersal and forcing on algal production, chlorophyll a measures were averaged over the course of the experiment. Algal composition on the final date of the experiment was examined using percent relative abundances of taxa. Containers that experienced no dispersal and pH perturbation pattern A were used as the zero-dispersal controls for both the synchronously and asynchronously varying metacommunities that experienced dispersal. Hence, we could not analyze the synchronously and asynchronously varying systems together in a fully factorial design. Instead, we analyzed them separately using ANOVA to test the effects of dispersal rate, forcing, and their interaction on the primary response variables. Assumptions of normality and homogeneity of variances were tested using Lilliefor's test and Levene's test, respectively. Time-averaged chlorophyll a concentrations were log 10 transformed, and algal relative abundances were arcsine square root transformed to meet assumptions. However, log 10 transformation of diversity and temporal variability responses does not qualitatively alter our findings. Furthermore, use of the variance ratio (an alternative measure of compensatory dynamics) leads to qualitatively similar conclusions as summed covariances.
Results
Synchronous environmental forcing reduced local zooplankton diversity when compared to diversity in unforced systems, regardless of dispersal level ( fig. 2A) revealed no effect of dispersal on diversity in the absence of forcing ( fig. 2B ; all ; Tukey's HSD). In contrast, P 1 .20 dispersal treatments differed significantly from each other in the asynchronously forced treatments ( fig. 2B ; all P ! ; Tukey's HSD). Comparing diversity levels between the .01 asynchronously forced communities and the unperturbed controls, diversity was significantly lower in the forced communities that experienced low or no dispersal ( fig.  2B ). However, no differences were detected between the forced and unforced treatments at the highest level of dispersal ( ; Tukey's HSD). P 1 .05 Effects on diversity were readily apparent when we examined population dynamics ( fig. 3 ). All three competitors Figure 2 : Effects of dispersal rate and environmental forcing on time-averaged zooplankton species diversity (measured using the Shannon index). Shown are mean diversity responses (‫ע‬SE) in the target containers. A, Diversity in the synchronously forced versus unforced communities (Synch and None) at three levels of dispersal (none, low, and high). B, Diversity in the asynchronously forced versus unforced communities (Asynch and None) at three levels of dispersal (none, low, and high). Letters denote which treatments differed from each other in post hoc pairwise comparisons (P ! ; Tukey's HSD) for those cases where a significant forcing by .05 dispersal interaction was present.
coexisted in the absence of forcing, regardless of dispersal level ( fig. 3A-3C ). Synchronous environmental forcing shifted dominance to Scapholeberis and concurrently drove Daphnia to extinction in all communities at all dispersal levels by the latter half of the experiment ( fig. 3D-3F) . Ceriodaphnia also performed poorly, but its extinction probability was reduced with increasing dispersal rate. In the no-dispersal and low-dispersal treatments ( fig. 3D, 3E) , Ceriodaphnia populations became extinct in two of four replicates each, whereas populations persisted in all four replicates of the high-dispersal treatment ( fig. 3F) . Ceriodaphnia populations also exhibited increases in abundance near the termination of the experiment in treatments with dispersal ( fig. 3E, 3F ). This response paralleled an increase in ambient temperature over the course of the experiment ( fig. A2 in the online edition of the American Naturalist).
In the asynchronously varying communities, dispersal facilitated Ceriodaphnia and Daphnia persistence in all replicates at both low and high dispersal rates ( fig. 3G, 3H) . Dispersal under asynchronous forcing resulted in the persistence of high-density populations of all species in at least one patch of each metacommunity ( fig. 3G, 3H , and fig. A3 in the online edition of the American Naturalist). This was especially clear when contrasting Daphnia responses in the asynchronously varying environments ( fig.  3G , 3H, and fig. A3 ) with the synchronously varying environments ( fig. 3E, 3F ) where populations were extirpated in all patches. Persistence of Ceriodaphnia and Daphnia populations during low-pH periods gave rise to strong population growth responses during periods of high pH. Thus, Scapholeberis traded community dominance with its interspecific competitors over time, generating asynchrony in population oscillations among species.
Compensatory dynamics measured as summed covariances are displayed in figure 4 ; more negative values are indicative of stronger compensatory responses. Asterisks indicate responses that were on average significantly less than 0 ( ; Bonferroni-adjusted one-sample t-tests). P ! .05 Means were negative across treatments but were strongest in the environments experiencing dispersal from asynchronously forced communities ( fig. 4A, 4B ). When the unperturbed and synchronously forced communities were analyzed, dispersal increased negative summed covariances independent of forcing ( fig. 4A; also detected. No effects of dispersal were evident in the absence of forcing ( fig. 4B ; all ; Tukey's HSD). In P 1 .90 contrast, summed covariances in the asynchronously forced treatments were more negative in the low-and highdispersal treatments compared to that in the no-dispersal treatment and when compared to those in the unforced treatments ( fig. 4B ; all ; Tukey's HSD). P ! .001 When we examined community-level stability, synchro- nous pH perturbations increased temporal variability relative to the unperturbed communities ( fig. 5A ). An effect of forcing on temporal variability was detected ( fig. 5A; , ; ANOVA) but only a weak non-F p 123.9 P ! .0001 1, 18 significant effect of dispersal ( , ; dis-F p 3.4 P p .06 2, 18 persal # forcing: , ; ANOVA). In the F p 2.1 P p .15 2, 18 asynchronously forced metacommunities, dispersal promoted stability, reducing temporal variability to levels comparable to those in the unforced controls ( fig. 5B) . A significant interaction between dispersal and environmental forcing was detected ( , ; ANOVA), F p 27.8 P ! .0001 2, 18 as were main effects of dispersal ( , F p 13.6 P p 2, 18 ) and forcing ( , ). In pairwise .0003 F p 18.1 P p .0005 1, 18 comparisons, temporal variability in the asynchronously forced communities that experienced no dispersal was higher compared to that in all other treatment combinations ( fig. 5B ; all ; Tukey's HSD); no differences P ! .0001 were detected among the other treatments ( fig. 5B ; all ; Tukey's HSD).
Algal biomass measured as total chlorophyll a concentration was enhanced by pH perturbations (fig. 6 ). When we analyzed the synchronously forced versus unforced sys- Figure 4 : Effects of dispersal rate and environmental forcing on summed temporal covariances of zooplankton population abundances. Shown are means (‫ע‬SE); asterisks denote responses that were on average significantly less than 0 ( ; Bonferroni-adjusted P ! .05 one-sample t-tests). A, Summed covariances in the synchronously forced versus unforced communities (Synch and None) at three levels of dispersal (none, low, and high). B, Summed covariances in the asynchronously forced versus unforced communities (Asynch and None) at three levels of dispersal (none, low, and high). Letters denote which treatments differed from each other in post hoc pairwise comparisons ( ; Tukey's HSD) for those cases where a significant P ! .05 forcing by dispersal interaction was present. tems ( fig. 6A ), an effect of forcing was detected (F p 1, 18 , ; ANOVA) but no effects of dispersal or a 183.7 P ! .0001 dispersal # forcing interaction ( ; ANOVA). Forc-P 1 .06 ing also increased algal biomass in the asynchronously forced communities when compared to biomass in the unperturbed treatments ( fig. 6B) . However, dispersal acted to reduce this positive effect. An interaction between dispersal and forcing was detected in analysis of the asynchronously forced versus unforced treatments ( fig. 6B; , ; ANOVA) as were main effects of forc-F p 5.0 P p .02 1, 18 ing and dispersal ( ; ANOVA). Post hoc comparisons P ! .02 revealed no effects of dispersal on chlorophyll a concentrations in the absence of pH perturbations ( fig. 6B ; all ; Tukey's HSD). In contrast, dispersal (both low P 1 .16 and high) reduced chlorophyll a in the asynchronously forced systems compared to the level in the forced treatment with no dispersal ( fig. 6B ; all ; Tukey's HSD). P ! .02 Phytoplankton composition enumerated from samples taken on the final day of the experiment revealed little variation among treatments in the relative abundance of taxa ( fig. A4 in the online edition of the American Naturalist). All communities were dominated by Chlamydomonas reinhardtii, which achieved average relative abundances of 195% across treatments ( fig. A4 ). Also present but at much lower relative abundances were Ankistrodesmus falcatus and an unknown invading species of desmid ( fig. A4 ). When we analyzed the relative abundances of the three algal taxa, no effects of dispersal, forcing, or their interaction were detected for comparisons of the synchronously forced and unforced treatments or the asynchronously forced and unforced treatments (all ; P 1 .27 ANOVA).
Discussion
Our experiment illustrates that spatial insurance can reverse the deleterious effects of environmental forcing, promoting population persistence and community-level stability. These effects, however, are dependent on the presence of uncorrelated patterns of temporal variation among local communities. In synchronously perturbed metacommunities, acidification events decreased zooplankton species diversity by decreasing both species richness (via extinctions) and species evenness (shifting systems to numerical dominance by Scapholeberis). Consequently, temporal variability of total zooplankton abundance in these treatments was driven largely by variation in abundance of the dominant species, which decreased stability relative to the more diverse unperturbed communities. Spatial asynchrony in patterns of environmental forcing ensured that sources were available to supply individuals to populations experiencing sink conditions-creating, in essence, spatially and temporally varying species refugia. The effects of dispersal in these systems were readily apparent; population persistence and diversity were greatly enhanced compared to persistence and diversity in the synchronously forced metacommunities. Moreover, source-sink dynamics permitted strong inflationary effects, generating shifts in species dominance over time with changing environmental conditions. Re- Figure 5 : Effects of dispersal rate and environmental forcing on temporal variability of total zooplankton abundance (inversely related to stability). Shown are mean variability responses (‫ע‬SE) measured as the standard deviation of log 10 -transformed total zooplankton density (per liter) over time. A, Temporal variability in the synchronously forced versus unforced communities (Synch and None) at three levels of dispersal (none, low, and high). B, Temporal variability in the asynchronously forced versus unforced communities (Asynch and None) at three levels of dispersal (none, low, and high). Letters denote which treatments differed from each other in post hoc pairwise comparisons ( ; Tukey's HSD) for those cases where P ! .05 a significant forcing by dispersal interaction was present.
sultant compensatory population responses strongly stabilized community-level abundance and returned temporal variability to levels comparable to the unforced systems.
Effects of dispersal and environmental forcing were also evident when primary producer abundance was examined.
Forcing (both synchronous and asynchronous) increased average chlorophyll a concentrations, most likely in response to reductions in the relative abundances of Daphnia and Ceriodaphnia, the dominant consumers under high pH. However, dispersal in the asynchronously forced metacommunities moderated this effect, reducing algal abundance relative to forced systems without dispersal. This pattern suggests that spatial insurance effects increased consumer control of total algal biomass, a result consistent with prior theoretical and experimental studies that have shown enhanced resource utilization with increasing consumer diversity (Ives et al. 2005; Cardinale et al. 2006) . Indeed, when the relationship between algal abundance and zooplankton diversity across all treatments was examined, a strong negative relationship was present ( fig. A5 in the online edition of the American Naturalist; , , linear regression).
The dynamic and structural consequences of dispersal in asynchronously forced metacommunities elucidated here are not unlike those of models of classic disturbance ecology in which disturbance generates a spatial mosaic of patches in varying states of ecological succession (Sousa 1984) . In these settings, dispersal facilitates exploitation of spatially and temporally varying environmental conditions, promoting species diversity. However, unlike models of disturbance that commonly rely on trade-offs in competitive ability and dispersal/colonization ability to facilitate coexistence (Levins and Culver 1971; Hastings 1980) , spatial insurance requires only that species exhibit differential responses to changing local conditions in order for dispersal to maintain diversity and stability (Loreau et al. 2003 ). An open question is the mechanism underlying compensatory population responses to pH in our experiment. In general, differential species responses to environmental fluctuations could conceivably be linked to a number of ecological processes affecting growth and survival. These include direct effects of the environment on mortality and resource consumption rates (sensu Loreau et al. 2003) as well as indirect effects mediated through environmental effects on shared resources or shared enemies. In our experiment, we chose our focal species based on initial pilot studies that revealed variation among species in their tolerances and survival under low-pH conditions, making them ideal candidates to test model predictions. Thus, variation in species performance and compensatory dynamics were likely driven by differential responses in mortality rates under low versus high pH. Another possibility worth considering is that variation in pH altered the composition of algal and bacterial resources that then drove differential population responses of our zooplankton consumers. We found little support for this mechanism when examining algal composition at the end of the experiment; no differences among treatments in the Figure 6 : Effects of dispersal rate and environmental forcing on time-averaged log 10 -transformed algal biomass (measured using chlorophyll a concentrations). Shown are treatment means (‫ע‬SE). A, Algal biomass in the synchronously forced versus unforced communities (Synch and None) at three levels of dispersal (none, low, and high). B, Algal biomass in the asynchronously forced versus unforced communities (Asynch and None) at three levels of dispersal (none, low, and high). Letters denote which treatments differed from each other in post hoc pairwise comparisons ( ; Tukey's HSD) P ! .05 for those cases where a significant forcing by dispersal interaction was present.
relative abundances of algal taxa were evident. However, as we did not quantify abundance or composition of bacteria, we cannot completely dismiss this hypothesis.
While our results clearly illustrate the importance of dispersal in maintaining stability in forced metacommunities, there were several interesting deviations from model predictions evident in our experiment. First, Loreau et al. (2003) modeled spatial insurance assuming competition for a single shared resource and consequently predicted competitive exclusion by a single competitor in the absence of dispersal and environmental fluctuations. In contrast, we observed prolonged persistence of all three zooplankton competitors in the absence of forcing and dispersal. This was possibly due to resource partitioning among the consumers facilitated by the presence of multiple algal resources (including an invading alga) and bacterial resources (which were undoubtedly present, given the nonsterile conditions of our experimental system). Additionally, when we observed populations in our experimental containers, Scapholeberis was commonly seen in the surface layers of the water column, whereas Daphnia and Ceriodaphnia were more uniformly distributed. Hence, habitat partitioning may have further promoted competitive coexistence. Finally, dispersal can, in theory, reduce diversity at high rates of migration by enhancing regional competition (Amarasekare and Nisbet 2001; Mouquet and Loreau 2002; Loreau et al. 2003) . In the spatial insurance model, high dispersal under fluctuating conditions selects for dominance by species that perform optimally at intermediate environmental conditions, reducing diversity and stability (Loreau et al. 2003) . We followed Loreau et al. (2003) to calculate dispersal rates that were predicted to enhance diversity/stability in our low-dispersal treatment and reduce diversity and stability under high dispersal. Despite this, diversity and stability increased with increasing dispersal rates in our asynchronously forced systems. A likely explanation is that Loreau et al. (2003) used smooth sinusoidal variation in environmental conditions with any given environmental state favoring dominance by a single competitor specialized for those conditions (Loreau et al. 2003) . In contrast, our systems transitioned rapidly between a high-pH state that permitted coexistence of all competitors and an acidic state that favored a single dominant, Scapholeberis. Intermediate pH levels that could have selected for a single species that performed optimally under intermediate conditions were never attained for prolonged periods. Hence, our experiment best applies to scenarios in which communities experiencing benign conditions are periodically subjected to harsh environmental conditions that favor a subset of stress-resistant species.
How our findings apply to natural settings remains an open question. The highly simplified nature of our zooplankton community and experimental system warrants caution when extrapolating from our study to natural communities. Although several studies have documented differential zooplankton species responses to environmental variation-including pH (Klug et al. 2000) , temperature (Achenbach and Lampert 1997) , and nutrient perturbations (Downing et al. 2008 )-many complexities exist in natural communities that may complicate the operation of spatial insurance under fluctuating conditions. For instance, dispersal in natural systems need not be density independent and nonselective, as employed in our experiment or assumed in the spatial insurance model. As evinced by prior aquatic studies, plankton species can display variation in dispersal capacities as well as trade-offs in dispersal and competitive abilities (Hanski and Ranta 1983; Caceres and Soluk 2002; Cadotte 2007) . Unknown too is how the dispersal rates we employed compare to those found in the field. We chose our rates based on work by Loreau et al. (2003) with the intent of testing key model predictions. While several studies have quantified overland zooplankton colonization rates into insular systems (Michels et al. 2001; Caceres and Soluk 2002; Cohen and Shurin 2003) , we know of none that have related observed immigration rates of species to the abundance of their source populations. Thus, measures of per capita rates of emigration-the relevant measure of dispersal for model parameterization-are lacking. Additionally, in aquatic systems as well as terrestrial, many species are capable of dispersing not only in space but in time by engaging in prolonged dormancy during periods of unfavorable environmental conditions. Such strategies may facilitate temporal storage effects, a mechanism that can itself promote species coexistence, ecosystem functioning, and community stability in fluctuating environments (Chesson 1994; Chesson et al. 2001; Angert et al. 2009 ). Finally, unlike those in our experiment, natural communities can experience multiple environmental perturbations that vary in their timescales and degrees of spatial synchrony. These include short-term fluctuations, which may vary in strength and timing among patches, to longer-term fluctuations such as seasonal forcing, which may be much more spatially synchronized in its effects. Variation in timescales of perturbations does not necessarily negate the operation of compensatory dynamics and spatial insurance (Gonzalez and Loreau 2009 ) but can complicate their detection (see below). These complexities, to name a few, highlight the difficulties of applying findings from the arena of laboratory experiments and theory to natural settings. Only further empirical explorations will provide greater insight into the operation of spatial insurance in nature.
Compensatory dynamics have been a research focus in ecology due largely to the potential role they may play in maintaining community stability (Ives et al. 1999; Tilman 1999; Lehman and Tilman 2000; Gonzalez and Loreau 2009 ). However, the prevalence and importance of compensatory dynamics have been called into question by recent syntheses of natural patterns of temporal covariation among populations in both terrestrial and aquatic systems (Houlahan et al. 2007; Valone and Barber 2008) . These suggest that compensatory dynamics may be rare, with populations commonly covarying positively in response to common stressors or environmental drivers. In contrast, other studies have shown that such results could be due to the temporal scale at which compensatory dynamics are quantified; dynamics that appear to covary positively at long timescales may exhibit asynchronous fluctuations at shorter scales (Vasseur and Gaedke 2007; Downing et al. 2008) . Given the variable quality of compensatory dynamics among natural communities, a vital task facing ecologists is understanding the factors, in addition to temporal scale, that give rise to such variation (Gonzalez and Loreau 2009; Grman et al. 2010) . Our study shows that the nature of spatial covariation in environmental forcing among local communities may be a vital determinant of the efficacy of dispersal in maintaining species diversity and compensatory population responses to temporal heterogeneity. As natural communities become more fragmented and spatially isolated due to anthropogenic disturbances, connectivity and dispersal have commonly been cited as vital ingredients in the maintenance of community integrity and functioning (e.g., Damschen et al. 2006; Staddon et al. 2010) . Our results indicate that comprehending the spatial component of temporal heterogeneity is equally important to predicting how dispersal will impact community diversity and stability.
