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Abstract
In this paper we define conditional random
fields in reproducing kernel Hilbert spaces
and show connections to Gaussian Process
classification. More specifically, we prove de-
composition results for undirected graphical
models and we give constructions for kernels.
Finally we present efficient means of solving
the optimization problem using reduced rank
decompositions and we show how stationarity
can be exploited efficiently in the optimiza-
tion process.
1 Introduction
The benefits of a framework for designing flexible and
powerful input representations for machine learning
problems has been demonstrated impressively by the
success of kernel-based methods. However, many real-
world prediction problems also involve complex out-
put spaces, with possible dependencies between mul-
tiple output variables. Among the many examples
are classification problems with a Markov-chain de-
pendency structure, which is typical in many natu-
ral language and speech processing tasks (e.g. part-
of-speech tagging, named entity classification, shallow
parsing, pitch accent prediction), but which is also rel-
evant for tasks like optical character recognition, text
to phoneme transcription, secondary protein structure
prediction and many other problems. More compli-
cated dependency structures are also commonplace,
the simplest example being multi-label classification.
A well-known approach for solving these problems are
Conditional Random Fields (CRFs), proposed by Laf-
ferty et al. [2001], an extension of logistic regression
that can take dependencies between labels in a graph
( most commonly between neighboring labels along a
chain) into account. Related approaches include the
work of Punyakonok and Roth [2001] and McCallum
et al. [2000]. More recently, Altun et al. [2003] and
Taskar et al. [2003] have presented similar extensions
of multiclass Support Vector Machine (SVM) learning.
In this paper, we provide further theoretical underpin-
nings for the work of Lafferty et al. [2001] and Taskar
et al. [2003] by investigating the relationship between
kernelized exponential families and graphical models.
On the practical side, this leads to the derivation of
an efficient estimation algorithm for kernelized CRFs.
2 Exponential Families
2.1 Definition and Basic Facts
Exponential families are a basic engine for estimation
in the present paper. An exponential family is a θ-
parameterized family of probability density functions
p(z|θ) that can be written in canonical form as follows:
p(z|θ) = p0(z) exp (〈Φ(z), θ〉 − g(θ)) . (1)
Here θ is the canonical or natural parameter, Φ(z)
is the corresponding vector of sufficient statistics and
g(θ) is the log-partition function or moment generating
function,
g(θ) = log
∫
Z
p0(z) exp(〈Φ(z), θ〉)dz , (2)
where Z is the domain of z. Moreover, 〈·, ·〉 denotes
the scalar product in a Euclidean space or – as we will
require at a later stage – a scalar product 〈·, ·〉
H
in a
Reproducing Kernel Hilbert space (RKHS) H. Finally,
p0(z) is a probability mass function or probability den-
sity that can be used to model a change of measure.
Typically p0 is set to be constant.
The log-partition function g(θ) plays an important role
in estimation. In particular, it can be used to com-
pute the moments of the distribution, see e.g. Lau-
ritzen [1996]:
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Proposition 1 The log-partition function g(θ) is a
convex C∞ function. Moreover, the derivatives of g
generate the corresponding moments of Φ(z), i.e.
∂θg(θ) = Ep(z|θ)[Φ(z)] Mean (3a)
∂2θg(θ) = Varp(z|θ)[Φ(z)] Variance . (3b)
Since our main interest is in cases, where a fixed set
of covariates x is given as the input and the goal is
to predict a – possibly structured and complex – re-
sponse variable y, we may use (1) with z = (x, y) to
determine the functional form of conditional distribu-
tions p(y|x; θ) simply via
p(y|x; θ) = exp (〈Φ(x, y), θ〉 − g(θ;x)) , (4)
Here for given x, Φ(x, y) is a vector of sufficient statis-
tics of p(y|x) and g(θ;x) is the conditional log partition
function
g(θ;x) :=
∑
y∈Y
exp(〈Φ(x, y), θ〉) , (5)
where we have assumed a discrete space Y. Analogous
to Proposition 1 we have
Proposition 2 g(θ;x) is a convex C∞ function.
Moreover, the derivatives of g satisfy
∂θg(θ;x) = Ep(y|x;θ)[Φ(x, y)|x] Mean (6a)
∂2θg(θ;x) = Varp(y|x;θ)[Φ(x, y)|x] Variance . (6b)
2.2 Universal Density Estimators
We now provide a motivation for using exponential
families with rich sufficient statistics. One can show
that if Φ(z) is powerful enough, exponential families
become universal density estimators. This is advanta-
geous, as it opens the domain of nonparametric estima-
tion to an area of statistics which so-far was restricted
to parametric distributions.
In the following we will be working in a RKHS and it
is more general to use f defined via
f(z) = 〈f, k(z, ·)〉H , (7)
such that f(·) = 〈Φ(·), θ〉, in the case that k(·, ·) =
〈Φ(·),Φ(·)〉, and we can use f and θ synonymously.
Proposition 3 (Dense Densities) Let Z be a mea-
surable set with respect to the Lebesgue measure and
denote by P a family of densities on Z, for which the
density is bounded from above and continuous. Fur-
thermore, let k be a kernel defined on Z× Z with cor-
responding RKHS H which is dense in the space of
continuous functions on Z, that is C0(Z), in the L∞
sense. Then the family of distributions defined in (1)
are also dense in P in the L∞ sense.
Proof Let Z := µ(Z) be the measure of Z. Then for
any p ∈ P let C := maxz∈Z | log p(z)|. By the fact that
H is dense in C∞(Z) there exists for every  > 0 some
f ∈ H such that for all z ∈ Z,
|f(z)− log p(z)| ≤

2 + 2Z
e−2C .
The latter, however, yields | exp(f(z)) − p(z)| ≤

2+2Z e
−C , as |f |, | log p| ≤ C. This implies
∣∣∣∣
∫
Z
exp(f(z))dz − 1
∣∣∣∣ ≤ Z2 + 2Z e−C
and consequently the log-partition function g(f) is
bounded by Z1+Z e
−C . Finally |f(z)−g(f)− logp(z)| ≤
e−C . Exponentiating terms proves the claim.
Many RKHS H are dense in C0(X). See Steinwart
[2001] for examples and a proof. This shows that
choosing a density from a suitable exponential fam-
ily is not restrictive in terms of approximation quality.
What Proposition 3 does not prove is a bound on the
approximation rate for any specific class of densities
or a specific class of kernels.
3 Kernels for Markov Networks
The second ingredient that we need in order to de-
velop our framework are Markov networks. Central
to the following section is the celebrated Hammersley-
Clifford Theorem, which we state here in a form con-
venient for our purposes.
Theorem 4 (Hammersley-Clifford) Let random
variables Z = {Z1, . . . , Zk} have a joint probability
density (or mass) function with full support. Then Z
is a Markov random field with respect to an undirected
graph G = (Z,E) if and only if Z has a Gibbs
distribution with respect to G. The latter means that
the joint probability density function over Z can be
written as
p(z) = exp
(∑
C∈C
ψC(zC)
)
(8)
where zC denotes the restriction of z on the maximal
cliques C of G and ψC denotes real-valued functions
defined on the maximal cliques.
What can we say about the distribution of random
variables that form a Markov random field with re-
spect to a graph G and that are at the same time
member of an exponential family? It turns out that
the Gibbs form translates into a simple decomposition
of the sufficient statistics and in turn the kernel func-
tion.
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Lemma 5 (Decomposition of Φ) For positive
probability density functions over a Markov random
field Z on G, the sufficient statistics Φ(z) satisfy
Φ(z) = (ΦC1(zC1), . . . ,ΦCn(zCn)), (9)
where Ci are the maximal cliques of G. Moreover,
kernels k(z, z′) = 〈Φ(z),Φ(z′)〉 satisfy
k(z, z′) =
∑
C∈C
kC(zC , z
′
C). (10)
Proof By construction we know that log p(z|θ) =
〈Φ(z), θ〉 − g(θ; z) for all z, θ. Furthermore, we
also know by Theorem 4, that log p(z|θ) =∑
C∈C ψC(zC ; θ). In other words, there exist functions
ψC(zC |θ) such that
〈Φ(z), θ〉 = g(θ; z) +
∑
C∈C
ψC(zC ; θ), ∀ z ∈ Z and θ.
Since for any θ this needs to hold for all z ∈ Z, we can
pick an orthonormal basis of θ, say ei and rewrite
〈Φ(z), ei〉 =
∑
C∈C
ηiC(zC)
for some scalar functions ηiC(zC). The key point is
that ηiC depends on z only via its restriction on zC .
Next we set
ΦC(zC) := (η
1
C(zC), η
2
C(zC), . . .)
which allows us to compute
〈Φ(z), θ〉 =
〈
Φ(z),
∑
i
eiθi
〉
=
∑
i
θi 〈Φ(z), ei〉
=
∑
C∈C
∑
i
θiη
i
C(zC).
Rearranging terms shows that Φ satisfies the claim.
The second part of the claim follows from kC(z, z
′) =
〈ΦC(z),ΦC(z
′)〉.
Note that this is merely an existence proof. In other
words, while the lemma tells us the overall structure of
the kernel, it does not make any particular statement
on the form of the kernel functions kC .
The following lemma specifies the kernel expansion
arising from the Representer Theorem in cases where
kernels are given by sums of kernel functions on smaller
cliques.
Lemma 6 (Kernel Decomposition) Denote by k :
Z × Z a kernel function which can be written as
k(z, z′) =
∑
C∈C kC(zC , z
′
C), where zC denotes the
restriction of z onto a subset of its coordinates, let
S = {z1, . . . , zm} denote a sample and let α ∈ Rm.
Then the following decomposition holds:
m∑
i=1
αik(z
i, z) =
∑
C∈C
∑
ω∈C
α¯ωCkC(ω, zC) (11)
for some set of parameters α¯, and where the sums over
ω ∈ C go over all configurations of the clique C.
Proof Direct calculation by setting α¯ωC =
∑
i:zi
C
=ω αi.
While this lemma borders on triviality it is actually
rather powerful: assume that S contains an (exponen-
tially) large number of binary sequences and C was
the restriction of z on adjacent pairs along a sequence.
Then (11) tells us that instead of m = |S| parameters
we only need to store as many parameters as there are
different configurations in each clique.
For instance, the above statement generalizes the de-
composition of kernel functions by Taskar et al. [2003],
by replacing their reasoning concerning the Lagrange
multipliers by the simple insight that the kernel used
decomposes orthogonally.
4 Conditional Random Fields
In Conditional Random Fields (CRFs), we assume
that given covariates x, the dependencies between
the output variables y can be modeled by a θ-
parameterized conditional exponential family which is
also Markov with respect to a graph G. We are inter-
ested in estimating the parameters θ of the CRF from
training data (X,Y ) ≡ {(xi, yi), i = 1, . . . ,m} where
each (xi, yi) is an instantiation of the nodes of G.
The sufficient statistics Φ(x, y) are of central interest
in the following. More specifically, we are interested
in the scalar products
k((x, y), (x′, y′)) := 〈Φ(x, y),Φ(x′, y′)〉 . (12)
It turns out that in complete analogy to Gaussian Pro-
cess classification, we can perform estimation simply
by evaluating scalar products between sufficient statis-
tics. For instance, if Y is finite and if the optimal
estimate θ itself is a convex combination of Φ(x, y),
we can compute (5) without the need for evaluating
Φ(x, y) explicitly.
To elaborate on this, we take the following log-
likelihood function as our starting point
l(θ;X,Y ) =
n∑
i=1
(〈
Φ(xi, yi), θ
〉
− g(θ;xi)
)
. (13)
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In order to perform estimation for high-dimensional
families, one needs a proper prior on θ, as the maxi-
mum likelihood estimate will inevitably lead to over-
fitting and bad generalization performance. Johnson
et al. [1999] use a normal distribution on θ for a spe-
cific set of features Φ(x, y). We simply extend this to
the general case
θ ∼ N(0, σ21). (14)
Remark 7 (Covariance Function) It follows di-
rectly from [Williams, 1999] that a normal prior
on θ corresponds to a Gaussian Process on the
scalar products 〈Φ(x, y), θ〉 with covariance function
σ2k((x, y), (x′, y′)) and zero mean.
Note that for Y = {±1} and Φ(x, y) = yΦ(x) we
have k((x, y), (x′, y′)) = yy′k(x, x′), which is exactly
the kernel used in binary SVM and GP classification.
For Φ(x, y) = ey × Φ(x) (where ey is an element of
the canonical basis) we obtain the kernel proposed in
[Williams and Barber, 1998]. This clearly shows that
CRFs are just a generalization of GP classification.
With the above prior distribution the negative log-
posterior p(θ|X,Y ) for a conditional random field is
given by
− log p(θ|X,Y ) =
1
2σ2
‖θ‖2 − l(θ;X,Y ) + const. (15)
We approximate the Bayesian solution by a point esti-
mate for θ, namely the Maximum a Posteriori (MAP)
estimate which is obtained by minimizing (15). The
Representer Theorem [Scho¨lkopf et al., 2001] states
that the minimizer of (15) can be written as a linear
combination of sufficient statistics over training inputs
with suitably chosen weights αiy:
θMAP =
m∑
i=1
∑
y∈Y
αiyΦ(x
i, y) (16)
Note the sum over Y, which is due to the fact that the
conditional log-partition function sums over all y ∈ Y.
Instead of a gradient descent procedure we advocate in
this paper that a Gauss-Newton method can be used
efficiently for estimation. Moreover, in order to deal
with the large number of parameters we use a sparse
greedy decomposition of the solution space. We give
details in Section 5. We need some more results on the
decomposition of k based on the results of Section 3 for
an efficient formulation and approximate methods for
inference in the case where conditional expectations
are too expensive to compute.
First of all, we state the following corollary of Lemma
6:
Corollary 8 (Subspace Representer Theorem)
Equation (11) holds for the minimizer of the negative
log-posterior (15).
Note that nowhere we used the fact that k was actu-
ally derived from a graphical model. Instead, it holds
for any kernel which decomposes into a set of simpler
kernel functions. This insight allows us to find lower
bounds on the value of the objective function of many
convex optimization problems.
Lemma 9 (Lower Bound on Convex Functions)
Let C : Θ→ R be a convex function on a vector space,
let λ ≥ 0, θ0 ∈ Θ and denote by g ∈ ∂θC(θ0) a vector
in the subdifferential of C at θ0. Then
min
θ∈Θ
C(θ) +
λ
2
‖θ‖2 ≥ C(θ0) +
λ
2
‖θ0‖
2 −
1
2λ
‖g+ λθ0‖
2.
(17)
Proof Since C is convex, it follows that for any sub-
differential g ∈ ∂θC(θ0) we have C(θ) ≥ C(θ0)+g>δθ.
Consequently
min
θ∈Θ
C(θ)+
λ
2
‖θ‖2 ≥ min
δθ∈Θ
C(θ0)+ g
>δθ+
λ
2
‖θ0 + δθ‖
2.
(18)
The minimum is obtained for δθ = −(λ−1g+θ0), which
proves the claim.
Again, this result seems rather trivial. However, it pro-
vides a valuable selection and stopping criterion for the
inclusion of subspaces when optimizing over θ. Note in
particular that g+λθ0 is the gradient of the optimiza-
tion problem in (17), hence we obtain a lower bound
on the objective function in terms of the 2-norm of the
gradient and the regularization parameter λ.
Corollary 10 (Subspace Descent) Denote by
Θ⊥ ⊕ Θ‖ = Θ an orthogonal decomposition of the
space of natural parameters θ ∈ Θ with corresponding
decomposition θ = θ⊥ + θ‖. Then for θ ∈ Θ‖
∂θ
‖
[
C(θ) +
λ
2
‖θ‖2
]
= 0 and ∂θ⊥C(θ) = g⊥
the improvement achievable by letting θ ∈ Θ is bounded
by 12λ‖g⊥‖
2.
In the context of decomposing kernels as in (11) this
means that optimization over a clique C with associ-
ated kC is only useful if the gradient in the correspond-
ing direction is large enough.
Moreover, descent over the subspaces spanned by each
clique are much cheaper to compute, as this involves
computing correlations only within each clique for
computation of first-order gradients.
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Remark 11 (Learning Structure) Given a set of
possible cliques C, find a graphical model which fits the
data well. This can be achieved by performing subspace
descent only in those subspaces where the initial gra-
dient is sufficiently large, as in the other subspaces we
have an upper bound on the maximum improvement.
We now proceed to a further lemma allowing us to re-
move some of the cliques when performing conditional
estimation, i.e. whenever we estimate p(y|x).
Lemma 12 (Irrelevant Cliques) Denote by G an
undirected graph on the pair of random variables (x, y).
Furthermore let C = C¬y ∪Cy, where C is the set of all
maximal cliques, C¬y is the set of all cliques for which
the restrictions of (x, y) are solely contained in x and
let Cy be its complement.
Then p(y|x) only depends on ΦC((x, y)C) where C ∈
Cy, that is, it suffices to study the kernel
k((x, y), (x′, y′)) =
∑
C∈Cy
kC((x, y)C , (x
′, y′)C).
Proof We decompose Φ(x, y) into terms Φ¬y(x) de-
pendent on x alone and the remainder Φy(x, y) which
contains all ΦC(x, y) for which C ∈ Cy and likewise
θ = (θ¬y, θy). Since p(y|x, θ) =
p(y,x|θ)P
y′
p(y′,x|θ) the con-
ditional probability is independent of 〈Φ¬y(x), θ¬y〉.
Consequently we can drop it, thus proving our claim.
This reasoning gives us the kernel decomposition in-
dicated implicitly by Lafferty et al. [2001], Sha and
Pereira [2003] in the design of CRFs.
Again, the proof of the claim was relatively straight-
forward, yet the implications are rather deep: the key
difference is that while in conditional random fields the
assumption of specific functions on cliques is made in
order to obtain the desired algorithms, in the above
case it is a consequence of the fact that features on the
maximal cliques containing only variables from x are
irrelevant for estimation.
5 Optimization for CRFs
We begin by describing a simple optimization strategy
which is commonly used for small sample size esti-
mates in Gaussian Processes and adapt it to CRFs.
Subsequently, we give a modification of the second or-
der method to a block-diagonal preconditioning and
subspace descent to deal with the issue of comput-
ing conditional covariances over distant cliques. Fi-
nally we will show how low-rank decompositions can
be used to reduce the number of variables involved to
find a solution which is optimal in a subspace. It is
computationally advantageous also for the purpose of
classification of new observations.
5.1 Second Order Methods
It is well known [Fletcher, 1989] that for twice differ-
entiable functions L(θ) the Newton updates
θ ← θ −
[
∂2θL(θ)
]−1
∂θL(θ) (19)
are quadratically convergent in a neighborhood of the
minimizer of L. The chain rule for differentiation
yields that for the parameterization θ = Aα we ob-
tain the following update rule for α:
α← α−
[
A>∂2θL(θ)A
]−1
[∂θL(θ)A] (20)
Moreover, for convex functions the Newton method
converges to the minimum, provided that convergence
occurs. We now compute gradient and Hessian of the
negative log-posterior P := − log p(θ|X,Y ) for opti-
mization.
∂θP =
m∑
i=1
−Φ(xi, yi) + Ey
[
Φ(xi, y)|θ, xi
]
+ σ−2θ (21)
∂2θP =
m∑
i=1
Covy
[
Φ(xi, y)|θ, xi
]
+ σ−21 (22)
As the sufficient statistics may only be given implicitly,
we can evaluate (21) and (22) only via scalar prod-
ucts, that is 〈Φ(x, y), ∂θP〉 and an analogous term for
the Hessian. This leads us to kernelized CRFs whose
minimizer is given by Eq. (16).
Moreover, due to Corollary 8 we can decompose
the solution into a linear combination of vectors
(0, . . . , 0,ΦC((x, y)C), 0, . . . , 0). With some abuse of
notation we identify the latter with ΦC(x, y) directly.
Clearly 〈ΦC(·),ΦC′(·)〉 = 0 if C 6= C ′. This yields
〈ΦC(x, y), ∂θP〉 =
m∑
i=1
−kC((x, y)C , (x
i, yi)C)+ (23)
m∑
i=1
Ey¯
[
kC((x, y)C , (x
i, y¯)C)|θ, x
i
]
+
σ−2
∑
j
αjCkC((x, y)C , (x˜
j
C , y˜
j
C))
where y˜jC represent all possible instantiations of the C
clique of y˜j and αjC are the expansion coefficients for
θ pertaining to the subspace / clique C, for the vector
ΦC(x˜
j
C , y˜
j
C). We should note that, one can also pick
a subset of labels on the clique C, when using sparse
greedy methods, as we describe below.
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The projections of the Hessian are given by
ΦC(x, y)
>∂2θPΦC′(x
′, y′) (24)
=
δC,C′
σ2
kC((x, y)C , (x
′, y′)C)+
m∑
i=1
Covy˜
[
kC((x, y), (x
i, y¯)), kC′((x
′, y′), (xi, y¯))|xi
]
Since the negative log-posterior is a convex function,
(24) will lead to a positive semidefinite matrix, when
evaluating the Hessian for different vectors ΦC(x, y).
Unfortunately the latter of the two terms, namely the
sum of covariances, may be expensive to compute, as it
involves correlations between labels in different cliques.
Two methods exist to alleviate this problem: firstly we
can simply optimize over one subspace at a time. This
corresponds to a conditional maximum-a-posteriori es-
timate per clique. In terms of optimization this is com-
monly known as subspace descent.
A second method is to approximate the Hessian by
a block-diagonal matrix which has entries only for
matching cliques, i.e. C = C ′. In this case, Newton’s
method turns into a block-preconditioned gradient de-
scent, also known as a block-Jacobi method. Effec-
tively we perform subspace descent on all subspaces
simultaneously and re-compute the principal blocks of
the Hessian each time.
5.2 Subspace Optimization
We will now make specific assumptions about the pa-
rameterization of the CRFs under consideration. For
instance in the case of Markovian chain structure, e.g.
for sequence annotation, we can exploit stationarity
to reduce the dimensionality of the parameter space
by assuming that all cliques share the same potential
function. This leads to a coupling of terms between
the individual cliques. In short all θc on correspond-
ing cliques match: in the problem below the matching
cliques would be both (yt, yt+1) and (xt, yt) for all t.
Time t− 2 t− 1 t t+ 1 t+ 2
X '&%$ !"#x '&%$ !"#x '&%$ !"#x '&%$ !"#x '&%$ !"#x
Y '&%$ !"#y '&%$ !"#y '&%$ !"#y '&%$ !"#y '&%$ !"#y
(25)
In the above case this leads to
θ =
[
1 0 1 0 . . .
0 1 0 1 . . .
]> [
θxy
θy
]
. (26)
Combination of stationarity with the factorization
leads to the following expansion for θ:
θ =
∑
l
αlΦ˜Cl(xl, yl) where (27)
Φ˜Cl(xl, yl) = (ΦCl(xl, yl), 0,ΦCl(xl, yl), 0, . . .)
That is, Φ˜Cl arises from replicating the sufficient statis-
tics of the clique for every position for which the natu-
ral parameters are tied. Here Cl denotes a set of cliques
with identical natural parameters (e.g. all (yt, yt+1)
pairs). We define formally Φ˜Cl(x, y) to be the vector
formed by replicating the same ΦC(x, y) for all C ∈ Cl
and 0 otherwise.1 We can now put this to practical use
and compute the projected gradients and the Hessian,
as they arise from (23) and (24).
〈
Φ˜Cj (xj , yj), ∂θP
〉
(28)
=
m∑
i=1
∑
C∈Cj
−kC((xj , yj), (x
i, yi)C)+ (29)
m∑
i=1
∑
C∈Cj
Ey¯
[
kC((xj , yj), (x
i, y¯)C)|θ, x
i
]
σ−2
∑
l,C∈Cl
αlkC((xj , yj), (xl, yl))
where we assumed that θ =
∑
l αlΦ˜Cl(xl, yl) for suit-
ably chosen (xl, yl) pairs. The Hessian could be com-
puted in the same fashion. However, as this in-
volves computing long-range correlations between var-
ious cliques, we use the block-Jacobi approximation of
(24). Hence for clique sets Ci = Cj we have
Φ˜>Cl(xl, yl)
[
∂2θP
]
Φ˜>Cj (xj , yj) ≈ (30)
σ−2kC((xl, yl), (xj , yj))+
m∑
i=1,C∈Cl
Covy
[
kC((xl, yl), (x
i, y)C), kC((xj , yj), (x
i, y)C)
]
In other words, we are ignoring correlations which go
beyond the clique boundaries. The price we pay for
this is slower convergence. Worst case, the convergence
will slow down from quadratic to linear, as the opti-
mization will behave like a subspace Gauss-Southwell
method.
5.3 Sparse Greedy Approximation
The number of parameters αi is still enormous: for an
optimal solution we need as many coefficients as there
1Clearly this implies that all cliques in Cl have the same
functional form for the sufficient statistics. Note that there
is no need to assume that all cliques with compatible suf-
ficient statistics have the same potential function.
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are (xi, y)C restrictions (with y ∈ Y) on the cliques.
For instance in the sequence annotation model, the
number of coefficients required would still scale with
the length of the total strings x. As a further reduction
in dimensionality we use sparse greedy approximations
along the lines of [Smola and Scho¨lkopf, 2000, Fine and
Scheinberg, 2001].
The main (and only) difference is that now we perform
the decompositions not on k((x, y), (x′, y′)) directly.
Instead we use low-rank approximations for each of
the subspaces spanned by ΦC(x, y) directly. The rea-
son is that by doing so we can capture a much more
representative subspace, as pointed out in Corollary 8.
An adaptation of the selection strategy of Fine and
Scheinberg [2001] for a good set of ΦC(x, y) in the
case of stationarity is equivalent to performing an
incomplete Cholesky factorization on the matrix of
scalar products kC((x, y), (x
′, y′)) between all match-
ing cliques C ∈ Cl. The pivots are then used as ba-
sis vectors. The pivots are selected to be the vectors
with the currently largest residuals. This method has
O(mn) time-complexity per factor, where m is the
number of candidate functions and n is the number of
dimensions chosen so far. See [Scho¨lkopf and Smola,
2002] for further implementation details.
6 Experiments
We now proceed to experiments on a specific task,
namely pitch accent prediction. Pitch accent predic-
tion, a sub-task of speech recognition, is detecting the
words that are more prominent than others in an utter-
ance. We model this problem as a sequence annotation
problem as in (25), where Y = {±1}T , that is, we have
a sequence of binary labels of length T .
Note that the clique-structure of (25) comprises of sets
(yt, yt+1), that is, adjacent labels, and sets (xt, yt),
that is, labels plus a local neighborhood of data. Re-
garding the cliques (xt, yt) the following lemma may
be used:
Lemma 13 (Centering of Labels) The
transformation Φ(x, y) ← Φ(x, y) − µ with
µ = |Y|−1
∑
y∈Y Φ(x, y) leaves the conditional
probabilities p(y|x; θ) unchanged.
Proof Direct calculation: all this transformation does
is to change all exponential terms by a constant, which
is absorbed in the log-partition function.
A consequence is that ΦC(xt, yt) = ytΦC(xt), which
means that the kernel is given by yty
′
tk(xt, x
′
t).
Given Eq. (28) and Eq. (30), the remaining chal-
lenge is to come up with an efficient way of comput-
Figure 1: Test accuracy of pitch accent prediction task
over a window of size 5 using 5-fold cross validation.
ing the expectations and covariances. Due to Lemma
13, these computations reduces to the computation
of Ey[yC |θ, x
i], which are calculated for every clique
of every training sequence by the standard forward-
backward algorithm using transition probability ma-
trix and the observation probability matrix defined
with respect to θ.
We used Switchboard Corpus [Godfrey et al., 1992] to
experimentally evaluate the described method. The
data consists of adult telephone conversations and was
phonetically transcribed and annotated. We extracted
500 sentences from this corpus and ran experiments
using 5-fold cross validation. Features consist of simple
binary features as well as real valued features extracted
over a window of size 5 centered at the current position
in the sequence. Details of the feature representation
can be found in Gregory and Altun [2004]. Since most
of the features are binary, we choose polynomial kernel
of different degrees for kernelization of the CRFs.
We ran experiments to optimize polynomial degree 1,
2 and 3 kernels using the block-Jacobi method. We
also ran experiments where the polynomial degree 1
CRF was optimized using the more standard primal
optimization as described in Sha and Pereira [2003],
Gregory and Altun [2004] (labeled Pri in the figure).
The results are reported in Figure 1. Not surprisingly,
the primal and dual optimizations of polynomial de-
gree 1 are (almost) the same. Using second and third
degree features increase the performance substantially.
7 Discussion
The application of decomposition results in Section 3
to CRFs only scratch the surface of what is possible
with nonparametric graphical models. Clearly, we can
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use the same set of ideas for conventional undirected
graphs, which opens a large toolbox to kernel methods.
Some of the obvious applications are estimation in the
presence of missing values and clustering. One of the
main technical difficulties to be overcome in this con-
text are the common problem of being unable to com-
pute log-partition functions exactly. Here approximate
results, such as tree-decompositions are needed. Other
means to alleviate this problem are MCMC and exact
sampling approaches.
Even if the above problems are overcome, the result-
ing nonconvex optimization problems still present a
formidable challenge. Here semidefinite relaxations of
the original problem may be useful. This is the subject
of ongoing research.
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