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ABSTRACT
A potential energy model that correctly reflects zeolite framework interactions
is the premise for computational studies of the physical and chemical processes oc-
curring inside zeolites, such as catalytic chemical reactions and adsorption. Infrared
spectroscopy is a widely-used technique that is sensitive to the accuracy of the po-
tential energy model. This work aims to develop such a potential that reproduces the
infrared spectra of zeolites. In the first part of this thesis, the performance of two
published potentials is tested in terms of predicting structural and dynamical prop-
erties for five silica polymorphs (three siliceous zeolites: siliceous faujasite, sodalite
and silicalite; quartz; and cristobalite). Comparison between the silica polymorphs’
model-predicted equilibrium angle distributions and infrared spectra shows that the
core–shell model [Schro¨der and Sauer, J. Phys. Chem. 1996, 100, 11043] predicts a
broader Si−O−Si angle distribution and shifts angle-bending infrared modes to lower
wavenumbers. The MZHB potential [Sahoo and Nair, J. Comput. Chem. 2015,
36, 1562], on the other hand, predicts angle-bending infrared modes that are con-
sistently shifted to higher wavenumbers. The second part of this thesis presents a
new potential via reparameterizing and extending the MZHB potential based on a
sensitivity analysis, which investigates the relationships between model parameters
and the structural properties of silica polymorphs. Better infrared predictions are
achieved by the new potential. The results of the sensitivity analysis indicate that
the lattice parameter might be a possible target for the parameterization of atomic
partial charges for crystalline materials.
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CHAPTER 1
INTRODUCTION
Zeolites are a type of crystalline material consisting mainly of the elements silicon,
oxygen, and aluminum. Unlike those used in industry, zeolites in the natural world
have various colors that depend on the types of impurities, as shown in Figure 1.1.
While a relatively small portion of zeolitic materials contain only silicon and oxygen
elements, called siliceous zeolites,1 the majority of zeolites contain aluminum and
extra-framework cations, and are often called aluminosilicates. In an aluminosilicate,
some of the zeolite framework silicon atoms are replaced by aluminum atoms. Due to
the different bonding properties of silicon and aluminum—that is, silicon atoms have
four valence electrons, while aluminum atoms have only three valence electrons—
replacement of silicon atoms with aluminum atoms introduces net negative charges
into the zeolite structure. As such, hydrogen ions (H+) or other charge-compensating
cations must be present when aluminum is present in the framework.
Different frameworks of zeolites are given three-letter codes. Some of the codes are
taken from the first three capitalized letters in the name of the corresponding zeolites,
such as sodalite (SOD) and faujasite (FAU); some other codes have more specific
meanings. For example, the code MFI originates from ZSM-5, which is a catalyst
patented by Mobil oil company (M–Mobil, FI–5). A full list of codes for zeolites that
are currently accepted is available on the International Zeolite Association (IZA) [1].
1Technically speaking, compounds with only silicon and oxygen element are called zeolite-like
compounds. In this thesis, we use the term “siliceous zeolites” to emphasize the relationships
between zeolites and these compounds.
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(a) (b) (c)
Figure 1.1. Zeolites in industry and the natural world: (a) extruded NaX synthetic
zeolite (FAU framework) [2]; (b) the natural zeolite Ca-faujasite (FAU), coated with black
oxides [3]; (c) the natural zeolite chabazite (CHA) [4]. While zeolites in the natural world
often grow as large crystals, synthetic zeolites adopted in industry typically consist of very
small crystals; the resulting powders are often extruded or pressed into pellets to make
them easier to handle.
Zeolites are also microporous materials with pores and channels of different sizes,
as illustrated in Figure 1.2. These pore structures are formed by rings characterized
by different numbers of SiO4 tetrahedrons, as shown in Figure 1.2c. The presence
of aluminum and the resulting acid sites, together with the microporous nature of
zeolites, leads to the wide application of zeolites in the petrochemical industry as acid
catalysts to enhance petrochemical reactions. Some of the most important properties
are:
Lewis or Brønsted acidity originates from H+ (Brønsted) and/or aluminum-based
framework charge (Lewis)
Shape selection originates from the relative sizes of reacting species and zeolite
pores
Ion-exchange originates from the energy-change upon replacements between ions
Acidity in zeolites originates from charge-compensating H+ and cations. In the case
of H+, the zeolite serves as a proton donor [7]. For example, zeolite H-ZSM-5 is widely
used for the conversion of methanol to dimethyl ether via dehydration [8]. H-ZSM-5
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(a) The zeolite SOD (b) The zeolite FAU (c) A D6R of zeolite FAU
Figure 1.2. Zeolite structures from a microscopic perspective: (a) a wire frame of the
zeolite sodalite (SOD) [5]; (b) a wire frame of the zeolite faujasite (FAU) [6]; (c) a double
6-membered ring (D6R) of the zeolite faujasite: the D6R serves as a connecting part between
sodalite cages in the FAU structure.
is also used in Fischer–Tropsch reactions to convert synthesis gas to hydrocarbons.
In the case of other charge-compensating cations, e.g. Na+, Ni2+ or Zn2+, the zeolite
serves as an electron acceptor during chemical reactions including dehydrogenation,
carbonylation, and the catalytic cracking [9].
Another property of zeolites originates from zeolites’ porous structure. Pores and
channels of different sizes allow for shape-selective reactions in which only reactants
and desired products can travel through the channels, such that reaction selectivity
can be enhanced. A typical example of the utilization of this property is the produc-
tion of p-xylene via toluene reacted with methanol with H-ZSM-5 zeolite illustrated
in Figure 1.3b, where only p-xylene among the three isomers can diffuse through
the zeolite channels [10]. Thus, it is clear that zeolite structures strongly affect the
diffusivity of chemical species.
The ion-exchange property arises from the energy difference between varies ion–
zeolite complexes [11]. This property has led to the highest-volume use of zeolites in
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(a) Hydrocarbons react in a zeolite catalyst (b) Shape-selectivity of zeolite catalysts
Figure 1.3. Zeolite applications: (a) zeolite Y ( (FAU framework) is used as a hydrocarbon
cracking catalyst in the petrochemical industry; the image is a caricature of hydrocarbons
diffusing through zeolite channels during chemical reactions. Image from the International
Zeolite Association [1]. (b) an illustration of zeolite shape-selectivity: in the reaction of
toluene and methanol with H-ZSM-5 (MFI) as the catalysts, only p-xylene (and not m-
xylene or o-xylene) is the right shape to diffuse through the zeolite channels, therefore, the
reaction selectivity is enhanced. Image from Galloway et al. [13].
water treatment. For example, in water softening with zeolite resin, water hardness
is often reduced via replacing Ca2+ and Mg2+ with Na+.
Other applications of zeolites include adsorption in water treatment, as organic
pollutants such as phenol can be removed from water by natural zeolites at low
cost [12]. Such adsorption processes are also used in the removal of small gas molecules,
such as CO2 and N2. Therefore, a fundamental understanding of the dynamic and
thermal properties of these processes is important in order to enhance the efficiency
of these processes.
Instead of investigating these processes via direct experiments, computer modeling
has been widely adopted to study dynamic and thermal properties of catalytic reac-
tions and adsorption occurring inside zeolites, such as diffusion coefficients of reacting
species and heats of adsorption. These computer simulations require a potential en-
ergy model describing the interactions between the zeolite framework (host), and any
reacting species or adsorbate (guest). While fixed zeolite framework models have been
widely adopted to model reactions and adsorption [14, 15], in which case the crys-
tallographic structure of zeolite framework is not allowed to change upon interacting
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with guest molecules, it is more promising and natural to allow for the relaxation of
the zeolite framework during simulations. The reason is that the zeolite framework is
essentially vibrating all the time, and the electronic structure of the zeolite framework
will also change because of the approach of a guest molecule. However, such a re-
laxed zeolite framework model will require that we have a good understanding about
how zeolite framework atoms interact with each other, meaning that we need a good
potential energy model (or “force field”) to describe the zeolite framework interac-
tions. A good potential for zeolite frameworks is also necessary when computational
modeling of vibrational spectroscopy is used to detect whether certain reaction inter-
mediates (known as transition states) are formed on the surface of the zeolite cata-
lysts, or to examine different experimentally-observed adsorbed species. For example,
it is well known that water molecules can be adsorbed in zeolites via two different
mechanisms: molecular adsorption and dissociative adsorption [16]. The difference
between these two adsorption mechanisms lies in whether the water molecule attaches
to the zeolite framework as a whole molecule or a hydroxyl group with a dissociated
proton, as is illustrated in Figure 1.4. The resulted different products can often be
distinguished from each other via vibrational spectroscopy. Thus a good potential of
zeolite framework interactions is required in order to distinguish among vibrational
peaks originating from the vibrations of the zeolite framework, water molecules, and
hydroxyl groups, respectively.
One way to find such a potential is to compare the model-predicted infrared (IR)
spectra with the measured IR spectra. Microscopically speaking, all the atoms in a
material vibrate around their equilibrium positions, and these vibrations can be used
to characterize the structure of the studied material. While not visible, vibrations in-
side materials can often be excited by absorbing photons with energies in the infrared
range. Since vibrations inside materials have characteristic frequencies, depending on
the material structure and atomic interactions; and photon energy absorption occurs
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(a) Molecular adsorption (b) Dissociative adsorption
Figure 1.4. An illustration of water adsorption in zeolites via two different mechanisms:
(a) the whole water molecule attaches to the Zn2+ cation in the molecular adsorption
mechanism; (b) the water molecule dissociates into a hydroxyl group attaching to the Zn2+
cation, and a leaving proton in the dissociative mechanism.
only when the frequency of the infrared light and the vibration match with each other;
excitement of vibrations via absorbing infrared light photon energies will reduce the
intensity of the transmitted infrared light at certain frequencies, which gives rise to
IR spectra with peaks of varying intensity. Therefore, IR spectroscopy is widely used
as a tool to study material structure. For example, Figure 1.5 presents the computed
IR spectrum of a methanol solution. The resulted IR spectrum is characteristic of
the structure, bonding, and solvation of methanol molecules. A potential that fails to
match the model-predicted IR peaks with the corresponding measured IR peaks does
not really reproduce the interactions inside the studied material correctly. In the case
of zeolites, failing to predict zeolite characteristic IR peaks means that the adopted
potential is not capable of describing zeolite framework interactions correctly, even
if geometric observables like bond lengths and angles are well-reproduced. This is
because model-predicted IR spectra are characteristic not only of zeolite geometries,
but also vibrations of the zeolite lattice.
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Figure 1.5. An illustration of the application of IR spectroscopy in the characterization
of material structures: a laser is used to excite the methanol solution, and the resulted IR
spectrum is measured via Fourier transform to give characteristic IR peaks of methanol.
Picture from [17]
Several potentials that predict siliceous zeolite IR spectra to different levels of ac-
curacy have been developed by other researchers. For example, Ermoshin et al. [18]
developed a Generalized Valence Force Field (GVFF)2 based on quantum-chemical
calculations on a cluster consisting of two SiO4 terminated by H atoms, and defined
the potential parameters in terms of internal coordinates. While success in calculat-
ing IR spectra for siliceous sodalite (SOD), faujasite (FAU), and zeolite A (LTA)
were achieved in their work, the functional forms used in this potential are compli-
cated, and the cross-interaction terms make it difficult to use this potential in some
of the popular simulation packages (see Section 2.1.2.5). Smirnov and Bougeard [19]
studied the performance of an effective pair potential (DHFF) and another Simplified
Generalized Valence Force Field (SGVFF). The comparison of IR spectra for siliceous
FAU showed that the SGVFF is more capable of predicting zeolite IR spectra than
the DHFF. A possible reason is that the DHFF potential does not have three-body
2“Force field” is another name of “potential”; “force field” is usually used in the community
of physical chemistry, while “potential” is used in the community of chemical physics. To keep
consistency, we used “potential” through out this thesis.
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angle interactions to constrain the deformation of angles, indicating that the choice of
potential is critical and simple potentials may not be able to approximate the zeolite
framework interactions satisfactorily. Note that the above valence potentials (GVFF,
DHFF, SGVFF) do not include long-range interactions, however, long-range interac-
tions are exactly the interactions between host and guest molecules. This means that
long-range interaction parameters will have to be determined if such potentials are to
be used in the modeling of zeolite applications. Nicholas et al. [20] developed a more
accurate valence potential for siliceous zeolites, extended from the MM2 potential 3
that includes higher-order energy corrections for three-body interactions. While a
good reproduction of silicalite’s infrared spectrum was achieved, incorporation of alu-
minum into this potential in order to be used for the modeling of zeolite applications
will be trickier, since two more parameters would be needed to determine for angle in-
teractions. Therefore, we think there is still a strong need for an easily-implemented
potential that reproduces zeolite IR spectra satisfactorily. Therefore, this work is
aimed to develop such a siliceous zeolite potential.
In the rest of this thesis, Chapter 2 briefly introduces the basics of potentials
and their parameterizations as well as the mathematical background of the two
IR spectrum-predicting methods adopted in this work. In Chapter 3, two easily-
implemented zeolite potentials, the MZHB potential developed by Sahoo and Nair [21]
and the core–shell model developed by Schro¨der and Sauer [22], are tested by pre-
dicting the geometry, bulk modulus, and infrared spectrum of five silica polymorphs.
In Chapter 4, a new potential is developed via re-parameterizing and extending the
MZHB potential, and the performance of the new potential is tested; Chapter 5
presents a conclusion of this work.
3The MM2 potential was developed mainly for conformational analysis of hydrocarbons and other
small organic molecules
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CHAPTER 2
THEORETICAL BACKGROUND
2.1 Potentials
In molecular mechanics and molecular dynamics, potentials are sets of formulas
describing the dependence of the potential energy on various internal coordinates,
such as bond length, bond angle, and interatomic distance. These formulas help to
construct the potential energy surface, which is a multi-dimensional energy hyper-
surface with respect to each internal coordinate describing the molecular geometry.
Accurate molecular potential energies are often obtained by quantum mechanical
calculations with large basis sets and high theoretical levels. However, full-quantum
mechanical calculations are often limited by the size of the molecule, the acceptable
simulation time duration, and memory and storage considerations.
The purpose of potential development is actually to describe the potential energy
of the system of interest with a model that only depends on atomic positions, so that
forces acting on the atoms can be described without considering electronic effects ex-
plicitly. In this aspect, potentials can be regarded as a fit to the quantum mechanical
potential energy surface, to some extent. In fact, one of the widely used potential
parameterization strategies is indeed fitting to the quantum mechanically determined
potential energy [18, 23, 24]. Note that from the perspective of quantum mechanics,
all potential energy arises from the interactions of electrons and nuclei; as such, all
the terms that appear in a given potential actually serve the same purpose: that is,
to reproduce the electronic interactions of the molecule of interest.
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Table 2.1. Typical components of zeolite potentials categorized by the number of atoms
involved.
Atoms Potential term Example
Two
bond
Harmonic bond potential V = 1
2
kR(R−R0)2
Morse potential De[(1− exp(−a(R−R0)))2 − 1]
van der Waals
Lennard-Jones potential 
[(
rm
r
)12 − 2( rm
r
)6]
Buckingham potential Ae−r/ρ − Cr−6
Three angle
Harmonic angle potential V = 1
2
kθ(θ − θ0)2
Urey–Bradley V = 1
2
kUB(r13 − r0)2
Four
torsion
∑
n
1
2
Vn
(
1 + cos(nφ− φ0)
)
improper Vimproper = kΦ(Φ− Φ0)2
angle–angle
1
2
kθ1,θ3(θijk − θijk,1)(θkjl − θjkl,3) +
1
2
kθ1,θ2(θijk − θijk,1)(θijl − θijl,2) +
1
2
kθ2,θ3(θijl − θijl,2)(θkji − θkji,3)
Different types of potentials have been developed for various materials and model-
ing purposes, and the complexities of potentials vary widely according to the purposes.
For example, a potential designed for metals [25] could be much more complex than
a typical potential designed for proteins [26]. Complexities also depend on specific
properties that a potential is used to study for. For example, a typical potential de-
signed for the study of gas molecules adsorption in zeolites may have only a van der
Waals interaction term and an electrostatic interaction term defined between zeolite
framework atoms and gas molecules/atoms (e.g., Reference 27), whereas a poten-
tial designed for the study of zeolite structure will have more interactions among
framework atoms besides the van der Waals interactions (e.g., Reference 20). Since
the present work focuses on computational studies of zeolites, Table 2.1 lists typical
components of potentials that are widely used in zeolite modeling. Categorization is
based on the number of atoms involved in the model. Functional forms with more
terms have been discussed elsewhere [28, 29].
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(a) Bond terms (b) Angle terms (c) Dihedral terms
Figure 2.1. Illustrations of potential terms with an ethane molecule: (a) C−C bond;
(b) ∠HCH angle; (c) dihedral angle for H−C−C−H.
Table 2.2 shows another categorization based on the bonding of the involved
atoms. Potential terms in which the involved atoms are required to be bonded to-
gether are categorized as valence interaction terms; potential terms in which the
involved atoms are not necessarily bonded together are called non-valence interaction
terms. Illustrations of the interaction terms are presented in Figures 2.1 and 2.2.
Table 2.2. Typical components of potentials categorized by atomic bonding conditions.
Potential type Potential term
Valence interactions
bond term
angle term
torsion term
improper term
cross interaction term
Non-valence interactions
van der Waals term
Coulomb interaction term
2.1.1 Potential Classification
As mentioned in Section 2.1, different types of potentials have been developed
for various purposes. Nevertheless, a simple classification of the potentials that are
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(a) Improper term (b) Non-valence terms
Figure 2.2. Illustrations of improper potential and non-valence interactions. (a) the
improper potential for atom pair 1–4 is defined to penalize the movement of atom 1 away
from the plane formed by atom 2, 3 and 4; (b) an illustration of non-valence interaction
terms including the van der Waals interactions and the Coulomb interactions: any atoms
within the cutoff radius of atom 10, apart from atom 10 itself, and separated by 4 bonds or
more from atom 10 (i.e., atoms that are not highlighted in the picture) interact with atom
10 only via non-valence interactions.
typically used for the modeling of zeolites is discussed below. Generally speaking,
there are three types of potentials widely used for the modeling of zeolites, including:
• CHARMM-style potentials [30]
• Valence potentials [18]
• The core–shell model [22]
Brief introductions of these three types of potentials are given individually.
2.1.1.1 Valence Potential
This type of potential is formulated based on a Taylor expansion of the total
potential energy with respect to internal degrees of freedom, namely, bond lengths,
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angles, dihedrals, and impropers, as given by Equation (2.1).
V = V0 +
(
∂V
∂R
)
0
(R−R0) +
(
∂V
∂θ
)
0
(θ − θ0) +
(
∂V
∂φ
)
0
(φ− φ0)
+
1
2
(
∂2V
∂R2
)
0
(R−R0)2 + 1
2
(
∂2V
∂θ2
)
0
(θ − θ0)2 + 1
2
(
∂2V
∂φ2
)
0
(φ− φ0)2
+
(
∂2V
∂R∂θ
)
0
(R−R0)(θ − θ0) +
(
∂2V
∂R∂φ
)
0
(R−R0)(φ− φ0)
+
(
∂2V
∂θ∂φ
)
0
(θ − θ0)(φ− φ0) + · · · (2.1)
In Equation (2.1), V is a function of the internal coordinates R, θ and φ, which denote
bond length, bond angle, and dihedral angle, respectively. The subscript “0” denotes
the equilibrium state. Note that in Equation (2.1), the first derivatives are zero
since the expansion is performed at the equilibrium state. Neglecting the equilibrium
energy V0 and third and higher-order terms, replacing the second derivatives with
corresponding force constants, one gets
V =
1
2
kR(R−R0)2 + 1
2
kθ(θ − θ0)2 + 1
2
kφ(φ− φ0)2 + kR,θ(R−R0)(θ − θ0)
+ kR,φ(R−R0)(φ− φ0) + kR,θ(θ − θ0)(φ− φ0) (2.2)
Equation (2.2) describes a way in which the valence potential terms can be for-
mulated; only atoms that are bonded to each other are considered in the formula-
tion. This functional form is a named potential, the Generalized Valence Force Field
(GVFF) [18, 19]. Note that Equation (2.2) is just a second order Taylor expansion;
higher-order terms are also used by researchers in order to obtain more accurate po-
tential energies, especially for the bond-stretching term (R) and angle-bending term
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(θ) [23], for example,
Vbond =
1
2
kR,2(R−R0)2 + 1
2
kR,3(R−R0)3 + 1
2
kR4(R−R0)4 (2.3)
Vangle =
1
2
kθ,2(θ − θ0)2 + 1
2
kθ,3(θ − θ0)3 + 1
2
kθ,4(θ − θ0)4. (2.4)
While the inclusion of higher-order energy correction terms gives rise to more flex-
ibility to adjust the shape of potential energy surface, the dependencies between
model-predicted observables and model parameters also become more complicated as
the number of parameters increases, as discussed in Chapter 1. The inclusion of cross
interaction terms between bond lengths, angles and dihedrals provides possibilities
to better account for the coupling effects between internal degrees of freedom, which
makes this type of potential preferable in cases in which subtleties of the potential
energy hyper-surface are required, such as the calculation of IR spectra. It is ob-
served that this type of potential generally have good performance in terms of zeolite
IR spectra prediction. Several such potentials have been developed [18, 19]. While
computational expenses of valence potentials are very low due to the absence of long-
range interactions such as electrostatic interactions and the van der Waals interac-
tions, implementation of valence potentials, such as the GVFF developed by Ermoshin
et al. [18] are often tricky, since not all these cross interaction terms are coded in pop-
ular MD simulation packages. It also becomes tedious to define these cross interaction
terms among individual atoms when the size of the simulated system gets bigger. An-
other major problem of valence potentials is the difficulty of the parameterization due
to the large number of model parameters and the resulting ambiguous dependencies
between model parameters and model predictions. Specifically, from the perspec-
tive of this work, valence potentials do not include long-range interactions. These
interactions are, however, the interactions between the zeolite framework (the host)
and reacting species or adsorbates (guests), indicating that long-range interactions
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parameters will need to be determined if such valence potentials are to be used in the
modeling of zeolite applications.
2.1.1.2 CHARMM-Style Potential
Unlike valence potentials, most of the potentials used by researchers today for ze-
olites contain non-valence interaction terms including the van der Waals interactions
and electrostatic interactions in order to account for the long-range contributions to
the potential energy. Non-valence interactions are often the most time-consuming
part in a molecular dynamics (MD) simulation, since the evaluation of non-valence
interactions usually requires a long-range summation method [28]. Non-valence inter-
actions are implemented in CHARMM-style potentials. This type of potentials are
mainly designed for the modeling of biological systems, including proteins, peptides,
lipids, and nucleic acids, as they occur in solution, crystal and membrane environ-
ments. The Lennard-Jones parameters, for organic elements like O, C, N, S, H, etc.
are listed in a database, and are ready to be used via combination rules, which of-
ten offer reasonable initial guesses of model parameters when model parameters are
needed to be fine-tuned for specific purposes. This Lennard-Jones parameter database
is important, since zeolite frameworks interact with guest molecules via long-range
interactions including Lennard-Jones and electrostatic interactions, which makes the
CHARMM-style potential preferable than the other two types of potential when the
potential is to be adopted for the simulation of catalytic reactions and adsorption.
This is actually part of the reasons why we choose to develop a new CHARMM-style
potential in Chapter 4. Parameterization procedures of this type of potential are also
well-studied [31]. Nevertheless, this type of potential also finds applications in inor-
ganic systems such as zeolites [32, 33]. Typical components of the potential energy
described by a CHARMM-style potential are listed in Table 2.3. The total potential
energy is given by Equation (2.5),
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Table 2.3. Typical components of a CHARMM-style potential
Potential type Potential term
Valence potential
bond term
angle term
dihedral term
Urey–Bradley
Non-valence potential
van der Waals term
Coulomb interaction term
V = Vbond + Vangle + Vdihedral + VUB + VEL + VvdW, (2.5)
where Vbond and Vangle are harmonic bond-stretching and angle-bending potentials,
Vdihedral is defined between atom pairs connected by three bonds, and VUB is used
to account for the coupling effect of bond and angle deformations (see Table 2.1).
The electrostatic interactions, VEL, are charge–charge interactions, and VvdW can be
formulated as a Lennard-Jones potential or a Buckingham potential, which will be
discussed in Section 2.1.3. The van der Waals (vdW) interactions represent attractive
dispersion and repulsive Pauli exclusion between pairs of atoms, and the electrostatic
interactions represent Coulomb interactions between pairs of atoms [26]. These non-
valence interactions are sometimes switched off or scaled between valence atom pairs
(see Section 2.1.2), as illustrated in Figure 2.3, depending on how the potential is
parameterized [30, 34]. If classical mechanical calculations during the parameteri-
zation do not include non-valence interactions between atom pairs that are bonded
(1–2), pairs separated by two bonds (1–3), and pairs separated by three bonds (1–4),
then a 1–4 scale method is often adopted in the implementation of the resulting po-
tential to avoid double counting the interactions between these atom pairs. In the
1–4 scale method, non-valence interactions between atom pairs separated by one or
two bonds (1–2 and 1–3) are excluded, and non-valence interactions between atom
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Figure 2.3. An illustration of the 1–4 scale method: when using a potential of which
valence potential terms are parameterized without non-valence interactions included, non-
valence interactions between atom pair (1–2) and (1–3) need to be excluded, and non-valence
interactions between atom pair (1–4) are usually scaled, in order to avoid double counting
the interactions between these atom pairs.
pairs separated by three bonds (1–4) are scaled by a factor less than unity. In cases
in which non-valence interactions are not excluded between valence atom pairs, va-
lence potential terms and non-valence potential terms together represent the local
potential energy. Again, Equation (2.2) is a second-order Taylor approximation, thus
non-valence interactions between valence atom pairs can be considered as higher-
order corrections to the local potential energy, which offers more degrees of freedom
to the fitting to the quantum mechanically determined potential energy surface. A
brief introduction to valence and non-valence potential components as well as their
corresponding popular functional forms is given in Sections 2.1.2 and 2.1.3.
2.1.1.3 Core–Shell Model
The core–shell model is a type of ion pair potential first introduced by Dick and
Overhauser for studying alkali halide crystals [35]. It has been since widely used in
computational studies of ionic materials [22]. As one of the popular way to include
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Figure 2.4. An illustration of the core–shell model: a charged atom is separated into a
nuclear core and an electron shell, connected via a spring. Charges on the core and shell
are constrained by charge conservation. Image from Ji and Wu [36].
electron polarization effects in classical mechanical simulations, the main feature of
the core–shell model lies in the fact that charged atoms are defined as pairs of nu-
clear cores and electron shells, connected via springs, as illustrated in Figure 2.4.
Usually, the partial charges of the cores and shells are constrained by charge con-
servation. While the charges on the core and the shell are fixed, polarization effects
are accounted by changing the separation distance between the core and the shell. A
typical formulation of the total potential energy described by a core–shell model is
given by Equation (2.6),
V = Vshort-range + VEL + Vcore–shell + Vangle, (2.6a)
Vcore–shell =
1
2
ksr
2, (2.6b)
where Vshort-range denotes the pair-wise two-body interactions, such as the Lennard-
Jones or the Buckingham interactions, and Vcore–shell arises from the atom’s self-
polarization. Note that electrostatic interactions are usually excluded between the
core and the shell of the same pair.
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2.1.2 Valence Potential
2.1.2.1 Bond Potentials
Three types of widely-used functional forms have been developed to describe the
interactions between bonded atom pairs, including:
Harmonic bond potential This type of bond potential is based on the harmonic
approximation (see Table 2.1), in which the energy increases quadratically with
respect to the deviation of internal coordinates against their equilibrium values.
It is easy to implement due to the simple functional form and low number
of parameters, but one major shortcoming is that this bond potential requires
small bond length deviations, otherwise, the harmonic approximation will break
down. Thus, the harmonic bond potential is a non-reactive potential, and is not
appropriate in the simulation of chemical reactions, in which bonds are allowed
to break and form during the simulation.
Polynomial bond potential As given by Equation (2.3), higher-order terms can
be added to the harmonic potential, which gives the ability to account for
anharmonicity associated with the potential energy curve. However, more terms
also means more parameters to fit, requiring more target data.
The Morse potential The Morse potential [37–39] is slightly more realistic than
the harmonic bond potential due to its functional form (see Table 2.1), where
the three parameters De, R0 and a have specific physical meanings:
De Well depth, related to the dissociation energy of the bond
R0 Equilibrium bond length
a Strength of the bond, which controls the shape of the energy curve
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Figure 2.5. A graphical comparison of the harmonic bond potential and the Morse poten-
tial: while the prediction of the Morse potential is close to the prediction of the harmonic
potential when the distance between the two bonded atoms is within a small range around
the equilibrium bond length, it deviates significantly from that of the harmonic potential
when the separation distance between the bonded atoms becomes large.
The bond strength is typically related to the well depth, De, and the bond force
constant, kR, by Equation (2.7),
a =
√
kR
2De
. (2.7)
Graphically, one can easily tell from Figure 2.5 that under small bond length
deviation, the Morse potential can be replaced with the harmonic potential
without significant errors; however, once the bonded length deviation becomes
sufficiently large, then the Morse potential deviates from the harmonic potential
and better reflects the nature of chemical bonds since the dissociation of the
bond is now possible.
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2.1.2.2 Angle Potentials
These potential terms describe the interactions between three atoms, i, j and k,
or two bonds with a common atom. Numerous functional forms have been developed
for three-body potentials; we give a brief introduction here to the functional forms
that are most widely used in the simulation of zeolites, readers for more detailed
descriptions and various types of three-body interactions please see Reference [29].
Two physical representations of three-body potentials are commonly used [29],
which give rise to two categories of three-body potentials:
Covalent potentials From the perspective of covalent potentials, three-body inter-
actions arise from the repulsion of two bonded atom pairs. Two functional
forms are widely used to penalize angle deviation against the equilibrium angle,
including:
Harmonic angle potential The most intuitive functional form for three-body
interactions, see Table 2.1.
Polynomial angle potential Higher order polynomials such as Equation (2.4)
are also used to account for the anharmonicity associated with the shape
of the potential energy curve.
Ionic potentials On the other hand, from the perspective of ionic potentials, three-
body interactions arise from the interactions of the induced dipoles of the three
involved atoms [29]. For example
The Axilrod–Teller potential[40] This type of three-body potential is ob-
tained from third order perturbation theory,
Vangle = D
(
1 + 3 cos(θkij) cos(θijk) cos(θjki)
R3ijR
3
ikR
3
jk
)
, (2.8)
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where D is a constant of the order Iα3 with I being the ionization energy,
and α being the average atomic polarizability; Rij denotes the bond length
between atom i, and j. This type of three-body potential is widely used
in fluid simulations [41, 42].
2.1.2.3 Torsional Potentials
Potential energies arising from torsional angles are another intramolecular energy
component in a potential, which can be regarded as the repulsion energy originating
from unfavorable molecular configurations. Recall that in Equation (2.2), torsional
potentials are derived in harmonic function form. In fact, torsional potentials, how-
ever, are quite different compared with bonded potentials and angle potentials [43].
The first difference is that unlike the small deviations in bond potentials and angle
potentials, the torsional angle deviations can be large due to low energy barriers. An-
other major difference originates from the rotational periodicity of torsional angles,
which means that torsional potentials will have several energy minima (how many
depends on the specific molecule being studied). Thus simple Taylor expansion can-
not efficiently represent torsional potentials. Instead, the most widely used functional
form for torsional potentials is a Fourier expansion,
Vdihedral =
∑
n
1
2
Vn
(
1 + cos(nφ+ φ0)
)
. (2.9)
In Equation (2.9), φ and φ0 denote the torsional phase angle and the equilibrium phase
angle, respectively; n and Vn denote the rotational periodicity and the energy barrier,
respectively. The number of terms depends on the complexity of the torsional energy
curve. In most cases, three terms are sufficient to describe an energy curve [23].
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2.1.2.4 Improper Potentials
Another type of potential that involves four atoms is the improper potential, also
called the out-of-plane potential. Out-of-plane potentials are mostly used to penalize
the movement of one atom leaving the plane formed by the other three atoms. It can
also be regarded as a penalty applied when the angle formed by two planes deviates
from its equilibrium value. The functional form is given in Table 2.1. The value of the
equilibrium angle Φ0 depends on molecular geometry. In the case of a planar molecule,
Φ0 is set to be zero, and the functional form is reduced to Equation (2.10) [43, 44],
Vimproper = kΦΦ
2. (2.10)
2.1.2.5 Cross Interactions
From the Taylor expansion of total potential energy in Equation (2.2), cross inter-
action terms are easy to understood. The functional forms of these cross interaction
terms are combinations of individual bond, angle, and torsion terms, reflecting the
coupling effects of internal degrees of freedom, which cannot be accounted via indi-
vidual potential terms. Take a single water molecule as an example: bond and angle
potentials can only account for the energy contributions of H−O bond-stretching mo-
tion and ∠HOH angle-bending motion, respectively. However, note that the change
of the H−O bond lengths will change the interatomic distance between the two H
atoms, which, from the covalent perspective, will alter the repulsion between the two
H atoms, hence change the ∠HOH. Qualitatively speaking, in the case of H−O bond
symmetric stretching, one would expect that ∠HOH increases. Such coupling effects
are also expected between other internal degrees of freedom. Table 2.4 lists some
cross interaction terms that are widely used in valence potentials.
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Table 2.4. Typical cross interaction terms used in valence potentials.
Cross potential Functional form Reference
Bond–bond cross
∑
R1 6=R2 kR1,R2(R1 −R1,0)(R2 −R2,0) [18, 23, 44]
Angle–angle cross
∑
θ1 6=θ2 kθ1,θ2(θ1 − θ1,0)(θ2 − θ2,0) [18, 23, 44]
Bond–angle cross
∑
R
∑
θ kR,θ(R−R0)(θ − θ0) [18, 23, 44]
Angle–angle–torsion cross
∑
θ1
∑
θ2
∑
φ kθ1,θ2,φ(θ1 − θ1,0)(θ2 − θ2,0) cosφ [23, 44]
2.1.2.6 Urey–Bradley Potential
Another way to include bond–angle coupling effect is to use the Urey–Bradley
potential (see Table 2.1), where r is the internuclear distance between two terminal
atoms in an angle. As a standard component in the CHARMM potential family [30],
this potential term helps distinguish subtleties in vibrational spectra. For example,
it is said that this Urey–Bradley term is necessary to distinguish the symmetric and
asymmetric Si–O stretching vibrational frequencies [20].
2.1.3 Non-valence Potential
2.1.3.1 Coulomb Interactions
Electrostatic interactions are generally evaluated with Coulomb’s Law,
fij =
1
4pi0
qiqj
r2ij
Vij =
1
4pi0
qiqj
rij
, (2.11)
where 0 is the vacuum permittivity, and qi and qj are charges of atom i and j. Written
in vector form, then the total electrostatic force felt by atom i can be expressed as
fi =
N∑
j 6=i
1
4pi0
(ri − rj)qiqj∣∣ri − rj∣∣3 . (2.12)
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Equation (2.12) is used to calculate the electrostatic force felt by atom i applied by all
the remaining atoms in the simulated system for a given atomic charge distribution.
Generally speaking, there are several approaches for the determination of atomic
charge distributions during MD simulations, including:
• Fixed point charges
• Point dipole method [45]
• Charge equilibrium method [46, 47]
• Drude model [48, 49]
Brief introductions to these methods are discussed in the next several sections.
2.1.3.1.1 Fixed point charges The most intuitive way to determine atomic
charges is using fixed point charges, in which the atomic charges are specified as
model parameters at the beginning of an MD simulation and kept constant during the
simulation. Note that besides using formal charges for atomic species, partial charges
are also widely used in molecular mechanics and molecular dynamics simulations.
Table 2.5 lists partial charges for silicon used in various models in the literature. Note
that electron–electron polarization effects, under the scheme of fixed point charges,
are simply accounted by a dielectric constant k, where the total permittivity is  =
k0; this is an inherent deficiency of this method to account for the effects of the
environment on atomic charges [50]. However, due to the simple concept and easily-
implemented feature, the fixed point charges method is widely used in simulations,
especially for atomistic simulations with large numbers of particles involved.
2.1.3.1.2 Point Dipole Method This method starts from the consideration that
the electron cloud surrounding atoms can be deformed to generate induced dipole
moments under the existence of an electric field. Application of this method in
25
Table 2.5. Example of partial charges for Si atoms used in classical MD simulations in
the literature.
Si Charge (e) Method Reference
0.70 Fit to quantum mechanical results [27]
1.08 Fit to minimum interacting action energies and ge-
ometries between a water molecule and chemical
groups of the studied cluster
[32]
1.10 Fit to quantum mechanical calculated cluster ge-
ometries
[20]
1.60 Rounded from electronegativity equalization
method
[19]
2.00 Half of the formal charge [27]
4.00 Formal charge [27]
modeling of zeolites have been attempted by Kermode et al. [45] and by Tangney
and Scandolo [51]. Besides the interactions between point charges, the interactions
between charge–dipole and dipole–dipole are also accounted, which give rise to an
electrostatic energy by Equation (2.13)
VEL =
∑
i 6=j
(Vc–c + Vc–d + Vd–d) (2.13)
where Vc–c denotes the charge–charge interactions, given by Equation (2.11), Vc–d
and Vd–d denote the charge–dipole and dipole–dipole interactions, given by Equa-
tions (2.14) and (2.15),
Vc–d =
Zie
4pi0
rijµj
r3ij
, (2.14)
Vd–d =
1
4pi0r3ij
[
µiµj − 3(µirij)(µjrij)
r2ij
,
]
(2.15)
where Zi and e denote the atomic number of atom i and the elementary charge,
respectively; rij and rij denote the displacement vector from atom j to i and the its
scalar value; µj denotes the dipole moment at position of atom j. Simple schematic
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(a) Charge–dipole
(b) Dipole–dipole
Figure 2.6. Illustrations of charge–dipole and dipole–dipole interactions: (a) a charge–
dipole interaction schematic diagram; (b) a dipole–dipole interaction schematic diagram.
diagrams of the charge–dipole and dipole–dipole interactions are given in Figure 2.6.
Readers desiring detailed mathematical derivations of Vc–d and Vd–d are directed to the
work of Tangney and Scandolo [51] and Yamamoto [52]. Note that the electrostatic
energy, VEL, is not equal to the energy of the induced dipole system, V
induced
sys ; instead,
the energy of the induced dipole system is expressed as
V inducedsys = VEL + Vpolar, (2.16)
where Vpol denotes the energy required to polarize the particles. In the work of Berend-
sen et al. [53], the energy of the induced dipole system V inducedsys is determined by
introducing a charge parameter λ that is integrated from 0 to 1,
V inducedsys =
∑
i
∫ 1
0
λUEL,iqidλ =
∑
i
1
2
qiUEL,i, (2.17)
where UEL,i denotes for the electrostatic potential at position i, arising from point
charges and induced dipoles. This formulation of the V inducedsys comes from the physical
meaning of Equation (2.16): given the electrostatic potential UEL,i at position of
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atom i, the system is first charged with point charges qi, each with charge parameter
λ; integration gives the system energy V inducedsys . Then the point charges are allowed to
be polarized to form dipoles, which gives the energy VEL, and the amount of energy
required to achieve this polarization Vpolar. In the case of isotropic polarizability, the
polarization energy Vpol is evaluated to be
Vpolar =
1
2
∑
i
µi
2
αi
. (2.18)
This is obtained with the fact that at equilibrium, the change of V inducedsys with respect
to the change of dipoles is zero.
2.1.3.1.3 Charge Equilibrium Method This method takes the electron polar-
izability into consideration by redistributing atomic charges according to the instan-
taneous geometries of the simulated system and the experimental properties of the
involved atomic species at each time step. The total electrostatic interaction energy
is given by
VEL =
N∑
i=1
(Vi,0 + χi,0qi +
1
2
Jii,0q
2
i ) +
∑
i<j
qiqjJij, (2.19)
where Vi,0 is the energy of the charge neutral atom i, where a subscript “0” denotes
charge neutrality; N is the total number of atoms; χi,0 and Jij denote the electroneg-
ativity of the charge neutral atom i and the Coulomb interaction energy between
unit charges; and the physical meaning of Jii,0 is the Coulomb repulsion between two
electrons in the same electronic orbital, known as the idempotential [46] or atomic
hardness [50]. Since the chemical potential of an electron gas surrounding its nucleus
is the negative of the Mulliken electronegativity of the isolated particle, given by [47]
µi = −χi = −e∂VEL
∂qi
. (2.20)
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The chemical potential of atom i can then be expressed as
µi = −e
χi,0 + Jii,0qi +∑
i 6=j
Jijqj
 , (2.21)
At equilibrium, the electrochemical potentials of each atom are equal, which leads to
N − 1 equations for a system of N atoms, plus charge conservation—that is, the sum
of any changes in particle charges is zero, that is,
N∑
i
dqi = 0 (2.22)
This gives N coupled equations in N variables. Note that in the last term of Equa-
tion (2.19), different charge distribution functions yield different Coulomb interaction
models with varying levels of complexity. Some commonly used charge distribution
functions are Dirac delta functions, which correspond to point charges, and Slater-
type 1s orbitals (spherically-symmetric, normalized exponential functions) [46, 54].
Readers desiring more detail are directed to References 46, 54.
2.1.3.1.4 Drude Model The Drude Model introduces polarizability of particles
other than hydrogen via massless auxiliary particles (known as Drude particles) carry-
ing charge and attached to physical particles with harmonic springs [55], as illustrated
in Figure 2.4. The charges of the physical particles and the Drude particles are con-
strained by the charge conservation law,
qi + qi,D = q
′
i, (2.23)
where qi and qDi denote the charges of the physical particle i and Drude particle Di,
respectively, and q′i denotes the charge of particle i without using the Drude model.
Note that the charge of the physical particles and Drude particles are both fixed in
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this case; the polarization effect arises from the change of the separation distance
between the physical–Drude particle pairs. This method is essentially the same as
the core–shell model described in Section 2.1.1.3—the difference in nomenclature
mainly originates from the two communities that use these two models [56]. The
Drude model has been widely used in polarized water [49, 55, 57, 58] and organic
compounds [48, 59], while the core–shell model is mostly applied in the study of solid
state materials [60, 61]. The Drude model can be implemented in two ways, including:
Adiabatic method using this method, the system potential energy V is given by
V = Vpolar(d) + VEL(r,d) + Velse. (2.24)
In Equation (2.24), Vpolar denotes the energy due to the harmonic spring poten-
tial between each physical–Drude particle pair, which depends on the separation
distance between particles in the pair d; VEL(r,d) denotes the electrostatic in-
teraction energy contributed by all the charged particles except the physical
and Drude particles belonging to the same pair, which is a function of both
physical particles’ positions r and pair separations d; Velse stands for other po-
tential energy components. The adiabatic method requires that during each
time step of an MD simulation, the potential energy is minimized with respect
to the positions of Drude particles while the physical particles’ positions are
fixed; that is,
∂Vpolar(d)
∂di
+
∂VEL(r,d)
∂di
= 0 (2.25)
holds for every atom i. Solving Equation (2.25) gives a self-consistent total
potential energy.
Extended Lagrangian method Another way to implement the Drude model is
using an extended Lagrangian, which considers the Drude particles as additional
degrees of freedom [48, 55]. In this case, each Drude particle Di is assigned
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Figure 2.7. Illustrations of van der Waals interactions. Image adopted from Leite et al. [65]
with a small fraction of mass of the corresponding physical particle i under
the constraint of mass conservation. Therefore, for both physical particles and
Drude particles, a similar variant of Lagrange’s equation of motion applies.
This way of implementing the Drude model in classical MD simulations has
been documented in the literature; readers interested in details are directed to
Lamoureux and Roux [55] and Jiang et al. [58].
2.1.3.2 van der Waals Interactions
Another important long-range non-valence interaction is the van der Waals in-
teraction. Van der Waals interactions are important in the explanation of many
phenomena such as adhesion [62, 63], physical adsorption [64]. The theory of van der
Waals interactions has resulted in a set of forces containing three contributions, all
proportional to r−6, arising from different physical origins [65].
The first contribution to the van der Waals force is the Keesom force, named after
Willem Hendrik Keesom [65]. It arises from the attraction between permanent dipoles,
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such as water molecules. Therefore, for molecules for which the electronegativities of
neighboring atoms differ significantly, the Keesom force exists. On the other hand,
the Keesom force is not applicable to atoms, since atoms cannot have permanent
dipole moments. Figures 2.7a and 2.7d illustrate the permanent dipole interaction
between two polar molecules, CH3OH and CHCl3. Since the result of the permanent
dipole–dipole interaction is the reorientation of the involved molecules, the Keesom
force actually describes the “orientation effect” [66].
The second part of the van der Waals force is called the Debye force or induction
force [65], and it arises from the interactions between permanent dipoles and induced
dipoles. The Debye force is weaker than the Keesom force because the magnitude
of an induced dipole moment of a charge-neutral atom is typically smaller than that
of a permanent dipole moment. As is discussed in Section 2.1.3.1, induced dipole
moments arise from the electric field generated by point charges, permanent dipoles,
and other induced dipoles at the position at which the atom of interest is located,
and acts upon the atom’s polarizability. An example of the Debye force, shown in
Figures 2.7b and 2.7e, show that as a polar molecule, such as acetone, gets close to
a non-polar molecule, such as hexane, it deforms the electron cloud of the hexane
molecule to form an induced dipole moment aligned opposite to the orientation of the
permanent dipole, causing mutual attraction between the two molecules. Like the
Keesom force, the Debye force is also not applicable to pairs of atoms for the same
reason.
The third component of the van der Waals force is the dispersion force, also
known as the London force [66], which arises from the interactions among fluctuating
induced dipoles. The polarizability of an atom gives rise to the ability of the atom to
be polarized as long as an applied external electric field, or an internal electric field
generated by other atoms within the charge-neutral molecule itself, exists. A typical
picture of the London forces, shown in Figures 2.7c and 2.7f, depict two non-polar
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charge-neutral molecules attracted by each other due to the fluctuating non-trivial
induced dipoles. Since all materials are polarizable to different extents, the London
forces is much more prevalent than the Keesom and Debye forces [65].
The above three contributions of the van der Waals interactions can be written
into one formula describing the pair-wise the van der Waals force.
VvdW =
Corientation + Cinduction + Cdispersion
r6
, (2.26)
An intuitive way to understand why all the three components of the van der Waals
interactions are proportional to r−6 based on the fact that the electric field generated
at position ri by a dipole at position rj is given by
Ei =
∑
i 6=j
1
4pi0
rijµj
r3ij
, (2.27)
according to Equation (2.14). With this electric field, an atom at position ri will be
polarized to form a dipole moment via its polarizability αi,
µi = αiEi, (2.28)
which is also of the order r−3ij . Therefore, dipole–dipole interactions, regardless of
permanent dipoles or induced dipoles, defined by
Vd–d = −Ei · µi, (2.29)
have the order r−6ij . Readers wishing further details are directed to London [66].
A more systematic interpretation of the origin of the van der Waals forces based
on the second order perturbation theory in quantum mechanics has been discussed
by Jeziorski et al. [67].
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In specific calculations, the van der Waals interactions are often implemented
along with a repulsive term resulting from electron-overlap and Pauli exclusion. Two
major types of functional form, the Buckingham potential and the Lennard-Jones
potential, are commonly used:
Buckingham Potential The functional form of this model is given in Table 2.1, in
which an exponential is used for the repulsive term. This pair-wise energy is
inaccurate when the interatomic distance is small: the exponential goes to a
finite number as rij approaches 0, which makes no sense for electrons and nuclei
at close range. Care must therefore be taken to make sure that the interatomic
distance is large enough to avoid this feature when the Buckingham potential
is used.
The Lennard-Jones Potential A more widely-used functional form is the Lennard-
Jones potential (see Table 2.1), where a term proportional to r−12 is used for
repulsions. The introduction of the r−12 term is done for simplicity and to re-
duce the computational expense, since it is easier to evaluate a repulsion term
proportional to r−12 once the attraction term proportional to r−6 is evaluated.
The parameters of the Lennard-Jones potential have physical interpretations, as
shown in Figure 2.8;  and rm denote the energy well depth and the minimum-
energy internuclear distance, respectively.
2.1.4 Potential Parameterization
Functional forms themselves do not lead to potentials: it is the combination of
reasonable functional forms and well-derived parameter sets that gives rise to the
ability and accuracy of that potential when applied to the objects for which it is
designed. Therefore potential parameterization becomes another major aspect in
the computational studies of various materials via classical mechanical potentials.
Typical procedures fit parameters to quantum mechanical target data based on small
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Figure 2.8. An illustration of the Lennard-Jones potential. The energy depth, , and
minimum-energy internuclear distance, rm, are indicated.
characteristic clusters or experimental observables, depending on the functional forms
to be parameterized.
The general procedures of potential development have been reasonably well-documented
in the literature [68, 69], including parameterization methods for most of the func-
tional forms discussed in Sections 2.1.2 and 2.1.3. Due to the strong coupling between
model parameters, changing one parameter will require all the other parameters to be
adjusted. Nevertheless, a typical parameterization procedure for a CHARMM-style
potential with fixed point charges is given by Mayne et al. [31]. A brief walk-through is
given below; readers desiring more detailed explanations are directed to Reference 31.
2.1.4.1 Bond and Angle Potential Parameterization
Bond and angle potentials are closely related to objects’ geometries and vibrational
spectra. Typical quantum mechanical target data based on characteristic small clus-
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ters include ab initio potential energy [23, 70], Hessian matrix [18, 31], or other data
related to the second derivatives of the potential energy with respect to coordinates,
such as vibrational modes [20, 71]. Experimental observables include crystallographic
data, such as average bond lengths and angles [71], lattice parameters [21], and me-
chanical properties such as bulk moduli [21].
2.1.4.2 Charge Parameterization
Two widely used methods to determine atomic partial charges have been devel-
oped, including the quantum mechanical potential surface method implemented in
AMBER [34], and the supramolecule method implemented in CHARMM [68].
Potential Energy Surface Method The main idea of this method is to determine
the atomic charges via minimizing an objective function, which represents the
difference between potential energies as calculated from quantum mechanics
and classical mechanics. The fitting is carried out by the Lagrange multiplier
method, given by Equation (2.30),
y(q1, q2, q3, . . . ) =
m∑
i=1
(
UQMi − UEL,i(q1, q2, q3, . . . )
)2
+ Λg(q1, q2, q3, . . . ),
(2.30)
where y(q1, q2, . . . ) and g(q1, q2, . . . ) are the objective function to be minimized
and the charge conservation constraint, respectively; UQMi and UEL,i(q1, q2, q3 . . .)
denote the electrostatic potential at the position of atom i calculated from
quantum mechanics and classical mechanics, respectively; Λ is the Lagrange
multiplier; m is the total number of positions at which UQMi and UEL,i are eval-
uated. Normally these positions are chosen in several spherical shells around
the molecule, from the surface formed by the van der Waals radius of all the
involved atoms to a larger radius [72, 73]. Variations of this method have been
developed by other researchers, for example Henchman and Essex [73].
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Supramolecule Method The essential part of this method of partial charge pa-
rameterization is a weighted fitting, where the target data are also obtained
from quantum mechanical calculations [31, 69]. These target data include the
interaction energy of the model compound with individual water molecules at
their equilibrium positions and the equilibrium separation distance, as well as
the dipole moment of the model compound. These target data are collected
by approaching individual water molecules from different orientations to each
water-accessible atom. As the standard way to determine partial atomic charges
in CHARMM potential family [30], the supramolecule method has been well-
documented by Mayne et al. [31].
2.1.4.3 Dihedral Potential Parameterization
Unlike the bond potentials and angle potentials, where any functional form can be
used around the energy minimum, dihedral potentials have specific periodic degenera-
cies and several energy minima and maxima when rotating around a bond. Therefore,
a typical parameterization of dihedral interactions aims to reproduce the shape of the
energy curve obtained from quantum mechanical calculations [20, 31, 74]. Another
common target in the parameterization of dihedral potentials is the rotational en-
ergy barrier Vn in Equation (2.9) obtained from experiments or quantum mechanical
calculations [74].
2.1.4.4 Van der Waals Potential Parameterization
Since the van der Waals interactions together with electrostatic interactions are
responsible for many thermal properties, properties such as heats of vaporization,
heats of sublimation, heats of adsorption, and solvation energy from quantum me-
chanical calculations or experimental measurements are widely used as target data
in the determination of model parameters. The van der Waals potential parameters
often need to be adjusted after the parameterization of partial charges due to coupling
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effects [68, 69]. Unknown parameters for interacting atom pairs can often be obtained
from the parameters for individual atomic species that are known via combination
rules. The most popular combination rule performs arithmetic average on minimum
energy internuclear distances and geometric average on energy depths [29, 69], given
by Equation (2.31)
rm =
rm,i + rm,j
2
 =
√
i × j.
(2.31)
where rm,i and i denote the minimum energy internuclear distance and energy depth
for the interaction of two atom i.
2.2 Simulation Methods of Infrared Spectra
2.2.1 Normal Mode Analysis
The physical meaning of “normal mode” is that all the atoms in the system vibrate
around their equilibrium positions akin to harmonic motion. These normal modes are
specific motions of a group of atoms, which help reflect the system geometry as well
as the interatomic interactions of the system. Therefore computational predictions of
normal modes largely depend on the potentials adopted to describe the interatomic
interactions. One major approximation adopted in the implementation of Normal
Mode Analysis (NMA) is the harmonic oscillator approximation, where the contribu-
tion of the movement along a particular normal coordinate towards the system total
potential energy is a quadratic function (see harmonic bond potential in Table 2.1).
This approximation, however, is only valid when the motion of the atoms is within a
sufficiently small range; in other words, the atomic displacements are required to be
confined within the vicinity of a local energy minimum. As such, any energy contri-
butions of atomic movements that are not captured by a quadratic function will be
lost (see Equation (2.3) and Figure 2.5). Normal mode analysis is usually performed
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based on an optimized geometry with respect to both internal and external stresses,
where the internal stress is related to interatomic forces related to arrangement of
atoms inside the system, and the external stress comes from the limitations imposed
by the system size. The essential part of NMA is the evaluation of the Hessian matrix,
whose elements are the second derivatives of the total potential energy with respect
to each degree of freedom of the simulated system. There are 3N degrees of freedom
for a system of N atoms, which can be expressed in terms of the three to six external
coordinates (corresponding to translation and rotation) plus internal coordinates such
as bond lengths, bond angles, dihedral angles, and improper angles. Once the Hessian
matrix has been determined, a secular equation will be solved for the eigenvalues and
eigenvectors of the Hessian matrix. The resulting 3N − 3 eigenvalues are used to
calculate the normal mode frequencies of the corresponding vibrational modes, and
the eigenvectors are the corresponding normal modes. The fundamentals of NMA
have been described elsewhere [75, 76]; nevertheless, a brief walk-through of NMA is
given below.
2.2.1.1 Frequency and Displacement Vector
The kinetic energy, T , of the system can be expressed as
T =
N∑
i=1
1
2
mi
[(
dxi
dt
)2
+
(
dyi
dt
)2
+
(
dzi
dt
)2]
(2.32)
where N is the total number of atoms in the system. If we replace the Cartesian
coordinates with mass-weighted coordinates,
q1 =
√
m1x1, q2 =
√
m1y1, q3 =
√
m1z1, (2.33)
39
and so on (q4 =
√
m2x2, etc.), then Equation (2.32) becomes
2T =
3N∑
i=1
q˙i
2, (2.34)
where q˙i = dqi/dt. A second-order Taylor expansion can be used to express the total
interatomic potential energy of the system in terms of mass-weighted coordinates:
V = V0 +
3N∑
i=1
(
∂V
∂qi
)
0
∆qi +
1
2
3N∑
i=1
3N∑
j=1
(
∂2V
∂qi∂qj
)
0
∆qi∆qj +O(q3i ), (2.35)
where the subscript 0 denotes the optimized geometry and V0 denotes the potential
energy of the optimized geometry, which can be arbitrarily set to zero; ∆qi denotes
the increment of the coordinate qi. Within the harmonic approximation, the atomic
displacement ∆qi used for the calculation of second derivatives is required to be
sufficiently small so that higher-order terms can be neglected. Since this Taylor
expansion is performed at an optimized geometry, the first derivative of potential
energy with respect to each coordinate is zero. Thus, Equation (2.35) under the
harmonic approximation reduces to
V − V0 = 1
2
3N∑
i,j=1
Hij∆qi∆qj, (2.36)
where the coefficients on the coordinates are Hessian matrix elements,
Hij =
(
∂2V
∂qi∂qj
)
0
. (2.37)
The Hessian matrix is a 3N × 3N square matrix, with N being the number of atoms
in the molecule. Each matrix element is essentially the interatomic force constant of
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the two involved atoms. The Lagrangian of the system is
L = T − V, (2.38)
and Lagrange’s equation of motion can be written as
d
dt
(
∂L
∂q˙i
)
=
∂L
∂qi
. (2.39)
Substituting Equations (2.32) and (2.35) into Equation (2.39) and rearranging, one
gets the following 3N coupled equations:
3N∑
i=1
(
q¨i +
3N∑
j=1
Hij∆qj
)
= 0 (2.40)
As normal modes are essentially collective vibrations of all the atoms in the studied
molecule, general solutions of the above linear differential equation set are trigono-
metric functions and exponentials. One possible solution is
qi = Ai cos(γ
1
2 t+ ϕ). (2.41)
Substituting Equation (2.41) into Equation (2.40), we get
3N∑
i=1
3N∑
j=1
Aj
(
Hij − δijγ
)
= 0, (2.42)
where δij is the Kronecker delta and Ai is the vibration’s amplitude. Solving the
secular equation (2.42), one gets the 3N eigenvalues, γi, and 3N eigenvectors. The
eigenvalue γi is related to the normal mode frequency νi by the equation
νi =
√
γi
2pi
, (2.43)
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and the eigenvectors, also called displacement vectors, describe the displacements of
each atom of the corresponding normal mode. These displacement vectors are usually
normalized and are often used to help assign normal modes to specific molecular
motions via mode visualization. Note that among the 3N normal mode frequencies
derived from the above secular equation, three of them are close to zero, corresponding
to three translational modes.
2.2.1.2 Qualitative Intensity
Another important observable of normal modes is the intensity of the vibration.
Generally speaking, the intensity is proportional to the probability of the transition
between two vibrational energy levels; in most cases, between the vibrational ground
state and the first excited state. In the case of normal mode analysis in classical me-
chanics, IR intensity of the kth normal mode can be calculated from the square of the
derivative of molecular dipole moment M with respect to the kth normal coordinate
as follows [77]:
Ik ∝
∣∣∣∣ ∂M∂Qk
∣∣∣∣2 = ∑
j=x,y,z
(
∂Mj
∂Qk
)2
. (2.44)
In Equation (2.44), Qk is the k
th element of the normal coordinate vector, defined by
Equation (2.45),
Q = DTq, (2.45)
where D is a 3N × 3N square matrix, of which each column is an eigenvector. This
definition of normal coordinate suggests that the normal coordinate of the kth mode
is the scalar product of the corresponding normalized eigenvector and mass-weighted
Cartesian coordinate vector
Qk =
3N∑
i=1
DTk,i × qi. (2.46)
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It also suggests that one can expand the mass-weighted Cartesian coordinates in
terms of all 3N normal coordinates,
qi =
3N∑
i=1
Di,k ×Qk. (2.47)
Note that in Equation (2.44), ∂Mj/∂Qk can be expanded with the chain rule as
∂Mj
∂Qk
=
3N∑
i=1
∂Mj
∂qi
∂qi
∂Qk
. (2.48)
In Equation (2.48), the term ∂Mj/∂qi is the contribution of the atomic displacement
qi towards the j component of the molecular dipole moment, which is given by
∂Mj
∂qi
=
Zie√
mi
× δij, (2.49)
where Zi is the atomic number, unique for the same atom. The second term can be
evaluated to be Di,k according to Equation (2.47). Thus,
∂Mj
∂Qk
=
3N∑
i=1
Zie√
mi
× δij ×Di,k, (2.50)
Ik ∝
∑
j=x,y,z
(
3N∑
i=1
Zie√
mi
× δij ×Di,k
)2
. (2.51)
Note that in Equation (2.51), the expression inside the parentheses has a different
value for each of the three Cartesian directions; this is because in Equation (2.48),
only the atomic displacements along the j direction will survive. Equation (2.51)
suggests that with the partial atomic charges of individual atoms and eigenvectors
derived from normal mode analysis, one can determine the normal mode intensities.
For more detailed information on the derivation of the infrared intensity, see Refer-
ence 77. Quantitative calculations use Equation (2.52), given by Thomas et al. [17]
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and Neugebauer et al. [78],
Ik =
1
4pi0
NApi
3c2
∑
j=x,y,z
(
∂Mj
∂Qk
)
. (2.52)
where NA is Avogadro’s number and c is the speed of light in vacuum.
2.2.2 Molecular Dynamics
Molecular dynamics (MD) method was first applied by Alder and Wainwright [79]
in fluid dynamics, and later became a more valuable simulation tool in many areas of
chemistry and physics due to the development of computers and models. Two families
of molecular dynamics methods have been developed: quantum molecular dynamics
and classical molecular dynamics. Most quantum mechanical MD, also called ab
initio MD, is based on the adiabatic approximation, which can be applied due to the
difference in time scale of motion of the electrons compared to the nuclei. In this case,
the procedure of calculating the next position of each atom is broken into two steps;
the first step neglects the nuclear kinetic energy, and the electronic energy is solved
self-consistently as a function of the positions of nuclei, which gives rise to a potential
energy. This potential energy, together with the kinetic energy of nuclei, forms the
Hamiltonian of the system. In the second step, the total energy of the system and
forces acting on the atoms are time-integrated numerically. Classical MD obtains the
system potential energy via interatomic potentials, which are supposed to reproduce
the quantum mechanical potential energy as much as possible without the need for
an explicit-electron calculation. The use of the interatomic potentials largely reduces
the time consumed for molecular dynamics simulations, making long-time simulation
of large systems such as biological molecules and crystals possible. Since classical MD
is adopted in the present work, some basic aspects of classical MD simulations are
briefly discussed below.
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2.2.2.1 Integration Algorithm
The main idea of classical molecular dynamics is solving Newton’s equations of
motion numerically, so that particle positions and velocities, as functions of time, can
be obtained. These data are processed using statistical methods to obtain desired
static and dynamic properties of the simulated system. To solve Newton’s equations
of motion, several integration algorithms have been developed, including the following:
Verlet algorithm [80] This integration algorithm was originally designed for a sim-
ulation of the Lennard-Jones fluid. The main idea of the Verlet algorithm is
to predict the particle positions based on two former states with a recursive
procedure, and to predict the particle velocities from the difference in position
between the previous and future time steps.
Velocity Verlet algorithm [81] This integration algorithm was developed on the
basis of the Verlet algorithm, and is now the most widely used algorithm. Unlike
the Verlet algorithm, particle velocities are updated via the average acceleration
within each time step, and particle positions are updated using the particle
velocities at the beginning of each time step.
Leap-frog algorithm [82] Explicit particle velocities are calculated in this algo-
rithm, but the particle positions and velocities are updated in an alternative
way, apart from each other by half a time step. This feature means that the
total energy of the simulated system can not be obtained directly.
The velocity Verlet algorithm is used in the present work, as it is the default integrator
in both LAMMPS [28] and GULP [29].
2.2.2.2 Initial Structure
Besides determination via experimental measurements, such as X-ray powder
diffraction, an initial guess of the minimum energy configuration of the simulated
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Table 2.6. Basic simulation parameters in MD simulations.
Simulation parameter Physical meaning
Time step Time increment used in the integration of Newton’s equa-
tions of motion
Sampling frequency Samples acquired per unit time
Integrator Method used to integrate the Newton’s equations of motion
Simulation length Total simulation time
system can also be obtained from molecular mechanics geometry optimization. Most
of the widely used simulation packages such as GULP [29] have output routines to
dump the final optimized geometry, together with other atomic information, which
make the preparation of MD input data very convenient. In the case of lager systems
such as polymers, or crystalline materials such as zeolites, the initial structure can
also be obtained from small asymmetric units with the help of some auxiliary tools.
Note that although the structure of the simulated system deforms at each time step,
an MD simulation starting with an initial structure far from a local minimum energy
configuration is more likely to generate unreasonable results than one starting near
a local minimum energy configuration due to the magnitude of the force far from a
local minimum.
2.2.2.3 Simulation Parameter Set
“Simulation parameters” in this content refers to the specifications that describe
how an MD simulation is to be carried out; this is different from model parame-
ters, which describe the forces and energies between atoms in the simulated system.
Table 2.6 lists some basic MD simulation parameters.
2.2.2.4 Initial Velocity
Commonly used initial velocity distributions are the uniform distribution and
the Maxwell–Boltzmann (Gaussian) distribution. In both cases, the initial atomic
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velocities are typically chosen to be consistent with an initial temperature according to
the relationship between the average kinetic energy and temperature from statistical
thermodynamics given by Equation (2.53)
1
2
〈mv2〉 = 3
2
kBTinitial. (2.53)
The sequence of random numbers is generated based on a seed, which determines the
start of the sequence. The total linear and angular momentum are typically set to
zero during the initialization of the velocities in order to avoid net motion or rotation
of the simulated system.
2.2.2.5 System Equilibration
Given a simulated system without external forces acting on, it is the total energy,
instead of the temperature of the system, that is conserved during the simulation.
Thus, to ensure the system reaches a desired temperature, temperature control is
necessary. Another reason to control the temperature is to offset the steady state
energy drift due to the accumulation of numerical errors during MD simulations.
Several methods have been developed for temperature control in MD simulations,
including the following three types of thermostat. The present work uses the Nose´–
Hoover thermostat.
Velocity scaling The most intuitive way to control the temperature is to scale the
particle velocities directly, since the temperature of a group of particles is re-
lated to the particles’ average kinetic energy. Variations on this type of thermo-
stat are implemented in some MD simulation packages such as LAMMPS [28];
Instead of strictly scaling the instantaneous temperature to the desired tem-
perature, a fraction by which the instantaneous temperature is scaled to the
desired temperature can be introduced into the mechanism, if desired.
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Berendsen thermostat An example of a simple thermostat is the Berendsen ther-
mostat, where a exponential decay, given by Equation (2.54), of the instanta-
neous temperature toward the desired temperature at each time step is applied.
dT (t)
dt
=
1
τ
(
T ∗ − T (t)) (2.54)
One can tell that if the time constant τ is too large, only a small change of the
instantaneous temperature could be achieved during each time step, meaning
the Berendsen thermostat will converge very slowly. On the other hand, a time
constant τ which is too small will lead to an unstable system temperature.
Note that the Berendsen thermostat reduces to direct velocity scaling if the
time constant τ is equal to the time step used during the MD simulation (see
Reference 83).
Nose´–Hoover thermostat The main idea of this thermostat is to introduce an
additional degree of freedom, s, as an external thermal bath to the physical
system being studied in order to create dynamics that converge to the Canonical
ensemble at long times. The resulting Hamiltonian of the extended system is
given by
H =
N∑
i
pi
2
2mis2
+ V (q) +
ps
2
2Q + hkBT
∗ ln s, (2.55)
where H is the Hamiltonian of the extended system; pi is the conjugate momen-
tum of physical particle i; ps and Q are the conjugate momentum and “mass”
of the additional degree of freedom, s; kb is Boltzmann’s constant; and h is the
number of degrees of freedom of the physical system (see Reference 84, 85).
2.2.2.6 Data Processing
Since most of the properties of interest cannot be obtained from MD simulations
directly, statistical methods are widely used in MD simulations. Evaluations of some
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properties of the system are typically associated with ensemble averages, which can be
done with the help of the ergodic hypothesis. The ergodic hypothesis states that, given
a long enough simulation time, a system will go through all the possible microscopic
states consistent with constraints imposed on it by the surroundings (e.g., energy,
volume, and number of molecules). Therefore, the time average of a quantity is equal
to its ensemble average in the long-time limit, given by Equation (2.56)
〈A〉 =
∫∫
A(t)δ(H− E)dpdq∫∫
δ(H− E)dpdq = limttot→∞
1
ttot
∫ ttot
0
A(t)dt, (2.56)
where A(t) is the instantaneous value of the studied quantity; E is the total energy of
the simulated system; ttot is the total simulation length; and the symbol 〈 〉 denotes the
ensemble average. Time correlation functions derived from linear response theory [86]
are also widely used in the analysis of MD data. Linear response theory states that
for any external perturbation ζ coupled with system property B, the effect to the
studied system can be expressed as the change of the Hamiltonian, H, of the system
from the unperturbed state H0 via Equation (2.57)
H = H0 − ζB(Γ), (2.57)
where H and H0 denote the Hamiltonian with and without the external perturbation,
respectively, and Γ denotes one single point in the phase space of 6N dimensions. The
ensemble average of the property A of the studied system can be written as
〈A〉 = 〈A〉0 + 〈∆A〉 =
∫
A exp(−β(H0 − ζB))dΓ∫
exp(−β(H0 − ζB))dΓ . (2.58)
Equation (2.58) describes the static response of the system to the external perturba-
tion, where the perturbation is a constant. A more general case would be applying
a time-dependent external perturbation switched off at time t = 0, so that Equa-
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tion (2.58) would be a function of time t. Assuming that the unperturbed property
〈A〉0 is 0, the response of the system, 〈∆A(t)〉, decays to 0 as time goes on. In the
limit as ζ approaches zero, we can approximate exp(βζB) in Equation (2.58) with a
first-order Taylor approximation, exp(βζB) ≈ 1+βζB; Equation (2.58) then becomes
〈
∆A(t)
〉
= βζ
∫
BA(t) exp(−βH0)dΓ∫
exp(−βH0)dΓ ≈ βζ
〈
B(0)A(t)
〉
. (2.59)
Assuming the ergodic hypothesis, we can replace the ensemble average with the cor-
responding time average, which gives
〈∆A(t)〉 = lim
ttot→∞
βζ
1
ttot − t
∫ ttot−t
0
B(t0)A(t0 + t)dt0. (2.60)
In Equation (2.60), t0 denotes the time origin, which is the integration variable, and
the integration runs over all time origins. B(t0)A(t0 + t) on the right hand side is ac-
tually the time correlation function of the two properties, B and A. In the case where
the two properties are the same, for example, A(t0)A(t0 + t) is called the autocorrela-
tion function of property A. Physically, the time-domain function in Equation (2.60)
can be interpreted as the decay of the system response to the perturbation at time t.
Fourier transforming the time-domain function to the frequency domain, one can de-
compose the response fluctuation into frequency components. One good example,
which is also massively used in the present work, is the calculation of infrared spectra
via the dipole–dipole autocorrelation function given by
〈
M(0) ·M(t)〉 = 1
ttot − t
∫ ttot−t
0
M(t0) ·M(t0 + t)dt0. (2.61)
The Fourier cosine transform is then used to obtain the IR spectrum,
I(ν) = 2
∫ ∞
0
〈
M(0) ·M(t)〉 cos(2piνt)dt, (2.62)
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where ν is the frequency and I(ν) is the corresponding intensity.
In the thesis, both normal mode analysis and molecular dynamics are adopted.
Specifically, molecular dynamics are used to collect the data for the calculation of
silica polymorphs’ IR spectra, and equilibrium geometries, as well as mechanical
properties; normal mode analysis are used to help the peak assignments via normal
mode visualizations.
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CHAPTER 3
EVALUATION OF PUBLISHED POTENTIALS
As discussed in Chapter 1, computer simulation has been widely adopted to in-
vestigate catalytic reactions and adsorption occurring inside zeolites. The basis of
these computer simulations is a model describing the interactions between the zeolite
framework (host) and reacting species or adsorbates (guest). A good understand-
ing of zeolite framework interactions is also necessary when vibrational spectroscopy
is used to detect whether certain reaction intermediates are formed on the surface
of the zeolite catalysts, or to distinguish between different adsorbed molecules. By
comparing the model-predicted infrared (IR) spectrum with the measured IR spec-
trum, together with other zeolite framework observables such as geometry and bulk
modulus, one can tell whether the adopted potential reproduces zeolite framework
interactions correctly. This chapter will focus on testing the performance of two pub-
lished potentials in terms of predicting IR spectra, geometries, and bulk moduli for
five silica polymorphs.
3.1 Potentials
3.1.1 The MZHB Potential
A potential with low point charges for pure siliceous zeolites was published by Sa-
hoo and Nair [21]. This model was developed in order to reduce the computational
expense during hybrid quantum mechanics/molecular mechanics (QM/MM) simula-
tions. As a CHARMM-style potential [30], the Lennard-Jones parameters and par-
tial atomic charges were taken from previous work of Zimmerman, Head-Gordon, and
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Bell [27]. As such, the potential was named the Modified Zimmerman–Head-Gordon–
Bell potential, or MZHB. Bond and angle force constants were parameterized via
fitting to the faujasite (FAU) experimental bulk modulus. Tests of the potential’s
performance were based on the prediction of the IR spectra, bond and angle distribu-
tions, and lattice parameters for six silica polymorphs. As with most CHARMM-style
potentials, the valence interactions of the MZHB potential include simple harmonic
bond length and angle bending terms:
Vbond =
∑
bonds
1
2
kR(R−R0)2, (3.1)
Vangle =
∑
angles
1
2
kθ(θ − θ0)2, (3.2)
where R and θ denote the instantaneous bond length and bond angle, respectively;
R0 and θ0 denote their equilibrium values, and kR and kθ are force constants. No
torsional or Urey–Bradley terms are used. Non-valence interactions are accounted for
with Coulomb interactions and Lennard-Jones interactions, given by Equations (3.3)
and (3.4),
VEL =
∑
i<j
1
4pi0
qiqj
rij
, (3.3)
VvdW = 
[(
rm
r
)12
− 2
(
rm
r
)6]
, (3.4)
where r and 0 denote the instantaneous interatomic distance and vacuum permittiv-
ity; q, rm and  are parameters for partial atomic charge, minimum energy internu-
clear distance, and energy depth, respectively. Arithmetic mean and geometric mean
combination rules are adopted for Rm and  with
rm =
rm,i + rm,j
2
, (3.5)
 =
√
ij. (3.6)
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Ewald summation [29] is applied to calculate the electrostatic energy among the fixed
point charges with a cutoff of 12 A˚. The cutoff of Lennard-Jones interactions is also
12 A˚. Note that the non-valence interactions are not excluded between bonded atom
pairs separated by one, two, and three bonds, typically known as 1–2, 1–3, and
1–4 interactions, respectively. These non-valence interactions between neighboring
atoms are typically excluded in a CHARMM-style potential, because the interactions
between 1–2 and 1–3 atom pairs have already been covered by bond and angle interac-
tion terms, respectively; the interactions between 1–4 atom pairs have been partially
covered by torsional interaction terms. One possible reason why the MZHB potential
does not have to exclude non-valence interactions between these atom pairs is given
in Section 3.5. Table 3.1 lists the MZHB potential’s parameters. Specifically, for the
Lennard-Jones parameter rm, we believe that the MZHB potential’s authors intended
to use the initial parameters in the CHARMM potential family; however, there was
an apparent transposition error, which we will address in Section 3.5.
Table 3.1. MZHB model parameters [21].
Harmonic bond potential kR (eV/A˚
2) R0 (A˚)
Si−O 23.3000 1.620
Harmonic angle potential kθ (eV/rad
2) θ0 (
◦)
O−Si−O 6.8000 109.470
Si−O−Si 2.2200 149.800
Lennard-Jones  (eV) rm (A˚)
Si 0.00864 2.200
O 0.00324 1.770
Charge q (e)
Si 0.700
O −0.350
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3.1.2 The Core–Shell Model
The core–shell model is a type of ion pair potential. It was first introduced by
Dick and Overhauser for studying alkali halide crystals [35], and has been widely
used in computational studies of ionic materials [22]. As one of the popular ways to
include electron polarization effect on the molecular interactions, the main feature of
the core–shell model lies in the fact that ions are defined as pairs of nuclear cores and
electron shells. Usually, the partial charges of the cores and shells are constrained by
charge conservation. In the core–shell model studied in this work [22], oxygen anions
are separated into cores and shells, while silicon cations are treated as rigid atoms.
The total potential energy, given by Equation (3.7), is a combination of the pair-wise
short-range and long-range interactions, the angle interactions and the polarization
energies between the cores and shells,
V = Vshort-range + VEL + Vcore–shell + Vangle. (3.7)
Short-range interactions are modeled as Born–Mayer potentials with a cutoff of 10 A˚ as
shown in Equation
Vshort–range =
∑
i,j
Ai,je
− ri,j
ρi,j . (3.8)
Note that the above Equation (3.8) only contains the repulsive force. The reason
to exclude the attractive part, as stated by the model’s developer, is due to how
the model is parameterized. Since this potential is parameterized based on a cluster
calculation at the Hartree–Fock level, dispersion contributions are not accounted-for.
However, as discussed in Section 2.1.3.2, the attractive force of van der Waals in-
teractions, whether it is described by a Buckingham potential or a Lennard-Jones
potential, originates from dispersion forces [65, 66]. Thus, it is reasonable that only
the repulsive term is used in the core–shell model. Note that the short-range in-
teractions are only defined for oxygen shells and silicon atoms, which is consistent
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with the assumption that repulsive forces come from electron repulsion. Long-range
interactions are accounted by electrostatic interactions between all the particles with
an oxygen core charge of 1.062370 e, oxygen shell charge −3.062370 e, and a silicon
charge of 4 e. Electrostatic interactions are computed with Ewald summation with a
cutoff of 10 A˚, given by Equation (3.3). Note that the summation in Equation (3.3)
runs over all particle pairs, excluding core–shell pairs associated with the same oxygen
ion, whose interaction energies are accounted by the third term in Equation (3.7),
known as the self-polarization energies of core–shell pairs. This self-polarization en-
ergy is formulated as a harmonic potential given by Equation (3.9), which runs over
all core–shell pairs,
Vcore–shell =
∑
i
ks,ir
2
i . (3.9)
Three-body interactions are specified as harmonic angle-bending interactions to give
rise to additional structure stiffness. Three-body interactions are also only defined
between O shells and Si atoms, given by Equation (3.10),
Vthree-body =
1
2
∑
i,j,k
kijk(θijk − θ0)2. (3.10)
Potential parameters for the core–shell model are listed in Table 3.2.
3.2 Method
The computation of lattice parameters of silica polymorphs involved here was
performed with GULP [29]. Initial crystallographic data were obtained from the
IZA website [1]. For each calculation, geometry optimization was first performed
using molecular mechanics to minimize the total energy with respect to both inter-
nal stress and external stress via relaxing atomic positions and the simulation box
volume. Model-predicted lattice parameters were then compared with thermally-
corrected data obtained via either linear extrapolation or interpolation from exper-
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Table 3.2. Core–shell model potential parameters [22].
q(e)
core shell
Si 4
O 1.062370 −3.062370
short-range repulsion
A(eV) ρ(A˚)
Si−O 1550.950 0.30017
core–shell interaction
k(eV A˚−2)
O 112.7629
angle interaction
k(eV rad−2) θ0 (◦)
Si 0.18397 109.47
imental data. With the energy-minimized structure, normal mode analyses (NMA)
were then performed to calculate the IR spectra. NMA is one of the widely used
approaches for the calculation of materials’ vibrational modes based on the harmonic
approximation. For a system with N atoms, a 3N × 3N Hessian matrix consisting
of the second derivatives of the total potential energy with respect to each Cartesian
degree of freedom, is solved for 3N normal mode vibrational frequencies and atomic
displacement vectors. These atomic displacement vectors are related with the inten-
sities of the calculated normal modes. The details of NMA are given in Section 2.2.1.
Molecular dynamics (MD) simulations using LAMMPS [28] were performed to
compute the bulk moduli, IR spectra, geometric observables including bond length
and angle distributions, and radial distribution functions at 300 K. Bulk moduli were
calculated via the change of the average pressure tensors arising from deforming the
simulated system along six directions (x, y, z, xy, xz, and yz; see Reference 28 for
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more information). Bulk moduli were calculated in two different parts of this work
via two different ways. In Section 4.1, bulk moduli were calculated via molecular me-
chanics, and the dependence between the siliceous zeolite’s bulk modulus and model
parameters was investigated; in Tables 3.4 and 4.2, bulk moduli were calculated at
300 K via molecular dynamics. These values are part of the criteria for the evaluation
of model performance in this work. Tables of the unique elastic tensor components,
and shear moduli from MD simulations are given in Appendix A.
IR spectra were computed with the Fourier cosine transform of the dipole moment
autocorrelation function, given by Equation (3.11) and Equation (3.12), respectively,
〈
M(0) ·M(t)〉 = 1
ttot − t
∫ ttot−t
0
M(t0) ·M(t0 + t)dt0. (3.11)
I(ν) = 2
∫ ∞
0
〈
M(0) ·M(t)〉 cos(2piνt). (3.12)
In this work, the autocorrelation function is obtained by post-processing atomic po-
sition data with TRAVIS [17, 87, 88].
All the MD-based IR spectra in the present work (see Section 3.3 for how the
simulation parameters are determined) are obtained with the following procedure:
1. Obtain the initial configurations from geometry optimization;
2. Run the simulation for 100 ps with a Nose´–Hoover thermostat (fix nvt in
LAMMPS) set to 300 K in place to achieve thermal equilibrium;
3. Run simulations (no thermostat; fix nve in LAMMPS) for 200 ps to produce
autocorrelation data [for use in Equation (3.11)];
4. Post-process with TRAVIS.
As mentioned in Section 2.1.3.1, there are two ways to implement the simulation of
a core–shell model: the self-consistent method and the extended Lagrangian method.
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In the self-consistent method, positions of massless oxygen shells are optimized via
minimizing the total potential energy of the simulated system with no inertial delay
at each time step under the adiabatic approximation. No extra degrees of freedom
are introduced into the system, however, the computation is much more expensive
compared with normal molecular dynamics due to the extra self-consistent steps. The
extended Lagrangian method allows shells to have finite masses, and treats shells as
particles, that is, Newton’s equations of motion are solved for all the particles in
the simulated system, including the shells. The extended Lagrangian method is a
good approximation to the adiabatic method, when the time scale of the shell move-
ments is negligible compared with that of the core movements; in other words, the
frequencies of the change of core–shell pair separation distances are much larger than
the frequencies of molecular vibrations [60]. The additional degree of freedom intro-
duces one more simulation parameter, but avoids the time-consuming self-consistent
steps. In this work, the extended Lagrangian method is used as implemented in
LAMMPS [28].
Infrared peak assignments are performed with the help of a cluster calculation
performed on a cluster shown in Figure 3.1a. This cluster consists of a double
6-membered ring (D6R) unit surrounded by four layers of atoms, terminated by H
atoms; this geometry is characteristic of the structure of siliceous FAU. Cluster cal-
culations perform quantum mechanical calculations on small characteristic building
units of the entire structure with less expense, circumventing time-consuming and/or
intractable quantum mechanical calculations on the entire structure. The properties
of these characteristic building units often reflect the properties of the entire struc-
ture, to some extent. This is because for some materials in which the electrons are
much localized, the central part of the structure will not feel much terminal effects.
Thus we can assume that the chemical environment of the central part in a cluster is
identical as is in the periodic structure. In the present work, since silicon dioxide is an
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(a) The cluster model used to repre-
sent the FAU structure
(b) An illustration of the 4R vibra-
tional analysis
Figure 3.1. Illustrations of the cluster model used for peak assignments in siliceous FAU
and the four-ring (4R) vibrational analysis: (a) the cluster model used for peak assignments
consisting of a double 6-membered ring (D6R) surrounded by 4 layer of atoms, terminated
by H atoms; (b) an illustration of 4R vibrational analysis; a quantity, proportional to the
area of the 4R, is defined in Equation (3.13).
electron insulator with localized atomic orbitals, cluster calculations can be applied
to investigating bulk material properties without introducing significant errors. Four-
membered ring (4R) vibrational frequency analysis is also performed to enhance the
peak assignments, as illustrated in Figure 3.1b. In this case, a quantity proportional
to the 4R area is defined by Equation (3.13). Thus, the underlying frequency compo-
nents of 4R vibration, that is, the change of the area of the 4R, can be decomposed
via Fourier transform of the time autocorrelation function of this quantity [89].
S = |O1O3| ×|O2O4| (3.13)
3.3 Convergence Study
Since IR spectra computed from molecular dynamics simulations are based on sta-
tistical mechanics, care must be given to the convergence to the ensemble average of
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the model-predicted IR spectra with respect to all the associated simulation parame-
ters. In the original work of the MZHB potential [21], a Nose´–Hoover thermostat [84]
with a time constant of 0.1 ps was first applied in an simulation of 50 ps, using a time
step of 1 fs, IR spectra were computed from a subsequent 200 ps simulation without
the thermostat.
The simulation of the core–shell model in the original work of Schro¨der and
Sauer [22] was performed with molecular mechanics (MM) and normal mode analysis
(NMA). Thus, to simulate the core–shell model with MD, a set of reasonable simula-
tion parameters are also needed to be determined. In this work, several test runs were
performed first to explore the effects of simulation parameters upon IR spectra and
energy conservation during MD simulations. Test simulations investigating the effects
of model size, time step, sampling frequency, initial atomic velocities, and simulation
length were first carried out using the MZHB potential; test simulations investigating
the effect of shell/core mass ratio were then carried out. The optimized simulation
parameters based on this convergence study are listed in Table 3.3.
Table 3.3. MD simulation sizes and parameters adopted in this work.
Structure Simulation size
Cristobalite 6× 6× 6 (2592 atoms)
Quartz 6× 6× 6 (1944 atoms)
SOD 4× 4× 4 (2304 atoms)
FAU 3× 3× 2 (2592 atoms)
MFI 2× 2× 2 (2304 atoms)
Parameter Value
Time step 0.1 fs
Sampling frequency every 100 steps (10−14 s)
Equilibration time 100 ps
Simulation length 200 ps
Shell/core mass ratioa 0.01
a The shell/core mass ratio applies only to the core–shell model
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3.3.1 Effects of System Size
To see whether the size of the simulated system has an effect on the predicted
IR spectra, three test MD simulations were performed for quartz with systems of
different sizes. The resulted IR spectra are presented in Figure 3.2. Note that the
test simulations predict convergent IR peak wavenumbers for quartz with respect
to the size for the simulated system, whereas relative peak intensities are slightly
affected by the size. No significant effect of the system size on the low-wavenumber
region of the calculated spectrum is observed, probably because those vibrational
modes in the low-wavenumber region are not IR-active; on the other hand, most
of the zeolite framework characteristic vibrational modes are located in the region
from 400–1200 cm−1, thus, we think the low-wavenumber vibrational modes will not
effect our results significantly. One can tell that, for silica polymorphs, a simulated
structure with nearly 3000 atoms is sufficiently large to reduce statistical noise in the
IR spectrum. Therefore, system sizes of other types of silica polymorphs are chosen
following this observation.
3.3.2 Effects of the Time Step
The simulation time step was also tested to find the largest time step that could
still avoid energy drift during the solution of Newton’s equations of motion. This en-
ergy drift comes from inaccuracies in the numerical integration. For example, veloc-
ity Verlet integration [81] updates the atomic velocities via the average accelerations
within that time step, and updates the atomic positions via the current velocities and
current accelerations. This feature of the numerical integration deviates the simu-
lated atomic trajectory from the real moving path which is energy-conserving, thus
causing energy errors during each time step.
Besides developing more advanced integrators, one intuitive way to reduce the en-
ergy drift is to decrease the time step used for numerical integration. Figure 3.3 shows
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Figure 3.2. MZHB-predicted IR spectra for quartz with different system sizes: simulations
were performed for quartz structures with a grid of 5× 5× 5, 6× 6× 5, and 7× 7× 7 unit
cells, corresponding to 1125, 1620, and 3087 atoms, respectively; convergences in peak
wavenumbers are achieved, only minor differences in peak relative intensities are observed;
the inset shows that the low-wavenumber region of the calculated spectrum is not affected
by the system size significantly, probably because the vibrational modes in this region are
not IR-active. Simulation parameters used: time step, 0.1 fs; sampling frequency, every 5
steps; equilibration time, 100 ps; simulation length, 200 ps. The same random number seed
was used in each case, but the velocities are still different because of the different number
of atoms in each one.
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Figure 3.3. The total energy evolution during FAU simulations with different time steps:
a smaller time step leads to less energy fluctuations. Simulation parameters used: system
size, 1152 atoms; the same random number seed. The differences in the initial total energies
originate from the different geometries after a 100 ps equilibration with thermostat.
the total energy evolution of four simulations with different time steps, all sampled
during a simulation after 100 ps thermal equilibration, one can see the reduction of
noise in the total energy with increasingly smaller time steps; the energy fluctuations
from simulations with a time step 2 fs and 1 fs are much larger compared with that
from simulations with a time step 0.5 fs and 0.1 fs.
Another possible reason for the energy drift is that possibly some individual atoms
are moving in and out of the cutoff distance during the simulation, so that the long-
range energy components of the total potential energy vary over time. This is normal
and hard to circumvent, since atoms are always moving, and the magnitudes of their
displacements vary depending on the specific forces the atoms encountered. Nor-
mally, contributions from the cutoff issue are trivial compared to the contributions
from unreasonably large time steps. For example, although we observed some atoms
moving in and out of the cutoff distance during the simulation using a time step
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0.1 fs, fluctuations of the total energy occurs only at the fourth decimal place (see
Figure 3.3). However, for computational studies in which the long-range Coulomb
and van der Waals interactions are required at a high accuracy, attention must be
paid to find a suitable cutoff that avoids the above issue and/or modify the model to
mitigate the energy drift problem, via non-abrupt cutoffs, for example.
Figure 3.4 shows the dependence of the IR spectrum on the choice of the time
step. All three simulations were carried out at identical conditions except for the
time step and the sampling frequency. These two simulation parameters are coupled
in trajectory sampling, for reasons that will be discussed in Section 3.3.3. Here, for
each simulation, the time interval between two sampled data is kept at 1 fs in all the
three runs. We observe good convergence of the IR peak wavenumbers with respect
to the time step: only small differences in peak intensities are observed. Therefore,
we believe that a time step of 0.1 fs is sufficiently small for the MZHB potential at
300 K.
3.3.3 Effects of Sampling Frequency
The sampling frequency is the other parameter, other than the time step, that
determines the time interval between two data points. The sampling time interval
in the real time scale is the product of the time step and the sampling frequency,
as described by Equation (3.14), where ∆t and ∆ts denote the time step and the
sampling interval, respectively, and νs denotes the sampling frequency.
∆ts = ∆t× νs (3.14)
According to the Nyquist sampling theorem, the sampling interval in the real time
scale ∆ts should be smaller than at most half of the period of the signal component of
the highest frequency. Figure 3.5 shows an illustration of this issue, in which the black
y = sin(x) and red y = sin(5x) signals are identical when sampled at a particular
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Figure 3.4. FAU IR spectra calculated with three different time steps: good conver-
gence is observed in peak wavenumbers; relative intensities among the peaks differ slightly.
Simulation parameters used: system size, 1152 atoms; sampling frequency, every 5 steps;
equilibration time, 100 ps; simulation length, 200 ps; the same random number seed.
frequency. While the shape of the black signal is roughly captured, the shape of the
red signal is not captured by this sampling frequency. A higher sampling frequency
is needed in order to capture red signal’s shape better.
Thus, in the case of vibrational spectroscopy, a suitable sampling frequency needs
to be found after determining the integration time step, to reduce the computing
and storage expenses without sacrificing the maximum-frequency component of the
studied molecular vibrations. Figure 3.6 shows the dependence of FAU IR spectra on
the sampling frequency, all the simulations are carried out under identical conditions
with a time step 0.1 fs, except for the sampling frequency. Combining the time step
and the sampling frequency together, sampling intervals for the nine runs are 0.4 fs,
0.5 fs, 1 fs, 2 fs, 3 fs, 5 fs, 7 fs, 9 fs, and 10 fs, respectively. Perfect convergence of
the FAU IR spectrum in terms of both peak locations and relative intensities are
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Figure 3.5. An illustration of aliasing in sample acquisition: the black [y = sin(x)] and red
[y = sin(5x)] signals are identical when sampled at a particular frequency (blue squares); a
higher sampling frequency is needed in order to distinguish these two signals.
observed, and the IR peak of the maximum wavenumber is well reproduced in all the
spectra. This convinced us that with a time step of 0.1 fs, a sampling frequency of
1/100 time steps (0.1 fs−1 = 1014 Hz) is sufficiently small, yet guarantees the integrity
of the resulting spectrum.
3.3.4 Effects of the Initial Atomic Velocities and Simulation Length
Obviously, the trajectories evolved during MD simulations will depend on the ini-
tial atomic positions and velocities. However, according to the ergodic hypothesis,
given sufficiently long simulation length, each microscopic state in the phase space
can be reached with equal probability. This means that a suitable simulation length
needs to be found, so that the properties that we observe have no dependence on
the initial atomic velocities. Figure 3.7 compares the IR spectra from three simula-
tions of length 200 ps with different initial atomic velocities generated by different
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Figure 3.6. FAU IR spectra dependence on the choice of sampling frequency: perfect
convergences are observed in both peak wavenumbers and relative intensities. Simulation
parameters used: system size, 152 atoms; time step, 0.1 fs; equilibration time, 100 ps;
simulation length, 200 ps; the same random number seed.
random number seeds (see Section 2.2.2.4); all the other simulation parameters are
kept the same. Note that the IR spectra shown in Figure 3.7 show little variation
with respect to the random number seed; only tiny differences in peak intensities are
observed. Simulations with longer lengths should converge better, based on the er-
godic hypothesis. Statistically, the variance of the intensities of the IR peaks should
decrease with the increase of the simulation length. Increasing the simulation length
also benefits the resolution of the resulting spectrum. Theoretically, the absolute
resolution of a spectrum is defined as the reciprocal of the simulation length, given
by Equation (3.15),
∆ν =
1
ttot
, (3.15)
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which is equivalent to the sampling frequency over the number of sampled data. In
cases when the time domain is sampled for a sufficiently long time, good spectral
resolution can be expected; while in some cases when the time domain is not sampled
for a sufficiently long time, the zero padding method is often adopted to smooth
the spectrum resulting from the Fourier transform, though it does not increase the
spectral resolution [90]. The Fourier transform resolution is half of the sampling
frequency over the number of bins in the frequency domain. The software used in
this work (TRAVIS [87]) implements the zero padding method to increase the number
of bins with a padding factor of 4, which leads to a Fourier transform resolution given
by Equation (3.16),
∆ν =
νs/2
22 ×NFFT , (3.16)
where NFFT is the number of bins before zero-padding, which is suggested by TRAVIS
based on the length of the input data in order to obtain high resolution, yet avoid
too much spectral noise. Thus, all the IR spectra presented in Section 3.4 have the
same Fourier transform resolution of 0.41 cm−1, since zeolite characteristic vibrational
modes occur in different regions of the spectrum (see Table 3.5), and most of the
measured wavenumbers are only accurate to integer numbers of cm−1. Figure 3.8
presents a comparison of IR spectra from three simulations that are 30 ps, 200 ps
and 500 ps long, respectively, started with the same random number seed. A Fourier
transform resolution of 1.02 cm−1 is used for the three calculated IR spectra via
adjusting NFFT. While a longer simulation length will ensure better statistically-
averaged results, the increase of the simulation length from 200 ps to 500 ps does not
improve the IR spectral convergence significantly, therefore, we think that 200 ps is
sufficiently long for the calculation of silica polymorphs’ IR spectra using the MZHB
potential.
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Figure 3.7. FAU IR spectra dependence on the random number seed: Only tiny differences
in relative intensities are observed. Simulation parameters used: system size, 1152 atoms;
time step, 0.1 fs; sampling frequency, every 5 steps; equilibration time, 100 ps; simulation
length, 200 ps.
3.3.5 Effects of the shell/core mass ratio
Figure 3.9 shows the evolution of the total energy of three simulations with differ-
ent shell/core mass ratios and time steps. Obviously, a smaller shell/core mass ratio
leads to better total energy conservation, as the energy fluctuation got reduced. How-
ever, it is also observed that further reducing of the time step from 0.1 fs to 0.05 fs
actually does not improve energy conservation very much, while the computation
expenses increase by a factor of two.
3.4 Results and Discussion
3.4.1 Geometric Observables and Bulk Moduli at 300 K
The fitness of a model for a particular application largely depends on how the
model is parameterized, that is, what the target systems are. Since the parameters
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Figure 3.8. FAU IR spectra dependence on the simulation length: only small improvement
on spectral convergence has been achieved when the simulation length is increased from
200 ps to 500 ps. Simulation parameters used: system size, 1152 atoms; time step, 0.1 fs;
sampling frequency, per 20 steps; equilibration time, 100 ps; the same random number
seed used. Peak variations shown in the inset are likely originate from statistical errors;
differences in resolution (see Equation (3.15)) are not evident in this plot because the
affected vibrations (low frequencies) are not IR active.
of the MZHB potential were determined by fitting to the measured FAU bulk mod-
ulus, and the core–shell model was parameterized by fitting to geometric observables
obtained from quantum mechanical cluster calculations, bulk moduli and equilibrium
geometries of silica polymorphs at 300 K were computed to test the performance of
the MZHB potential and the core–shell model.
Calculated geometrical observables and bulk moduli of five silica polymorphs are
listed in Table 3.4. Good agreement between model-computed data and experimental
data are seen, especially for the average Si−O bond lengths and O−Si−O angles. Note
that only the computed bulk modulus of FAU is close to the experimental value,
indicating poor transferability of the MZHB potential to other silica polymorphs
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Figure 3.9. The evolution of the total energy of three simulations with varying shell/core
mass ratios and time steps: simulated model used, FAU 3 × 3 × 2 (2592 particles); samples
are collected during a 20 ps simulation continued from a previous 5 ps equilibration; standard
deviations (std) are included in the figure. A smaller shell mass leads to better energy
conservation, and with a shell/core mass ratio 0.01, it is not worthwhile to decrease the
time step from 0.1 fs to 0.05 fs for better energy conservation.
in terms of the prediction of mechanical properties such as bulk modulus. These
discrepancies between model-predicted and measured silica polymorphs’ bulk moduli
may also originated from the differences between conditions under which experiments
and simulations were carried out, such as temperature, pressure, and impurities. For
instance, the measured bulk modulus of SOD was based on Na4Al3Si3O12Cl, while
in our simulations, siliceous SOD were used.
Equilibrium bond length and angle distributions as well as radial distribution
functions are presented for SOD as examples. These help illustrate how broad typical
bond and angle distributions of silica polymorphs can be and how one could study
their crystallographic structures via radial distribution functions.
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3.4.1.1 SOD Geometry
Figures 3.10a and 3.10b show the SOD Si−O bond distribution, O−Si−O and
Si−O−Si angle distributions, respectively. The MZHB potential predicts an aver-
age bond length 1.617 A˚ and average angles 109.434◦ and 155.031◦, respectively;
the core–shell model predicts an average bond length 1.613 A˚ and average angles
109.433◦ and 159.239◦, respectively. These distributions are well within the range
for silica polymorphs’ geometric observables [20]. Note that the Si−O bond distri-
bution predicted by the MZHB potential is slightly broader than that predicted by
the core–shell model, meaning that the interactions between bonded atom pairs are
more stronger in the core–shell model than that in the MZHB potential, which gives
rise to less broad bond length distribution during the MD simulation. The core–shell
model predicts much broader distributions of both the O−Si−O and the Si−O−Si
angles, meaning that the three-body interactions in the core–shell model is weaker
compared to that in the MZHB potential. The broad Si−O−Si angle distribution
predicted by the core–shell model ranges from 140◦ to 180◦; we think this might be
because of its lack of three-body interactions that constrain the deformation of the
Si−O−Si angles, which leads to a larger average Si−O−Si angle compared with that
predicted by the MZHB potential. This phenomenon due to the lack of three-body
interactions was also observed in the work of other researchers [19].
Figure 3.11 depicts the computed radial distribution functions of SOD calculated
with both the MZHB potential and the core–shell model. Radial distribution func-
tions reflect the arrangement of atoms in the crystal and indicate the probability of
finding atom pairs at specific distances from each other. Mathematically, it is defined
as the ratio of the local number density to the overall number density,
g(r) =
δn(r)
4pir2δr
/
N
V
. (3.17)
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(a) The SOD bond length distribution at 300 K.
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(b) The SOD bond angle distribution at 300 K.
Figure 3.10. The SOD bond length and angle distributions at 300 K: SOD modeled
by the MZHB potential and the core–shell model via molecular dynamics at 300 K predict
average bond lengths of 1.617 A˚ and 1.613 A˚, respectively, predict average angle for the
O−Si−O angles and the Si−O−Si angles of 109.43◦ and 155.031◦ (MZHB), 109.43◦ and
159.24◦ (core–shell), respectively: bond distributions predicted by the core–shell model
are observed to be narrower than those predicted by the MZHB potential, meaning that
the core–shell model predicts a slightly “stiffer” Si−O bond; broader angle distributions
are predicted by the core–shell model, probably originating from its lack of three-body
interactions to constrain the Si−O−Si angles.
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In Equation (3.17), δr and δn denote for the radial increment and the number of target
atoms within the spherical shell in three dimensional space between r and r + δr; N
and V are the total number of atoms and total volume. The radial distribution
function eventually decays to 1 as the shell volume increases and the local number
density inside the shell approaches to the overall number density.
Obviously, the MZHB potential and the core–shell model predict an almost iden-
tical radial arrangement of atoms in the SOD structure, especially in the short range.
The sharp peak of the Si−O radial distribution function at approximately 1.61 A˚ con-
firms the average Si−O bond length. The sharp peak of O–O radial distribution func-
tion indicates a most closest O–O distance of about 2.61 A˚, which has already been
confirmed by other researchers and widely implemented in zeolite potential energy
models in the formulation of the Urey–Bradley potential [19, 20, 33]. The distance
of closest Si−Si neighbors of about 3.15 A˚ is also consistent with other research [20].
Note that the Si−Si radial distribution function predicted by the core–shell model
is at slightly higher separation distances in all the observed peaks; this is consistent
with the broad Si−O−Si angle distribution in Figure 3.10b, in the sense that a larger
average Si−O−Si angle gives rise to a larger Si−Si separation distance, given the
fact that the average Si−O bond lengths predicted by both two models are almost
identical. The difference of Si−O radial distribution function at around 4 A˚ is also
consistent with the above argument.
3.4.2 Infrared Spectra
Zeolite measured IR spectra peak assignments have been studied by Flanigen
et al. [102]; a typical wavenumber range of IR peaks associated with zeolite framework
vibrations lies between 400 cm−1 and 1200 cm−1. While peaks from the vibrations of
local SiO4 tetrahedra are assigned approximately to the same wavenumbers among
various types of zeolites, the wavenumbers of external linkage peaks vary accord-
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Figure 3.11. SOD radial distribution functions at 300 K: predictions from both models
are very similar; the distance between the closest neighbor of Si−O, O−O, and Si−Si are
found to be about 1.61 A˚, 2.61 A˚ and 3.15 A˚, respectively.
ing to the specific zeolite framework. This is because internal tetrahedral peaks are
structure-insensitive, while external linkage peaks are structure-sensitive [102]. Typ-
ical zeolite IR peak assignments [102] are listed in Table 3.5. Structure-insensitive
peaks, such as the asymmetric bond-stretching peak in the 950–1250 cm−1 range
and the angle-bending peak in the 420–500 cm−1 range, are observed in different
zeolites [103].
Testing the performance of a potential is often linked to potential applications of
that model. Since the performance of the MZHB potential was checked by comparing
the model-predicted FAU IR spectrum with the measured spectrum, IR spectra at
300 K are logical observables to test whether the MZHB potential has good trans-
ferability to different silica polymorphs. Therefore, MD simulations were performed
for the calculation of IR spectra for all five silica polymorphs studied in this work
(see Table 3.3). Infrared spectra computed via NMA are also presented. Normal-
mode analysis can not only help probe the anharmonicities of the adopted potential
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Table 3.5. Zeolite IR peak assignments made by Flanigen et al. [102].
Vibrational motion Wavenumber Range (cm−1)
Internal
tetrahedra
Asymmetric stretch vas(O−Si−O) 950–1250
Symmetric stretch va(O−Si−O) 650–720
Angle bending δ(O−Si−O)/δ(Si−O−Si) 420–500
External
linkages
Double ring 500–650
Pore opening 300–420
Symmetric stretch vs(Si−O−Si) 750–820
Asymmetric stretch vas(Si−O−Si) 1050–1150 (sh∗)
∗ Weak shoulder
by comparing its results to MD-based IR spectra, but more importantly, it helps
to match computed IR peaks with associated molecular motions via normal mode
visualizations. Note that the normal mode visualization itself is not always easy to
be used to confirm peak assignments due to the complexity of the structure of silica
polymorphs, as most normal modes have bond-stretching motions and angle-bending
motions coupled together. In order to investigate the underlying bond length and
angle coupling, we plot the percent change of bond lengths and angles for observed
modes with high IR intensities to quantify the coupling effect. Cluster calculations
are also performed on the cluster, shown in Figure 3.1a via quantum mechanics to
assist in IR peak assignments.
3.4.2.1 FAU (siliceous faujasite)
As stated in the original work of Sahoo and Nair [21], most of the IR peaks in
the measured spectrum of siliceous FAU [104] were well-reproduced by the MZHB
potential, especially the internal asymmetric stretching vas(O−Si−O mode at around
1090 cm−1 and the external symmetric stretching vs(Si−O−Si mode at around 837 cm−1.
Mismatches between the computed IR spectrum and the measured IR spectrum oc-
cur at around 400 cm−1, 561 cm−1, 790 cm−1, and 1215 cm−1. Among these mis-
matches, the IR peak at around 400 cm−1 is usually assigned to the pore-opening
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mode [21, 104, 105]. Sahoo and Nair speculated that the two mismatches at around
790 cm−1 and 1215 cm−1 might have originated from aluminum, since enhancement of
the intensities of these two peaks with increasing aluminum concentration is observed
experimentally [104]. They assigned the mismatch at around 561 cm−1 to the ring
block vibration.
In order to see whether the computed IR spectrum predicted by the MZHB poten-
tial matches correctly with the measured spectrum, we computed the IR spectrum
of siliceous FAU via both NMA and MD with both the MZHB potential and the
core–shell model and performed normal mode visualizations to assist in peak assign-
ments. To help reconcile computed IR peaks with measured IR peaks, we performed
a quantum mechanical calculation on a cluster (see Figure 3.1a) characteristic of
the structure of siliceous FAU using GAUSSIAN [106]. We find (see Appendix B)
that this cluster is large enough to reproduce characteristic vibrational modes of the
periodic FAU structure.
The cluster calculation was performed at HF/6-31G∗; the reason we chose this
level of theory and basis set for the cluster calculations was to be consistent with
prior studies—many classical mechanical potential are parameterized in this level [31].
Also, HF/6-31G∗ was observed to be one of the best theoretical levels that minimizes a
target function when fitting computed IR frequencies with measured frequencies using
scaling factors [107]. The calculated IR spectra are scaled by a factor of 0.8953 [107]
(see Appendix B for calculation details). The computed IR spectrum for the cluster is
presented in Figure 3.12; peak assignments are based on normal mode visualizations
with GaussView [108]. The most important point here is that the experimentally
observed major peak in the angle-bending region at around 462 cm−1 is assigned to
the 6R deformation, and two IR modes associated with the 4R breathing motion are
observed on both sides of this major peak.
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Figure 3.12. IR spectra of the cluster model from the cluster calculation. The experi-
mentally observed major peak in the angle-bending region at around 462 cm−1 is assigned
to the six-ring (6R) deformation, and two IR modes associated with the 4R breathing mo-
tion are observed in both sides of this major peak. The measured spectrum was obtained
from Jacobs et al. [104].
With the help of the cluster calculation, comparison of the MZHB-predicted IR
spectrum and the measured IR spectrum for FAU is presented in Figure 3.13. Peak
assignments of the peaks in the angle-bending region are labeled in the figure. These
peak assignments are carried out by comparing the underlying molecular motions
of the MZHB-predicted IR modes with that predicted by the cluster calculation. In
order to support these peak assignments, visualizations of the angle-bending IR peaks,
predicted by both the MZHB potential and the cluster calculation, which we believed
should match with each other, are presented parallel. All these visualizations focus
on the double-six-ring (D6R) unit.
Figure 3.14a presents the underlying molecular motion associated with the IR
peak at around 453 cm−1 in the MZHB-computed IR spectrum. Apparently, as is
indicated by the arrows, this molecular motion is the 4R breathing motion originating
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Figure 3.13. FAU IR spectra predicted by the MZHB potential at 300 K: apparent
peak shift to higher wavenumbers are observed in the angle-bending region, indicating
that the angle-bending force constants are too large; peak assignments are performed by
comparing corresponding underlying molecular motions. The measured IR spectrum is
obtained from Jacobs et al. [104].
mainly from the movements of oxygen atoms, occurring on the sides of the D6R
unit, where three of the four oxygen atoms in each 4R move, causing expansion or
contraction of the corresponding four-membered ring. While this peak was assigned
by the developers of the MZHB potential to the major peak in the angle-bending
region at around 462 cm−1 in the measured IR spectrum [21], we think, by comparing
to the underlying molecular motion of the cluster IR mode at around 414 cm−1
presented in Figure 3.14b, that this MZHB-predicted peak should be assigned as a
4R breathing mode; that is, to the pore-opening mode at around 400 cm−1 in the
measured IR spectrum.
A further investigation of the visualizations presented in Figure 3.14 shows that
these two molecular motions are also characterized by the motion of the six-membered
ring (6R). Specifically, three O atoms of the same 6R, illustrated in Figure 3.15, are
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(a) The FAU IR mode at 453 cm−1
(b) The cluster IR mode at 414 cm−1
Figure 3.14. (a) The FAU IR mode at around 453 cm−1 predicted by the MZHB potential.
(b) The cluster IR mode at around 414 cm−1 predicted by the cluster calculation. The
underlying molecular motions of these two peaks are both the 4R breathing motion, in
both pictures, arrows, which indicate the directions of atomic displacements, show that
four-membered rings on the sides of the double six-membered ring unit are either expanding
or contracting; the magnitudes of arrows, proportional to the atomic displacements, also
indicate that this 4R breathing motion is mainly originated from the movements of oxygen
atoms.
moving up and down around the 6R plane. Such up-and-down motions are also
highlighted in Figure 3.14b.
Note that there is another IR peak at around 460 cm−1 predicted by the cluster
calculation, which is assigned to the 4R breathing motion in Figure 3.12. One would
expect that such an IR peak appears on the MZHB-predicted IR spectrum, too.
Indeed, another IR peak associated with the 4R breathing motion is observed in the
MZHB-predicted IR spectrum at around 564 cm−1. As is shown in Figure 3.16a, the
underlying molecular motion of this mode is also the 4R breathing motion, which
is consistent with the molecular motion of the cluster IR mode predicted at around
460 cm−1, shown in Figure 3.16b. This peak at around 564 cm−1, predicted by the
MZHB potential, might be assigned to the measured shoulder at around 482 cm−1,
since this peak moves closer to the major peak in this region when increasing the
cluster size (see Appendix B).
82
Figure 3.15. An illustration of the motions of oxygen atoms in an attached 6R associated
with the 4R breathing motion. The three highlighted oxygen atoms move up and down
about the 6R plane due to the breathing motion of the 4R of which one of the highlighted
atoms is also a part.
(a) The FAU IR mode at 564 cm−1 (b) The cluster IR mode at 460 cm−1
Figure 3.16. (a) The FAU IR mode at around 564 cm−1 predicted by the MZHB potential.
(b) The cluster IR mode at around 460 cm−1 predicted by the cluster calculation. The
underlying molecular motions of these two peaks are also the 4R breathing motion, in
both picture, arrows, which indicate the directions of atomic displacements, show that
4-membered rings on the sides of the double 6-membered ring unit are either expanding
or contracting; the magnitudes of arrows, proportional to the atomic displacements, also
indicate that this 4R breathing motion is mainly originated from the movement of oxygen
atoms; the highlighted oxygen atoms help illustrate the up-and-down motions.
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(a) The FAU IR mode at 528 cm−1 (b) The cluster IR mode at 446 cm−1
Figure 3.17. (a) The FAU IR mode at around 528 cm−1 predicted by the MZHB potential.
(b) The cluster IR mode at around 446 cm−1 predicted by the cluster calculation. The
molecular motions show that these two IR modes are both related to the 6R deformation
motion, indicating that these two IR modes might match with the same experimentally
observed IR peak.
Figure 3.17a presents the underlying molecular motion of the MZHB-predicted IR
peak at around 528 cm−1, where the 6R atoms move along the circumference of the
6R due to the bending motion of one Si−O−Si angle. This molecular motion is also
observed from the cluster calculation, which gives rise to the major peak at around
446 cm−1 in the cluster IR spectrum, shown in Figure 3.17b. Therefore, we think
that this IR peak at around 528 cm−1 predicted by the MZHB potential should be
assigned to the major measured peak at around 462 cm−1.
The above discussion about the peak assignments of the angle-bending peaks in-
dicates the consistency between the MZHB-predicted FAU IR spectrum and cluster-
calculated IR spectrum in the sense that two 4R breathing modes are predicted on
both sides of the major peak in the angle-bending region. Indeed, a vibrational fre-
quency analysis performed on a 4R of the D6R unit based on MD trajectory simulated
by the MZHB potential also shows that the 4R vibration has two breathing frequency
components at around 450 cm−1 and 560 cm−1, respectively. Four-ring vibrational
analysis was carried out by Fourier transform of the autocorrelation function of the
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Figure 3.18. The 4-membered ring vibrational frequency analysis: two broad frequency
ranges at around 450 cm−1 and 560 cm−1 are observed, these two frequency ranges are
closed to the two 4R breathing IR modes predicted by the MZHB potential.
quantity defined in Equation (3.13); the resulting spectrum decomposes the underly-
ing frequency components of the 4R vibration, presented in Figure 3.18. Note that
the frequency spectrum of the 4R vibration is quite noisy, indicating that 4R vibration
is actually a linear combination of vibrations of different frequencies. Nevertheless,
a major frequency component is observed at around 560 cm−1, which is close to the
MZHB-predicted IR peak at around 564 cm−1. A broad band with very weak inten-
sity at around 450 cm−1 is also observed. These findings are consistent with normal
mode visualizations of the angle-bending modes predicted by the MZHB potential, in
the sense that two IR modes associated with the 4R breathing motion are predicted
at around 453 cm−1 and 564 cm−1, respectively.
From the above discussion about the peak assignments of the angle-bending modes
predicted by the MZHB potential, it is clear that the angle-bending modes, including
two 4R breathing modes and a 6R deformation mode are shifted to higher wavenum-
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Figure 3.19. FAU IR spectra predicted by the core–shell model at 300 K. Although the
measured spectrum [104] is roughly reproduced, the underlying molecular motions associ-
ated with computed IR peaks in the angle-bending region do not agree with those from the
cluster calculation. One possible reason is that the core–shell model lacks three–body inter-
actions defined for the Si−O−Si angles, which leads to a broad Si−O−Si angle distribution
and normal modes that give rise to large Si−O−Si angle deviations.
bers. These peak shifts in the angle-bending region are actually observed in the
calculations for all five silica polymorphs with the MZHB potential. We believe that
these shifts are due to the large O−Si−O angle-bending force constant kO−Si−O.
Figure 3.19 shows the FAU IR spectrum predicted by the core–shell model, com-
pared to a measured IR spectrum [104]. Although all the experimentally observed
IR peaks in the angle-bending region are reproduced in the computed IR spectrum,
it is still hard to tell whether the core–shell model predicts the FAU IR spectrum
correctly. For instance, based on Figure 3.12, one would expect that the underly-
ing molecular motion of the computed IR peak predicted by the core–shell model at
around 370 cm−1 would be the 4R breathing motion. However, when visualized, the
underlying molecular motion of this mode is different from the 4R breathing motion.
In the 4R breathing motion observed from the cluster calculation, three out of the
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six oxygen atoms in the same 6R move up and down around the 6R plane, as shown
in Figure 3.15, while Figure 3.20 shows that in this computed mode, all six oxygen
atoms in the same 6R move in the same direction. The underlying molecular motion
of another computed IR peak at around 547 cm−1 is also inconsistent with the cluster
calculation. We think that one possible reason that might explain this phenomenon
is that the core–shell model lacks three-body interactions defined for the Si−O−Si
angles. As is pointed out in Figure 3.10b, the lack of three-body interactions for the
Si−O−Si angles results in a broad distribution of the Si−O−Si angles; we think that
this may also lead to normal modes that give rise to large Si−O−Si angle deviations,
hence changes the underlying molecular motions of the IR peaks in the angle-bending
region. Note that a measured IR peak at around 1210 cm−1 is reproduced by the core–
shell model, which is missing in the IR spectrum predicted by the MZHB potential.
This peak, according to Table 3.5, should be assigned to be a internal asymmetric
stretching mode vasO−Si−O. Also note that computed IR peak shifts to lower wa-
vernumbers for the peaks at around 370 cm−1 and 445 cm−1 are observed, probably
due to the lack of three-body interactions defined for the Si−O−Si angles in the
core–shell model, since these two modes are mainly associated with angle-bending
motions. Since it is hard to match the IR peaks predicted by the core–shell model
with cluster-calculated IR peaks via normal mode visualizations, peak assignments
are performed empirically. Peak assignments for the predictions from both models
are listed in Table 3.6.
3.4.2.2 SOD (Siliceous Sodalite)
Figure 3.21 compares the computed SOD IR spectra predicted by both the MZHB
potential and the core–shell model with a measured IR spectrum [109]. All the mea-
sured peaks are roughly reproduced by both models with small peak shifts, with two
major differences between the two model-predicted IR spectra. The first difference
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Figure 3.20. Visualization of the FAU IR peak at around 370 cm−1 predicted by the
core–shell model. Although the molecular motion under this mode is similar to the 4R
breathing motion observed from the cluster calculation, all the oxygen atoms in the same
6R move in the same direction with significant displacements, indicating that this mode
may not be a 4R breathing mode.
Table 3.6. A comparison of the calculated and the measured FAU IR wavenumbers.
Values are in cm−1; MD-calculated IR wavenumbers are calculated at 300 K. Assignments
(this work) were made by visualization of the normal modes.
MZHB Core–shell Expt. [104] Assignment
MD NMA MD NMA
453.5 453.7 371.2 370.2 400 Pore opening (4R breathing)
527.0 528.6 445.4 445.6 462 Angle bending (6R deformation)
561.3 564.7 482 Angle bending (4R breathing)
547.3 545.6 529 Angle bending
605.8 606.1 632.2 634.5 612 D6R
857.3 860.1 794
External symmetric stretching
837.2 839.0 892.2 895.2 834
1091.0 1092.5 1072.4 1804.5 1090
Internal asymmetric stretching
1205.4 1212.1 1210.6
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occurs in the angle-bending region, where a measured IR peak with medium intensity
is observed at around 460 cm−1. This peak was predicted by the MZHB potential
at a higher wavenumber at around 530 cm−1, which is consistent with the finding
in the MZHB-predicted IR spectra for FAU in Section 3.4.2.1, that is, IR peaks in
the angle-bending region are shifted to higher wavernumbers. On the other hand,
the core–shell model predicted this peak at a lower wavenumber, around 438 cm−1,
which is also consistent with Figure 3.19 on page 86; that is, two angle-bending modes
are predicted at lower wavenumbers by the core–shell model. Another major differ-
ence occurs in the external linkage symmetric stretching region from 750–820 cm−1,
where a measured IR peak with weak intensity is observed at around 788 cm−1. The
core–shell model predicted a peak at a higher wavenumber around 850 cm−1, which
is consistent with our interpretation in Figure 3.10a (page 75), that the core–shell
model predicted a more “stiff” Si−O bond than the MZHB potential. However,
the MZHB potential gives two peaks with weak intensities in this region at around
740 and 790 cm−1, respectively. The visualization of the peak at around 740 cm−1
predicted by the MZHB potential, presented in Figure 3.22a, shows large displace-
ments of silicon atoms, while oxygen atoms are almost stationary. This indicates
that the underlying molecular motion of this mode is mainly associated with relative
movements of Si atoms among tetrahedra, which result in symmetric Si−O−Si bond
stretching motions. Bond length and angle percent changes under this mode are also
plotted in Figure 3.22b. Note that the average deviations of bond angles are also sig-
nificant, which means that although the Si−O bond-stretching motion is the primary
motion of this mode, strong coupling between bond length and angle deformations
exist, therefore, adjustments in the angle-bending force constants kSi-O-Si and kO–Si–O
will also shift the position of this peak significantly. Nevertheless, the predictions
of the internal asymmetric stretching mode observed at around 1126 cm−1 on the
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Figure 3.21. SOD IR spectra predicted by both the MZHB potential and the core–
shell model at 300 K. The MZHB potential predicts the angle-bending mode to a high
wavenumber, probably because of a too large O−Si−O force constant, while the core–
shell model predicts angle-bending modes to lower wavenumbers due to the lack of three-
body interactions defined for the Si−O−Si angles. The measured IR spectrum is obtained
from Bornhauser and Bougeard [109].
measured IR spectrum are quite close to each other: both models give wavenumbers
of this peak at around 1090 cm−1. A full peak assignment is given in Table 3.7.
3.4.2.3 Quartz
Figure 3.23 compares the model-predicted quartz IR spectra by both the MZHB
potential and the core–shell model with a measured IR spectrum [110]. Obviously, all
the IR peaks that are observable in the measured IR spectrum are roughly reproduced
by both the two models, with peak shifts to different extents. Specifically, all the
MZHB-predicted IR peaks are shifted to higher wavenumbers, and the magnitudes
of shifts for peaks in the angle-bending region are much larger than those for peaks
in the bond-stretching region. The core–shell model, on the other hand, predicts
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(a) Visualization of the SOD peak at around 740 cm−1.
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(b) Bond length and angle percent changes of the SOD peak at around 740 cm−1
Figure 3.22. (a) Visualization of the SOD peak at around 740 cm−1: gray for O, green for
Si, arrows indicate the direction of most significant atomic displacements. It is clear that
Si−O bond symmetric stretching is the primary motion of this mode. (b) Bond length and
angle percent changes of the SOD peak at around 740 cm−1. Average deviation (AD) values
indicate that although Si−O bond-stretching is the primary motion of this mode, strong
coupling effects between bond length and angle deformations exist, indicating significant
dependence of this peak position on angle-bending force constants.
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Table 3.7. A comparison of the MD-calculated and the measured SOD IR wavenumbers.
Values are in cm−1; MD-calculated IR wavenumbers are calculated at 300 K.
MZHB Core–shell Expt. [109] Assignment
530.5 438.5 460 Angle bending
740.3
852.3 788 External symmetric stretching
795.4
1090.5 1090.3 1126 Internal asymmetric stretching
angle-bending modes shifted to lower wavenumbers and external linkage symmetric
stretching modes shifted to higher wavenumbers. These two observations from the
predictions of the MZHB potential and the core–shell model are consistent with the
findings in both the case of FAU and SOD, shown in Figures 3.13, 3.19 and 3.21.
Indeed, these observations are common to all five types of silica polymorphs studied
in this work.
As has been observed in the SOD IR spectrum predicted by the MZHB potential
in Figure 3.21, two external linkage symmetric stretching modes due to the motions of
centered Si atoms are also observed in the MZHB-predicted IR spectrum for quartz,
from 700–800 cm−1. When visualized, both the molecular motions associated with
these two modes are Si−O−Si symmetric stretching; the difference between the two
modes lies in the directions of the atomic displacements of Si atoms. We speculate
that these two peaks may split from one peak at this wavenumber region due to the
symmetry of the structure. Note that a weak IR peak at around 1161 cm−1 is pre-
dicted by the core–shell model, which matches with the shoulder at around 1147 cm−1
in the measured IR spectrum. This shoulder is also observed in the measured IR spec-
tra of other silica polymorphs, such as FAU, in Figure 3.13. One possible explanation
of the appearance of this shoulder is that this shoulder is originated from aluminum
composition [104], as discussed in Section 3.4.2.1. On the other hand, it is also possi-
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Figure 3.23. Quartz IR spectra predicted by both the MZHB potential and the core–shell
model at 300 K. The MZHB-predicted peaks shift to higher wavenumbers with different
magnitudes, while the core–shell model predicts angle-bending modes at lower wavenum-
bers and external linkage symmetric modes at higher wavernumbers. A weak shoulder is
predicted at 1161 cm−1 by the core–shell model, which probably can be assigned to an
asymmetric stretching mode. The measured IR spectrum is from Liang et al. [110].
ble that this shoulder is an internal asymmetric bond stretching mode, splitting from
the main peak [22, 102]. A full peak assignment is presented in Table 3.8. IR peaks
predicted by the core–shell model match better with the measured IR peaks.
3.4.2.4 Cristobalite
Figure 3.24 compares the computed cristobalite IR spectra predicted by both the
MZHB potential and the core–shell model with a measured IR spectrum [110]. Obvi-
ously the MZHB potential predicts angle-bending modes shifted to higher wavenum-
bers in between 400–600 cm−1, and the peak predicted by the core–shell model shifts
to a lower wavenumber at around 438 cm−1. Note that while the internal asymmetric
stretching mode is well reproduced by both the potentials, the core–shell model fails
93
Table 3.8. A comparison of the MD-calculated and the measured quartz IR wavenumbers.
Values are in cm−1; MD-calculated IR wavenumbers are calculated at 300 K.
MZHB Core–shell Expt. [110] Assignment
394.6 349.3 363.0
Angle bending
458.3 388.8 388.8
515.7 431.7 459.1
563.3 476.3 498.6
754.2 690.7 Internal symmetric bond stretching
714.1 840.0 764.5
External symmetric stretching
793.7 886.3 786.8
1095.6
1087.1 1071.6
Internal asymmetric stretching
1162.3 1147.3
Table 3.9. A comparison of MD-calculated and measured cristobalite IR wavenumbers.
Values are in cm−1; MD-calculated IR wavenumbers are calculated at 300 K.
MZHB Core-shell Expt. [110]. Assignment
555 438
472 Angle bending
586 443
615 609 Angle bending
771 849 787 External symmetric stretching
1089 1110 1086 Internal asymmetric bond stretching
to predict the external linkage symmetric stretching mode at around 787 cm−1 and
the peak at around 609 cm−1. A full peak assignment is given in Table 3.9.
3.4.2.5 MFI (Silicalite-1)
Figure 3.25 compares the computed IR spectra of silicalite-1 (siliceous MFI) pre-
dicted by both the MZHB potential and the core–shell model with a measured IR
spectrum [111]. The consistent shift of angle-bending modes to higher wavenumbers
is observed in the spectrum predicted by the MZHB potential, leaving only one broad
band in the range between 400–600 cm−1. This merging of two experimentally ob-
served peaks might be because of the fact that the positions of these two peaks have
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Figure 3.24. Cristobalite IR spectra predicted by both the MZHB potential and the core–
shell model at 300 K. Apparent peak shifts to higher wavenumbers and lower wavenumbers
in the angle-bending region are observed, predicted by the MZHB potential and the core–
shell model, respectively. The core–shell model fails in the prediction of the external linkage
symmetric stretching mode at around 787 cm−1 and the peak at around 609 cm−1. The
measured spectrum is obtained from Liang et al. [110].
different sensitivities to the angle-bending force constants. These two experimentally
observed peak ranges, 400 to 500 cm−1 and 500 to 600 cm−1, might be assigned
to an angle-bending mode and a double ring vibrational mode, respectively, accord-
ing to Table 3.5. Thus, it is possible that the angle-bending mode shifts to a high
wavenumber more dramatically than the double ring vibrational mode, resulting in
the merging of these two peaks. However, the internal asymmetric stretching mode at
around 1096 cm−1 and the external symmetric stretching mode at around 799 cm−1
are well-reproduced by the MZHB potential. On the other hand, two broad bands,
slightly shifted to lower wavenumbers, are observed in the computed IR spectrum
predicted by the core–shell model at around 400 and 550 cm−1, which are consis-
tent with the measured IR spectrum [111]. While the internal asymmetric stretching
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Figure 3.25. MFI IR spectra predicted by both the MZHB potential and the core–
shell model at 300 K: while the core–shell model predicts clearly two broad IR bands
at around 400 and 550 cm−1, respectively, the MZHB potential predicts only one broad
band in the region ranges from 400 to 600 cm−1, probably due to the difference of the
sensitivities of these two peak’s positions to the angle-bending force constants; however,
the external linkage symmetric stretching mode predicted by the MZHB potential matches
better with the measured peak at around 800 cm−1. The measured IR spectrum is obtained
from Serrano et al. [111].
modes at around 1108 cm−1 and 1226 cm−1 are well-reproduced, the external linkage
symmetric stretching mode shifts to a higher wavenumber.
3.5 The Lennard-Jones Parameters of the MZHB Potential
In the original work of the MZHB potential by Sahoo and Nair [21], the Lennard-
Jones parameters of the MZHB potential were obtained from Zimmerman et al. [27],
in which parameterization of the atomic partial charges and Lennard-Jones param-
eters for siliceous zeolite framework silicon and oxygen atoms were carried out via
fitting to the heats of adsorption of small gas molecules and the cracking activation
energies of hydrocarbons. The target heats of adsorption and activation energies
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Table 3.10. The Lennard-Jones parameters used in the MZHB potential [21].
Atomic species rm (A˚)  (eV)
Si 2.200 0.00864
O 1.770 0.00324
Table 3.11. The Lennard-Jones parameters published in the work of Lopes et al. [32].
Note the factor of 2 that is missing from Table 3.10.
Atomic species rm/2 (A˚)  (kcal/mol)
Si 2.200 0.6000
O 1.770 0.3021
were calculated with full quantum mechanical calculations with density functional
theory, atomic partial charges and Lennard-Jones parameters are then adjusted in
quantum mechanics/molecular mechanics (QM/MM) calculations to reproduce these
target data. Note that in their fitting procedure, only atomic partial charges for
oxygen and silicon atoms and the Lennard-Jones energy parameters, i, are adjusted,
while the minimum-energy internuclear distances, rm,i, are fixed. The initial values of
these parameters were obtained from Lopes et al. [32]. Formulas used for molecular
mechanics calculations are the same as those implemented in the MZHB potential,
given by Equations (3.3) and (3.4). The combination rules for Lennard-Jones param-
eters are the arithmetic mean for rm and the geometric mean for . The resulting
optimized Lennard-Jones parameters, which were then adopted by the MZHB poten-
tial, are listed in Table 3.10. However, the values of rm for both oxygen and silicon
in Table 3.10 were not consistent with the values published in the work of Lopes
et al. [32], as listed in Table 3.11.
It is clear that the difference between the two parameter sets is that: in Table 3.10,
rm for Si and O are 2.2000 A˚ and 1.770 A˚, respectively; while in Table 3.11, rm for Si
and O are 4.400 A˚ and 3.540 A˚, respectively. Therefore, an apparent transposition
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error is observed here. This transposition error actually may answer the question as
to why the MZHB potential does not exclude the long-range interactions between
valence atom pairs, as typical CHARMM-style potentials [30] do, but still shows
reasonable performance in predicting silica polymorphs’ geometries.
Generally speaking, as discussed in Chapter 2, for a CHARMM-style potential [30],
the long-range interactions between atom pairs separated by one bond (1–2 atom
pairs) and two bonds (1–3 atom pairs) are excluded, since their interactions have been
covered by bond interactions and angle interactions; and the long-range interactions
between atom pairs separated by three bonds (1–4 atoms pair) are scaled since their
interactions have been partially covered by torsional interactions. If these interactions
are not excluded, the simulated structure might expand unreasonably due to strong
repulsions. This is illustrated in Figure 3.26a, in which the Lennard-Jones energy
profiles for O−O, Si−O and Si−Si atom pairs are plotted (the energies are scaled
so the well is the same depth in each case, for the purpose of discussion). The
inter-atomic distances are based on the corresponding radial distribution functions,
discussed in Section 3.4.1.1. It is clear that the interactions between the closest
Si−O and Si−Si atom pairs are both repulsive, which tend to expand the simulated
structure, if not excluded. It also explains why typical CHARMM-style potential will
exclude the long-range interactions between these atom pairs. However, the Lennard-
Jones energy profiles are different for the MZHB potential due to the transposition
error, presented in Figure 3.26b. Here we observed that although the interactions
between the closest Si−O atom pairs are repulsive, the interactions between the closest
Si−Si atom pairs are attractive, which means that it is possible to achieve a local
force balance in such a system. We think such a local force balance may answer
the question why the MZHB potential does not exclude the long-range interactions
between valence atom pairs, but still has a good performance in predicting silica
polymorphs’ geometries.
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(a) The Lennard-Jones energy profiles using
parameters from Lopes et al. [32]
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(b) The Lennard-Jones energy profiles us-
ing parameters from Zimmerman et al. [27]
Figure 3.26. A comparison of the Lennard-Jones potential using parameters from
CHARMM (Lopes et al. [32]) and from MZHB (Sahoo and Nair [21]). The MZHB pa-
rameters were inherited from Zimmerman et al. [27].
3.6 Conclusion
In this chapter, two published potentials of different functional forms are tested
in terms of their abilities to predict silica polymorphs’ equilibrium geometries, bulk
moduli, and IR spectra. The comparison of the model-predicted silica polymorphs’
equilibrium geometries with experimental observables shows that the MZHB potential
is generally more capable of predicting equilibrium geometries, while the core–shell
model predicts a larger average Si−O−Si angle and a broader angle distribution,
possibly because of its lack of three–body interactions to constrain the deformation of
the Si−O−Si angles during molecular dynamics simulations. We think this also results
in normal modes that give rise to large Si−O−Si angle deviations, hence making
it harder to assign IR peaks based on normal mode visualizations. The narrower
equilibrium bond distribution predicted by the core–shell model indicates that the
core–shell model predicts a “stiffer” bond compared with the MZHB potential. These
observed phenomena in silica polymorphs’ equilibrium geometries are consistent with
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our findings in the computed IR spectra predicted by the core–shell model, in the
sense that consistent shifts of the angle-bending modes toward lower wavenumbers
and the external linkage symmetric stretching modes towards higher wavenumbers are
observed in all five types of silica polymorphs studied in this work. On the other hand,
although the MZHB potential shows its transferability to reproduce silica polymorphs’
geometric observables, we also observe that this potential consistently shifts angle-
bending modes to higher wavenumbers for all five types of silica polymorphs studied
here. This has been confirmed by normal mode analysis, the 4R vibrational frequency
analysis, and quantum mechanical cluster calculations. This consistent peak shift
indicates that the O−Si−O angle-bending force constant of the MZHB potential is
too large. Cluster calculations combined with the normal mode analysis may offer
a systematic way to understand the underlying molecular motions of angle-bending
modes. We also point out that the Lennard-Jones parameters of the MZHB potential
are not well-grounded due to a transposition error as we discussed in Section 3.5.
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CHAPTER 4
NEW POTENTIAL
As discussed in Chapter 3, which compares the performance of the MZHB po-
tential [21] and the core–shell model [22] in terms of predicting IR spectra for five
silica polymorphs, we observed that although the MHZB potential consistently shifts
the angle-bending modes to higher wavenumbers, the underlying molecular motions
of these angle-bending modes are quite consistent with the results from the cluster
calculation; while it is very hard to make such matches for the angle-bending modes
predicted by the core–shell model due to its lack of Si−O−Si three-body interactions.
Despite the issue with the Lennard-Jones parameter rm, discussed in Section 3.5,
the MZHB potential also predicts narrower equilibrium angle distributions and av-
erage geometric observables closer to the corresponding experimental values. There-
fore, in order to fix the peak shift problem, in this chapter we re-parameterize the
MZHB potential and develop a new potential. Model parameters of the new potential
are derived by first performing a sensitivity analysis investigating the dependence of
the siliceous zeolite lattice parameter on the MZHB model parameters; the bond-
stretching and angle-bending force constants are then adjusted to fit to the FAU
experimental lattice parameter, bulk modulus, and IR spectrum. The performance of
the new potential is also tested and compared to that of the original MZHB potential
to demonstrate that the new potential better reflects the siliceous zeolite framework
interactions.
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4.1 Sensitivity Analysis of the MZHB Potential
A sensitivity analysis investigating the dependence of the siliceous zeolite bulk
modulus and lattice parameter at 0 K on the MZHB model parameters is performed
via GULP [29]. The bulk modulus is calculated with Equation (4.1),
K =
1
9
(C11 + C22 + C33 + 2(C12 + C13 + C23)), (4.1)
where Ci,j denotes element (i, j) of the stiffness tensor. Sensitivity analysis is help-
ful in the sense that it offers rough ideas and guidance about the parameters that
should be modified when altering a published model. Three siliceous zeolites, includ-
ing FAU (siliceous zeolite Y), SOD (siliceous sodalite) and LTA (siliceous zeolite A)
were studied to perform the sensitivity analysis. A change from negative 5% to posi-
tive 5% was applied to each model parameter for FAU and SOD; a 10% change was
made for LTA. The adjustable parameters are the force constants for covalent inter-
actions, the atoms’ partial charges, and the Lennard-Jones energy parameters used
for computing long-range interactions. The reason we did not change the equilibrium
parameters R0 and θ0 is because these parameters are obtained directly from quantum
mechanical calculations or experimental measurements in most cases [19, 20]. Also,
since Lennard-Jones interactions are supposed to represent van der Waals interactions
and electron–electron repulsion, the minimum energy inter-nuclear distance, rm, is a
product of the balance of these two forces between the two involved atoms [112, 113].
This minimum energy inter-nuclear distance is approximately the sum of the van der
Waals radius of the two involving atoms. For example, the measured van der Waals
radius for a silicon atom in the work of Bondi [112] is 2.10 A˚, and the rm for Si−Si
atom pairs used in the work of Lopes et al. [32] is 4.40 A˚.
Figure 4.1 shows the effect of each adjusted parameter on the lattice parameter.
Similar trends in the lattice parameter with respect to each of the adjusted param-
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eters among all three zeolite frameworks are observed. Obviously, changes in the
Si−O bond-stretching force constant and atomic partial charges have the most sig-
nificant effects on zeolite lattice parameter, whereas the Lennard-Jones parameters
have little effect on the lattice parameter. This significant dependence of the lattice
parameter on partial atomic charges and the Si−O bond-stretching force constant in-
dicates that one should adjust these two model parameters in order to obtain lattice
parameters closer to experimental values. Note that the force constants of internal
coordinates, such as kSi−O for bond-stretching and kO−Si−O for angle-bending, are
typically responsible for local molecular geometries, since these force constants are
mostly derived from the Hessian matrix obtained from quantum mechanical calcu-
lations [114, 115], vibrational data, and experimentally measured bond lengths and
angles. Therefore, partial atomic charges may be good candidates to adjust to fit
crystal lattice parameters. As discussed in Section 2.1.4.2, partial atomic charges are
often determined via fitting to quantum-mechanically-calculated energy maps based
on hydrogen-terminated clusters (which we will call the potential energy surface, or
PES, Method) [72, 73], or determined via fitting to the energy and equilibrium dis-
tance of individual atom–water interacting pairs (Supramolecule Method) [31, 32, 69],
neither of which takes into account the effect of periodic boundary conditions, that is,
the energy contributed from the atomic interactions between the studied cluster and
its periodic images. Periodic boundary conditions, however, are fundamental aspects
of crystalline material simulations. Thus, for a crystalline material with periodic
boundary conditions, one might consider finding partial atomic charges via fitting to
crystal lattice parameters, or more practically, fine-tuning the partial atomic charges
derived from cluster calculations via fitting to the crystal lattice parameter.
Figure 4.2 presents the effect of each of the adjusted parameters on the zeolite
bulk modulus. One can tell that covalent interactions like Si−O bond-stretching
interactions and O−Si−O angle-bending interactions play more important roles than
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(c) Sensitivity analysis of the LTA lattice
parameter at 0 K.
Figure 4.1. Sensitivity analysis of the siliceous zeolite lattice parameter dependence on
model parameters at 0 K. The Si−O bond force constant and partial atomic charges have
the most significant effects on the siliceous zeolite lattice parameter.
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long-range interactions in the calculation of the zeolite bulk modulus. This is actually
expected, since the bulk modulus can be computed from the elastic constants, and the
elastic constants are actually the second derivatives of the free energy with respect
to strain components, which are related to the Hessian matrix [29].
4.2 The New Potential
With the help of the above sensitivity analysis of the MZHB model parameters,
a new potential has been developed on the basis of the MZHB potential, by fit-
ting to the FAU experimental lattice parameter, bulk modulus, and IR spectrum
via adjusting the bond-stretching and angle-bending force constants. The functional
forms of the new potential are listed below. Note that in addition to the functional
forms appearing in the original MZHB potential, a Urey–Bradley potential term is
included, given by Equation (4.4). As another way to account for bond length and
angle coupling effects, the Urey–Bradley potential term is added to distinguish sub-
tleties in vibrational spectra; for example, symmetric and asymmetric bond-stretching
vibrational frequencies [20]. Model parameters of the new potential are presented in
Table 4.1. Equilibrium bond length and angle parameters (r0 and θ0) are inherited
from the MZHB potential [21]. The Urey–Bradley potential parameters are obtained
from Nicholas et al. [20]. The Lennard-Jones parameters and atomic partial charges
are obtained from Lopes et al. [32] with a cutoff distance of 12 A˚.
Vbond =
1
2
kR(R−R0)2 (4.2)
Vangle =
1
2
kθ(θ − θ0)2 (4.3)
VUB =
1
2
kUB(r − r0)2 (4.4)
VEL =
1
4pi0
qiqj
rij
(4.5)
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Figure 4.2. Sensitivity analysis of the siliceous zeolite bulk modulus dependence on model
parameters at 0 K. Covalent interactions like Si−O bond-stretching and O−Si−O angle-
bending have more significant effects on zeolite bulk moduli.
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VvdW = 
[(
rm
r
)12
− 2
(
rm
r
)6]
(4.6)
Note that in this new potential, the 1–4 scale method, as discussed in Sec-
tion 2.1.1.2, is used. Long-range interactions between atom pairs separated by one
bond and two bonds are excluded. This is because the interactions between atom
pairs separated by one bond and two bonds have already been covered by bond in-
teractions and angle interactions, respectively. Although no torsional interactions are
defined in the new potential, a scaling factor of 0.68 is found by trial-and-error, and
is adopted for the electrostatic interactions between atom pairs separated by three
bonds in order to fit to the FAU experimental lattice parameter. The Lennard-Jones
interactions between the same atom pairs are kept unchanged.
Table 4.1. Model parameters of the new potential.
Harmonic bond potential kR (eV/A˚
2) R0 (A˚)
Si−O 26.500 1.620
Harmonic angle potential kθ (eV/rad
2) θ0 (
◦)
O−Si−O 5.9000 109.470
Si−O−Si 0.4075 149.800
Urey–Bradley potential kUB (eV/A˚
2) r0 (A˚)
Si−O−Si 2.3676 3.1261
Lennard-Jones  (kcal/mol) rm (A˚)
Si 0.6000 4.4
O 0.3021 3.54
Charge q (e)
Si/O 1.08/−0.54
4.3 Results and Discussion
4.3.1 Geometric Observables and Bulk Moduli at 300 K
Table 4.2 compares the computed geometric observables and bulk moduli of five
types of silica polymorphs predicted by the original MZHB potential [21] and the
107
new potential, as well as another core–shell model [22]. It is observed that the new
potential predicts lattice parameters and average Si−O−Si angles for FAU, quartz,
and cristobalite closer to experimentally measured values than the original MZHB
potential, while the MZHB potential performs better in predicting silica polymorphs’
average Si−O bond lengths. However, only the FAU bulk modulus predicted by all
three models is close to the experimental value.
4.3.2 Infrared Spectra
4.3.2.1 FAU (Siliceous Zeolite Y)
Figure 4.3 presents the model-predicted FAU IR spectra computed via both the
original MZHB potential and the new potential, compared to a measured FAU IR
spectrum [104]. As seen in Figure 4.3, the new potential reproduces roughly all the
IR peaks that are observed in the measured IR spectrum, except for the shoulder at
around 1200 cm−1. Note that, compared with the predictions of the original MZHB
potential, the angle-bending region predicted by the new potential matches better
with measured IR peaks, especially for the peak at around 420 cm−1, and the shoulder
at around 493 cm−1. Recall that, based on the results of the cluster calculations in
Section 3.4.2.1, one would expect that the IR peak at around 420 cm−1 and the
shoulder at around 493 cm−1 predicted by the new potential are caused by the 4R
breathing motion, and the IR peak at around 475 cm−1 caused by the 6R deformation
motion. Indeed, the 6R deformation motion is observed at around 475 cm−1; when
visualized, however, the underlying molecular motions associated with the IR modes
at around 420 cm−1 and 493 cm−1 do not match the cluster calculation perfectly.
Another shoulder at around 775 cm−1 is also reproduced by the new potential, which
is missing in the IR spectrum predicted by the original MZHB potential in Figure 3.13.
Although the two external-linkage symmetric stretching modes predicted by the new
potential are shifted to lower wavenumbers, we think they match with the measured
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Figure 4.3. A comparison of FAU IR spectra predicted by the MZHB potential and
the new potential from MD simulations at 300 K. the IR peak at around 420 cm−1 and
the shoulder at around 493 cm−1 are predicted by the new potential, while the underlying
molecular motions of these two peaks are not clearly 4R breathing motion, as predicted by
the cluster calculations in Section 3.4.2.1; the external linkage symmetric stretching region
is better predicted by the new potential in the sense that a major peak accompanied by a
weak shoulder is reproduced in this region. The measured spectrum is obtained from Jacobs
et al. [104].
peaks better in the sense that one major peak accompanied by a weak shoulder
appears in this region. A full peak assignment of the FAU IR spectrum comparing
the predictions from the two models is presented in Table 4.3.
4.3.2.2 SOD (siliceous sodalite)
Figure 4.4 compares the SOD IR spectra predicted by both models with the
measured IR spectrum [109]. It is clearly shown that the IR peaks predicted by the
new potential are closer to the three experimentally observed IR peaks, especially for
the angle-bending mode at around 450 cm−1. A full peak assignment of the SOD
110
Table 4.3. Peak assignments of IR peaks predicted by the MZHB potential and the new
potential, values are in cm−1, MD-calculated IR wavenumbers are calculated at 300 K.
MZHB New Expt. [104] Assignment
453.5 420.5 418.6 Pore opening (4R breathing(O) D6R)
527.0 475.3 477.3 Angle bending (6R deformation)
561.3 492.7 491.9 Angle bending (4R breathing(O) D6R)
525.9 527.6 Angle bending (4R breathing(Si,O) D6R)
605.8 580.3 580.9 D6R block
774.6 779.1
External symmetric stretching
837.2 806.8 837.2
1091.0 1099.1 1099.3
Internal asymmetric stretching
1210
Table 4.4. Peak assignments of SOD IR peaks predicted by the MZHB potential and the
new potential, values are in cm−1, MD-calculated IR wavenumbers are calculated at 300 K.
MZHB New Expt. [109] Assignment
530.5 457.4 460 Angle bending
740.3 754.2
788 External symmetric stretching
795.4 773.1
1090.5 1112.6 1109 Internal asymmetric stretching
IR spectrum comparing the predictions of the original MZHB potential and the new
potential is presented in Table 4.4.
4.3.2.3 Quartz
Figure 4.5 presents the model-predicted quartz IR spectra together with a mea-
sured IR spectrum [110]. Note that most of the IR peaks are approximately repro-
duced by the new potential, except for the internal asymmetric stretching mode at
around 1147 cm−1 and the shoulder at around 498 cm−1. Compared with the IR
spectrum predicted by the original MZHB potential, angle-bending modes predicted
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Figure 4.4. A comparison of SOD IR spectra predicted by the MZHB potential and the
new potential from MD simulations at 300 K. all the IR peaks predicted by the new potential
are closer to the measured IR peaks, especially for the angle-bending mode at around
450 cm−1. The measured IR spectrum obtained from Bornhauser and Bougeard [109].
by the new potential appear at lower wavenumbers, which match with experimental
peaks better. This is expected, since we conclude that the MZHB potential consis-
tently shifts angle-bending modes to higher wavenumbers for all five types of silica
polymorphs due to a large angle-bending force constant for O−Si−O. The value of
this parameter is intentionally reduced during the parameterization of the new po-
tential. Another improvement is visible in the external linkage symmetric stretching
region, where a clear IR peak together with a shoulder at a slightly lower wavenumber
is observed. However, the major IR peak, which is the internal asymmetric stretch-
ing mode observed at around 1072 cm−1 in the measured spectrum, is shifted to a
higher wavenumber, even worse than the prediction of the original MZHB potential.
A full peak assignment of the quartz IR spectrum comparing the predictions from
the original MZHB potential and the new potential is presented in Table 4.5.
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Figure 4.5. A comparison of quartz IR spectra predicted by the MZHB potential and
the new potential from MD simulations at 300 K. The angle-bending modes predicted
by the new potential appears at lower wavenumbers, which match with measured peaks
better compared to those predicted by the MZHB potential, except for the mismatch at
around 498 cm−1; external linkage symmetric stretching peaks are also better-reproduced
by the new potential in the sense that a major IR peak with a shoulder at a slightly lower
wavenumber appears in this region. The measured IR spectrum is obtained from Liang
et al. [110].
Table 4.5. Peak assignments of quartz IR peaks predicted by the MZHB potential and the
new potential, values are in cm−1, MD-calculated IR wavenumbers are calculated at 300 K.
MZHB New Expt. [110] Assignment
394.6 350.3 363.0
Angle bending
458.3 414.6 388.8
515.7 465.3 459.1
563.3 498.6
714.1 640.3 690.7 Internal symmetric bond stretching
793.7
751.3 764.5
External symmetric stretching
774.9 786.8
1095.6 1105.3 1071.6
Internal asymmetric stretching
1147.3
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Table 4.6. Peak assignments of cristobalite IR peaks predicted by the MZHB potential
and the new potential, values are in cm−1, MD-calculated IR wavenumbers are calculated
at 300 K.
MZHB Modified Expt. [110] Assignment
555 477.9
472
Angle bending
586 493.4
615 587.7 609 Angle bending
771 791.9 787 External symmetric stretching
1089 1099.1 1086 Internal asymmetric bond stretching
4.3.2.4 Cristobalite
Comparison of model-predicted cristobalite IR spectra by both the MZHB poten-
tial and the new potential with the measured spectrum [110] is presented in Figure 4.6.
It is observed that while the measured angle-bending mode at around 472 cm−1 is
predicted at a higher wavenumber above 550 cm−1 by the original MZHB potential,
this peak is well-reproduced by the new potential at around 478 cm−1. Improve-
ment of the prediction is also observed at the external linkage symmetric stretching
region, where a good match between the model prediction and experimental data is
achieved at around 790 cm−1. However, the measured IR peak at around 609 cm−1 is
better-reproduced by the MZHB potential. A full peak assignment of the cristobalite
IR spectrum comparing the predictions of the original MZHB potential and the new
potential is presented in Table 4.6.
4.3.2.5 MFI (silicalite-1)
Figure 4.7 presents the comparison of MFI IR spectra predicted by both the
MZHB potential and the new potential with the measured spectrum [109]. It is clear
that in the measured IR spectrum, two broad angle-bending modes are observed at
400–500 cm−1 and 500–600 cm−1, respectively. However, the MZHB potential only
predicts one broad band at 400–600 cm−1. On the other hand, the new potential
114
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Figure 4.6. Comparison of cristobalite IR spectra predicted by the MZHB potential and
the new potential from MD simulations at 300 K. While the MZHB potential shifts the
angle-bending modes to higher wavenumbers, the new potential better predicts this mode
at around 478 cm−1; better prediction by the new potential is also observed in the external
linkage symmetric stretching region at around 800 cm−1. The measured IR spectrum is
obtained from Liang et al. [110].
clearly predicts two separated angle-bending modes at 400–500 cm−1 and around
520 cm−1, respectively, with slight shifts compared to the measured spectrum. The
external linkage symmetric stretching mode predicted at around 780 cm−1 by the new
potential also matches better with the measured peak observed at around 800 cm−1.
4.4 Conclusion
In this chapter, a sensitivity analysis is performed in order to study the depen-
dence of siliceous zeolite lattice parameter and bulk modulus at 0 K on the MZHB
potential parameters published by Sahoo and Nair [21]. The sensitivity analysis on
the lattice parameter shows that atomic partial charges of silicon and oxygen atoms
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Figure 4.7. A comparison of MFI IR spectra predicted by the MZHB potential and the
new potential from MD simulations at 300 K. While the MZHB potential predicts only
one broad angle-bending mode in the region from 400–600 cm−1, the new potential clearly
predicts two separated modes at 400–500 cm−1 and around 520 cm−1, respectively; better
prediction of the external linkage symmetric stretching mode at around 800 cm−1 is also
observed. The measured IR spectrum is obtained from Serrano et al. [111].
have the most significant effect on the lattice parameter, indicating a possible new
target for the parameterization of atomic partial charges of crystalline materials. On
the basis of the MZHB potential, a new potential has been developed by fitting to
the measured FAU IR spectrum, lattice parameter, and bulk modulus. Comparison
of the performance of both the original MZHB potential and the new potential shows
that although the new potential does not achieve significant improvements in the
prediction of silica polymorphs’ geometries, the ability of the new potential in the
prediction of silica polymorphs’ IR spectra is better than that of the original MZHB
potential. We observe that the MZHB potential consistently shifts angle-bending
modes to higher wavenumbers, while the predictions by the new potential match
with measured IR spectra better for all five types of silica polymorphs studied in this
116
work. While the most significant improvement is seen in the angle-bending region
from 400–600 cm−1, improvement in the external linkage symmetric stretching region
at around 800 cm−1 is also observed. These improvements in the prediction of these
silica polymorphs’ IR spectra indicate that the new potential reflects the siliceous ze-
olite framework interactions better than the original MZHB potential. The use of the
CHARMM-derived Lennard-Jones parameters in the newly developed potential and
the transposition error in the MZHB potential also make the new potential prefer-
able when applied in computational modeling of zeolite application processes, such
as catalytic chemical reactions and adsorption, since the Lennard-Jones interaction is
one of the dominating host–guest (zeolite framework–reacting species or adsorbate)
interactions in these processes.
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CHAPTER 5
CONCLUSION
The present work can be divided roughly into two parts. In the first part, two
published potentials, the MZHB potential and the core–shell model, are evaluated
in terms of their ability to predict the equilibrium geometry, bulk modulus, and IR
spectrum of siliceous zeolites. Comparisons between model predictions and exper-
imental data show that the MZHB potential is better at reproducing silica poly-
morphs’ geometries, while the core–shell model predicts broader angle distributions
and larger average bond angles; we think this happens because the core–shell model
lacks three-body interactions that constrain the Si−O−Si angles. This inherent defect
of the core–shell model is also confirmed by model-predicted IR spectra for silica poly-
morphs in the sense that the angle-bending modes predicted by the core–shell model
are shifted to lower wavenumbers. On the other hand, the discussion based on normal
mode visualizations of the FAU IR peaks predicted by the MZHB potential and the
cluster calculation has been given in detail to demonstrate that the MZHB potential
consistently shifts angle-bending modes to higher wavenumbers. A model-computed
IR spectrum is characteristic of the potential energy surface of the material; from
this perspective, these inconsistencies between model-predicted IR spectra and ex-
perimentally observed IR spectra indicate that these two potentials are less accurate
to describe the interactions of zeolite frameworks.
The second part of this work focused on the development and testing of a new
potential via reparameterizing and extending the MZHB potential. A sensitivity
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analysis was first performed to investigate the dependencies of the siliceous zeolite
lattice parameter and bulk modulus on model parameters. We observed that while the
bulk modulus is very sensitive to bond and angle force constants, the lattice parameter
is most sensitive to atomic partial charges, indicating a possible new target for the
parameterization of atomic partial charges of crystalline materials. Then, following
the sensitivity analysis, parametrization of the new potential is carried out by fitting
to the experimental FAU lattice parameter and bulk modulus. We observed that the
new potential predicts IR peaks for silica polymorphs more accurately than the MZHB
and core–shell model. The improvement in the prediction of IR spectra indicates
that this newly-developed potential does a better job of describing zeolite framework
interactions than its predecessor. It also means that the new potential will probably
be a better model for the modeling of mass and heat transfer processes in zeolite
applications.
Future work will include further refinements of the new potential to be a gen-
eral model for the modeling of various zeolites’ IR spectra; such a general model can
also help discover possible new zeolites by comparing the model-predicted IR spec-
tra with existing zeolite database. The existence of chemically-adsorbed species or
reaction intermediates will often change the pattern of the host’s IR spectrum, due
to the change of the of chemical environment and the additional vibrational modes of
the guest species; these changes in IR spectra are often helpful in identifying different
adsorbates and reaction intermediates. A good model of zeolite frameworks and host–
guest interactions can greatly help examine the experimentally observed adsorbates
and intermediates via computational studies. In the present work, the new potential
has demonstrated its ability to predicts IR spectra of zeolite frameworks, therefore,
future work will also include incorporating aluminum atoms, charge-compensating
cations, and guest species in the newly-developed potential. We expect that such a
119
complete potential will contribute to the theoretical studies of catalyst characteriza-
tion, as well as to studies of catalytic reactions and adsorption.
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APPENDIX A
MD-PREDICTED UNIQUE ELASTIC TENSOR
COMPONENTS AT 300 K
The unique elastic tensor components of silica polymorphs are calculated following
the procedure described in Section 3.2. Formulas used for the calculation of bulk
modulus (K) and shear modulus (G) are given below corresponding tables.
Table A.1. MD-predicted FAU elastic tensor components, bulk modulus K, and shear
modulus G at 300 K, in GPa. The crystal structure is cubic, so C11, C22, and C44 are the
only unique components of the stiffness tensor.
C11 C12 C44 K G
MZHB 77.76 23.39 24.62 41.51 25.65
Shell 85.91 25.08 26.34 45.36 27.97
New 82.05 28.96 25.59 46.66 25.97
K = 1
3
(C11 + 2C12); G =
1
5
(C11 + 3C44 − C12)
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Table A.2. MD-predicted SOD elastic tensor components, bulk modulus K, and shear
modulus G at 300 K, in GPa. The crystal structure is cubic, so C11, C22, and C44 are the
only unique components of the stiffness tensor.
C11 C12 C44 K G
MZHB 122.83 40.55 36.89 67.98 38.59
shell 134.42 83.00 26.12 100.14 25.96
New 131.73 52.66 33.36 79.02 35.83
K = 1
3
(C11 + 2C12); G =
1
5
(C11 + 3C44 − C12)
Table A.3. MD-predicted quartz elastic tensor components, bulk modulus K and shear
modulus G at 300 K, in GPa. The crystal structure is trigonal.
C11 C33 C12 C13 C14 C24 C44 C56 C66 K G
MZHB 148.67 137.77 39.58 39.29 −3.33 7.54 60.85 −6.59 55.31 74.6 56.5
shell 139.97 156.09 37.04 62.07 −8.17 −0.13 52.63 −6.54 51.79 84.3 49.7
New 175.21 160.01 56.90 64.18 0.12 −0.52 74.27 0.63 57.82 91.5 63.0
K = 1
9
(
2C11 + C33 + 2(C12 + 2C13)
)
;
G = 1
15
(
2C11 + C33 + 3(2C44 + C66)− C12 − C13
)
Table A.4. MD-predicted cristobalite elastic tensor components, bulk modulus K, and
shear modulus G at 300 K, in GPa. The crystal structure is tetragonal; only unique tensor
components are listed.
C11 C33 C12 C13 C44 C66 K G
MZHB 129.89 83.38 12.30 12.00 60.22 44.78 46.20 53.50
Shell 159.21 156.05 98.91 94.24 39.47 23.62 116.58 32.98
New 169.37 69.43 14.44 13.00 65.86 40.15 54.34 58.89
K = 1
9
(
2C11 + C33 + 2(C12 + 2C13)
)
;
G = 1
5
(
2C11 + C33 + 3(2C44 + C66)− C12 − 2C23
)
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Table A.5. MD-predicted MFI elastic tensor components, bulk modulus K, and shear
modulus G at 300 K in GPa, the crystal structure is orthorhombic.
C11 C22 C33 C12 C13 C23 C44 C55 C66 K G
MZHB 114.62 106.11 91.52 17.56 23.47 17.05 38.99 40.15 35.52 47.59 39.88
Shell 124.90 130.13 136.31 55.30 66.84 66.90 30.73 28.80 23.98 85.49 30.19
New 129.46 114.02 106.29 27.01 34.44 22.32 35.41 41.11 32.38 57.48 39.51
K = 1
9
(
C11 + C22 + C33 + 2(C12 + C13 + C23)
)
;
G = 1
15
(
C11 + C22 + C33 + 3(C44 + C55 + C66)− C12 − C13 − C23
)
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APPENDIX B
IR SPECTRA OF QUANTUM MECHANICAL CLUSTERS
In order to investigate the characteristic vibrational modes of FAU and their
dependence on the size of the cluster, a series of quantum mechanical calculations
were performed on clusters characterize the structure of FAU. As presented in Fig-
ures B.1a, B.1b and B.1c, the structure of these three clusters are built up by sur-
rounding a double 6-membered ring (D6R) with three, four, and five layers of atoms,
respectively. Calculations performed on these three clusters can help identify charac-
teristic vibrational modes that consistently exist, regardless the size of the clusters.
As the size of the cluster gets bigger and bigger, the properties of the cluster will
approach to the properties of the periodic FAU structure. Thus, one can expect that
these characteristic vibrational modes also exist in the periodic FAU structure. Fig-
ures B.1d and B.1e show the other two clusters used in this work, which are a sodalite
cage and a sodalite cage covered by three layers of atoms. Calculations performed on
these two clusters can help identify the origins of certain IR modes.
All clusters were terminated by hydrogen atoms, whose positions were determined
following the procedure described in the work of Hammond [116], Section 6.4. Specif-
ically, to construct each cluster, a two-layer GAUSSIAN ONIOM [106] calculation
was performed first on the periodic FAU structure with the debugging keyword
iop(1/33=1), positions of the linker hydrogen atoms could then be grabbed from
the output. The higher layer model was then taken as the cluster model terminated
with those linker hydrogen atoms. Calculations were performed at HF/6-31G∗ with
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(a) D6R+3layer (b) D6R+4layer (c) D6R+5layer
(d) Sodalite cage (e) Sodalite cage+3layer
Figure B.1. Cluster models used in quantum mechanical calculations.
the terminal hydrogen atoms and the atoms connected to the hydrogen atoms frozen.
The resulting IR spectra are presented in Figure B.2. The vibrational frequencies are
scaled by a factor of 0.8953, as per the work of Scott and Radom [107]. We observe
that, although the IR spectra of different clusters vary in both peak wavenumbers and
intensities due to different degrees of freedom and boundary effects imposed by the
frozen terminal groups, the relative positions of some vibrational modes are consistent
regardless of the size of the clusters. Specifically, two vibrational modes associated
with the 4-membered ring (4R) breathing motion consistently appear in the IR spec-
tra of the four cluster models that contain at least one complete D6R block; and one
vibrational mode associated with the 6-membered ring (6R) deformation consistently
exists in the IR spectra of all five cluster models; the two 4R breathing modes appear
on both sides of the 6R deformation mode. The above observations indicate that the
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Figure B.2. IR spectra of clusters used in this work with a spectral resolution of 0.41
cm−1: two 4R breathing modes are consistently observed in the IR spectra of four clusters
and a 6R deformation mode is consistently observed in the IR spectra of all the five clusters,
indicating that the two 4R breathing modes and the 6R deformation mode are characteristic
vibrational modes of FAU structure; one can expect that these three vibrational modes also
exist in the periodic FAU structure. Comparison between the IR spectrum of the sodalite
cage with the other four spectra shows that while the 6R deformation mode originates
from the vibrations of the sodalite cage, the two 4R breathing modes originate from the
vibrations the D6R blocks. Note that the 4R breathing mode at around 510 cm−1 is hard to
identify because of the spectral broadening effect, however, this mode is clear when viewed
from GAUSSIAN normal model analysis (see the inset).
two 4R breathing modes and the 6R deformation mode are characteristic vibrational
modes of FAU structure, one can expect that these three vibrational modes also
exist in the periodic FAU structure; while the 6R deformation mode originates from
the vibrations of the sodalite cage, the two 4R breathing modes originate from the
vibrations of D6R blocks.
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