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In this paper, we prove that any approximate linear derivation on a semisimple Banach
algebra is continuous. We deal with the functional inequalities associated with additive
mappings and some stability theorems are proved. Based on these facts, we obtain some
results for the functional inequalities corresponding to the additive mappings and the
equation f (xy) = xf (y)+ f (x)y.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
LetA be a normed algebra over the real or complex field F. An additive mapping f : A→ A is said to be an approximate
ring derivation if the functional inequality ∥f (xy)− xf (y)− f (x)y∥ ≤ ε is fulfilled for all x, y ∈ A. Moreover, if ε = 0, then
f is a ring derivation on an algebra A. In addition, if the identity f (λx) = λf (x) holds for all λ ∈ F and all x ∈ A, then f
is said to be an approximate linear derivation. It is well known that any linear derivation on a semisimple Banach algebra is
continuous (cf. [1–3]).
The concept of stability for a functional equation arises when we replace the functional equation by an inequality which
acts as a perturbation of the equation. The study of stability problems had been formulated byUlam [4]: underwhat condition
does there exists a homomorphism near an approximate homomorphism? Hyers [5] had answered affirmatively the question
of Ulam for Banach spaces. Hyers’ theorem was generalized by Aoki [6] for additive mappings and by Rassias [7] for linear
mappings by considering an unbounded Cauchy difference. The paper work of Rassias [7] has had a lot of influence in the
development of what we call the generalized Hyers–Ulam stability of functional equations. A generalization of the Rassias
theorem was obtained by Gaˇvruta [8] by replacing the unbounded Cauchy difference by a general control function in the
spirit of the Rassias approach. Since then, more generalizations and applications of the generalized Hyers–Ulam stability to
a number of functional equations and mappings have been investigated (for example, [9–14]). The reader is referred to the
book [15] for many information of stability problem with a large variety of applications. In particular, the stability result
concerning derivations between operator algebras was first obtained by Šemrl [16]. Badora [17] gave a generalization of
Bourgin’s result [18]. He also dealt with the Hyers–Ulam stability and the Bourgin-type superstability of derivations in [19].
Recently, the stability problems for derivations have been considered by some mathematicians in [20–22].
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In this paper, we will show that any approximate linear derivation on a semisimple Banach algebra is continuous, and
will take into account the following functional inequality
∥sf (x)+ tf (y)+ f (z)∥ ≤ ∥f (sx+ ty+ z)∥ + Φ(x, y, z). (1.1)
Moreover, we establish the stability of (1.1) associated with functional inequality corresponding to the equation f (xy) =
xf (y)+ f (x)y.
2. Continuity of approximate linear derivations
We first introduce some definitions.
Definition 2.1. Let S be a linear mapping from a Banach space A into a Banach space B. Then the separating space of S is
defined as
G(S) = {y ∈ B : there exists a sequence{xn} inA such that xn → 0, S(xn)→ y}.
Definition 2.2. A closed 2-sided ideal J of a Banach algebraA is a separating ideal if for every sequence {an} inA, there exists
a positive integer N such that (Jan · · · a1)− = (JaN · · · a1)− for all n ≥ N .
We recall that G(S) = {0} if and only if S is continuous [3]. Notice that any derivation on a Banach algebra and any
epimorphism from a Banach algebra onto a Banach algebra have separating spaces which are separating ideals [2,3].
Theorem 2.3. Let A be a Banach algebra. If f : A→ A is an approximate linear derivation, then G(f ) is a separating ideal.
Proof. Since f is linear, G(f ) is a closed linear subspace ofA. Let a ∈ A and y ∈ G(f ). Then there exists a sequence {xn} in
Awith xn → 0 and f (xn)→ y. Hence axn → 0 and
∥f (na · xn)− na · y∥ ≤ ∥f (na · xn)− na · f (xn)− f (na) · xn∥ + n∥f (a)∥ ∥xn∥ + n∥a∥ ∥f (xn)− y∥,
which implies that
∥f (axn)− ay∥ ≤ εn + ∥f (a)∥ ∥xn∥ + ∥a∥ ∥f (xn)− y∥ → 0
as n →∞. So f (axn)→ ay. Thus ay ∈ G(f ). Employing the same way as above, we obtain ya ∈ G(f ).
Next, let {bn} be any sequence inA and we define a linear map Rn = Tn by Rny = Tny = ybn for each n. Then we obtain
∥(fTn − Rnf )(ky)∥ ≤ ∥f (ky · bn)− ky · f (bn)− f (ky) · bn∥ + k∥yf (bn)∥
for each n. This yields that
∥(fTn − Rnf )(y)∥ ≤ εk + ∥y∥ ∥f (bn)∥.
Sending the limit as k →∞, we have ∥(fTn − Rnf )(y)∥ ≤ ∥y∥ ∥f (bn)∥, and so fTn − Rnf is continuous for each n. Therefore,
by the Stability Lemma [2], we conclude that G(f ) is a separating ideal. 
Theorem 2.4. Let A be a semisimple Banach algebra. If f : A→ A is an approximate linear derivation, then f is continuous.
Proof. It follows from the part of proof in [2] thatA has the property that for each infinite dimensional closed 2-sided ideal
J onA, there exists a sequence {an} inA such that (Jan · · · a1)− = (Jan+1 · · · a1)− for all positive integers n. Thus, by virtue
of Theorem 2.3, we see that G(f ) is finite dimensional. Note that rad(G(f )) = G(f ) ∩ rad(A) = {0} in [1]. Then G(f ) is a
semisimple algebra. From theWedderburn Structure Theorem [23], G(f ) has an identity e. Then there exists a sequence {xn}
inA such that xn → 0 and f (xn)→ e. Hence we get
lim
n→∞ f (xn)e = e. (2.1)
Since G(f ) is finite dimensional and xne → 0 in G(f ), we have f (xne)→ 0. On the other hand, we see that
∥f (xn) · ne∥ ≤ ∥f (xn · ne)− xnf (ne)− f (xn) · ne∥ + n∥f (xne)∥ + n∥xnf (e)∥.
This inequality yields the following
∥f (xn)e∥ ≤ εn + ∥f (xne)∥ + ∥xn∥ ∥f (e)∥ → 0
as n →∞. Thus limn→∞ f (xn)e = 0 and then by (2.1), e = 0. That is, x = xe = 0 for each x ∈ G(f ). Therefore, G(f ) = {0}
and so f is continuous. 
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3. Stability of functional inequalities with additive mappings
Theorem 3.1. Let A be a vector space andB a normed space. Assume that a mapping Φ : A3 → [0,∞) satisfies the assump-
tions
(1) Φ( xs , 0,−x) = Φ(0, xt ,−x) = Φ(−xs , xt , 0) = 0 (x ∈ A),
(2) limn→∞ 1snΦ(s
n−1x, s
ny
t , s
n(−x− y)) = 0 (x, y ∈ A) or limn→∞ snΦ( xsn+1 , ysn+1t , −x−ysn ) = 0 (x, y ∈ A),
where s, t > 1 are fixed real numbers. Suppose that f : A→ A is a mapping subjected to the functional inequality (1.1). Then
f is additive.
Proof. By letting x = y = z = 0 in (1.1), we get f (0) = 0. And by putting x = xs , y = 0 and z = −x in (1.1), we obtain
sf

x
s

= −f (−x) (3.1)
for all x ∈ A. Also, by letting x = 0, y = xt and z = −x in (1.1), we get
tf

x
t

= −f (−x) (3.2)
for all x ∈ A. Setting x = −xs , y = xt and z = 0 in (1.1), it follows by (3.1) and (3.2) that
f (−x) = −f (x) (3.3)
for all x ∈ A. From (3.1)–(3.3), we see that
sf

x
s

= f (x), tf

x
t

= f (x) (3.4)
for all x ∈ A. Letting x = xs and y = xt in (1.1), we have by (3.4)
∥f (x)+ f (y)+ f (z)∥ ≤ ∥f (x+ y+ z)∥ + Φ

x
s
,
x
t
, z

(3.5)
for all x, y, z ∈ A.
Next, we are in the position to show that f is additive. We will consider two different cases for the third assumption of
Φ:
Case I. Assume limn→∞ 1snΦ

sn−1x, s
ny
t , s
n(−x− y)

= 0 for all x, y ∈ A. We get by (3.4)
f (x) = 1
s
f (sx) = 1
s2
f (s2x) = · · · = 1
sn
f (snx)
for all positive integers n and all x ∈ A. Therefore, we can define f (x) := limn→∞ 1sn f (snx) for all x ∈ A. Due to (3.5), we see
that
∥f (x)+ f (y)− f (x+ y)∥ = lim
n→∞
1
sn
∥f (snx)+ f (sny)+ f (sn(−x− y))∥
≤ lim
n→∞
1
sn
Φ

sn−1x,
sny
t
, sn(−x− y)

= 0
for all x, y ∈ A. Thus f (x+ y) = f (x)+ f (y).
Case II. Assume limn→∞ snΦ

x
sn+1 ,
y
sn+1t ,
−x−y
sn

= 0 for all x, y ∈ A. We get by (3.4)
f (x) = sf

x
s

= s2f

x
s2

= · · · = snf

x
sn

for all positive integers n and all x ∈ A. Therefore, we may define f (x) := limn→∞ snf ( xsn ) for all x ∈ A. The remainder of
the proof is similar to the proof of case I. 
Next, we will study the generalized Hyers–Ulam stability of functional inequality (1.1).
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Theorem 3.2. LetA be a vector space andB a Banach space. Assume that amapping Φ : A3 → [0,∞) satisfies the assumptions
(1)
∞
j=0
1
sj+1 [2Φ(sjx, 0,−sj+1x)+ Φ(sjx, −s
j+1x
t , 0)+ Φ(0, −s
j+1x
t , s
j+1x)] <∞ (x ∈ A),
(2) limn→∞ 1snΦ(s
nx, sny, snz) = 0 (x, y, z ∈ A),
where s, t > 1 are fixed real numbers. Suppose that f : A→ B is a mapping subjected to the functional inequality (1.1). Then
there exists a unique additive mapping L : A→ B such that
∥L(x)− f (x)∥ ≤ η(x) (3.6)
for all x ∈ A, where
η(x) =
∞
j=0
1
sj+1

2Φ(sjx, 0,−sj+1x)+ Φ

sjx,
−sj+1x
t
, 0

+ Φ

0,
−sj+1x
t
, sj+1x

+ s
2 + ts+ t + 5
s2 + ts Φ(0, 0, 0)

.
Proof. By letting x = y = z = 0 in (1.1), we get ∥f (0)∥ ≤ 1s+tΦ(0, 0, 0). Next, by letting x = xs , y = 0 and z = −x in (1.1),
we obtainsf

x
s

+ f (−x)
 ≤ Φ

x
s
, 0,−x

+ t + 1
s+ t Φ(0, 0, 0) (3.7)
for all x ∈ A. Replacing x by sx in (3.7) and then dividing on both sides by s,f (x)+ 1s f (−sx)
 ≤ 1sΦ(x, 0,−sx)+ t + 1s2 + tsΦ(0, 0, 0) (3.8)
for all x ∈ A. Putting x = 0, x = xt and z = −x in (1.1), we find thattf

x
t

+ f (−x)
 ≤ Φ

0,
x
t
,−x

+ s+ 1
s+ t Φ(0, 0, 0) (3.9)
for all x ∈ A. Setting x = −xt , y = xt and z = 0 in (1.1), we havesf

−x
s

+ tf

x
t
 ≤ Φ

−x
s
,
x
t
, 0

+ 2
s+ tΦ(0, 0, 0) (3.10)
for all x ∈ A. It follows from (3.7), (3.9) and (3.10) that
∥f (x)+ f (−x)∥ ≤
sf

x
s

+ f (−x)
+
tf

−x
t

+ f (x)
+
sf

x
s

+ tf

−x
t

≤ Φ

x
s
, 0,−x

+ Φ

0,
−x
t
, x

+ Φ

x
s
,
−x
t
, 0

+ s+ t + 4
s+ t Φ(0, 0, 0) (3.11)
for all x ∈ A. Therefore, by (3.8) and (3.11), we see that 1sl f (slx)− 1sm f (smx)
 ≤ m−1
j=l
 1sj f (sjx)− 1sj+1 f (sj+1x)

≤
m−1
j=l
 1sj f (sjx)+ 1sj+1 f (−sj+1x)
+
 1sj+1 f (−sj+1x)+ 1sj+1 f (sj+1x)


≤
m−1
j=l
1
sj+1

2Φ(sjx, 0,−sj+1x)+ Φ

sjx,
−sj+1x
t
, 0

+ Φ

0,
−sj+1x
t
, sj+1x

+ s
2 + ts+ t + 5
s2 + ts Φ(0, 0, 0)

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for all nonnegative integers m, l with m > l and all x ∈ A. This means that { 1sn f (snx)} is a Cauchy sequence. Hence the
sequence { 1sn f (snx)} converges. So one can define a mappingL : A→ B byL(x) := limn→∞ 1sn f (snx) for all x ∈ A. Letting
l = 0 and taking the limitm →∞, we arrive at (3.6).
Now, we claim that the mappingL is additive. By (3.11), one notes
∥L(x)+L(−x)∥ = lim
n→∞
1
sn
∥f (snx)+ f (−snx)∥
≤ lim
n→∞
1
sn

Φ

sn−1x, 0,−snx

+ Φ

0,
−snx
t
, snx

+ Φ

sn−1x,
−snx
t
, 0

+ s+ t + 4
s+ t Φ(0, 0, 0)

= 0.
So we haveL(−x) = −L(x). The relation (3.7) gives the following inequalitysL

x
s

+L(−x)
 = limn→∞ 1sn
sf

snx
s

+ f (−snx)

≤ lim
n→∞
1
sn

Φ

sn−1x, 0,−snx

+ t + 1
s+ t Φ(0, 0, 0)

= 0 (3.12)
for all x ∈ A. Thus we get sL( xs ) = L(x). Similarly, by (3.9), we obtain tL( xt ) = L(x). On the other hand, the inequality
(1.1) can be rewritten assf

x
s

+ tf

y
t

+ f (−x− y)
 ≤ Φ

x
s
,
y
t
,−x− y

+ 1
s+ tΦ(0, 0, 0),
which implies thatsL

x
s

+ tL

x
t

−L(x+ y)
 = limn→∞ 1sn
sf

snx
s

+ tf

sny
t

+ f (sn(−x− y))

≤ lim
n→∞
1
sn

Φ

sn−1x,
sny
t
, sn(−x− y)

+ 1
s+ tΦ(0, 0, 0)

= 0
for all x, y ∈ A. So we feel thatL(x+ y) = L(x)+L(y).
Now, to show uniqueness of the mappingL, let us assume that T : A→ B is another additive mapping satisfying (3.6).
Then we have by (3.6)
∥L(x)− T (x)∥ = lim
n→∞
1
sn
∥L(snx)− T (snx)∥
≤ lim
n→∞
1
sn
[∥L(snx)− f (snx)∥ + ∥f (snx)− T (snx)∥]
≤ lim
n→∞
2
sn
η(snx) = 0
for all x ∈ A, which means thatL = T . 
Theorem 3.3. LetA be a vector space andB a Banach space. Assume that amapping Φ : A3 → [0,∞) satisfies the assumptions
(1)
∞
j=0 sj[Φ( −xsj+1 , 0, xsj )+ sΦ( xsj+2 , 0, −xsj+1 )+ sΦ(0, −xsj+1t , xsj+1 )+ sΦ( xsj+2 , −xsj+2 , 0)] <∞ (x ∈ A),
(2) limn→∞ snΦ( xsn ,
y
sn ,
z
sn ) = 0 (x, y, z ∈ A),
where s, t > 1 are fixed real numbers. Suppose that f : A→ B is a mapping subjected to the inequality (1.1). Then there exists
a unique additive mapping L : A→ B such that
∥L(x)− f (x)∥ ≤ ρ(x) (3.13)
for all x ∈ A, where ρ(x) =∞j=0 sj[Φ( −xsj+1 , 0, xsj )+ sΦ( xsj+2 , 0, −xsj+1 )+ sΦ(0, −xsj+1t , xsj+1 )+ sΦ( xsj+2 , −xsj+2 , 0)].
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Proof. Letting x = y = z = 0 in (1.1), we get ∥f (0)∥ ≤ 1s+tΦ(0, 0, 0). By assumption ofΦ , we should haveΦ(0, 0, 0) = 0.
Thus f (0) = 0. As in the proof of the preceding theorem,sf

−x
s

+ f (x)
 ≤ Φ

−x
s
, 0, x

for all x ∈ A, and
∥f (x)+ f (−x)∥ ≤ Φ

x
s
, 0,−x

+ Φ

0,
−x
t
, x

+ Φ

x
s
,
−x
t
, 0

for all x ∈ A. The rest of proof can be carried out similarly as the corresponding part of Theorem 3.2. 
4. Applications
Theorem 4.1. Let A be a semisimple Banach algebra. Assume that a mapping Φ : A3 → [0,∞) satisfies the assumptions
of Theorem 3.1. Suppose that f : A→ A is a mapping subjected to the inequality
∥αsf (x)+ tf (y)+ f (αz)∥ ≤ ∥f (sx+ ty+ z)∥ + Φ(x, y, z) (4.1)
for all x, y, z ∈ A and all α ∈ U = {z ∈ C : |z| = 1}, and
∥f (xy)− xf (y)− f (x)y∥ ≤ ε (4.2)
for all x, y ∈ A. Then f is continuous.
Proof. We consider α = 1 in (4.1), and then f satisfies (1.1). It follows from Theorem 3.1 that f is additive. As in the proof
Theorem 3.1, we get sf ( xs ) = f (x) and tf ( xt ) = f (x). Letting x = xs , y = 0 and z = −x in (4.1), we see that f (αx) = αf (x).
Clearly, f (0x) = 0f (x). Let us assume that λ is a nonzero complex number and that M is a positive integer greater than
|λ|. Then, by applying a geometric argument, there exist λ1, λ2 ∈ U such that 2(λ/M) = λ1 + λ2. In particular, we obtain
f (x/2) = (1/2)f (x) for all x ∈ A. Thus we have that f (λx) = f (M2 · 2 · λM x) = M2 (λ1 + λ2)f (x) = λf (x) for all x ∈ A, so that
f is linear.
On the other hand, we will take into account two different cases for the definitions ofΦ:
Case I. Due to (4.2), we have
lim
n→∞
1
s2n
∥f (s2nxy)− snxf (sny)− f (snx)sny∥ ≤ lim
n→∞
1
s2n
ε = 0.
Thus f (xy) = xf (x)+ f (x)y. SinceA is semisimple, we find that f is continuous.
Case II. Here, we see that f is an approximate linear derivation. SinceA is semisimple, Theorem 2.4 guarantees that f is
continuous. 
Theorem 4.2. Let A be a semisimple Banach algebra with identity. Assume that a mapping Φ : A3 → [0,∞) satisfies the
assumptions of Theorem 3.2. Suppose that f : A → A is a mapping subjected to the inequalities (4.1) and (4.2). Then f is
continuous.
Proof. We take α = 1 in (4.1), and then f satisfies (1.1) with ∥f (0)∥ ≤ 1s+tΦ(0, 0, 0). It follows from Theorem 3.2 that there
exists a unique additive mappingL : A→ A satisfying (3.6), whereL(x) := limn→∞ 1sn f (snx) for all x ∈ A. Employing the
same argument of the proof of Theorem 4.1, we getαsf

x
s

+ f (−αx)
 ≤ Φ

x
s
, 0,−x

+ t + 1
s+ t Φ(0, 0, 0),
which implies that
lim
n→∞
1
sn
αsf

snx
s

+ f (−αsnx)
 ≤ limn→∞ 1sn

Φ(sn−1x, 0,−snx)+ t + 1
s+ t Φ(0, 0, 0)

,
for all x ∈ A. SoL(αx) = αL(x). As we did in the proof of Theorem 4.1, we feel that L is linear.
Now, due to (4.2), we see that
lim
n→∞
1
sn
∥f (snx · y)− snx · f (y)− f (snx) · y∥ ≤ lim
n→∞
1
sn
ε = 0.
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Hence we obtain thatL(xy) = xf (y)+L(x)y for all x, y ∈ A. So it follows that
snxf (y)+ snL(x)y = L(snx · y) = L(x · sny) = xf (sny)+ snL(x)y.
So we have xf (y) = limn→∞ x f (sny)sn = xL(y) for all x ∈ A. SinceA contains the identity, we see thatL = f . Therefore, f is
a linear derivation, which arrive at the conclusion of theorem. 
Theorem 4.3. Let A be a semisimple Banach algebra with identity. Assume that a mapping Φ : A3 → [0,∞) satisfies the
assumptions of Theorem 3.3. Suppose that f : A→ A is a mapping subjected to the inequalities (4.1) and (4.2). Then there exists
a unique linear derivationL : A→ A satisfying (3.13). In this case,L is continuous.
Proof. We letα = 1 in (4.1), and then f satisfies (1.1)with f (0) = 0. By Theorem3.3, there exists a unique additivemapping
L : A → A satisfying (3.13), where L(x) := limn→∞ snf ( xsn ) for all x ∈ A. Moreover, Badora’s result [19] provides that
f (xy) = xf (y) + f (x)y for all x, y ∈ A. This identity implies that L is a ring derivation. Using the same way of the proof of
Theorem 4.1, we see thatαsf

x
s

+ f (−αx)
 ≤ Φ

x
s
, 0,−x

,
which yields that
lim
n→∞ s
n
αsf

x
sn+1

+ f

−αx
sn
 ≤ limn→∞ snΦ

x
sn+1
, 0,
−x
sn

= 0,
that is, L(αx) = αL(x). Employing the same method in the proof of Theorem 4.1, we see that L is linear. Since A is
semisimple, we find thatL is continuous. 
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