Abstract. Gupta and Srivastava [6] introduced the family of sequence of linear positive operators. In the present paper, we proposed the Bezier varient of the Gupta-Srivastava operators and studied the rate of convergence for the functions of bounded variation. Recently Gupta and Srivastava [6] proposed a general family of positive linear operators, which preserve constant as well as linear functions for all c ∈ N∪{0}∪{−1} . They have considered the general sequence of positive linear operators containing some well-known operators as special cases of Srivastav-Gupta operators [5] , and for m ∈ Z, and c ∈ N ∪ {0} ∪ {−1} operators defined as: 
introduction
In 2003, Srivastava and Gupta [5] introduced a sequence of linear positive operators and studied the convergence properties. After two year Ispir and Yuksel proposed the Bezier varient of Srivastava and Gupta operators and discussed the rate of convergence for the proposed operators [2] . Several Scholars have taken in to out with the modification of the Srivastava and Gupta operators (see, [1] , [3] , [7] , [8] ). One of them, Yadav [8] introduced the modification of Srivastava and Gupta operators which preserve the constant functions as well as linear functions and established the Voronvskaya type theorem and statistical convergence. It may have better approximation. In the year 2017, Neer, Ispir and Agrawal [4] proposed the Bezier varient of the operators which is introduced by Yadav [8] and discussed several convergence properties.
Recently Gupta and Srivastava [6] proposed a general family of positive linear operators, which preserve constant as well as linear functions for all c ∈ N∪{0}∪{−1} . They have considered the general sequence of positive linear operators containing some well-known operators as special cases of Srivastav-Gupta operators [5] , and for m ∈ Z, and c ∈ N ∪ {0} ∪ {−1} operators defined as:
where
n,c (x), and
From the above work, we proposed the Bezier varient of the operators (1.1) as follows:
where k < ∞ and otherwise zero.It is obvious, F
n,c (.; x) is linear positive operators. For α = 1 the operators reduce to (1.1). The special cases of operators (1.2) are as follows:
(i) For c = 0, α = 1 and φ n,0 (x) = e −nx , we get Phillips operators
(ii) For c ∈ N, α = 1 and φ n,c (x) = (1 + cx)
− n c , we get genuine BaskakovDurrmeyer type operators. These operators are similar to (1.1) except for c = {0, −1}, called summation integral type of operators. where
and (n) i denotes the rising factorial given by
(iii) For c = −1, α = 1 and φ n,−1 (x) = (1−x) −n , we have sequence of BernsteinDurrmeyer operators
For the proposed operators, we establish the rate of convergence for the functions of bounded variation.
auxilary Results
(n+(m−1)c) x; All the moments of operators (1.1) can be obtained in terms of hyper geometric function of order r ∈ N for details see [6] .
Remark 2.1. The second central moment of the operators (1.1) is as follows:
For sufficient large n, (2.1) can be written as:
n+mc (x; c) = (J n+mc,0 (x, c))
Proof. It is easy to prove by using Remark 2.2, so here we skip the proof.
Proof. For 0 ≤ c ≤ d ≤ 1, α ≥ 1, using the inequality
Hence, we get
function of bounded variation
The operators (1.2) can be rewritten in the following form:
where δ(t) is Dirac delta function.
Lemma 3.1. For a fixed x ∈ [0, ∞) and n is sufficient large then, we have
Proof. Using Remark 2.1 and 2.3 then, we have
We can prove the second part of the Lemma in same way.
Theorem 3.1. Let f ∈ DBV [0, ∞) then for every x ∈ [0, ∞) and sufficiently large n, we have
, f x is an auxiliary operator given by
n,c (f (t); x) = 1 and using the alternative form of the operators (3.1) for each x ∈ [0, ∞) then, we have
For each f ∈ DBV [0, ∞) and from (3.2), we can write
From (3.3) and (3.4), we have
It is easy to say that
and
By using Remark 2.1 and Lemma 2.3, from (3.5) − (3.8) then, we have
n,m,c (x, t)dt, and
To estimate A (α) n (f ′ ; x), using integration by parts and applying Lemma 3.1 with
, we obtain
From (3.10) and (3.11), we get
We can write
n,c (x; t))
n,m,c (x, t) .
From the second part of the Lemma 3.1, we get
n,c (x; t)) f or t > x.
Hence,
Using integration by parts, applying Lemma 3.1, 1 − ζ
n,c (x; t) ≤ 1 and taking 
n,m,c (x, t)dt For t ≥ 2x, we get t ≤ 2(t − x) and x ≤ t − x, applying Holder's inequality, we have From (3.9), (3.12) and (3.16), we get our desired result.
