We propose a new encoder-friendly image compression strategy for high-throughput cameras and other scenarios of resource-constrained encoders. The encoder performs ℓ ∞ -constrained predictive coding (DPCM coupled with uniform scalar quantizer), while the decoder solves an inverse problem of ℓ 2 restoration of ℓ ∞ -coded images. Although designed for minimum encoder complexity, the new codec outperforms the state-of-the-art encoder-centralized image codecs such as JPEG 2000 in PSNR for bit rates higher than 1.2 bpp, while maintaining much tighter ℓ ∞ error bounds as well. This is achieved through exploiting the tight error bound on each pixel naturally offered by the ℓ ∞ -constrained encoder and by locally adaptive image modeling.
Introduction
This work is motivated by a new, important application of image compression: ultra high-throughput imaging. As high-end semiconductor sensors become more and more sophisticated, the obtainable resolutions of digital cameras in space, time, spectrum and amplitude are much less constrained by the speed, density, sensitivity, and signalto-noise ratio of image sensors than by the write speed of on-camera mass storage device (e.g., SSD) that records the data. In current state-of-the-art, the highest write speed of SSD of large capacity is only 500 MB/second. This is at least 10 times slower than what is required by many high-throughput imaging applications. In fact, modern CCD and CMOS technologies are able to capture color (three spectral bands) videos at more than 2M pixels/frame, more than 7000 frames/second, and 12 bits/sample, creating a raw data throughput of 21000 MB/second or at least 7000 MB/second (if color is sampled in mosaic). To circumvent the severe shortfall in memory throughput, high-end camera manufacturers offer users trade-offs between spatial and temporal resolutions. For instance, the high-speed camera Phantom v710 of Vision Research can provide a spatial resolution of 1280 × 800 at 7530 frames/second; but it has to reduce the spatial resolution to 128 × 128 when operating at 215600 frames/second.
Indeed for modern cameras, compression is less critical for storage as the cost per megabyte steadily decreases; but it can be an effective means to relieve the throughput bottleneck created by grossly inadequate memory write speed. This problem becomes particularly challenging if the compression solution has to ensure high fidelity (e.g., applications in medicine, space, sciences and precision engineering), and the camera has to operate with limited power budget (e.g., cameras in outer space). In addition, the encoder has to run in real time; otherwise computation time simply nullifies the benefit of compression by blocking the output flow. Given all the constraints, an obvious way out is to use an asymmetric image codec that delegates the pursue of high compression performance and thus shifts the associated computation burdens to the decoder.
To meet the design goal of light-duty encoder, the approach is, in conventional wisdom, distributed source coding (DSC) [1] [2] [3] . In this paper, we demonstrate, however, that ℓ ∞ -constrained predictive coding [4] , i.e., DPCM coupled with uniform scalar quantizer (DPCM+SQ), can offer a more compelling and advantageous solution than DSC for low-complexity, high-throughput, and energy-efficient encoding of images. Arguably, the simplest image encoder is DPCM with uniform scalar quantization of prediction residues without entropy coding. If the quantizer step size is 2τ +1, then this simple scheme can achieve, by setting reproduction values to the midpoints of quantizer cells, an error bound of τ on every single pixel, i.e., ∥I −Î∥ ∞ ≤ τ , where I andÎ are respectively the original and the decompressed image. Therefore, DPCM+SQ was studied as an ℓ ∞ -constrained near-lossless (for sufficiently small τ ) compression technique [5, 6] , mostly motivated by high-fidelity compression applications (e.g., medical imaging and remote sensing). Nevertheless, a useful property of the DPCM+SQ architecture was overlooked. That is, the knowledge ∥I −Î∥ ∞ ≤ τ , which is freely available to the decoder, can be exploited by a soft decoding process to optimally recover the original image I in ℓ 2 sense from the ℓ ∞ -decoded imageÎ. By adopting a pixel-by-pixel hard decoder, all published ℓ ∞ -constrained image compression methods forfeit the benefits of ∥I −Î∥ ∞ ≤ τ and other prior information on the input image I, and hence, fall significantly short in the ℓ 2 rate-distortion performance. If one can unlock the power of the prior knowledge inherent to ℓ ∞ -constrained compression and eliminate the coding loss of hard decoder, then the DPCM+SQ scheme becomes a viable compression solution for overcoming the write-out bottleneck of high-resolution and high-speed cameras, and for many other compression scenarios of resource-deprived encoders as well.
With the above observations and motivation, we propose a soft decoding technique of reestimating the ℓ ∞ -decoded imageÎ. This is cast as an inverse problem of ℓ 2 restoration of ℓ ∞ -coded images, in which the regularization term is based on a prior image model of piecewise autoregressive process (PAR), and convex constraints
, are imposed to confine the solution space. The PAR model, via its parameters, offers an adaptive sparse representation of natural images; the model parameters are estimated locally fromÎ by solving an ℓ 1 -minimization problem. Once the PAR model is constructed, soft decoding can be performed efficiently by constrained linear least-square estimation.
The proposed soft decoding strategy can improve the PSNR of ℓ ∞ -decoded imagê I by up to 3.44dB. For bit rates above 1.2 bpp, it can even outperform competitive encoder-centralized image codecs, such as JPEG 2000, in PSNR, while achieving much tighter ℓ ∞ error bounds as well. In contrast, DSC techniques, despite years of intensive research, still have large gaps in rate-distortion performance against traditional centralized compression methods.
The remainder of this paper is organized as follows. The next section introduces a framework of ℓ 2 restoration of ℓ ∞ -decoded images, in which model-based soft decoding can be performed. Section 3 describes a sparsity-driven construction of a locally adaptive image model, which is central to the proposed soft decoding method. Section 4 discusses the roles and proper use of ℓ ∞ constraints in ℓ 2 restoration of ℓ ∞ -coded image. We present the experimental results accompanied by a comparative study with near-lossless CALIC and JPEG 2000 in Section 5, and conclude in Section 6.
Soft Decoding by Model-based Estimation
All existing ℓ ∞ -constrained near-lossless image coding techniques incur larger ℓ 2 distortion, or lower PSNR, than lossy image compression techniques without ℓ ∞ error constraints. Wu and Bao tried to improve the ℓ 2 performance of predictive nearlossless image coding [7] . They studied the adverse effect of residue quantization on the robustness of the predictor, and proposed adaptive context modeling techniques to detect and correct prediction biases caused by quantization errors. By incorporating bias cancelation into the prediction loop, Wu and Bao improved the PSNR results of ℓ ∞ -constrained predictive coding. However, this work made the coding gain at the expense of greatly increased encoder complexity, and hence, not suited for solving the bottleneck problem of high-throughput cameras.
Instead of fine tuning the encoder to gain coding efficiency, we shift the task of removing redundancy to the decoder and keep the encoder complexity at minimum. An obvious cause for the inferior ℓ 2 performance of the existing ℓ ∞ -constrained coding methods is that the strong knowledge
, is totally ignored and wasted. Another prior information on the image, which is also neglected by hard decoding, is that natural images can be satisfactorily modeled as Markov random field (MRF). To capitalize on the above sources of prior domain knowledge, the decoder needs to go beyond the current practice of hard pixel-by-pixel decompression of an ℓ ∞ -coded image. Therefore, we adopt a soft decoding approach, starting from the decompressed imageÎ as an initial estimate of I, and proceed to compute an improved estimate X of the original image I by solving the following inverse problem
where X M stands for an estimate of X generated by an image model M. In the above objective function, ∥X − X M ∥ 2 2 is the regularization term and ∥X −Î∥ 2 2 is the fidelity term. The constraints ∥X −Î∥ ∞ = τ help to confine the solution space of the underlying optimization problem.
For the regularization term in (1), we assume an image model M of 2D piecewise autoregressive (PAR):
where S specifies the support of the PAR model relative to pixel position (i, j), and n is a random perturbation independent of pixel location (i, j) and the image signal. Here, the model parameter vectors a i,j 's are allowed to change from pixel to pixel. The PAR model is chosen for the following reasons. First of all, MRF is a common image model that has been proven effective in a wide range of applications. Secondly, the PAR model, while being a special form of MRF, has a generality afforded by the property that the Gauss-Markov process of the form
, is the maximum entropy rate stochastic process, if a t 's are chosen such that E{X i X i+t } = a t , for 1 ≤ t ≤ k and all i (p. 274, [8] ). Thus, the PAR model class is versatile, expressive, and capable of fitting image waveforms ranging from smooth shades, periodic textures to transients like edges. Thirdly, the piecewise linearity of the PAR model makes the soft decoding problem convex, and hence, computationally amenable.
To prevent notations clutter, in the sequel single index is used to label 2D pixel locations. The PAR model parameter vectors a i 's are estimated adaptively for each spatial location i, using samples from the ℓ ∞ -decoded imageÎ in a moving window W i . Having constructed the PAR model M (the construction method will be discussed shortly), we can write (2) in matrix form I = AI + n, where A is the sparse zero-diagonal matrix consisting of model parameters, whose i th row is the parameter vector a i to generate pixel I i . Therefore, (1) is embodied as a constrained convex optimization problem
which can be numerically solved in an efficient manner.
Sparsity-driven Model Construction
In this section, we discuss the construction of the PAR model M, i.e., the determination of A. Each row vector a i is sparse (only a very small portion of the elements of a i are non-zero) due to the well-known observation that a natural image is a MRF of modest order. The non-zero elements of a i constitute the 2D support of the regression relation I i = a i I + n for pixel I i . The spatial configuration and the order of the PAR model support for pixel I i are determined by the 2D signal waveform at the pixel location i. To respect the fact that natural images are non-stationary MRF, the PAR model parameter vectors a i 's are allowed to vary in i. With its parameter matrix A, the PAR model offers a sparse and yet adaptive representation of image signal I. As such, parameter matrix A can be found by performing the following ℓ 1 -minimization for sparse signal estimation
where σ 2 is the energy of quantization noises inÎ. Unfortunately, directly solving (4), which is severely underdetermined, is infeasible because the size of A is much larger than that of I. The hope for a numerically stable solution lies in a structured sparsity of A: a i and a j are close to each other if image I exhibits similar second-order statistics at locations i and j. To exploit this property, we relate I i to a block w i of K × K pixels fromÎ centered at the pixelÎ i , and accordingly define the feature vectorw i of I i to be w i but with the block mean removed. This allows the model parameter matrix A to be estimated one row at a time. More specifically, a i is the solution of the following ℓ 1 -minimization problem
where κ is a normalization factor and ϵ is a threshold to select samples having similar 2D waveform asw i to learn a i . Once the PAR parameter matrix A is obtained, the improved estimate X can be found by solving the constrained linear least-square estimation problem of (3). In fact, the soft decoding process can also be conducted iteratively by replacing the ℓ ∞ -decoded imageÎ with newly estimated image X, reestimating A, and so forth.
Effect of the ℓ ∞ Constraints
To gain more insight into the effect of the ℓ ∞ constraints, we in this section conduct the mean squared error (MSE) analysis for the proposed soft decoding algorithm.
T , and e = [e 1 , e 2 , · · · , e N ] T be the predicted image and the residue image, respectively. It is easy to see that e = I − I P , where both I and e are treated as random vectors. Assume that all e i 's follow the same Laplacian distribution
For the ℓ ∞ -decoded imageÎ, we haveÎ i = I
P i + Q(e i ), where the quantization function Q(·) is defined as
with S j = {e|ê j − τ < e ≤ê j + τ } being the jth quantization region and 1 A (x) being the indicator function returning 1 if x ∈ A, and 0 otherwise.
P be the residue image associated with the improved estimate X. Define another set I j = {i|e i ∈ S j }, which records the indexes of e i belonging to the quantization region S j .
Denote by fȇ i (x|i ∈ I j ) the p.d.f ofȇ i , and by fȇ i ,e i (x, y|i ∈ I j ) the joint p.d.f ofȇ i and e i , conditioned on i ∈ I j , respectively. Assume that these two conditional p.d.f's remain unchanged for all i ∈ I j .
The MSE of X with respect to I can then be calculated as
where
For the constrained optimization problem in (3), fȇ i (x|i ∈ I j ) would take nonzero values only within S j , due to the ℓ ∞ constraints imposed. In contrast, if these constraints are ignored, fȇ i (x|i ∈ I j ) would take non-zero values over the entire range [−255, 255] . This implies that E(ȇ 2 i ) becomes smaller by exploiting the ℓ ∞ constraints. In addition, the ℓ ∞ constraints confining the solution space would potentially make the covariance betweenȇ i and e i , i.e., E(e iȇi ) larger than that of the case neglecting these constraints. Therefore, according to (8) , the MSE of X with respect to I will be reduced by imposing the ℓ ∞ constraints as strong side information in solving the inverse problem of (3).
Let us then discuss the ℓ ∞ error bound of X with respect to I. Because of the constraints in (3) and the ℓ ∞ bound effected onÎ, |X i −Î i | ≤ τ and |I i −Î i | ≤ τ hold simultaneously, and consequently
In other words, while the proposed soft decoding technique is optimized to minimize the ℓ 2 distortion, it still maintains a known bound on the maximum possible error. In fact, for any specific pixel I i , we can obtain an even tighter error bound
since both X andÎ are available to the decoder. This tighter bound may provide very important information for critical applications in medicine, security, remote sensing, reconnaissance, and etc., when decompressed images are subject to rigorous computer analysis, rather than pleasing the eyes as in entertainment and consumer applications. It is also interesting to note that a proper shrinkage of the ℓ ∞ constraints in the optimization problem of (3), namely
can reduce both the ℓ 2 and ℓ ∞ errors of X, i.e., achieve higher PSNR and tighter maximum error bound (replacing τ with a smaller value ατ in (10)). In fact, the above MSE analysis is also useful to guide us on selecting an appropriate shrinkage factor α in (11). When α is sufficiently close to 1, it is reasonable to assume that fȇ i (x|i ∈ I j ) and fȇ i ,e i (x, y|i ∈ I j ) are truncated versions of their counterparts without shrinkage. The problem of finding an optimal α is then converted to minimize MSE(X) with respect to α. For instance, we can assume that fȇ i (x|i ∈ I j ) and fȇ i ,e i (x, y|i ∈ I j ) are respectively truncated Gaussian distribution and truncated joint Gaussian distribution, whose parameters can be estimated from training data. Under these assumptions, we find that α = 0.7 improves X in PSNR, and at the same time, reduces the ℓ ∞ error bound for most images. Further discussion of optimal α, however, is beyond the scope of this paper.
Experimental Results
In order to demonstrate the effectiveness of our asymmetric high-fidelity image compression algorithm, we compare it with near-lossless CALIC and JPEG 2000 in both ℓ 2 and ℓ ∞ distortions. Tables 1 through 3 present the performance results of the proposed soft decoding method when it is initialized by near-lossless CALIC of ℓ ∞ error bounds τ = 1, τ = 3, and τ = 5, respectively. The results of near-lossless CALIC and JPEG 2000 for the corresponding bit rates are also tabulated in these tables. Both PSNR values and the maximum errors (∥e∥ ∞ ) are compared. In the rightmost two columns, G C and G J2K are the gains of the new method over near-lossless CALIC and JPEG 2000. It can be seen that G C can be up to 3.44dB, and G C tends to increase for larger τ . Meanwhile, we still maintain an ℓ ∞ bound of 2τ .
Compared with JPEG 2000, the new method achieves higher PSNR for bit rates above 1.2 bpp, and G J2K can be significant for high bit rates. For instance, for image 'Satellite', G J2K = 0.53dB for bit rate 1.42 bpp, while the gain becomes G J2K = 1.79dB at bit rate 2.25 bpp. In the latter case, the proposed soft decoding strategy equipped with an image prior and ℓ ∞ side information offers the best of the both worlds: significantly higher compression ratio of lossy compression and a predetermined minmax fidelity that is close to lossless compression. As bit rate drops below 1.2 bpp, the PSNR gain G J2K diminishes and starts to become negative, but the new method has a smaller minmax error bound than JPEG 2000.
It should be noted that JPEG 2000, or any lossy image codecs designed under the ℓ 2 criterion for that matter, can incur large errors on some pixels that are statistical outliers. Such large individual errors, although with negligible contribution to PSNR, can be disastrous in some critical scenarios, e.g., medical and security applications. In contrast, the proposed new approach can still guarantee a known tight error bound of 2τ , which can be further reduced to (1 + α)τ via shrinkage technique with shrinkage factor 0 ≤ α ≤ 1, as mentioned in Section 4. Because of its smaller ℓ ∞ error, the proposed method can preserve fine particle-like features even when the bit rate falls below 1.2 bpp, whereas JPEG 2000 can seriously distort or even remove these features. A telling example of this phenomenon is shown in Fig.1 . For this satellite image, at bit rate 1.04 bpp, JPEG 2000 is 0.1dB higher in PSNR than the proposed method, but its ℓ ∞ error is 51% higher. By comparing the decoded images in Fig.1 (a) -(c), we can see that the restored image by the new method is visually much closer to the original than the decoded image of JPEG 2000, despite the higher PSNR of the latter. In particular, we call reader's attention to the red boxes highlighted in Fig.1 (a)-(c) , which are enlarged in Fig.1 (d)-(f) . The black dot in the center of the box, which could well be a semantically distinctive and important target, is completely removed by JPEG 2000, but kept intact by the proposed method of ℓ 2 restoration of ℓ ∞ -coded image. In fact, by using the shrinkage technique with an appropriate shrinkage factor, we can further improve the PSNR performance of our proposed method, while at the same time reducing the ℓ ∞ error. For the above satellite image, JPEG 2000 is 0.11dB lower in PSNR than our method with shrinkage factor α = 0.7, and its ℓ ∞ error is 76% higher.
Conclusions
In this paper, we presented an asymmetric high-fidelity image compression algorithm for high-throughput and energy-efficient cameras. The encoder is designed to be very simple, and only needs to perform the ℓ ∞ -constrained predictive coding (DPCM + uniform scalar quantize). This type of encoder is arguably the simplest encoding solution for images. Based on a prior image model and the convex constraints naturally offered by the ℓ ∞ -constrained compression, the decoder solves an inverse problem of ℓ 2 restoration to get an improved estimate from the ℓ ∞ -decoded image. Our proposed novel asymmetric codec was demonstrated to be able to outperform the state-of-theart encoder-centralized image codecs such as JPEG 2000 for bit rates higher than 1.2 bpp, while still achieving much tighter ℓ ∞ error bound. These desirable properties make this new codec a feasible solution for high-throughput cameras and other resource-constrained scenarios.
