ABSTRACT The extreme sparsity of the rating data seriously affects the recommendation quality of the recommendation system. In order to alleviate the problem of data sparsity, some convolutional neural network (CNN)-based models make full use of text data to improve the recommendation accuracy. However, due to the inherent properties of the traditional convolutional network, it can only extract features in a fixed position, and rely on the primitive bounding box based feature extraction, thus ignoring the flexibility of the traditional convolution. In this paper, we adopt a flexible convolutional network called deformable convolutional network (DCN), which extends the convolution transformation model capability by adding an offset layer to the traditional convolution layer, and then propose a novel deformable convolutional network matrix factorization (DCNMF) recommendation model. Specifically, we combine the DCN with word embedding to deeply capture the contextual information of document and build a latent model, which is incorporated into the probabilistic matrix factorization (PMF) model to enhance the recommendation accuracy. We conduct extensive experiments on the real-world datasets, and the experimental results show that the DCNMF outperforms the compared benchmarks.
I. INTRODUCTION
With the wide applications of social networks [18] , [25] - [27] and Internet of things (IoTs) [4] , [5] , [10] , [23] , [24] , [29] , the recommendation system is popular in people's daily lives recently, such as online shopping, article reading, and films, etc. For instance, the recommendation system can greatly help the customers by suggesting them the products or services with potential interest, based on their preferences, needs, and purchase histories. However, with the rapid development of Internet, the problem of information overload has become increasingly prominent. With the increase of online
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shopping sites, the categories and quantities of products and services provided by the sellers have increased dramatically. Although it brings more choices for the customers, it becomes more and more difficult for them to handle the vast amount of information, making the rating data sparser and sparser. For example, some of the largest e-commerce platforms, such as Taobao, Ebay and Amazon, have a wealth of users and items. Intuitively, the sparseness of the rating data seriously affects the prediction accuracy of the rating in the recommendation system.
One of the techniques to solve the problem of rating data's sparseness is to use auxiliary text data (comments, abstracts or project description documents) to improve the accuracy of the recommendation system. Some researchers adopted the context-aware collaborative filtering (CF) to dig deeper into the user information [1] , [6] , [9] , [16] , [21] . However, the CF technique based schemes have two main drawbacks. First, it is difficult for them to give recommendations to a user with a unique preference, while the other drawback lies in their poor interpretability. Recently, some deep learning methods based on deep neural network [7] , [12] - [14] , [20] , [28] have been widely used to alleviate this problem, such as natural language processing, question answering system, machine translation, image processing. It is validated that convolutional neural network (CNN) can achieve the feature extraction of the document's context information well. Nevertheless, it can not overcome the above two drawbacks. CNN's geometric transformation modeling capability depends mainly on the extensive data enhancement and large model capacity, etc [8] .
In summary, the inherent geometric properties of the traditional convolutional network is neglected, and the feature extractors based on the sliding window can only extract the features in a fixed position. To address the aforementioned issue, the researchers proposed some more flexible CNNs such as Deformable Convolutional Network (DCN) [8] and Active Convolutional Network (ACN) [11] . Both the DCN and ACN are based on the idea of augmenting the spatial sampling locations in the modules with additional offsets and learning the offsets from the target tasks, without additional supervision. They introduced a new offset module to enhance the modeling ability of CNN's geometric transformation, making it able to realize the free deformation of the sampling grid. The offsets are learned from the preceding feature maps, via additional convolution layers, and end-to-end training can be performed by back-propagation. The adoption of the offset vector enhances the capacity of CNN mainly in the following two aspects: first, it makes CNN break the inherent geometry of its own module, which enhances its geometric transformation modeling capability; second, it makes the feature extraction capability of CNN more flexible. Then, they verified the effectiveness of the network through a large number of experiments, and validated that learning dense spatial transformation in a deep CNN is effective for complex visual tasks such as target detection and semantic segmentation.
In this paper, we employ the DCN to extract the context information of the project document, and propose a new document information recommendation model called deformable convolutional network matrix factorization (DCNMF). Specifically, we use the pre-trained wordembedding model to convert project documents into a dense digital matrix to facilitate the network processing. Then, we combine the DCN with word embedding to better understand the project description documents. However, since the recommendation is a regression task, we integrate the DCN into the probability matrix decomposition model to accurately approximate the user's rating of the project with extremely sparse data.
We demonstrate the effectiveness of the proposed model by conducting experiments on three different real-world datasets. Extensive experiments show that the proposed model performs much better than other most advanced recommendation models. The superiority of the proposed model validates that even in the case of very sparse rating data, it can still capture the subtle contextual difference between the words in the document, and can effectively reflect the project potential of the project description document's contextual information.
The main contributions of this paper are the following:
• For the inherent properties of CNN, we extend the geometric transformation modeling capabilities by introducing new offset modules, which realizes the free deformation of the sampling grid and increases the flexibility of the convolutional network.
• We propose the DCNMF, which integrates the DCN into the PMF in a probabilistic manner to use the context information of the rating and project description files to accurately recommend new projects to the user.
• Extensive experiments are conducted on real-word datasets, the experimental results of which illustrate that the proposed DCNMF outperforms other recommendation algorithms. The remainder of the paper is organized as follows. In section II, the related work is reviewed. Section III presents the preliminary and the problem statement. Section IV introduces an overview of DCNMF and explains our DCN architecture of DCNMF. Section V conducts extensive experiments and discusses the performance evaluation.Finally, section VI concludes the paper.
II. RELATED WORK
In this section, we first briefly discuss some variants of convolutional network and then review the neural network based approaches used in recommendation systems.
Convolutional neural network is one of the most advanced machine learning methods, which can effectively capture the local properties of an image or document by constructing the model components. Generally, there are three main forms for the sampling of the convolution kernel: valid convolution, same convolution, and full convolution.
• Valid convolution: It does not use the zero padding.
Therefore, the dimension of the output feature map is smaller than that of the input feature map, and the scale of the neural network greatly reduces layer-by-layer.
• Same convolution: Unlike the valid convolution, it adopts zero-filled convolution sampling, in which the dimension of the output feature map is equal to that of the input feature map. Thus the features of the edge can be well utilized.
• Full convolution: Similar to the same convolution, it uses enough zero-filled convolution sampling and each feature in the feature map can be accessed multiple times in each direction. Kalchbrenner et al. [12] designed the dynamic convolutional neural network (DCNN) for sentence semantic problem, which replaced the narrow convolution with a wide convolution. Yin et al. [28] proposed attention-based convolutional neural network (ABCNN) for modeling a pair of sentences. The model can cope with the problem of modeling sentence pairs in a variety of scenarios, and has a generalization ability. In the modeling process, the attention mechanism is used to consider the correlation between the original independent sentences, and a new sentence model is constructed which contains the context relation of the sentences. After the Attention mechanism succeeded in the field of image recognition, it was also applied to the NLP field. Severyn et al. [20] proposed to adopt the CNN for learning an optimal representation of question and answer sentences. The model uses a distributed sentence model to encode many complex lexical, syntactic and semantic features in a sentence, then calculates various similarity measures between the representations obtained, and uses allocation word matching to solve the problem of semantic text matching, and the use of additional dimensions to increase word embedding has solved the problem of a word overlapping in a given sentence. The zero-filled convolutional network makes the size of the output feature map equal to that of the input feature map, and it can also extend the sub-sampling of the input feature map edge information. The new variant CNN achieved good performance in the fields of natural language processing, question answering system, and information retrieval. Therefore, it helps to gain a deeper understanding of the documentation and produces a good potential factor model.
Besides the applications in natural language processing, CNN is also widely applied in the field of recommendation systems. In the social network recommendation system, CNN is used as feature extractor to extract feature vectors from auxiliary information such as pictures and texts, and then fuses them into traditional recommendation systems models such as Bayesian Personalized Ranking (BPR), Probabilistic Matrix Factorization (PMF) based on matrix factorization to improve recommendation performance. Zheng et al. [30] proposed Deep Cooperative Neural Network (DeepCoNN) for learning item properties and user behaviors jointly from review text. The model constructs two parallel CNN models, one takes the user's published comment text as input and extracts the user's behavior characteristics; the other uses the comment text received by the commodity as input to learn the characteristics of the product. Chen et al. [3] proposed a Neural Attentional Regression model with Review-level Explanations (NARRE) for recommendation. The model uses user and recommended items, as well as comments as input to a multi-layer neural network, and uses two parallel neural networks to learn the implicit factor characteristics between the user and the recommended item. Finally, the Latent Factor Model is used to expand it into a neural network as the output of the score prediction. Catherine and Cohen [2] proposed Transform Networks (TransNets) for recommendation. The model, which extends DeepCoNN, introduces an additional hidden layer to represent users and items, making them similar to the review text of the training set for better recommendation performance. Kim et al. [13] proposed the convolutional matrix factorization for document recommendation, in which the CNN was utilized to capture the contextual information of item description documents and integrated with PMF for accurate rating prediction. However, the above CNN based recommendation schemes ignore the flexibility of convolutional network. These CNNs are mainly used to mine the potential preference of user documents, item documents and review, and then to predict the rating values for a user on an item. They do not break the inherent geometry of CNN, which limits the free deformation of the convolution sampling grid to a certain extent, leading to insufficient understanding of the context information of the document and low prediction accuracy.
III. PRELIMINARY AND PROBLEM STATEMENT A. DEFORMABLE CONVOLUTIONAL NETWORK
The input feature map, output feature map and convolution in CNN are 3D, and for ease of description, the deformable convolutional network module [8] is described in 2D and then extended to 3D. The structure of the deformable convolution is shown in Fig. 1 . We assume that the shape of the input feature map is (C 1 , W 1 , H 1 ), where C 1 , W 1 , and H 1 represent the depth, width, height of the input feature map, respectively, the shape of the output feature map is (C 2 , W 2 , H 2 ), where C 2 , W 2 , and H 2 represent the depth, width, height of the output feature map, respectively, and the kernel size is (K , K ). It is noteworthy that instead of kernel learning offset, we learn an offset for each location of the feature. The core of the network is to extract the bypass from the input characteristic map, and use a new convolutional network to calculate the offset of the shape size (W 1 , H 1 , K , K , 2), in which the values of each position (K , K , 2) represent the offset that the original convolution is used on this position, where 2 indicates that each value on the K * K region of the input feature corresponding to each value has two offsets in two different directions. And then the offset learned by the extra convolutional network is entered into the original convolutional network. As shown in Fig. 2 , the free deformation of the sampling grid is achieved by adding 2D offsets to the standard grid sampling locations in CNN. Since the offset is learned from the VOLUME 7, 2019 FIGURE 2. Illustration of the sampling locations in 3 × 3 deformable convolution.
additional convolution layer, it can adjust the input features in a more adaptive way. The implementation of 2D convolution involves of two steps: 1) sampling on the the input feature map x using a regular grid R; 2) multiplying the sampled value by the corresponding weight w, and then sum. We use R to describe the dilation and the receptive field size. Take the 3 × 3 convolution kernel with dilation of 1 as an example,
For each location y 0 on the output feature map f , we have
where y n enumerates each location in R.
In deformable convolution, R is given with offsets
where |R| is the number of offsets in R. Then Eq. (1) can be expressed as:
where y n + y n is the new irregular and offset locations. It should be noted that y n is likely to be a fractional, and feature map f is an integer position. In this case, Eq. (2) is implemented by bilinear interpolation as follows:
where y denotes any fractional value of y 0 + y n + y n , q denotes all integral spatial locations in the feature map f , G(·, ·) is the bilinear interpolation kernel. Bilinear interpolation is essentially linear interpolation in two directions, in which first performs linear interpolation in the X direction, then linear interpolation in the Y direction. Finally, we get the value of the function G at point (x, y). It is made up of two one-dimensional kernels, two one-dimensional kernels are as follows:
where g(a, b) = max(0, 1 − |a − b|). Compared with the traditional CNN, Deformable convolution units have many excellent properties. It does not require any additional monitoring signals and can be learned directly from the target task.It can easily replace several standard convolutional units in any convolutional neural network with existing identification tasks and perform end-to-end training through standard backpropagation. Consequently, DCN is a concise and far-reaching structural innovation for traditional CNN. It not only breaks through the limitation of inherent geometric space transformation, making convolution feature extraction more flexible, but also can be directly extended from the existing network structure without re-training. DCN can handle the dense spatial transformation in a simple, efficient, deep and end-to-end way.
B. WORD EMBEDDING REPRESENTATION
Word2vec is a model that converts words in a language into vector representation, it can learn the predictive model of word space vectors from the corpus. It is mainly divided into two modes: Continuous Bag of Words (CBOW) and SkipGram. CBOW infers the target word from the original sentence, while Skip-Gram infers the original sentence from the target word. This paper mainly uses word2vec of Skip-Gram mode.
Word2vec is actually divided into two parts: the first part is to build the model, and the second part is to get the embedded word vector through the model. The whole modeling process of word2vec is actually very similar to the idea of auto-encoder. First, a neural network is constructed based on training data. Baed on the model, we can get the parameters that the model learns from training data, such as the weight matrix of hidden layer, which are actually the word vectors we are trying to learn in word2vec. In other words, after the network training is completed, we will cut off the output layer, leaving only the hidden layer. The ultimate goal of word2vec is to learn the weight matrix of the hidden layer of the neural network constructed. Both the input word and the output word are encoded by onehot. The vector formed by one-hot encoding is 0 in most of the dimensions (actually only one position is 1), making the vector extremely sparse. As shown in Fig. 3 , if a matrix of 10000 dimensions is computed in this way, it consumes a considerable amount of computational resources, and the calculation efficiency is extremely low, while the result of the calculation of the matrix is actually an index of 1 in the vector corresponding to the matrix. Therefore, in order to perform efficient calculations, we only need to find an index with a weight corresponding to 1 in the vector. In this way, the hidden layer weight matrix becomes a lookup table. When performing matrix calculation, directly check the weight values corresponding to the dimension in the input vector with the value of 1. The output of the hidden layer is the embedded word vector of each input word. Then, for the embedding of word2vec whose input word length is 9 and embedding feature dimension is 6, the input word represents the feature graph with dimension 9 × 6 as shown in Fig. 4 .
C. MATRIX FACTORIZATION
Matrix Factorization is a widely used method in traditional collaborative filtering techniques, and is widely applied to the recommendation system. MF predicts the target user's ratings of other ungraded items, and then recommends the items with high ratings to the target user. Here, we only introduce the collaborative filtering method based on the latent factor model.
The main idea of the latent factor model is that each user has a different degree of preference for different elements, and each item contains different elemental components. In other words, different users have different preferences, and the elements of each item also contain component values for different elements. These two matrices can be expressed as: a user-latent factor matrix U , which represents the degree of preference of different users for different elements, and a item-element latent factor matrix V , which represents the components of the various elements contained in each item. We can use the above two matrices to calculate the scoring matrix r of each user i for each item j. The scoring matrix is expressed as:
The main idea of matrix factorization (MF) is to find the latent factor model of users U T and the latent factor model of items V , in which the user rating of the item is calculated by its inner productr ij (r ij ≈ r = u T i v j ). By optimizing the loss function L, when the predicted value is close to the real value, the mean square error value is the smallest, we can get the values of the optimal latent factor model of the user U and the item V , and then get the user's score on the unknown item. In the process of constructing the loss function, we prevent the occurrence of over-fitting problems by adding L2 regular terms. The loss function L can be expressed as:
where I ij is an indicator function, each element of which is 1 when user i rated item j and 0 otherwise. λ u and λ v are the regularization coefficients of users and projects, respectively.
D. PROBLEM STATEMENT
Given a user u, let I u = {i 1 , i 2 , · · · , i m } denote the set of rated items, where m is the total number of items u has rated, let I u = { i 1 , i 2 , · · · , i ψ } denote the set of unrated items by u, where ψ is the number of items which are not rated by u. The purpose of the recommendation system is to predict the relational grade between users and new items by analyzing the user's preference for rated projects, and then recommending new items with a strong relation, in which the user does not know. However, the extreme sparseness of the rating data, which makes the recommendation problem more challenging than traditional recommendation problems.
Specifically, suppose there are N users and M items, let R ∈ R N ×M stand for the observed rating matrix, where its element R ij is 1 when user i rated item j, otherwise 0. We use machine learning to extract the features of context information of users and items, based on which the user latent factor matrix and item latent factor matrix can be constructed. The two latent factor matrixes are denoted as U and V respectively (U ∈ R D×N , V ∈ R D×M ), where D is the number of latent factors, and then the inner product (U T V ) is used to reconstruct the rating matrix R. The inner product R of user U and item V can be formulated to maximizing posterior probability as follows:
where N (x|µ, δ 2 ) is the probability density function of Gaussian normal distribution, whose mean is µ and variance is δ 2 , and I ij is an indicator function, each element of which is 1 when user i rated item j and 0 otherwise. After obtaining U and V , we can get R ij by calculating the preference of a user u i on a new item i j . Then the items with the top-N preferences will be recommended.
IV. DEFORMABLE CONVOLUTIONAL NETWORK MATRIX FACTORIZATION MODEL
In this section, we first give an overview of the proposed deformable convolutional network matrix factorization (DCNMF), and then describe its components in details. The model consists of two parts. First, we utilize DCN with word embedding to deeply capture the contextual information of item document. Then we apply the PMF model to approximate the rating matrix R.
A. ARCHITECTURE OF DCNMF
The DCNMF architecture consists of four layers as shown in Fig. 5 : 1) embedding layer; 2) deformable convolution layer; 3) pooling layer; and 4) full connected layer. 
1) EMBEDDING LAYER
In the first layer, denoted as embedding layer, word embedding function F : V w → R n is to map words into an s-dimensional vector, and convert a given document information into an embedded matrix with a fixed length l. Unlike the Bag-Of-Word (BOW), the word embedding model can consider the positional order of words in the matrix X and make the distances of similar words similar to each other. Recently, this technology has great performance in the field of natural language processing (NLP). In this paper, the proposed DCNMF uses this representation technique to exploit the semantics of the document and uses the pre-trained word embedding model word2vec for the initial training. Then, a word vector matrix, denoted as X ∈ R l×s , can be constructed for item v as follows:
where l is the length of the document, s is the size of the embedded dimension of each word w i , and ⊕ is the concatenation operator.
2) DEFORMABLE CONVOLUTIONAL LAYER
According to the description of DCN, although CNN can capture the context information of the project description document well, the feature extraction of CNN is not flexible enough. However, CNN is more flexible to extract the convolution feature after the expansion of the offset vector, and the extracted contextual features are more abundant. Thus, we use the deformable convolution architecture in [8] to capture context information. We can exploit the new context feature d j i ∈ R s×(l+m−1) by applying a deformable convolution operation with a window size of m on the embedded matrix X . Each feature of vector d can be calculated as follows:
where f represents the non-linear activation functions, and we choose rectified Linear Units (ReLUs) [17] to avoid vanishing gradient, * is a deformable convolution operator, W j c ∈ R m×d is the jth deformable convolution filter shared weight, b j c ∈ R is a bias, and X i is the word embedding matrix of item v i . In this paper, we use multiple different shared weights to detect multiple different types of contexture features from the item's document.
3) POOLING LAYER
The pooling layer mainly performs downsampling on the convolution characteristics. Although the pooling operation reduces the dimension of the output results, it can retain significant and representative features, and can construct a fixed size vector. In addition, the pooling operation is effective in reducing the network size, parameter number, and feature redundancy, and preventing over-fitting. Thus, in the pooling layer, we apply a max pooling to select the largest contexture features over the document. Then a fixed size feature vector by extracting the largest contextual feature from the contexture feature can be obtained as follows: (10) where o i p is the pooled feature vector, w c is the number of filters, and d j is the contexture feature vector of length l + m − 1 extracted by deformable convolution operation.
4) FULLY CONNECTED LAYER
Generally, the results of the pooling layer are applied to the fully connected layer with weight matrix W s , and then a tanh activation function is adopted to learn the non-linear combination of these high-level features. The output of the fully connected layer z o is considered as the final latent feature vector of item v i , that is:
where g(·) is the tanh non-linear function, W s is the weight matrix and b s is a bias vector for W s . Finally, the output of the item v i can be obtained. We can return the latent vectors of each document through the deformable convolutional network (DCN). Then we apply the latent feature vectors to probabilistic matrix factorization as:
where W denotes all the weight and bias variables, X j denotes a document of item j, and s j denotes a document latent vector of item j.
5) PROBABILISTIC MATRIX FACTORIZATION
As shown in Eq. (7), we use a probabilistic model with Gaussian noise to reconstruct the rating matrix R. The item latent feature matrix V can be obtained from DCN, after which we add a Gaussian noise variable σ to fit the item latent feature model. Thus, the item latent factor V j can be expressed as follows: (15) where X j is the set of the jth documents, and σ follows zero-mean Gaussian distribution, whose variance is δ 2 V . For the user latent feature model, we apply a zero-mean Gaussian distribution to the user latent factor with the variance δ 2 U , the formulation of which is as follow:
After that, we use the maximization of a posterior probability estimation to optimize the user latent model, the item latent model, the weight and bias of DCN as follows:
B. NETWORK TRAINING
To optimize these paraments of DCN, our network is trained by minimizing Eq. (17) as follows.
where λ U and λ V are the hyper parameters.
We follow the method in [13] , in which we use the coordinate descent algorithm to obtain the optimal U and V. This algorithm iteratively optimizes the latent variable by fixing the remaining variables until convergence is realized. Therefore, we take derivative of Eq. (18) with respect to U and temporarily assume V , W s and W c to be zero. Then the optimal value of U can be calculated as follows:
where I i is diagonal matrix, in which the diagonal element is I ij , j = 1, 2, · · · , M , and R i is the vector of R for user i. Similarly, we use the above method to optimize V, after which we can get the optimal V by fixing U , W c and W s , as shown in the following:
where I j is diagonal matrix, in which the diagonal element is I ji , i = 1, 2, · · · , K , and R j is the vector of R for item j. To optimize W s and W c , we adopt the method in [22] , in which we employ the back propagation algorithm to get the optimal W c , W s . Finally, after getting the optimal U , V , W c , W s , the unknown rating on item j of user i, denoted as R i,j , can be calculated as follows:
Finally, we can obtain the prediction rating matrix R, each element R ij in which can be calculated by Eq. (21) . According to the values of R ij (j = 1, 2, · · · , M ), we can sort the unrated items in a descending order, and the top-N items will be recommended to user i.
V. PERFORMANCE EVALUATION
In this section, we will evaluate the performance of our proposed DCNMF model by conducting experiments on three real-world datasets, i.e., MovieLens-1m, MovieLens-10m 1 and Amazon [13] . We will first introduce the datasets and the experimental setup. After that we will discuss the experimental results.
A. DATASETS
We used three publicly available datasets, which provide users' rating information and reviews on items, and items' description document information.
• ML-1m: It is a movie rating data provided by MovieLens' users. These data include movie score, movie metadata (style and age), and demographic data on users (age, zip code, sex, and occupation). The dataset contains 1 million scoring data from 6000 users on 4000 movies. It is divided into three tables: grading, user information and movie information.
• ML-10m: Similar to ML-1m, it is also a movie rating data provided by MovieLens users. The ML-10m dataset contains 100,0054 ratings from 71,567 users for 10,681 movies, and additional tags for the movies.
• Amazon: The Amazon rating dataset contains product ratings and metadata from Amazon website. The Amazon data set contains 10922 scoring records from 10418 users to 358 movies, and it has 21 categories of projects.
Similar to [13] , we did a simple data processing on the description documents of all datasets as follows: removing stop words, setting the length of raw documents to 40 and setting the maximum vocabulary to 4000 and removing these words that have the document frequency higher than 0.6. After data preprocessing, the main statistics of these three datatsets are shown in Table 1 .
As shown in Table 1 , the rating data of the three datasets are very sparse, especially the ML-10m dataset. The problem of sparsity can greatly deteriorate the performance of recommender systems.
In our experiments, in order to evaluate the performance of DCNMF, we adopt the celebrated root mean squared error (RMSE). RMSE evaluates the error between the rating matrix R and the prediction rating matrix R. RMSE can be formulated as follows:
where ||R|| is the observed rating matrix, and it can be expressed as ||R|| = N * M . We randomly split each dataset into training set, validation set and test set with the proportion of 80%, 10% and 10% respectively.
B. BASELINES AND PARAMETER SETTING
In order to demonstrate the effectiveness of our proposed model, we implemented the following baselines to compare them with DCNMF.
• MF [15] : Matrix Factorization (MF) is the original CF-based recommendation method, which takes the rating matrix as input and predicts ratings by estimating low-rank matrix of users and items.
• PMF [19] : Probabilistic Matrix Factorization (PMF) is a standard CF-based recommendation method, which introduces probability model on the basis of MF, and utilizes Gaussian distributions to model latent factors of items and users.
• ConvMF [13] : Convolutional Matrix Factorization is a novel document context-aware recommendation model, which integrates CNN into PMF to capture document contextual information for rating prediction.
We conducted our experiments using Python and tensorflow and Keras library with Nividia 1080Ti GPU on Linux Ubuntu platform. In our experiments, we set the batch size to 128, and the dimension of laten factor of U and V is set to 50. As for convolution kernels, the number of convolutional kernel is set to 50 considering the complexity of deformable convolutional network. For different data sets, our hyper parameters are set differently. As for MovieLine-1m, the hyper parameters λ U and λ V , we apply the grid search method to find their optimal performance values, when λ U and λ V is set to 10 and 100 respectively, our model can achieve the best performance. Similarly, as for MovieLine-10m, when λ U and λ V is set to 1 and 100 respectively, our model can achieve the best performance. Similarly, as for Amazon, when λ U and λ V is set to 1 and 100 respectively, our model can achieve the best performance. As for PMF and ConvMF, the setting of hyper parameter λ U and λ V can be referred to [13] . Table 2 shows the overall rating prediction error of DCNMF and other two schemes under different ratio of training set for the three real-world datasets. Our model can achieve a significant improvement compared with the other two scheme, which used the traditional convolution for rating prediction.
C. EXPERIMENTAL RESULTS

1) OVERALL PERFORMANCE
For the ML-1m and ML-10m datasets, the improvements of DCNMF on the performance of RMSE over PMF are 35.9% and 38.7% respectively. Meanwhile, the improvements of DCNMF on the performance of RMSE over ConvMF for the ML-1m and ML-10m datasets are 21.6% and 27.2% respectively. The results in Table 2 imply that PMF and ConvMF fail to capture the context information. However, when enough ratings are obtained, these models can achieve much better performance. For Amazon dataset, we can observe that the improvements of DCNMF over PMF are 37.7% and 29.9% for 20% 80% of training sets respectively. Meanwhile, the improvements of DCNMF over ConvMF are 5.2% and 5.3% for 20% and 80% of training sets respectively. The improvements for the Amazon dataset are much less than that for the ML-1m and ML-10m datasets. In summary, DCNMF outperforms all the baselines for the three datasets with an average improvement of 18.2%. Fig. 6 shows the performance comparison on RMSE between DCNMF and the other two baselines. Generally, DCNMF performs the best for all the three datasets. It indicates DCNMF can better capture the high-level features of the context information of item document, resulting in improving the recommendation performance.
2) PERFORMANCE COMPARISON
PMF is a standard collaborative filtering based recommendation algorithms. CF-based techniques can recommend items to a user by only analyzing rating data without regard to other ancillary information. Thus it is difficult for CF to give recommendations to a user with few ratings. As shown in Fig. 6 , even though the rating data is very sparse, DCNMF signifi cantly outperforms PMF. It shows that item text can be valuable information. In addition, although ConvMF can also capture the contextual information of the item document by additionally using text data to improve the recommendation accuracy, it uses a traditional convolutional network to extract the local characteristics of the document. Compared with the ConvMF, DCNMF breaks the fixed geometry of the CNN module, and realizes the free shape deformation of the sampling grid. DCNMF can sample features at different locations in the item document context information to gain a deeper understanding of the item documentation. As shown in Fig. 6 , DCNMF achieves the best performance, indicating that DCN is a simple, efficient, deep network model.
As shown in Fig. 7 , the reduced RMSE of DCNMF compared to PMF and ConvMF on three datasets of ML-1m, ML-10m, Amazon is depicted. By the reduced RMSE, we mean the difference between the RMSE of PMF and the RMSE of DCNMF, and the difference between the RMSE of ConvMF and the RMSE of DCNMF. It illustrates that higher reduction can be obtained with fewer ratings, indicating that DCNMF can alleviate the sparsity problem. 
3) EFFECTS OF PARAMETERS
In order to analyze the effects of the parameters on the performance of DCNMF: λ u , λ v , we conducted a hyper parameter experiment on ML-1m dataset. As shown in Fig. 8 , the VOLUME 7, 2019 parameters significantly affect the performance of DCNMF. In particular, the proposed DCNMF can achieve the best performance when λ u = 10 and λ v = 100.
VI. CONCLUSIONS
In this paper, we investigated the feature extraction of deformable convolution at different locations on the input feature map, and we proposed DCNMF to deeply exploit the contextual information of item document. In particular, we integrated DCN with word embedding to PMF to capture the contextual information in description documents for the rating prediction. Extensive experiments on the three real-world datasets demonstrated that DCNMF significantly outperforms the benchmarks. VOLUME 7, 2019 
