A new solar sail orbit control strategy is proposed for the solar sail halo orbit mission. The reflectivity control device, initially developed for attitude control, is utilized to control the solar sail orbit by switching the states between absorption and specular reflection. The solar radiation pressure force of a solar sail equipped with reflectivity control devices is modeled, and can be changed continuously by adjusting a continuous variable associated with the reflectivity control device. This model is used to study the artificial Lagrange point and periodic orbit around it in the restricted three-body problem. The dynamical equations of motion are linearized around the periodic orbit, and linear quadratic regulator and Floquet theory are utilized to design the control law for the linear time-periodic system. Utilization of attitude adjustment is a way to control the orbit of the solar sail without reflectivity control devices. In this paper, the reflectivity control device is used to stabilize the periodic orbit without attitude adjustment. The results based on attitude adjustment and reflectivity control devices are compared. The simulations indicate that the strategy using reflectivity control devices is more robust with respect to initial errors.
Nomenclature m S : mass of the Sun m E : mass of the Earth " S : gravitational constant of the Sun ": mass parameter of the Sun-Earth restricted three body problem, " ¼ m E =ðm E þ m S Þ a S : solar radiation pressure acceleration, dimensionless A: total sail area, m 2 A a : sail area that only absorbs sunlight, m 2 & s : specular reflectivity P: solar radiation pressure at a distance of r 1 from the Sun, Pa m: mass of the sail, kg n s : unit vector along the sunlight direction n: unit vector along the sail normal vector r 1 : position vector from the Sun to the sail r 2 : position vector from the Earth to the sail U: gravitational potential function in the restricted threebody problem : lightness number of the solar sail, dimensionless : pitch angle (angle between the sail normal and sunlight) I n : identity matrix of n Â n
Introduction
The solar sail was initially proposed to take advantage of the solar radiation pressure (SRP) to propel a spacecraft by means of a large membrane mirror. Later, it was found that a solar sail can achieve a wide new range of possible mission applications difficult for an ordinary spacecraft, e.g. the Geostorm Warning Mission, 1) Polar Observer 2, 3) and the GeoSail. 4, 5) In the Geostorm mission, a sail operating at an artificial equilibrium point inside the Earth's L1 point is used to increase the warning time for geomagnetic storms. 6, 7) The concept for the Geostorm Warning Mission originated in the summer of 1996 after the National Oceanic and Atmospheric Administration (NOAA) asked the Jet Propulsion Laboratory (JPL) whether an improvement in the warning time available from a satellite positioned at L1 could be achieved through the application of emerging new technologies in solar sails, inflatable structures and microspacecraft. The results of the ensuing 1996 JPL study reported in Ref. 8) showed that the solar sail was a viable mission concept. The system could utilize small satellite technology merged with a solar sail to use solar photon pressure to maintain an unnatural station near the Earth-Sun line at À0:98 AU, inside the L1 point at À0:993 AU. It was suggested that the spacecraft was transported to the classical L1 libration point and the sail was deployed there.
9) The transfer trajectory from the L1 orbit to a point near sub L1 point and the station-keeping strategy are investigated in Refs. 10) and 11). A sail whose characteristic acceleration is approximately 0.3 mm/s 2 will fly approximately 280 days from the L1 halo orbit to the target sub L1 point region associated with the characteristic acceleration.
10) It also provided the quantitative estimates of initial state errors which are correctable to zero within a given time, such that attitude adjustments remain within specified limits. 11) Frequent attitude adjustments are necessary for the station-keeping strategies in the references, which is challenging for the solar sail.
In this paper, a new method is proposed for orbit control of the solar sailing around sub L1 point. In 2010, a demonstration mission of Interplanetary Kite-craft Accelerated Ó 2014 The Japan Society for Aeronautical and Space Sciences by Radiation Of the Sun (IKAROS) 12) was launched by the Japan Aerospace Exploration Agency (JAXA). One of the verified techniques was to use the reflectivity control device (RCD) for the attitude control, 13) which was successfully accomplished. The film RCD is newly developed for IKAROS and future solar sail missions. The developed reflectivity device electrically switches between specular reflection and diffuse reflection by switching power on and off according to the spin rate. The RCD is mounted on the edge of the sail membrane, and can generate a torque by changing the induced force on each small element's surface through switching between two states. RCD can realize a propellantless attitude control, but consumes electric energy and introduces extra mass to the solar sail. Therefore, the RCD is a good option for solar sail attitude and orbit control if the mass and power consumption need to be reduced. In this paper, this device is used for orbit control assuming that part of the sail can switch between on and off states.
This paper is organized as follows: In section 2, the SRP force of a solar sail equipped with RCD is modeled, and is described by a continuous variable that can adjust the SRP force. In section 3, the dynamics of the solar sail in the restricted three-body problem are studied. Gravitational forces, the SRP force and the orbital motion of the sail may balance at different points because the sail can vary its acceleration ability by switching the sail's states. The boundaries of regions where artificial Lagrange point exists are also associated with the RCD variable. Periodic orbits around the artificial Lagrange point are computed, and are regarded as reference orbits in section 4. In addition, the dynamic equation is linearized in the vicinity of the periodic orbit, and the linear dynamics are discussed. In section 4, according to the linear dynamical equation in section 3, the controllers based on the linear quadratic regulator (LQR) and Floquet theory are designed for the cases of using the RCD and attitude adjustment for orbit control. In section 5, the numerical simulations are conducted for different cases, and the results are discussed.
Solar Sail Equipped with Reflectivity Control Devices
Assume that part of the sail film is equipped with the RCD, and the sail equipped with the RCD can switch between two different states. For state one, part of the sunlight is specularly reflected and the ratio of reflected sunlight is & s . The remaining sunlight is absorbed and the corresponding ratio is 1 À & s . The diffuse reflection is not considered in this paper since the amount of the sunlight of diffuse reflection is very small for a smooth surface. Further, the resultant force due to the reflected sunlight of diffuse reflection is also very small because the incident sunlight is reflected from the surface at many angles rather than at just one angle as in the case of specular reflection. For state two, all the sunlight is absorbed. The sail film is either in state one or state two, and there is no intermediate state. Therefore, the state switch can be realized simply by switching power on and off.
Consider a solar sail of a total area of A and a mass of m. At some instant of time, A 1 of the area is in state two and the remaining area in state one. The SRP acceleration exerted on the solar sail can be written as
The SRP accelerations of a 1 and a 2 are due to sail area of A À A 1 and A 1 , respectively.
The lightness number, , is defined as the dimensionless ratio of SRP acceleration divided by the Sun's local gravity, where the SRP acceleration is calculated assuming that all the sail film reflects the sunlight in a perfectly specular way. Utilizing the lightness number to describe the SRP acceleration, it may be rewritten as
where u is the ratio of the area in state two divided by the total area; namely, u ¼ A 1 =A. The parameter u, changes with the area of the sail film in state two. Assume that the sail film includes small segments of RCDs that can be actively controlled individually to switch between two states. Then, the parameter can vary continuously. If the area of the sail film equipped with the RCD is A max , u can change from 0 to A max =A continuously.
Artificial Lagrange Points and Periodic Orbits
In the Sun-Earth restricted three-body problem, it is assumed that the two primaries move in circular orbits about their common mass center. The origin of a rotating coordinate frame is the barycenter of the primaries; the X-axis runs from the Sun towards Earth; the Z-axis is normal to the orbital plane of the primaries; and the Y-axis completes the right-handed triad. In the rotating frame, artificial Lagrange points are generated in some space utilizing a solar sail. The dynamical equation of the solar sail in a non-dimensional unit form can be given by
In Eq. (5), U r is the partial derivative of the potential function U with respect to position r. The expression of potential function U is given by
where
The dimensionless equation is based on reference length, defined as the distance between the Sun and Earth, and the characteristic mass is defined as the combined mass of the primaries. Then, the characteristic angular speed may be obtained as the mean motion of the primaries. To obtain the stationary solutions in the rotating frame, the first two terms of Eq. (5) vanish. The classical five Lagrange solution is obtained by setting ! Â ð! Â rÞ ¼ U r . For a solar sail there is an additional acceleration term a S , which is a function of the sail lightness number and the sail normal n, so new artificial stationary solutions may be generated, which are the solutions to the equation given by
For a given artificial Lagrange point in the X-Y plane,
The sail normal and sunlight direction can be written as
where 0 is the angle between the X-axis and the line connecting the Sun and the artificial Lagrange point. The X component divided by the Y component of both sides of Eq. (7) generates a Sy a Sx ¼ tan ð10Þ
a Sy is non-zero for all points in the X-Y plane except for the points on the X-axis. Substitute Eq. (4) into Eq. (10) and rearrange it. The equation can then be rewritten as
where the coefficients are given by
The pitch angle required to generate the artificial Lagrange point can be calculated from Eq. (11) . Having the pitch angle, the lightness number can be calculated from Eq. (7).
The roots of Eq. (11) are determined by the discriminant of the quadratic equation, given by
The root is only meaningful for the cases of Á > 0. Therefore, the necessary and sufficient condition of existence of the artificial Lagrange point is that the discriminant is positive. The physical explanation of the negative discriminant is that the required acceleration cannot be generated by the solar sail. The discriminant increases with & s and decreases with u. Therefore, the region of the artificial Lagrange point can be extended by increasing the specular reflectivity of the sail or the sail area in state one. For the points in the X-Y plane except for the points on the X-axis, 0 is not equal to . Therefore, Á is negative for u ¼ 1, which means that the solar sail absorbing all sunlight cannot generate artificial Lagrange points in the X-Y plane, which is reasonable because the SRP is always along the opposite direction of solar gravity in this case. McInnes 14) discussed the artificial Lagrange points for a perfectly reflective mirror and a partially reflective mirror. The result of a partially reflective mirror is a special case of u ¼ 0 in this manuscript. Figures 1 and 2 give the boundaries of the artificial-Lagrange-point regions for different values of specular reflectivity and different ratios of the sail area in state two. Two regions of artificial Lagrange points exist for each case. The boundaries are symmetrical with respect to the SunEarth line due to symmetry of the dynamical equations. In 
Sep. 2014 S. GONG and J. LI: Solar Sail Halo Orbit Control using Reflectivity Control Devicesthe first quadrant, artificial Lagrange points exist in a closed region that is formed by a curve connecting the Earth and the classical L2 libration point. In the second quadrant, artificial Lagrange points exist in the left side of the curve stretching from the classical L1 libration point. The regions of artificial Lagrange point shrink as u increases or & s decreases. A larger lightness number is required to generate the same artificial Lagrange point for a larger u. For a given lightness number, the solar sail may equilibrate at different points by controlling the sail area in state two. For artificial Lagrange points in three-dimensional space, the analytical solution cannot be given. It is easy to obtain the numerical solution through a simple iteration. Regarding the sail as a perfectly reflective mirror, the analytic solution for the lightness number and attitude can be obtained, which may be used as the initial guess for the iteration.
Waters and McInnes studied the periodic orbits around artificial Lagrange points 15) and the invariant manifolds associated to the periodic orbits. 16) Baoyin and McInnes 17) used two methods to obtain solar sail halo orbits at the sub L1 point: one to direct the sail normal vector orientated along the Sun-sail line, and the other to orient the sail normal vector along the Sun-Earth line. The two methods generate similar periodic orbits except that they have different requirements for attitude control. This paper uses the first method to generate the reference periodic orbit. Firstly, the lightness number is calculated for a given u. Then, an analytically approximate solution is employed as an initial guess for the differential correction process to calculate the periodic orbit around the point. Figure 3 gives the corresponding periodic orbits around an artificial Lagrange point inside the L1 point at 0.98 AU for different u. The periodic orbits of the same X-direction amplitude, defined by the maximum difference between the artificial Lagrange point and the periodic orbit in the X direction, are calculated. A smaller u leads to a larger lightness number, which is reasonable because the SRP force decreases as u increases. The periodic orbits of the X-direction amplitude equal to 0.007 AU around a point inside the L1 point at 0.98 AU are used as the reference orbits for the following analysis.
Let S ¼ ½r T _ r r T T and C denote the state and control variables of the system, respectively. If the attitude angle is used for orbit control, C represents the attitude angles. If the reflective ratio is used for orbit control, C represents the reflective ratio, u. C 0 corresponds to the parameters that allow the solar sail to equilibrate at the Lagrange point.
Having the definitions of the states and control variables, Eq. (5) can be written as
Let ÄðtÞ denote a periodic solution to the system with period T. The periodic orbit is calculated by assuming C ¼ C 0 . By letting S ¼ Ä þ S, C ¼ C 0 þ C, the nonlinear system may be linearized in the vicinity of the periodic solution, resulting in the variational equations
where A and B are periodic matrices with period T, and can be written as follows.
This is an autonomous linear system with periodic coefficients. Floquet theory shows that the fundamental solution of such a system can be given by
where Èðt; t 0 Þ is the state transition matrix and À is determined by
The eigenvalues of ÈðT; 0Þ tell us about the linear orbital stability of the periodic orbit. Recasting the variational we have
As the divergence of our original system vanishes (that is, the trace of the Jacobian equals zero) according to the Liouville theorem, 18) the eigenvalues of the monodromy matrix occur in reciprocal pairs. Two of them are in unity, and stability of the periodic orbit is given by eigenvalues within the unit circle in the complex plane. As the saddle nature of the equilibrium point about which the periodic orbit is described will dominate the flow in the region in which the linear terms dominate, it follows that all of the periodic orbits are unstable; that is, all monodromy matrices will contain two real reciprocal eigenvalues one of which will be larger than one. Complex conjugate eigenvalues must be on the unit circle and this represents a marginal stability. The spectrum of the monodromy matrix of the periodic orbits described in this paper can be written as
where ! is a real number outside the unit circle and & AE i is a pair of complex numbers on the unit circle. The magnitude of the unstable eigenvalue determines the speed of the sail away from the periodic orbit. Figure 4 shows the dependence of the unstable eigenvalue on the reflectivity control device and specular reflectivity of the sail. The eigenvalue cannot be changed significantly by varying the sail area in state one or specular reflectivity of the sail. Therefore, the active control is necessary for the stationkeeping of the periodic orbit.
Active Control onto Periodic Orbits
We used two strategies to design the control: one is to vary the attitude angles, and the other is to vary u for control.
For the first strategy, two attitude angles are used to describe the sail attitude, is the angle between the sail normal and the Sun-Earth line, and is the angle between the Y-axis and the projection of the sail normal in the YZ plane. Then, the sail normal in the rotating frame can be given by n ¼ ½cos sin cos sin sin T ð21Þ
For both cases, the sail attitude is independent of the sail's position and velocity. Therefore, the block matrix in Eq. (14) can be written as
For the strategy using attitude angles as the control variables, the input matrix may be derived as
According the definition of the attitude angles, the partial derivative of the sail normal with respect to the attitude angles is given by 
The reference periodic orbit is calculated based on ¼ 0 and ¼ 0. By substituting ¼ 0 into Eq. (24), one will find that the second column of the matrix is zero. This means that the variation of has no contribution to the control force. Therefore, Eq. (23) can be simplified by using only as the control variable, and thus the block matrix in Eq. (16) can be given by
For the strategy using u as the control variable, the attitude keeps fixed with respect to the rotating frame, and the input matrix can be given by
Equation (14) describes a linear time-periodic system, the periodic coefficient matrices of which have been determined for two strategies. The controller design in this section is based on the linear dynamic equations. The task of the controller design is to provide an input C such that S converges to zero, which means that the original system tracks the reference periodic orbit.
Linear quadratic regulator
When constructing a controller for the regulator problem there are some limitations of the system that have to be taken into account. The goal of the LQR problem is to take a nonzero initial state to the zero state as fast as possible. As t f approaches t 0 , the required control input to affect the states increases and will eventually be out of limit for the control input domain. Consequently, the magnitude of the control action should be bounded or kept to a minimum. The second Sep. 2014 S. GONG and J. LI: Solar Sail Halo Orbit Control using Reflectivity Control Devicescriterion that has to be considered is that states should be kept small. A typical cost function includes both the input action and the states, given by
where Q and R are symmetric positive semidefinite and definite weighting matrices for the states and the control vector, respectively. How to choose these matrices is not a simple task and no specific guidelines exist; however, good insight of the underlying system helps. The control design is to seek a gain matrix K via a feedback control law such that the controlled linear system is asymptotically stable.
C ¼ ÀKS ð28Þ
By standard control systems theory, the feedback matrix is solved by
where the performance matrix P is obtained by solving the algebraic Riccati differential equation.
Equation (30) cannot be integrated with the control equation since PðtÞ has to be integrated backward in time. Therefore, the time series PðtÞ are calculated and stored beforehand, and then the state feedback matrix K is calculated from Eq. (29), which gives the optimally controlled system, according to the weights Q and R. The simulation is conducted as follows: Firstly, the reference periodic orbit is calculated, and then the state feedback matrix K, is calculated using the stored data of the periodic orbit. Given a time point and the sail states, the reference states and feedback matrix are obtained through interpolation, and thus the difference between the true and the reference states S, can be obtained. Then, the control variable is calculated according to the control scheme in Eq. (31). Finally, use the control scheme to define the nonlinear controlled system; that is _ S S ¼ HðS; CÞ.
Another issue for the control design is that the admissible domain of the control variable is bounded. For the control variable u, the upper bound is determined by the ratio of the area of the sail being able to switch its reflectivity divided by the total area. Let u max denote the maximum value allowed for the sail, and then u can vary from 0 to u max continuously. However, the domain of u is not considered when the LQR is designed. Therefore, the required control input may be out of the admissible domain if Eq. (28) is always used to generate the control input. When the control input exceeds a given saturation, the so-called anti-windup technique is commonly used to overcome the saturation. Most anti-windup methods use a lower control gain when the state is large and the control gain is gradually increased when the state becomes small. Many rigorous design methods are available now to provide some guaranteed properties on stability. 19, 20) Here, we use a simple method that saturates the control input when the control input exceeds a given saturation; that is
For the method using attitude angles as the control variables, there is no physical restriction on the attitude angle. However, the nonlinear dynamical Eq. (13) cannot be approximated by the linearized Eq. (14) for a large value of . Therefore, the control input in Eq. (28) may not stabilize the nonlinear system in this case. In this paper, Eq. (28) is used to generate the control input of the attitude angle, and no extra restriction is applied.
Floquet theory control
The result of Floquet is that state transition matrix Èðt; t 0 Þ in Eq. (19) , can be factored into two matrices in the form
where G is a constant matrix and FðtÞ is periodic with the same period T as the original system. Substituting Eq. (32) into Eq. (19) and rearranging it results in
The initial condition Fðt 0 Þ is determined by the eigenvectors of ÈðT; 0Þ.
Based on Floquet theory, the stability of the uncontrolled system is governed by eigenvalues of ÈðT; 0Þ. If all eigenvalues are interior in a unit circle, the system is asymptotically stable. If one eigenvalue is outside the unit circle, the system is unstable. Eigenvalues appear in pairs, such as the real pair !, 1=! and complex pair & AE i. The Poincare exponents associated with the eigenvalues can be written as
The uncontrolled system is unstable and the open-loop characteristics of the linear system are determined by the Poincare exponents. These exponents can be changed by adding state variable feedback.
C ¼ WðtÞSðtÞ ð 35Þ
Now, if we introduce new variables Å, termed modal variables, by
Equation (14) can be transformed into an equation of modal variables Å, given by
In our case, there is one unstable modal variable. Thus, only a scalar control variable is necessary to cancel the unstable modal. 21) Either u or can be used as the control input; Eq. (37) can then be rewritten as
The coefficient of the control variable is given by
Consider the first exponent Å 1 ¼ $ is a positive real number. In order to change this Poincare exponent, control of the form
is chosen. The controlled system takes the form The closed-loop system has the same Poincare exponents as the open-loop system except for the first element. kðtÞ can be chosen such that the first element will be a desired value. Consider the equation for
A negative Poincare exponent is chosen to make the unstable manifold stable. The new Poincare exponent $ 0 can be written as
where $ 0 is a design parameter that determines the speed to eliminate the unstable component.
The coefficient kðtÞ can be calculated and substituted into Eq. (40) to obtain the control variable.
where f
À1
1 is the first row of F À1 . Equations (5) and (19) are integrated over one period to calculate matrix G and the initial condition of F. Then, Eq. (44) provides the guidance to integrate Eqs. (5) and (33) instantaneously.
Simulations indicate that the control input always takes the maximum value at the initial time if the original nonlinear system is stabilized by the controller of the linear system. Therefore, the required maximum control input, determined by the initial errors, can be written as
From Eqs. (43) and (44), one can obtain the coefficient matrix as
where $ is the unstable Poincare exponent of the system, and is constant. f À1 1 and g 1 are periodic functions identified by the reference orbit, and the initial values of them are denoted as f À1 1 ð0Þ and g 1 ð0Þ. The coefficient is a 1 Â 6 matrix, the elements of which represent the position and velocity weights. This matrix is dependent on the reference orbit and the new Poincare exponent $ 0 . From the point of view of the stability margin, a large absolute value of $ 0 is preferred. However, a larger absolute value of $ 0 leads to a larger control input because the coefficient matrix increases with its absolute value. Therefore, a proper value of $ 0 should be chosen to guarantee the stability of the nonlinear system and also control input within the linear range of its reference value.
For the method using u as the control variable, the SRP acceleration a S is linear with respect to u. Therefore, the control input can be any value in the admissible domain because the linearization of a S with respect to u does not introduce errors. The first element of Lð0Þ is much larger than the other two position weights, which means that the control input due to the position error is predominated by the error in the X direction. Similarly, it can be found that the control input is more sensitive to the velocity error in the Y direction. For a given admissible u max , the maximum position and velocity errors allowed in each direction can be evaluated if the error is applied alone. For example, for the case of u 0 ¼ 0:1, the coefficient matrix Lð0Þ, will be [160.2626, À10:6726, 14.0567, 29.5225, 61.4736, 3.4797]. Assuming u max as 0.2, implying that 20% of the sail film is adjustable, the control variable u can change from À0:1 to 0.1. The maximum position errors allowed in the X direction will be between À3:12e Â 10 À4 and 3:12e For the method using the attitude angle as the control variable, the control input can change from À%=2 to %=2. The error due to the linearization will increase as deviates from zero to %=2 or À%=2. This means that the nonlinear dynamical equation cannot be approximated by the linearized one for a large . Thus, the nonlinear system cannot be stabilized by the controller based on the linearized system. It is difficult to define the exact value of that can guarantee that the linear system approximates the nonlinear system well. Therefore, the bounds of initial errors are not evaluated analytically and will be examined numerically.
Simulations

LQR control
The linear stability cannot guarantee the stability of the nonlinear system. Therefore, the controlled system will become unstable as the initial difference between the true and reference orbit increases. The bound of the difference making the system unstable is of pivotal importance to apply it in a practical mission control. There are several parameters that determine the bound: the reference control variable u 0 , the bound of the control variable u max , and the weights matrices Q and R.
The weights matrices, Q and R, can be chosen to satisfy the convergence properties as long as they satisfy the properties mentioned previously. To simplify the process, the freedom is reduced to one parameter by letting Q ¼ I 6 and R ¼ ". Thus, the controller can penalize the control effort by varying ", according to Eq. (27). " has been varied to search the value that allows the largest initial error. In the following simulations, " is set to be 0.1. With this gain matrix, the linearized controlled system is asymptotically stable. Additionally, it can be derived from the linearized equation that the motion in the Z direction is oscillatory and stable. The boundaries of the initial errors in the X and Y directions are examined using a numerical method. The initial error is applied in one direction each time, and is increased until the system is unstable, then the initial error is recorded and regarded as the bound in this direction. The initial error can be positive or negative. The step size of the initial error increment is set as 0.0005 AU.
For the strategy using u as the control variable, the value of the upper bound of the control variable u max is set as 0.2, and its reference value u 0 is varied to study its influence on the bound of the initial position errors that make the system unstable. The criterion of the stability is that the orbit is still in the vicinity of the reference orbit in more than six orbital periods. As presented in Table 1 , the allowed error in the þX direction increases with u 0 while that in the ÀX direction decreases with it. The control force due to the errors in the X direction is determined by the first column of the feedback coefficient K in Eq. (31), which is negative. Therefore, a negative u is required for an error in the þX direction. The bound reaches the maximum as a result of u reaching the maximum when u 0 ¼ u max . This also explains why the bound in the ÀX direction reaches the maximum when u 0 ¼ 0. The errors allowed in the þY and ÀY directions reach the maximum values when u 0 takes the middle value, and the bounds in both directions are similar. From the results, one can find that position errors of 7.0eÀ3 AU in the þX direction and 5.5eÀ3 AU in the ÀX direction can be cancelled with 20% of the sail area equipped with RCD. Figure 6 gives the case of u 0 ¼ 0:1 and u max ¼ 0:2. An initial error of Sð0Þ ¼ ½0 À4.5eÀ3 0 0 0 0] T is set for the simulation. The control orbit converges to the reference orbit in one orbital period. The variation of the control variable u converges to its reference value u 0 .
For the strategy using attitude angles as the control variable, the bound of the initial error is almost independent of u 0 . This strategy allows a smaller initial error than the strategy using u as the control variable except that u 0 approximates 0 or u max . Figure 7 gives the case of u 0 ¼ 0:1 and initial error of Sð0Þ ¼ ½0 À4.5eÀ3 0 0 0 0] T . The variation of the attitude angle is always less than six degrees. Since the controlled orbit does not converge to the reference orbit, the attitude has to change quasi-periodically to keep the orbit in the vicinity of the reference orbit.
Floquet theory control
Simulations are used to determine the bounds of initial errors. For the strategy using u as the control variable, the maximum of the control value u is the same as the analytical evaluation; namely, u max ¼ 0:2. The reference orbit is computed based on u 0 ¼ 0:1. The analytical evaluations and numerical results of the lower and upper bounds of the initial errors are presented in Table 2 . The results indicate that the controller can stabilize the system when initial errors are larger than the bounds of analytical evaluations. One reason is that the system is also stable when the control input saturation problem happens. An example including control input saturation is examined. Figure 8 (a) shows the orbit of the solar sail during 12 orbital periods. The solar sail stays in the vicinity of the reference orbit but does not converge to the reference orbit. This is because the controller only cancels the unstable manifold and preserves the center manifolds of the original system. Therefore, the solution converges to the center manifolds asymptotically. However, the center manifold of the system is four dimensional, implying that the solution is not singlefrequency and the orbit is quasi-periodic not periodic. Figure  8(b) gives the corresponding history of the control input, from which one can find that the control input saturation happens at the initial time. The control input decreases as the solar sail approaches the reference orbit, and will be within the admissible domain.
From the above simulations one can find that the strategy using the RCD is more robust than the strategy using attitude adjustment, and the conclusion is based on 20% of the sail film being equipped with RCD. The robustness is better if more sail film is equipped with the RCD. On the other hand, an initial position error of less than 1,000 km can be canceled by a solar sail with only several percent of sail film equipped with the RCD.
The controllers based on Floquet theory and LQR are similar in the aspect of eliminating the initial errors. Floquet theory control can cancel larger initial errors in some directions and LQR in other directions. The difference is that the Sep. 2014 S. GONG and J. LI: Solar Sail Halo Orbit Control using Reflectivity Control Devicesorbit controlled by LQR usually converges to a periodic orbit while the orbit by Floquet theory stays in a quasi-periodic orbit.
Conclusion
The RCD was utilized to control the solar sail orbit. This new approach in the solar sail orbit control strategy required no attitude adjustment. Simulations were conducted to compare this strategy with that using attitude adjustment. The results showed that the RCD strategy allowed larger initial errors than the attitude adjustment one. Therefore, the RCD strategy is a good way to implement orbit control since no attitude maneuver is required and only a small percentage of the sail area is required to be equipped with RCD. The LQR and Floquet methods were used to design the control law and the results indicated that different methods generate similar results. In fact, it is possible that both the attitude and orbit can be stabilized by the RCD if the state of each RCD is properly controlled. The coupled dynamics and control of solar sail equipped with RCD will be studied in the future. 
