The information processing mechanism of a visual system captures the real contours of an object through multi-hierarchical processing and integration of the basic features (color, grayscale, etc.) of the image. In more complex situations, a reasonable and effective framework is often required to solve the high-precision problem of contour detection. In this paper, we propose a contour detection model inspired by the biological characteristics of multiple visual channels and multi-hierarchical visual information. In our model, we mainly include information processing channels for color and luminance. The color channel response is obtained by color-sensitive neurons of the primary visual cortex (V1) processing the single-opponent response of the retinal/lateral geniculate nucleus (LGN) layer, and the luminance channel response is selected by the linear X cell response and the nonlinear Y cell response, based on the luminance contrast. The texture suppression of the color and luminance channel responses is enhanced by introducing a sparse coding mechanism. Finally, the fusion weights of the color and luminance channel response energies are calculated using the optimal direction to obtain better detection performance. The experimental results show that our model performs well in complex situations in comparison to current advanced biologically inspired model and some machine learning-based models, further improving the robustness of the non-learning contour detection model.
I. INTRODUCTION
Contours are typical features of imagery objects, and contour detection plays an important role in image processing and analysis, pattern recognition, and computer vision processes, such as image segmentation [1] , object recognition [2] , stereo matching [3] , and shape analysis [4] . Contour detection is an extremely difficult task, and it is difficult to achieve ideal results for complex images, especially those which rich textures, low-contrast objects, or substantial noise. Contour detection methods that simulate biological visual neural mechanisms have been a very promising research direction. Integrating various types of local or global feature information, such as brightness [5] , [6] and color [7] , [8] , into the The associate editor coordinating the review of this manuscript and approving it for publication was Yizhang Jiang . analysis of the relationship between features yields better contour detection models.
A. RELATED RESEARCH
Early contour detection methods were low-level visual behavior models based on edge detection, which is accomplished by identifying points at which the brightness of the image changes significantly. It is difficult to form relatively complete and closed object contours using such methods. Edge detection usually convolves the image with a differential operator, such as Sobel, Canny, etc. [9] . Such methods do not take into account visual mid-level and high-level information, which is complex and difficult to guarantee.
In contrast, machine learning-based detection methods consider more image information. Martin et al. [7] combined local brightness, color, and texture cues using a logistic regression classifier to complete the detection and localization of boundaries. Dollar et al. [10] proposed a supervised learning algorithm based on a probabilistic boosting tree, called boosted edge learning (BEL), that uses all levels of information (low, middle, and high) to determine the edges of an object. Arbelaez et al. [11] combined multiple local clues into a clustering-based globalization framework and extracted the contours of objects using the oriented watershed transform (OWT) and ultrametric contour maps (UCM) processing methods.
The convolutional neural network (CNN) method that has emerged in recent years can effectively extract advanced features and is widely used in computer vision processes, such as classification [12] , [13] and contour detection [14] - [17] . Bertasius et al. [14] showed that a multi-scale deep network consisting of five convolutional layers and a bifurcated fully connected sub-network can achieve better object contour extraction than other methods. Shen et al. [15] divided positive contour data into different sub-categories and fitted sub-classes through different model parameters to determine the training strategy of a network. Kivinen et al. [16] used covariance features to integrate image information of multiple scales and semantic levels to develop a novel neurally inspired deep architecture. Xie and Tu [17] proposed holistically nested edge detection (HED) combined with a deep supervised learning method to complete network training.
However, learning-based detection methods rely mainly on datasets to achieve good performance, cannot flexibly process a single image, and usually have high computational costs [18] . Conversely, contour detection methods inspired by the physiological characteristics of biological vision systems can ignore the effects of these factors and achieve better detection results. Grigorescu et al. [19] , [20] considered isolated lines and edges to be non-textured features that are unaffected by suppression, in contrast to texture information that needs to be suppressed by non-classical receptive fields (nCRF), and proposed two contour detection models: one isotropic and the other anisotropic. Since then, many contour detection models based on the nCRF suppression mechanism have been developed and employed to good effect [21] - [26] . Zeng et al. [21] , [22] proposed two-scale nCRF calculations: small-scale suppression (left and right sides) and large-scale enhancement (upper and lower ends). Papari and Petkov [23] divided the perimeter of an image into two truncated half-rings associated with the edge orientation, thereby reducing the effects of selfsuppression. Ursino and La Cara [24] proposed a primary visual cortex contour extraction model that combines feedforward and feedback. The feedforward suppresses lessthan-optimal stimulation and ensures constant contrast, and the feedback suppresses noise. Azzopardi Petkov [25] used the response of the lateral geniculate nucleus (LGN) as a receptive field input with a center-surround characteristic. Yang et al. [26] proposed a center-surround frame with multiple clue combinations (orientation, luminance, and luminance contrast) that effectively improved the performance of contour detection. In addition, they proposed a doubleopponent framework based on color-opponent mechanisms that effectively suppresses redundant texture edges and further improves performance [27] , [28] . Based on that work, Akbarnia and Parraga [18] considered four receptive surrounds (full, far, iso-, and orthogonal orientations), combined with the response of V2 visual cortical neurons, and introduced the use of feedback connections from higher visual regions to lower visual regions.
B. INSPIRATION DRAWN FROM PHYSIOLOGICAL MECHANISM AND PRESENTATION OF THE MODEL
The main pathway of information transmission in a biological vision system begins in the retina and continues through the LGN to the visual cortex [29] . The first phase of visual information processing occurs in the retina. There are two main types of retinal ganglion cells: parvocellular (P) cells and magnocellular (M) cells [30] , [31] . P cells have a small receptive field and high spatial resolution and are sensitive to color information. They mainly provide fine details in response to high-contrast stimulus. M cells have a large receptive field that is insensitive to color information and mainly respond to grayscale information about images [32] , [33] . Benardete et al. [31] showed that P cells and M cells function independently of one another during information processing.
P cells usually process color information in opposing ways, mainly as follows: red-green, blue-yellow, and blackwhite [34] - [36] . M cells mainly exhibit linear and nonlinear responses to an image's grayscale information, where the linear response is similar to the spatial summation response of the cat X cells and the nonlinear response is similar to the spatial summation response of the cat Y cells [37] - [39] .
LGN neurons respond independently to the visual information remaining after retinal ganglion cell processing. These neurons have receptive field characteristics consistent with retinal ganglion cells [40] , [41] . Visual information is transmitted from the LGN to the visual cortex through optic radiation, most of which is terminated in the primary visual cortex (V1) [42] . The V1 neurons mainly process the visual signals that respond to the retina and LGN, providing more representative input for higher-level information processing mechanisms. Physiological experiments [43] , [44] have shown that V1 neurons respond differently to the color and grayscale information in an image.
However, the existing contour detection models inspired by the physiological characteristics of biological vision systems only consider the color information of an image [18] , [27] , [28] or the grayscale information of the image [19] - [26] . They do not consider the effective combination of color and grayscale information. At present, most contour detection models based on grayscale information only simulate the linear response characteristics of X cells and ignore the contribution of nonlinear Y. This paper proposes a model for multiple visual channel processing (a color channel and a luminance channel) of an image. The response energy of the color channel is obtained by simulating the opponent properties of color-sensitive cells, and the response energy of the luminance channel is obtained by combining the linear characteristics of the X cells with the nonlinear characteristics of the Y cells. By improving the utilization of image information and enhancing the simulation of visual cell physiological mechanisms, better detection performance can be achieved.
C. CONTRIBUTIONS OF THE PROPOSED MODEL
This paper proposes a model for the detection of target contours in an image by effective combination of color and grayscale information. Compared to other biologically inspired methods, we consider the novel contributions of the model described in this paper to be the following:
(1) By simulating the linear characteristics of X cells and the nonlinear characteristics of Y cells, combined with the luminance contrast information of the input image, the stimulus response based on grayscale information can be obtained; (2) By considering different physiological mechanisms to respond to color and grayscale information, and based on the complementary property of the image information, an information fusion mechanism based on the optimal direction can be employed. Having studied the biological mechanisms of color and grayscale information processing in the retina-LGN-cortex visual pathway, we propose a detection model based on multiple visual channels and multi-level visual information. We call this the MCH model.
The remainder of this paper is organized as follows. In Section II, we describe in detail the proposed contour detection model, including linear X cell response and nonlinear Y cell response, and the process for fusion of color and grayscale information. In Section III, we present and discuss assessments of the performance of the proposed model conducted using the BSDS300/500 [11] , [45] , NYUD [46] and MBDD [47] datasets. We present our conclusions in Section IV.
II. CONTOUR DETECTION MODEL
The framework of our model is illustrated in Fig. 1 . The image information is divided into a color channel response based on color clues (to the left in the figure) and a luminance channel response based on grayscale clues (to the right in the figure) . For simplicity, we refer to the color channel response as the P response and the luminance channel response as the M response. The three main processing layers of our model are a retinal/LGN layer (Section II.A), a V1 visual cortex layer (Section II.B), and a sparse coding layer (Section II.C). The model also includes an image input layer and a contour output layer.
The image input layer is mainly composed of color information (six color information channels: R/G/B/Y/D/L, i.e., R (red), G (green), B (blue), Y (yellow), D (black), and L (white)) and grayscale information (obtained from color image) and provides input to P cells and M cells, respectively, of the retinal/LGN layer. In the retinal/LGN layer, for color-sensitive P cells (Section II.A.1), the main manifestation is the concentric circle opponent. Each color channel's information is smoothed by a Gaussian function, and then a single-opponent response is obtained by three opponent combinations (R/G, B/Y, and D/L) as the input of the V1 visual cortex color sensitivity mechanism. For M cells (Section II.A.2), the grayscale information is divided into the linear X cells' response (the X channel) and the nonlinear Y cells' response (the Y channel). The center and surround mechanisms of X/Y and the nonlinear rectification subunits unique to the Y cells can be expressed by Gaussian functions. X cells are mainly expressed as center (excitability)surround (inhibition), while Y cells are mainly expressed as center (excitability)-subunits (rectifying property with the same sign in the center)-surround (inhibition), called LNL cascade mode, and the X/Y response is used as the input of the V1 visual cortex grayscale-sensitive mechanism. In the V1 visual cortex, the first derivative of a Gaussian function is used to simulate the double-opponent properties of V1 colorsensitive neurons (Section II.B.1), and the stimulus response of each color's opponent information is obtained (R+G-/ G+R-/B+Y-/Y+B-/D+L-/L+D-). The center mechanism of V1 grayscale-sensitive neurons is also simulated by the first derivative of a Gaussian function that is convolved with the X/Y response of the retinal/LGN layer to obtain the classical receptive field (CRF) response, the texture suppression of the CRF response is completed by the inhibition kernel with the directional information, and the luminance channel output is selected by the linear X cells' response and the nonlinear Y cells' response in the V1 visual cortex, based on the luminance contrast, and the luminance contrast is calculated by a local cosine weighted window (Section II.B.2). In the sparse coding layer (Section II.C), the suppression of image texture information is enhanced by introducing a sparse coding mechanism, and the sparseness measure of the center point is calculated by the pixels in a fixed window. Finally, based on the complementary characteristics of color and grayscale information, using the response energy and direction information of the color channel and luminance channel to calculate the fusion ratio of the color channel response and the luminance channel response, and the two are combined to obtain the final contour output.
A. RETINAL/LGN LAYER RESPONSE
The retina is the first portal of visual information, commonly known as the peripheral brain. Retinal ganglion cells have various functions: some are sensitive mainly to the color information in an image and reflect the opponent features of the colors, whereas other cells are mainly sensitive to the grayscale information in an image and exhibit the characteristics of an excitatory center and an inhibitory surround in the receptive field. Because the function of the LGN neurons is similar to retinal ganglion cells, we divided the retinal/LGN layer into two different processing channels: a color channel response (Section II.A.1) and a luminance channel response (Section II.A.2).
1) COLOR CHANNEL RESPONSE OF THE RETINAL/LGN LAYER
Color is an important source of information in human visual perception and has an absolutely indispensable role in contour detection [18] , [28] . Reid and Shapley [35] reported that P cells and some retinal ganglion cells are color-sensitive neurons in the retinal/LGN layer of the macaque. Because they have the same (single opponent) physiological properties, we combine their processes of visual information into a response process. We define its expression as follows:
where is a minimum filter [48] of size 3 × 3; L = R + G + B; * denotes the convolution operator; G(x, y) is a circular two-dimensional Gaussian convolution kernel; and σ = 1.1 is the space standard deviation that determines the filter size.
Single-opponent cells combine color information in an unbalanced manner [28] . There are three main ways to combine color information: red-green, blue-yellow, and black-white. There are two opponent manners for each combination, i.e., red-green with R-on/G-off (or R+G-) and G-on/ R-off (or G+R-); blue-yellow with B-on/Y-off (or B+Y-) and Y-on/B-off (or Y+B-); and black-white with D-on/L-off (or D+L-) and L-on/D-off (or L+D-). There are six results in the single-opponent response, expressed as follows:
where lm ∈ {RG, GR, BY ,YB, DL, LD} represents two single-opponent modes of three color information combinations (red-green, blue-yellow, and black-white) and ω = 0.9 is the imbalanced connection weight of two color opponents.
2) LUMINANCE CHANNEL RESPONSE OF THE RETINAL/LGN LAYER
The M cells and some retinal ganglion cells are grayscalesensitive neurons in the retinal/LGN layer of the macaque [35] that respond independently to grayscale information and pass it to the visual cortex V1. Because they also have the same physiological characteristics, we combine them into one process. The process can be described by models that simulate cat X and Y cells. Enroth-Cugell and Robson [49] showed that X cells exhibit linear spatial summation characteristics and are always associated with X neurons of the LGN. Because of the presence of nonlinear subunits, Y cells exhibit nonlinear spatial summation characteristics and are always associated with Y neurons of the LGN. The receptive field of X cells can be expressed by a difference between two Gaussians model [50] , while the receptive field of Y cells can be expressed by a nonlinear model [51] .
First, we give the response E X (x, y) of the X cells for the grayscale information, written as follows:
where I gray (x, y) represents the greyscale image; G Xc (x, y) describes the center mechanism, which is expressed as excitatory effect; and G Xs (x, y) describes the surround mechanism, which is expressed as an inhibitory effect. The size of the center mechanism is determined by k x1 σ X = k x1 σ , and k x2 σ X controls the size of the surround mechanism. In general, k x1 < k x2 , according to the biology theory and the test experiments, we set k x1 = 1 and k x2 = 4,α X = 0.2 indicates the inhibitory strength of the center-surround. The response of the Y cells to the grayscale image exhibits nonlinear rectification characteristics, while the rectification characteristics are mainly derived from the contribution of nonlinear subunits. The receptive field of Y cells is larger than that of X cells, and the size of the subunits is approximately equal to the center size of an X cell [52] . The subunits are small, but the coverage area is large, and many subunits have the same symbolic contribution to the center mechanism in the detection process [53] . In this paper, we consider that each pixel corresponds to the center of a subunit, and the rectification property of the subunit is simulated by a Gaussian function. The response process of Y cells usually appears as an LNL cascade form, i.e., a linear excitatory response (center), nonlinear rectification (subunit), and linear inhibitory response (surround) [52] .
The linear excitatory response U Yc (x, y) of the center mechanism is obtained by convolving the grayscale image I gray (x, y) with the two-dimensional filter G Yc (x, y), written as follows:
where σ Y = k XY σ X determines the center size of the Y cells.
Because the receptive field of the Y cells is usually greater than that of the X cells, we change the receptive field size of the Y cells by the coefficient k XY = √ 3 according to the biology theory and the test experiments.
The nonlinear rectifying properties of Y cells are contributed by many subunits, so we consider that each pixel corresponds to the existence of a subunit in a finite-size region S xy , and the final response U Yu (x, y) is obtained by summing the contribution of each subunit:
where * represents the convolution operator, I S xy (m, n) represents the image information in the window S xy centered on (x, y) in the U Yc (x, y), σ u = σ X is the spatial standard deviation of the subunit size, according to the results of the experiments, we set r s = 12·σ Y , which is the radius of S xy , and N is the number of pixels in the I S xy (m, n).
Because the surround mechanism of Y cells mainly exhibits linear inhibitory properties, the response E Y (x, y) of Y cells for the grayscale image can be represented by U Yu (x, y) and surround inhibitory responses:
where k Y σ Y controls the surround mechanism size of the Y cells. According to the biology theory and the results of the experiments, we set k Y = 4 and α Y = 0.2 to indicate the inhibitory strength of the Y cells.
B. V1 LAYER RESPONSE
The V1 visual cortex is the initial integrated unit of image information. The V1 neurons process the color channel response and the luminance channel response of the retinal/LGN layer independently and then integrate them to obtain the stimulus response of the image through an information integration mechanism. This stimulus response can be used as an input to the more advanced visual cortex.
1) COLOR CHANNEL RESPONSE OF THE V1 LAYER
The color information response of the retinal/LGN layer is passed to the primary visual cortex. In the V1 layer, the receptive field of color-sensitive neurons can be modeled as the first derivative of a two-dimensional Gaussian with directional selectivity:
where γ = 0.5 is the spatial aspect ratio that determines the ellipticity of the receptive field. The rotation angle θ determines the preferred direction of the receptive field. The receptive field of V1 neurons is usually larger than that of retinal ganglion cells [54] , so we set the spatial standard deviation that determines the size of the V1 neuron receptive field as k v1 · σ , and we set k v1 = 2.1 according to the test experiments.
The double-opponent response DO lm (x, y;θ i ) of the orientation selective is convoluted by the single-opponent response SO lm (x, y) and the orientation selective two-dimensional kernel V (x, y;σ, θ i ):
where N θ = 12 is the number of angles, in the range of [0, π) , into which the preferred direction of the receptive field is divided equally. We then use the maximum method to obtain the optimal response DO lm (x, y) of each color channel DO lm (x, y;θ i ) and the corresponding optimal directionθ lm (x, y): DO lm (x, y) = max(DO lm (x, y;θ i ) |i = 1, 2, . . . ,N θ ), (17) θ lm (x, y) = θ k , k = argmax {DO lm (x, y;θ i ) | i = 1, 2, . . . ,N θ } .
2) LUMINANCE CHANNEL RESPONSE OF THE V1 LAYER Some V1 neurons process the grayscale information response of the retinal/LGN layer further and respond strongly to special orientation stimuli. Their receptive fields can be divided into a classical receptive field (CRF) and a non-classical receptive field (nCRF). The CRF is characterized mainly by excitatory effects, while the nCRF is characterized mainly by inhibitory effects [19] , [20] . The physiological properties of the CRF are usually modeled by the Gabor filter [19] or the first derivative of a two-dimensional Gaussian function [26] . We chose the latter method to convolve the linear response E X (x, y) of X cells and the nonlinear response E Y (x, y) of Y cells to obtain CRF responses in all directions, expressed as follows:
where m ∈ {X , Y }, V m (x, y;σ m , θ i ) is calculated using Eq. (13) and θ i , indicating the preferred direction of the receptive field, is obtained using Eq. (16) . We use the maximum method to obtain the optimal responseR m (x, y) and the corresponding optimal directionθ m (x, y) of the CRF response with the X/Y cells:
The texture information of the response energyR m (x, y) is suppressed utilizing the suppression properties of nCRF and the optimal orientation of each pixels, and the stimuli response Res m (x, y) of the grayscale information in the V1 is obtained as follows:
DG (x, y;σ m , ρ)
where · 1 is the L 1 norm, W m (x, y) is the difference of two Gaussians, which mainly describes the response characteristics of non-classical receptive fields. According to the experiments and the biology theory, we set β = 0.2, which is the center (CRF)-surround (nCRF) inhibitory intensity of the X/Y cells,x = xcosθ m + ysinθ m ,ỹ = −xsinθ m + ycosθ m ,θ m is the optimal direction of the point (x, y), H (z) = max(0,z), and the values ρ 1 = 4 and ρ 2 = 1 control the size of nCRF and CRF, respectively. The contrast sensitivity of Y cells is higher than that of X cells [51] , [53] , while the contrast sensitivity is mainly determined by the local luminance contrast. The lower the luminance contrast is, the higher the contrast sensitivity is, and conversely, the higher the luminance contrast is, the lower the contrast sensitivity is. The local luminance contrast C(x, y) is calculated as follows [26] :
where S xy is a window of 11 × 11 pixels, (x i , y i ) is the ith pixel of S xy , and L(x, y) is the local luminance information of S xy and is calculated as follows:
where ε = (x i ,y i )∈S xy ω(x i , y i ), and ω (x i , y i ) = cos( π √ (x i −x) 2 +(y i −y) 2 5 + 1). Based on the high contrast sensitivity of Y cells and the low contrast sensitivity of X cells, according to the test experiments, we set a luminance contrast threshold T c = 0.25. If the luminance contrast C(x, y) of point (x, y) is less than T c , then the luminance channel response Re gray (x, y) is contributed by the Y cells, otherwise contributed by the X cells, described as follows:
Note that the luminance contrast C(x, y) needs to be linearly normalized to [0, 1].θ gray (x, y) is the optimal direction corresponding to the response Re gray (x, y) , which is obtained by combining Eq. (21) with the judgment mechanism of Eq. (27) .
C. TEXTURE SPARSENESS CONSTRAINT
The outputs obtained using Eqs. (17) and (27) usually have a number of undesired responses that are further suppressed by introducing spatial sparseness constraints [28] . The response characteristics of V1 neurons can be better explained by sparse coding, which can be obtained as follows:
where e p (x, y) ∈ DO lm (x, y) , Re gray (x, y) , i.e., p ∈ {lm, gray} represents the respective opponent response of the color channel and the stimulus response the luminance channel; h p (x, y) is a partial-gradient-magnitude histogram of each channel centered on (x, y); n is the dimension of h p (x, y) ; the local region is a 25 × 25-pixel square window; · 1 is the L 1 norm,; · 2 is the L 2 norm; mean h p (x, y) is the average of h p (x, y); and min represents the minimum of both.
We multiply the response e p (x, y) by the sparse measure sm p (x, y) to obtain the maximum response O color (x, y) of the color channel and the maximum response O gray (x, y) of the luminance channel:
The final contour responseÔ (x, y) is obtained by proportionally merging the response O color (x, y) of the color channel and the response O gray (x, y) of the luminance channel, expressed as follows:
λ (x, y) = cos 2 (θ cg (x, y)) π (1+mean{O color (x, y) ,O gray (x, y)})
,
whereθ cg (x, y) is the difference between the direction θ color (x, y) of the color channel and the directionθ gray (x, y) of the luminance channel, i.e.,θ cg (x, y) =θ color (x, y) − θ gray (x, y).θ color (x, y) is obtained from Eqs. (18) and (29) . mean{O color (x, y) ,O gray (x, y)} represents the mean of the corresponding positions.
III. EXPERIMENT AND DISCUSSION
For convenience of comparison, we performed nonmaximum suppression processing on the contour maps of all outputs [19] . We used the F-measure method [7] , based on three criteria-the optimal scale for the entire dataset (ODS) and per image (OIS) and the average precision (AP)-to evaluate the performance of our model on the Berkeley segmentation dataset (BSDS300/500), the NYUD dataset and the MBDD dataset. We used the tolerance parameter value maxDist = 0.0075 in the BSDS, NYUD and MBDD datasets experiment.
A. BSDS DATASET EXPERIMENT
The color channel (P) mainly responds to color information, while the luminance channel (M)'s two sub-channels (the linear X channel and the nonlinear Y channel) mainly respond to grayscale information. In the process, the neurons of the retinal/LGN layer respond independently to the color and grayscale information of the image. The V1 neurons further process the response energy, and the preliminary contour output is obtained by the action of the fusion mechanism. In Fig. 2 , we use an image to illustrate the processes used in the detection model. The color channel process and the luminance channel process in the figure illustrate different responses of the neurons at each hierarchical level to the image information. For the color channel response (the P-channel response), we use the method of the maximum for each response layer (the method that introduces Eq. (17) when it extends in that direction) to obtain the maximum energy response at each position. For the luminance channel response (the M-channel response), we use the method expressed by Eq. (27) in each response layer (the method that introduces Eq. (20) when it extends in that direction) to obtain the maximum energy response at each position. The fusi1on output of the information coding layer (section 2.3) is the method described by Eq. (31).
To illustrate the contribution of each channel (the color channel and the luminance channel) to the response process, we randomly selected three representative images from the BSDS300 dataset to test the model's detection performance. Figure 3 shows the effect of the contour extraction of the color channel (P) for the color information, the effect of the contour extraction of the luminance channel (M) for the grayscale information, and the detection effect of the proposed detection model (P+M). It can be seen that in different images, the contribution of the color channel may be greater than the luminance channel or may be less than the luminance channel, which indicates that both color and grayscale are important features in contour detection. However, the current biologically inspired contour detection model only considers one of the characteristics at a time, which results in an artificial loss of effective image information, thereby reducing the effect of contour extraction.
Because the luminance channel mainly addresses grayscale information, many contour detection models based on gray cues give primary consideration to the physiological characteristics of X cells and less considerations to those of Y cells. Simplification of the detection model may result in incomplete image information acquisition. The problem, whether it is protection of the target contour or suppression of texture information, will diminish the detection performance of the target contour. Table 1 lists the quantitative results obtained with our model (MCH (only M)) for the grayscale images of the BSDS300/500 dataset, using only the luminance channel mechanism, without the color channel mechanism, and compared with other grayscale-based contour detection models [19] , [26] , [55] . Figure 4 shows the results for the four images with these contour detection models. The results show that our proposed MCH (only M) (F = 0.63) is more robust than the other grayscale-based detection models. Compared with the MCI model, our MCH (only M) uses only the cues of the grayscale and luminance contrast. MCI not only uses the grayscale and luminance contrast but also introduces the luminance and direction information of the image, and the suppression weight of the modulation inhibition term is combined to achieve better performance. Table 2 presents the quantitative results obtained with our model (MCH) and several other of the most advanced models, tested on the BSDS dataset (BSDS300/500). The results show that the ODS of our model in the BSDS300 is 0.68 and that the BSDS500 is 0.70. Compared with the SED model, our model's effect is slightly worse, but the SED model considers the physiological characteristics of the V2 visual cortex and introduces a feedback mechanism. If the SED does not consider feedback, its ODS is only 0.67 (SED (No feedback)) in [19] , MCI [26] , and CSLCM [55] ). Obviously, the linear X response and the nonlinear Y response jointly improve the performance of the grayscale-based contour detection model. the BSDS300, and if the V2 response is not considered, its ODS is only 0.66 (SED (only V1)), which is about 2% lower than that of our MCH model (F = 0.68) under the same conditions (Retain-LGN-V1), as shown in Fig. 5 . Figure 6 shows a qualitative comparison of experimental results obtained with some bionic detection models based on color information.
It is worth noting that some machine learning models that rely on training data usually require more information and that they sometimes achieve poor results for specific images. Figure 7 shows three examples. Compared to Pb [7] and gPb [11] , based on machine learning methods, it is clear that for some images our model achieves greater texture suppression and retains more contour information. We have marked a few examples-for instance, the contour of the part marked by the red oval is enhanced, and the texture suppression of the part marked by the blue rectangle reflects better results. Although there are still many textures in the image in the second line, the integrity of the contour is also improved, thus ensuring a better F-measure. Furthermore, the performance of the proposed detection model is slightly lower than the deep learning-based models; however, the convolutional neural networks often require a large amount of label data for supervised learning, which leads to their dependence on the training dataset.
B. NYUD DATASET EXPERIMENT
To test the performance of our model (MCH) further, we performed the same quantitative experiments on the NYUD dataset and compared the results with those obtained with some biologically inspired models. Figure 8 shows the P-R curves for CO [27] , SCO [28] , SED [18] , and the proposed model (MCH). Figure 9 shows several renderings obtained with the detection models.
It can be seen that for the NYUD dataset, the performance (i.e., ODS) of the SED model and the SCO model are basically the same and that that of the proposed model is approximately 1% higher than that of the SCO model and the SED model and approximately 2% higher than that of the CO model. These results show that the performance of the SED model depends mainly on the physiological characteristics of the V2 layer and the feedback of the V2 layer to the V1 layer. The experimental results for the NYUD dataset show that the performance of different detection models may be different for different datasets, and that the proposed model can achieve good detection performance for either the BSDS dataset or the NYUD dataset, which demonstrates that our model is more applicable to various image datasets than comparable models.
C. MBDD DATASET EXPERIMENT
The MBDD dataset comprises short binocular video sequences of natural scenes. This dataset contains 100 challenging scenes, where each image is of 1280×720 pixels, and two sets of hand-annotations are provided: one for object boundaries, and the other for lower-level edges.
We have presented the results of the proposed model along with three color-based algorithms in Table 3 . We can observe that the proposed model is capable of obtaining better detection results. For the object boundaries, the ODS is 0.71, and for lower-level edges, the ODS is 0.83. Notably, the parameters of the methods considered are the same as those in the original text, and the code is provided by the original author. 
D. COMPUTATIONAL COMPLEXITY
We have detailed the average computational time of some algorithms on the BSDS500 in Table 4 . By principle, the proposed model should have extremely low computational cost. Interestingly, the computation time in the MATLAB implementation of MCH is longer than CO and SCO, and shorter than SED. After a careful analysis of the different components of the proposed model, we found that it is probably because the proposed model is divided into two processing channels (P and M), and the M channel is further divided into linear X processing and non-linear Y processing. Additionally, the optimal direction of each pixel is combined in texture suppression. The imfilter function of MATLAB is substantially slower when the image is convolved with a directional elliptical DoG kernel. The SED model not only considers four receptive surrounds, but also combines the response of V2 visual cortical neurons and feedback connections, and the MCH model therefore requires less computational cost in comparison. Notably, although the computational cost of the proposed model is higher, it still obtains better contour detection results.
IV. CONCLUSION
In this paper, we propose a contour detection model inspired by the information response mechanism of biological visual systems. The color information (color channel) and grayscale information (luminance channel) of an image are processed in a targeted manner. Some retinal/LGN neurons reflect the single-opponent properties of the color information, and some retinal/LGN neurons reflect the linear and nonlinear response characteristics of the grayscale information. The directional neurons in the V1 visual cortex reflect the double-opponent properties of the color information and the excitatory-inhibitory (center-surround) properties of the grayscale information. Our main conclusions can be summarized as follows:
(1) Our model, which considers both the linear and nonlinear responses of grayscale-sensitive cells, in contrast to grayscale-based biomimetic contour detection models (which only consider linear X cell response), effectively enhances the protection of the target contour and the suppression of texture information. (2) By introducing a parallel information response unit (a color channel response based on image color information and a luminance channel response based on image grayscale information), thereby combining the optimal direction of each pixel and the complementary nature of the image information, the combined weights of the color channel response and the luminance channel response are calculated to obtain the final contour response, based on the dual features of color and grayscale. In the work described in this paper, we have only attempted to establish a bottom-up contour detection model. It is obvious that the proposed model is not complete: only a simple feedforward frame from the retinal/LGN neurons to the V1 visual cortex is considered. Physiological experiments [56] have shown that LGN neurons receive more feedback signals from the visual cortex, and this feedback mechanism is significantly more complex. Information feedback is an important topic that requires additional research. In our framework, more is reflected in the process of information feedforward and ends in the V1 visual cortex. We performed some experiments on the BSDS, NYUD and MBDD datasets and compared our results with those obtained with some of the most advanced detection models. The experimental results show that our model's performance compares quite well with the performance of other non-learning biomimetic models [18] , [28] and even some machine learning-based models.
In fact, our current work is only a simple component of the information processing mechanism of a visual system. The multi-hierarchical crossover mechanism of such a visual system has many extremely interesting physiological characteristics that merit additional research. For example, how does the information feedback between the V1 visual cortex and the LGN layer function? How does the more advanced region of the visual cortex effectively integrate color and grayscale information? In addition, possibilities exist for interactions between different regions, and higher-level interactions promote lower-level interactions [57] . It is also worth examining the information transmission of the feedforward process versus the information modulation of the feedback process. In summary, all of the complex mechanisms of biological visual systems are worthwhile subjects of future research to improve the robustness of contour detection models. 
