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ABSTRACT
In the past decade, the popularity of the Internet and digital cameras has led to a
flourishing of images and videos. Surveillance videos are increasing explosive-
ly with the huge amounts of surveillance cameras. Compared with traditional
datasets in computer vision, which host only thousands of images, these large-
scale datasets in the era of the Internet have grown beyond the wildest imagi-
nation, and posed a serious challenge for visual recognition and detection. To
handle the challenge of visual recognition in complicated scenarios, we that a sin-
gle feature is not enough to distinguish web-scale visual concepts. Accordingly,
this dissertation proposes to combine heterogeneous features for different visu-
al recognition tasks. We first develop a machinery called Heterogeneous Feature
Machines to effectively fuse multiple types of visual features. In addition, we real-
ize that in specific applications such as consumer photo annotation or surveillance
action detection, there are also specific cues which are helpful for visual recogni-
tion tasks. We consider three scenarios: (1) consumer photo recognition, where
we explore the use of metadata such as time and GPS, (2) Web image searching
and annotation, where we combine both user tags and network information for
visual applications, and (3) action detection in videos, where the spatial-temporal
coherence is combined with multiple visual features for detection tasks. We be-
lieve heterogeneous feature fusion is useful in a wide range of applications and
merits research efforts in this promising direction.
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CHAPTER 1
INTRODUCTION
Visual phenomena are very complex. There is an old saying that “a picture is
worth a thousands of words.” To capture the rich semantics and varieties of vi-
sual signals, many researchers have proposed many types of visual features, for
example, contour geometry [1], texture [2], color moment [3], Histogram of Ori-
ented Gradients [4], GIST [5], scale-invariant feature transform [6], maximally
stable extremal regions [7], shape context [8] and Local Binary Pattern (LBP) [9].
Different features describe different aspects of the visual characteristics and are
complementary to each other. It is difficult to find a single feature which can
perfectly represent an image or video for all applications.
With the development of social networks and online media websites, we are
now facing visual information in an even richer context than before. For example,
Facebook hosts 15 billion photos, at a rate of 220 million new photos per week.
YouTube hosts more than 100 million videos and serves 1 billion video requests
per day. These images or videos are associated with dates, locations, user tags,
network links, etc. How to efficiently explore those metadata will be attractive for
many social media mining tasks.
Fusing different features for visual recognition is closely related to the ensem-
ble methods in classical statistics and machine learning communities. It will be
useful to review these existing techniques before discussing our solutions. Next
we will go through four popular models: Bayes optimal classifier, Multiple Ker-
nel Machines, Bagging, and Boosting, and then we will explain the challenges to
apply these models for visual recognition.
The Bayes optimal classifier is the ideal ensemble to combine multiple mod-
els [10]. Suppose we have multiple hypotheses {h1, h2, · · · }; the Bayes optimal
classifier can be expressed by:
y = argmax
c
∑
hi
P (c|hi)P (x|hi)P (hi),
1
where P denotes the probability, c is the possible classes, y is the prediction, and
x is the training data. The hypothesis represented by Bayes optimal classifier,
however, cannot be practically useful except for some very simple cases. The rea-
sons for this impracticality is three fold: first, most interesting hypothesis space is
too large to enumerate, which means argmax is difficult to compute; in addition,
computing an unbiased estimate of P (x|hi) is non-trivial; last, reliable estimation
of the prior p(hi) is rarely feasible.
Multiple Kernel Learning (MKL) [11–14] is a popular method in recent ma-
chine learning community which combines different kernels using a weighted
summation
K(xi,xj) =
∑
m
wmKm(xi,xj). (1.1)
In MKL, the weight wm for the mth feature does not depend on x and remains
the same across all the samples. Consequently, such a linear weighting approach
has a restricted fusion capability and would fail to describe possible nonlinear
relationships among different types of features.
Bootstrap aggregating (Bagging) [15] is a popular statistical model which ran-
domly samples subsets of the training set and trains multiple models indepen-
dently on every subset. Bagging is very useful in that it significantly reduces the
variation of the estimation. However, it might not be a good choice for visual
feature fusion since it assigns each model with equal weights and hence decreases
the accuracy.
The last model we are going to discuss is Boosting, which is an additive mod-
el to combine multiple weak learners. There are many variants of boosting al-
gorithms, including Adaboost [16], RealBoost [17], LogitBoost [18], and Any-
Boost [19]. Boosting works best when working with multiple uncorrelated weak
classifiers [20]; however, it might suffer from noisy samples.
Despite these algorithms, the problem of visual recognition has its own u-
nique challenges which could not be addressed by previous works. To handle
those unique challenges we need to either extend the current work or develop new
techniques for specific applications.
• Visual features are usually of different metrics, and it is not an easy task to
find a good normalization strategy for different features.
• The number of different visual features is usually small, while traditional
Boosting or Bagging requires a large pool of the weak learners.
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• Traditional studies overlook the metadata associated with images or videos,
and how to utilize those metadata is still an open problem.
• The labels provided by Internet users are usually noisy and ambiguous, and
it is not clear how to effectively use those noisy data.
• The visual datasets crawled from social media website are usually huge. For
example, Flickr and Facebook host 5 billion and 20 billion images respec-
tively. We need to design an efficient computing paradigm to handle visual
features on such a large scale.
In the following chapters, we will present solutions for these problems in
different scenarios. In Chapter 2, we will present Heterogeneous Feature Ma-
chines, which generalizes the traditional MKL models by introducing data depen-
dent weights to fuse different visual features. We will then study video action
features in Chapter 3. In Chapters 4 and 5 we will focus on social media with
metadata and noisy tags. Chapter 6 will be devoted to analyze network structure.
We conclude our studies in Chapter 7. In the appendixes, we will report on t-
wo promising studies: (1) Geophoto Memex for geotagged social media mining,
(2) using MapReduce for large scale data processing. The publication list is also
provided as a summary of the research work during the author’s PhD study.
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CHAPTER 2
HETEROGENEOUS FEATURE MACHINES
2.1 Problem Formulation
As one of the most popular machine learning tools, kernel machines (KMs) such
as support vector machines, kernel discriminant analysis, and kernel partial least
squares regression are extensively used for recognition tasks. In KMs, the input
data is implicitly embedded into a high dimensional (or infinite dimensional) s-
pace by a nonlinear mapping. Linear functions in the transformed kernel space
correspond to a rich class of nonlinear functions in the original data space, which
form the so-called reproducing kernel Hilbert space (RKHS). Most of the KMs,
including the popular support vector machines model, consider the classification
function f(x) which minimizes
min
f
L(f) + λR(f), (2.1)
where L(f) denotes the empirical loss over the training samples, λ is a tuning
parameter, and the regularization term R(f) is usually a monotone function of the
RKHS norm of f . By the representer theorem [21], the solution of (2.1) takes the
following form:
f(x) =
N∑
i=1
αiK(x,xi), (2.2)
where α’s are the kernel regression coefficients and K(·, ·) is the kernel function
that represents the inner product between x and xi in the kernel space.
Despite its success in various applications, the classic KM approach encoun-
ters some limitations in handling multiple types of features. Such limitations were
not recognized in problems concerned with only a single type of observation, such
as in text analysis and computational biology. However, for complex visual recog-
nition tasks, a subject is often associated with multiple visual observations, which
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can be either global features (e.g., shape, texture, color moment [3], HOG [4],
and GIST [5]) or local features (e.g., SIFT [6], MSER [7], shape context [8], , and
Local Binary Pattern (LBP) [9]). Different features describe different aspects of
the visual characteristics and are complementary to each other.
Classic kernels functions, such as the linear, polynomial and Gaussian kernel
functions, are based on a single similarity metric. In practice, however, different
features demand different metrics; for example, Euclidean distances are often used
as a similarity measure for global color histograms, while spatial matching kernels
[22] has been widely employed for local SIFT descriptors. It is difficult to choose
a distance or similarity metric appropriate for all features. Therefore, how to
handle heterogeneous features becomes an important problem in computer vision.
A common approach to fusing multiple features is to use different kernels for
different features and then combine them by a weighted summation
K(xi,xj) =
∑
m
wmKm(xi,xj), (2.3)
which is called multiple kernel learning (MKL) [11], [12], [13], [14], [23]. In
MKL, the weight wm for the mth feature does not depend on x and remains the
same across all the samples. Consequently, such a linear weighting approach has
a restricted fusion capability and fails to describe possible nonlinear relationships
among different types of features.
In this chapter, we propose a novel approach to handling multiple features.
Suppose we have a collection of samples {xi, yi} with 1 ≤ i ≤ N . Each yi de-
notes the label of a sample, and the feature vector x = [x1,x2, ...xM ] is composed
by M features total, where each feature xmi is a multivariate vector. For each
feature m, the similarity metric between two samples is represented by sm(x, z).
Then we model the classification function by
f(x) = β0 +
N∑
i=1
M∑
m=1
βmi s
m(x,xi), (2.4)
where βmi is the kernel regression coefficient associated with the ith sample and
the mth feature. The new model provides a flexible way to fuse multiple fea-
tures, where the fusion weights are formulated as part of the kernel regression
coefficients and will be adaptively estimated from the data. Instead of having a
global set of fusion weights to balance the contribution of each feature, our model
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has data-dependent weights and therefore leads to a nonlinear fusion of multiple
features. Since our new model (Eq. 2.4) is designed to integrate heterogeneous
features, we call it a Heterogeneous Feature Machine (HFM).
We illustrate the motivation for employing a flexible, sample-dependent weight-
ing scheme in Figure 1. A visual event such as a tennis game concerns multiple
visual characteristics (e.g, color, MSER, HOG, and SIFT). Note that the impor-
tance of a feature varies from one sample image to another. From a distant court
view, the background of the tennis court provides most of the cues for classifi-
cation and thus the color feature is the most important. On the other hand, for a
close-up, the player’s body figure contains most of the information and thus shape
features become relevant. To model highly varied influence of different features, it
is advantageous that the features are combined in a nonlinear fashion. In addition
to a flexible weighting scheme, we intend to reduce the effects of outlier samples
and exclude features related to the irrelevant samples. In Figure 1, the photo in
which the tennis star Sharapova kisses the US Open trophy should not contribute
features to the event model, as indicated by the blank box, because it does not
exhibit any typical characteristics of a general tennis event.
The challenge posed by the flexibility of our machine is the large number of
parameters we need to estimate. To reduce the model complexity and computation
burden, we employ a novel regularization called group LASSO [24] in the final
cost function. Different from the traditional l2 norm regularization used in SVM
or l1 norm used in sparse coding approach [25], the group LASSO is designed
specially for grouped coefficients and induces shrinkage and variable selection at
the group level. In our model, it regularizes multiple features simultaneously to
capture different characteristics of the same objects.
The remainder of this chapter is organized as follows. In Section 2.2, we
present the heterogeneous feature machine as a flexible model for multiple fea-
tures. In Section 2.3, we develop an efficient learning algorithm for parameter
estimation. In Section 2.4, we discuss the difference and connection with respect
to related work, and particularly draw contrast between HFM and KMs. Section
2.5 and Section 2.6 show the experimental results in recognizing events from im-
ages and actions from videos, respectively. The conclusions are given in Section
2.7.
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2.2 A Model for Heterogeneous Features
To consider the HFM defined in Eq. (2.4), we group the similarity measures and
regression coefficients associated with each sample as
si(x) = [s
1(xi,x), s
2(xi,x), ..., s
M(xi,x)]
T (2.5)
and
βi = [β
1
i , β
2
i , ..., β
M
i ]
T , (2.6)
which are both M-dimensional vectors. Then (2.4) can be written as
f(x) = β0 +
N∑
i=1
βTi si(x). (2.7)
To solve f(x), we minimize a loss function consisting of two parts: loss and
regularization. We choose our loss to be negative log-likelihood from a logistic
regression, where the log-likelihood is
L(β) =
∑
i
log
exp(yif(xi))
1 + exp(f(xi))
. (2.8)
The logistic loss is appealing because: (a) besides producing a hard classifi-
cation result, (2.8) also offers an elegant estimate of the posterior probability
p(x) = ef/(1 + ef ), while the traditional SVM scores are not reliable for mea-
suring probability; and (b) the logistic loss function is differentiable, which is
preferred for optimization. We will show in the later sections that such a loss
function gives rise to an efficient learning algorithm.
Note that Eq. (2.8) holds only for two-class problems where yi = 0 or 1. Since
logistic loss can be extended to multiple classes, our model can be generalized to
handle multiple-class problems. In this study, we only consider problems of two
classes or a small number of classes, where we use a one-vs.-all approach to obtain
classification results.
Due to the large number of parameters, directly minimizing the logistic loss
will cause an overfitting problem. To learn a sparse classifier, we employ the
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group LASSO regularization, with which the cost function becomes
Cgroup = −L(β) + λ
N∑
i=1
||βi||2, (2.9)
where λ is a tuning parameter and || · || denotes the l2 norm. Note that the reg-
ularization term λ
∑N
i=1 ||βi||2 uses the l2 norm within a group and the l1 norm
between groups. Recall that the classic l2 norm imposes soft shrinkage on the
regression coefficients, while l1 norm yields sparse solutions by shrinking some
of the coefficients to zero. The combination of these two norms in group LASSO
leads to a sparse constraint at the group level. In other words, for a noisy sam-
ple, all the corresponding M coefficients βi = [β1i , β2i , ..., βMi ] will be set to zero.
Only the discriminant samples with nonzero β contribute to the final classifier.
In the remainder of this chapter, we refer to those samples as support samples by
analogy to support vectors in SVMs.
2.3 Learning Algorithm
Considering the computational burden, the model in (2.9) calls for a new, more
efficient algorithm. In this work, we developed an efficient algorithm to solve
our optimization problem in (2.9), using the block Co-ordinate Gradient Descent
(CGD) method of Tseng and Yun [26] to find the optimal solution. Their method
has been employed by Meier et al. [27] for solving group LASSO constraints in a
different context.
Since the group LASSO regularization term is not differentiable everywhere,
it is hard to minimize (2.9) directly. However, since the regularization term can
be separated into smaller groups, Tseng and Yun suggest the optimization proce-
dure can be taken in a group-wise way. For simplicity, we outline the group-wise
optimization framework in Algorithm 1 and explain the detailed algorithm in the
remainder of this section.
A quadratic expansion was suggested in [26] to approximate the original cost
function Cgroup:
Cgroup ≈ −
(
L(β) +∇LTd+
1
2
dTHd
)
+ λ
N∑
i=1
||β + di||2,
where L(β) represents the first item in eq. (2.9), and H is a diagonal matrix which
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Algorithm 1 : Outline of group-wise optimization.
1: do iteration t = 1, 2, ...
2: for each group i do
3: find the optimal βt+1i to update βti
4: end for
5: stop if the optimization is converged.
Output: Obtain the classification function f with parameters (β0,β1,β2, ...).
approximates the Hessian ofL(β) with the form of H = diag(h1I1, h2I2, ..., hNIN ),
where
hi = max[diag(−∇
2
iiL), 10
−3]. (2.10)
The quadratic approximate is easier to minimize than (2.9). For each group,
we minimize the following equation iteratively:
Ci = −
(
L(βt) +∇iL
Tdi +
1
2
dTi Hidi
)
+ λ||βti + di||2. (2.11)
By considering (2.11), we can obtain the solution for each group. When
||∇iL(β)− hiβi||2 ≤ λ, it is straightforward to update βti by
βt+1i = β
t
i + di = 0. (2.12)
Otherwise,
di = −
1
hi
[
∇iL(β)− λ
∇iL(β)− hiβi
||∇iL(β)− hiβi||2
]
, (2.13)
Then the parameter is updated by βt+1i = βti + αtdti, where αt is the step size.
Using the line search approach [28], αt should be the largest value in {α0δl},
l ≥ 0 such that
Ci(β
t
i + α
tdi)− Ci(β
t
i) ≤ σα
t||∇Ci||, (2.14)
where ||∇Ci|| = −dti∇L(βt) + λ(||βti + di||2 − ||βti||2).
After observing (2.13) and (2.14), we can see that we need to compute L(β)
and ∇iL(β) many times in minimizing Ci. This can be costly, especially when
there are a lot of groups. Next we discuss a technique which can dramatically
improve the efficiency of [27] and [26].
By defining s0(xj) = 1, we can write the likelihood as
L =
N∑
j=1
yj
N∑
i=0
βTi si(xj)−
N∑
j=1
log(1 + exp(
N∑
i=0
βTi si(xj))).
9
We can observe that the computation of
∑
i β
T
i si(xj) involves N2 multiplications
and N + 1 additions. Our trick is to introduce a matrix Z = [Z(i, j)](N+1)×N ,
with Z(i, j) = βTi si(xj). Since the CGD approach minimize the cost function in
a group-wise way, only the i∗th column of Z will be updated for group i∗. Then
the likelihood can be computed using
L =
∑
j
yj
(∑
i 6=i∗
Z(i, j) + βTi∗si∗(xj)
)
(2.15)
−
∑
j
log
(
1 + exp(
∑
i 6=i∗
Z(i, j) + βTi∗si∗(xj))
)
Now the computation of
∑
i β
T
i si(xj) is reduced to N multiplication with N + 1
addition. Similarly, the computation of ∇L can also be reduced by the use of Z.
Algorithm 2 summarizes the detailed algorithm.
Algorithm 2 : Efficient CGD solver.
1: Initialize β0 ∈ RM .
2: compute Z
3: do iteration t = 1, 2, ...
4: Compute Ht using (2.10)
5: for each group i
6: Compute L and ∇iL based on Z.
7: Get optimal dt from (2.12) and (2.13).
8: Get optimal αt using line search.
9: Set βt+1i = βti + αtdt.
10: update the ith column of Z
11: end for
12: stop if the optimization is converged.
Output: Obtain the classification function f with parameters (β0,β1,β2, ...).
After the parameters are learned, we can estimate the likelihood that a testing
sample belongs to a class by computing the probability p = ef
1+ef
and hence find
the most possible class label.
2.4 Comparisons to Related Works
In this section, we address the differences and connections between our model and
some recently developed KM algorithms, especially those dealing with feature
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selection.
There have been quite a few works that use linear weighting to combine mul-
tiple kernels, known as multiple kernel learning (MKL) [11] [12] [13] [14]. All
these works model the desired kernel matrix as a linear combination of simple
kernels. As shown in Eq. (2.3), the weight wm for the mth feature does not vary
by x and remains constant for all the samples.
The MKL approach differs from our model in three aspects: the loss function,
the regularization term, and the function space to which the classification function
f belongs. Theoretically, it may be attractive to use the simple linear combina-
tion (2.3) as in MKL since the underlying function space remains a reproducing
kernel Hilbert space (RKHS). However, such a framework excludes the use of
non-Hilbert-norm penalties, such as l1 or group l1, due to the fact that the Repre-
sentor Theorem would no longer hold. In contrast, we model f as a summation
of M functions, each of which is from a RKHS but their summation does not
correspond to a single RKHS. This is why we do not employ the kernel trick or
consider the dual problem, which are essential to SVM or MKL.
The advantage of HFM over MKL lies in the flexibility in combining features.
In our model, the weights of kernels vary from sample to sample, which in fact
amounts to a nonlinear fusion of the multiple kernel functions. The fusion scheme
of HFM is more general than that of MKL, and therefore can lead to a better per-
formance in practice. To demonstrate that, we compare HFM with SILP [13]
and SimpleMKL [14], both the state of the art of MKL. We chose the UCI liver
repository [29] to compare the classification accuracy among the three method-
s. Following [14], we employ both Gaussian and polynomial kernels, which are
constructed either on a single variable or on all the variables using the same pa-
rameters as in [14]. We use 70% of the samples for training and 30% for testing
and repeat the experiment 20 times. Table 1 compares the average accuracies of
SILP, simpleMKL, and our HFM with different tuning parameter λ. Our model
is consistently better than SILP and SimpleMKL, and our computational time is
comparable.
The MKL approach has been adopted by vision researchers. Varma and Ray
[23] and Bosch et al. [30] reported excellent recognition results on the Caltech
101 dataset. Like MKL, their methods keep the feature weights fixed across all
the samples. As future work, we plan to generalize our logistic loss to multiple
classes, and it would be interesting to compare the generalized HFM model with
their methods on problems with a large number of classes.
11
Recently, there has been growing interest on l1 norm regularization in the field
of machine learning. Roth [31] proposed a model named generalized LASSO,
which extends the l1 (i.e., LASSO) regression to the kernel setting:
C =
N∑
i=1
[
yi −
(
α0 +
∑
j
αjK(xi, xj)
)]2
+ λ||α||1. (2.16)
Another group of approaches is to combine SVM with l1 regularization [32],
which employs the following cost function:
C =
N∑
i=1
[
1− yi
(
α0 +
∑
j
αjK(xi, xj)
)]
+
+ λ||α||1. (2.17)
Instead of the least-square loss or hinge loss, our model uses a likelihood-based
loss function. Moreover, we employ a group LASSO regularization instead of l1
to handle both sparsity and multiple-feature fusion.
The l1 norm regression has also been studied in the field of remote sensing and
sparse coding (see [33] for a survey). For example, Wright et al. [25] and Mairal
et al. [34] both adopt the idea of sparse coding for feature selection on computer
vision problems. Their methods select a proportion of all the features and provide
a robust prediction when noise occurs in some of the feature dimensions, or when
part of the image is corrupted. In contrast, our model considers the noise at the
sample level, and selects a small set of discriminant samples among all the training
data. In addition, the work in [25] and [34] considers only a single type of feature,
while our model aims to efficiently fuse heterogeneous features.
2.5 Experiments
We tested our proposed method on two event databases: the Princeton sports event
dataset [35] and Jain’s Flickr sports event dataset [36]. The Princeton dataset was
collected from the Internet, and was later annotated thoroughly by Lotus Hill Re-
search Institute. There are eight sports categories in the dataset: bocce, croquet,
polo, rowing, snowboarding, badminton, sailing, and rock climbing. The num-
ber of images in each category varies from 137 to 250. In each image, there are
always one or more athletes, and the poses and sizes of these athletes differ sig-
nificantly. In this work, we take the same classification protocol setup as in [35]:
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For each event class, 70 randomly selected images are used for training and 60 of
the remainder images are used for testing.
The second dataset is collected by Jain et al. [36]. This dataset contains 2449
Flickr images mostly taken by amateur photographers, and often from a distance.
Unlike the Princeton dataset, this dataset focuses more on popular American s-
ports: baseball, basketball, football, soccer, and tennis. Following the protocol
of [36], we randomly select 50% of images for training, and the remainder 50%
for testing.
In our experiments, we employ the popular image features such as GIST [5],
Histogram of Oriented Gradients (HOG) [4], color moment [3], and Local Binary
Pattern (LBP) [9]. These features characterize different aspects of the images.
More specifically, GIST is built on the responses of Gabor filters to represent the
spatial structure of a scene, and HOG aims to model the distribution of intensity
gradients and edge directions, while color moments and LBP are used as measures
of colors and textures, respectively. In our work, each image is divided into 4× 4
tiled regions, and each region is represented by a specified feature vector. These
vectors are concatenated into a long vector and then normalized by the standard
deviation multiplied by the dimension of the feature. We use the Gaussian radial
basis function to measure the similarity between two images.
Since our model can effectively handle features with different metrics, we also
adopt Lazebnik’s spatial pyramid matching (SPM) [22] due to its proven effec-
tiveness. Spatial pyramid matching is a simple yet effective approach to compare
similarity between images. The idea is to partition the image into sub-regions,
and then compute the intersections of SIFT histograms [6] at different resolu-
tions. Suppose we have a sequence of resolutions 0, 1, .., L; then we have 2l
subregions for the lth resolution. Letting H li and H lj denote the histogram of
image i and image j in resolution l, we can compute the histogram intersection as
I(H l1, H
l
2) =
∑2l
r=1min
(
H li(r), H
l
j(r)
)
. Then the similarity between two images
is defined as
s(H1,H2) =
L∑
l=0
ωlI(H
l
1,H
l
2), (2.18)
where the weight is ωl = max
(
1
2L
, 1
2L−l+1
)
. The resulting similarity is normalized
within the range [0, 1].
We use the proposed HFM to combine multiple features for image classifica-
tion. Since our approach is not sensitive to λ, we fix it as 1e−5 instead of searching
for the best performance among a set of values. To show the effectiveness of our
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HFM approach, we compared with the classification results using random forests
and Bayesian net with the help of public software Weka [37]. We also compared
with SimpleMKL [14], but were surprised that the public code of SimpleMKL
performed poorly with the same visual features (below 50%) for some unknown
reason. A possible reason for that is that the public code SimpleMKL requires
each feature dimension to be of zero mean and unit variance, which is hard for
visual matching kernels like SPM.
On the Princeton event dataset, the original authors built generative models
considering the events themselves, as well as the scenes and objects associated
with the events. Several variations of their basic model were evaluated in [35],
among which the model with objects and scenes was reported to be the best. Note
that their approach requires thorough annotation of the photos in terms of scenes
and objects. In contrast, our model builds a discriminant model and only needs
the event labels. As shown in Table 2, our HFM outperforms all the models in
[35] by significant margins. It shows that by combining heterogeneous features,
HFM not only improves the recognition accuracy, but also eliminates the burden
of acquiring detailed annotation for training the models.
Table 3 compares the performance of HFM with the previous work by [36].
Jain et al. present a model named Selective Hidden Random Fields (SHRF) by
generalizing the popular conditional random field model. They showed that SHRF
outperformed the performance of classic SVM and was the state-of-the-art algo-
rithm on their dataset [36]. Our HFM approach improves the recognition accuracy
from 65.3% to 72.3%.
We also compared the accuracy of using single type features versus multiple
type features. When single type features are used, the dimension of each feature
group is 1 and the group LASSO regularization degenerates to l1 norm regular-
ization. The CGD algorithm can still be employed to find the optimal parameters.
Table 4 shows the performance of each feature type. From our experiments, GIST
feature is the best for event recognition on the Princeton dataset, while SPM is the
best for Jain’s event dataset. When using multiple features, we compare the per-
formances of Bayesian net, random forests, and our HFM model. Table 4 shows
that both Bayesian net and random forests obtain good performance in the two
datasets. However, our proposed HFM achieves the highest recognition accuracy
and decisively outperforms the all single type features.
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2.6 Summary
In this chapter, we propose a novel model called Heterogeneous Feature Machine,
which generalizes beyond the classic kernel machines such that multiple types
of visual features can be effectively integrated for visual recognition tasks. Our
model is built on a logistic regression loss function and a group LASSO regu-
larization term. This novel formulation makes it possible to integrate diverse yet
complementary features with different metrics while removing the noise of irrel-
evant samples. We employ the framework of block Co-ordinate Gradient Descent
(CGD) to find the optimal coefficients for HFM, and improve the optimization
speed by efficiently computing the likelihood and its gradients. As a result, the
proposed model can achieve better performance than state-of-the-art MKL algo-
rithms [13] within comparable computation time.
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CHAPTER 3
HETEROGENEOUS FEATURE FUSION
FOR ACTION DETECTION
3.1 Problem
In the past few years, computer vision researchers have witnessed a surge of inter-
est in human action analysis through videos. Human action recognition was first
studied under well controlled laboratory scenarios, e.g., with clean background
and no occlusions [38]. Later research work shows that action recognition is im-
portant for analyzing and organizing online videos [39]. Moreover, action recog-
nition plays a crucial role in building surveillance [40] and in studying customer
behaviors. With the increase of web video clips and the surveillance systems, it
has become very important to effectively analyze video actions.
An effective analysis of video actions requires that the systems can answer
not only which action happens in the video, but also when and where the action
happens in the video sequences. In other words, it is better to detect the action
locations in the videos than simply classify the video clip to one of the existing
labels. When the video file is very long or contains multiple actions, simple clas-
sification results are not useful. In practice, a surveillance video can be as long as
several hours, and a YouTube video might contains quite a few different actions,
where only the action detection results algorithm can provide meaningful results.
Despite its importance, action detection is known to be a challenging task. In
complex scenes, the background is often cluttered, and the crowds might occlude
each other. In this case, it is difficult to distinguish the interesting action with
other video contents. The actor might appear similar as the background. The
motion field of the action might be blocked by the other people in the scene. Due
to the difficulty of locating the human action, most well known human action data
sets [38], [41] involve only the classification task and not the location; the human
actions are usually recorded with clean backgrounds, and each video clip mostly
involves only one type of action (e.g., running or jogging) and only one person,
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who keeps doing this action within the whole video clip.
This study considers the action detection problem using multiple STIP features
[42], [43], [44]. An action is often associated with multiple visual measurements,
which can be either appearance features (e.g., color, edge histogram) or motion
features (e.g., optical flow, motion history). Different features describe different
aspects of the visual characteristics and demand different metrics. How to handle
heterogeneous features for action detection becomes an important problem.
The difficulty of combining multiple features lies in the heterogeneous nature
of different features. Different STIP features are based on different detectors, and
the number of detected features varies significantly. It is still an open question
how to effectively combine such features. A naive approach is to quantize STIP
features and build a histogram based on quantization indices. However, much
information is lost in the quantization process, and a histogram representation
overlooks the differences in the number of detected features. As a result, simply
combining histograms will result in poor detection results. This work employs a
probabilistic representation of the different features so that we can quantitative-
ly evaluate the contribution from different features. In our approach, we model
each feature vector with a Gaussian mixture models (GMMs). GMMs with many
components are known to have the ability to model any given probability distri-
bution function. Based on GMMs, we can estimate the likelihood of each feature
vector belonging to a given action of interests. The likelihood can be viewed as
a normalized contribution from different features, and the optimal bounding box
corresponds the maximum of likelihood. The bounding box is found by a branch-
bound search [45], which is shown to be efficient and effective to locate the action
of interest.
3.1.1 Related Works
Motivated by the recent success of SIFT and HOG in the image domain, many
researchers have designed various counterparts to describe the spatially salien-
t patches in video domain. Laptev and Lindeberg [43] generalized the Harris
detector to spatial-temporal space. They aim to detect image patches with sig-
nificant local variations in both space and time, and compute their scale-invariant
spatio-temporal descriptors. This approach is improved by [46], which gives up
scale selection but extracts a multi-scale approach and extract features at multiple
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levels of spatio-temporal scales. The improved method yields reduced computa-
tional complexity, denser sampling, and suffers less from scale selection artifacts.
Another important video feature is designed by Dollar et al. [42], which detects
the salient patches by finding the maximum of temporal Gabor filter responses.
This method aims to detect regions with spatially distinguishing characteristics
undergoing a complex motion. In contrast, patches undergoing pure translational
motion, or patches without spatially distinguishing features, will in general not
induce a response. After the salient patches are detected, the histogram of 3D
cuboid is introduced to describe the patch feature.
Many action classification systems [43], [42], [47] [48], [49], [50] are built
using Laptev’s or Dollar’s features. These two features focus on the short-term
motion information instead of long-term motion, and the motion field of a salient
patch sometimes is contaminated by the background motions. However, most
existing systems only classify the video clips to one predefined category and do
not consider the location task.
To overcome the limitation of existing salient patches descriptors, a hierarchi-
cal filtered motion field method has been proposed recently for action recogni-
tion [44]. This work applies a global spatial motion smoothing filter to eliminate
isolated unreliable or noisy motions. To characterize the long-term motion fea-
ture, the motion history image (MHI) is employed as a basic representation of the
interest point. This new feature is named the Hierarchical Filtered Motion Field
(HFMF) and works well in crowd scenes. We believe the HFMF describes com-
plementary aspects of video actions, and this work will combine HFMF with the
existing features of [42], [46] for action detection tasks.
Action detection is more challenging than classification. There are only a
few works devoted to action detection [51], [40], [52], [53], [54], and these use
only a single type of feature. Although multiple feature fusion was proved to
be effective in action classification [55], [56], it is still an untouched problem to
combine multiple features for action detection.
The difficulty of applying multiple features for action detection is two-fold:
First, existing fusion methods [55], [56] assumes that each sample has the same
number of features. However, in action detection, different features correspond
to different detectors, and the numbers of detected salient patches are usually d-
ifferent and subject to different features. Second, detecting actions in the videos
involves a searching process in x-y-t dimensions, which is very computational-
ly expensive. Many existing feature fusion methods [56] are usually too slow
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for this task. This study employs Gaussian mixture models (GMMs) to model
heterogeneous features, and the probability of a given feature vector is estimated
effectively based on the GMM model. To locate the action of interest, we employ
branch-and-bound methods to find the optimal subvolumes which correspond to
the highest GMM scores. Note that although this chapter only combines three
features from [46], [44], [42], our method is a general framework and can be used
to fuse more features [57], [58], [59].
3.2 Adaptive Action Detection
Given a video sequence V , we employ different STIP detectors to detect a col-
lection of local feature vectors {xmp }, where p ∈ V denotes the location of the
feature, and m denotes the feature type with 1 ≤ m ≤ M . We employ the Gaus-
sian mixture model (GMM) to model the probability that xm belongs to the given
action. Suppose a GMM contains K components; the probability can be written
as
Pr(xm|θm) =
K∑
k=1
wm(k)N (xm;µm(k),Σm(k)),
where N (·) denotes the normal distribution, and µm(k) and Σm(k) denote the
mean and variance of the kth normal component for feature m. The set of all
parameters of the GMM model is denoted as Θ = [θ1, θ2, ..., θM ], where
θm = {wm(k), µm(k),Σm(k)}.
The advantages of GMM are that it is based on a well-understood statistical
model, and it is easy to combine multiple features using GMMs. With GMM, we
can estimate the probability that each feature vector xm belongs to the background
or the action of interest. Suppose there are C categories of actions with parameters
of Θ1,Θ2, · · · ,ΘC . Each category corresponds to GMMs with M features Θc =
[θ1c , · · · , θ
M
c ].
The parameters of GMM can be estimated using maximum likelihood estima-
tion. A straightforward way is to independently train the model for each category
and each feature. However, as shown by Reynolds et al. [60], it is more effective
to obtain θm1 , θm2 , · · · , θmC coherently by the use of a universal background model.
Following [60] we first train a background model θm0 which is independent of all
the vectors Xall using the mth feature. Then we adapt θm1 , · · · , θmC from θm0 by
EM algorithm in the following way.
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We first estimate posterior probability of each xmi subject to the background
model θm0 :
pck(x
m
p ) =
w(k)N (xmp ;µ
m
0 (k),Σ
m
0 (k))∑
j w(j)N (x
m
p ;µ
m
0 (j),Σ
m
0 (j)
. (3.1)
Then we can update µmc (k) by
µmc (k) =
1
nc
∑
xmp ∈X
c
pck(x
m
p )x
m
p . (3.2)
Although we can update Σc based on pck(xmp ), in practice we force wmc (k) =
wm0 (k) and Σmc (k) = Σm0 (k), which is computationally robust.
The advantage of employing the background model are twofold: First, adapt-
ing GMM parameters from the background model is more computationally effi-
cient and robust. Second, updating based on background model leads to a good
alignment of different action models over different components, which makes the
recognition more accurate.
After obtaining the GMM parameters and a video clip V , we can estimate the
action category by
c∗ = argmax
c
M∑
m=1
∑
xmp ∈V
logPr(xmp |θ
m
c ). (3.3)
Next we discuss the action detection task. We use a 3D subvolume to represent
a region in the 3D video space that contains an action instance. A 3D subvoume
Q = [x0, x1, y0, y1, t0, t1] is parameterized as a 3D cube with six degrees of free-
dom in (x, y, t) space. Spatial and temporal localization of an action in a video se-
quence is rendered as searching for the optimal subvolume. The spatial locations
of the subvolume identify where the action happens, while the temporal locations
of the subvolume denote when the action happens. Given a video sequence, the
optimal spatial-temporal subvolume Q∗ yields the maximum GMM scores
Q∗ = argmax
Q⊆V
L(Q|Θc) (3.4)
= argmax
Q⊆V
∑
m
∑
p∈V
logPr(xmp |θ
m
c )
By assigning each patch a score f(xmp ) = logPr(xmp |θmc ), Equation (3.4)
can be solved by branch-and-bound algorithm [45], [52]. The branch-and-bound
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approach was first developed for integer programming problems. Lampert et
al. [45], [61] showed that branch-and-bound can be used for object detection in
2D image base on a smart formulation. Yuan et al. [52] developed an efficien-
t algorithm which generalizes the branch-and-bound algorithm to 3D space of
videos. In this study, we perform max-subvolume search using the 3D branch-
and-bound algorithm in [52], which is an extension of the 2D branch-and-bound
technique [45]. The detailed technical description of the 3D branch-and-bound
algorithm is omitted due to limited space.
3.2.1 Experimental Results
To validate our action detection scheme, we collect a new dataset in Microsoft
Research Redmond (we call it MSR-II dataset here), 1 with cluttered background
and multiple people in each frame. We do not use the CMU action dataset [51]
since there is only a single sequence for training in it. Hu et al. [40] used videos
from retail surveillance; however, the dataset is confidential due to the privacy
issue. Wang et al. [62] collected an dataset of social game events, but their prob-
lem is about classification, not detection. Our MSR-II dataset includes 54 video
sequences, each of which contains several different actions, e.g., hand waving,
clapping, and boxing. These videos are taken with the background of parties, out-
door traffic, and walking people. Actors are asked to walk into the scene, perform
one of the three kinds of action, and then walk out of the scenes with these back-
grounds. Figure 2 shows the differences between KTH dataset (a) and MSR-II
dataset (b). Note that in MSR-II dataset there are a lot of people in the scene and
we need locate the person doing the action of interest in the scene.
To evaluate the detection results of our model, we manually labeled the MSR-
II dataset with bounding subvolumes and action types. By denoting the subvol-
umes ground truth as Qg = {Qg1, Q
g
2, . . . , Q
g
m}, and the detected subvolumes as
Qd = {Qd1, Q
d
2, . . . , Q
d
n}, we use HG(Q
g
i ) to denote whether a groundtruth sub-
volume Qgi is detected, and TD(Qdj ) to denote whether a detected subvolume
makes sense or not. HG(Qgi ) and TD(Qdj ) are judged by checking whether the
1http://research.microsoft.com/∼zliu/ActionRecoRsrc.
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overlapping is above a threshold (1/4 in our experiment).
HG(Qgi ) =
{
1, if ∃Qdk, s.t.
|Qd
k
∩Qgi |
|Qgi |
> δ1
0, otherwise,
(3.5)
TD(Qdj ) =

 1, if ∃Q
g
k, s.t.
|Qg
k
∩Qdj |
|Qdj |
> δ2
0, otherwise,
where |·| denotes for the area of the subvolume , and δ1, δ2 are parameters to judge
the overlapping ratio. In this study, δ1 and δ2 are set as 1/4.
Based on HG and TD, precision and recall are defined as
Precision =
∑m
i=1HG(Q
g
i )
m
,Recall =
∑n
j=1 TD(Q
d
j )
n
.
Given a collection of detected subvolumes, we can compute the precision/recall
values. By using different thresholds of the region scores
∑
x∈Q f(x), we ap-
ply the branch-and-bound algorithm multiple times and obtain the precision/recall
curves for three actions in MSR-II dataset.
In MSR-II dataset, we use half of the videos for training and the remain-
der half for testing. We compare the detection results of each of the three fea-
tures [46], [44], [42], and find that both Laptev’s feature [46] and Hierarchical
Filtered Motion feature [44] can obtain reasonable detection results, while Dol-
lar’s feature [42] leads to bad detection results. The reason for the failure of
Dollar’s feature might be that the Gabor filter based features are heavily affected
by the cluttered background, since most of the detected patches fall in the back-
ground instead of the action of interest. Since Dollar’s feature fails to detect some
actions, we only compare results of two single-feature detection and the multiple
feature detection using our model. Figure 3 shows the precision/recall curves for
three features. It can be seen that Hierarchical Filter Motion feature works bet-
ter than Laptev’s in handclapping and boxing, but slightly worse than Laptev’s
feature in handwaving. However, combining these two detectors, our multiple
feature detection works significantly better than using any single features in all
the three actions. It is also interesting to see that if we incorporate the inappro-
priate feature, the corresponding detection rate will decrease. The results confirm
that combining multiple relevant features will significantly improve the detection,
while combining irrelevant features might decrease the results.
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Figure 4 shows the action detection results using our multiple feature model.
Even though the background is cluttered and there are multiple persons in both
close and distant view, our detector works well and can locate the action of interest
very accurately. Moreover, our detector is robust subject to short-term occlusions.
Figure 5 shows the detection results with heavy occlusion.
To compare our method with previous work, we test our algorithm on the pub-
lic KTH dataset [38], in which each video sequence exhibits one individual action
from beginning to end, so locating the actions of interest is trivial. In each video of
the KTH dataset, we need not estimateQ since there is only one actor repeating the
same action without background motions involved, and all the STIPs in the video
are associated with the action. However, the classification task on KTH dataset
can still show how our multiple feature fusion method outperforms single feature
based methods. Following the standard experimental setting of KTH dataset as
in [38], our method estimates the label of each video clip by (3.3). Table 5 shows
that our feature fusion method outperforms the single feature classification.
3.3 Action Detection with Spatial and Temporal
Ambiguities
Unlike conventional action recognition in well-controlled environments, action
detection in complex scenes suffers from cluttered backgrounds, heavy crowds,
occluded bodies, and spatial-temporal boundary ambiguities caused by imperfec-
t human detection and tracking. Conventional algorithms are likely to fail with
such spatial-temporal ambiguities. In this work, the candidate regions of an ac-
tion are treated as a bag of instances. Then a novel multiple-instance learning
framework, named SMILE-SVM (Simulated Annealing Multiple Instance Learn-
ing Support Vector Machines), is presented for learning human action detector
based on imprecise action locations. SMILE-SVM is extensively evaluated with
satisfactory performances on two tasks: (1) human action detection on a public
video action database with cluttered backgrounds, and (2) a real world problem of
detecting whether the customers in a shopping mall show an intention to purchase
the merchandise on a shelf (even if they did not buy it eventually). In addition, the
complementary nature of motion and appearance features in action detection are
also validated, demonstrating a boosted performance in our experiments.
In most current human action data sets [38], [41], the human actions are gen-
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erally recorded with clean backgrounds, and each video clip generally involves
only one type of action (e.g., running or jogging) and only one person, who keeps
doing this action within the whole video clip. However, in real surveillance sce-
narios, the background is often cluttered, and the surveillance system has to detect
the human actions of interest in a crowd. Figure 6 shows such an example of ac-
tion detection in complex scene. In contrast to classic actions such as running and
jumping, we expect to know whether the customers in a shopping mall intend to
get the merchandise from the shelf. The action detection in complex scenes is
much more difficult than in simple laboratory environments.
In complex scenes, e.g., with cluttered backgrounds or partially occluded crowd-
s, it is very difficult to locate human body precisely. When trying to crop an object
from a complex scene, we often have to endure substantial misalignment or occa-
sional drifting if no human interaction is involved. In addition, ambiguities may
also exist in the temporal domain. A large portion of real world actions happen
only once and the duration is short. Since the human motion is continuous and
the speed varies greatly even within the same action category, it is not easy to es-
tablish the start or end point of these actions of interest, even the duration of each
action in real world scenarios. The ambiguities in the temporal domain are not
recognized in repetitive actions, such as running and jogging, but they may great-
ly affect the detection performance when handling non-repetitive actions such as
picking up an item, taking a photo, and pushing an elevator button. Such spatial
and temporal ambiguities pose serious difficulty for the action detection task.
To overcome these ambiguities, one naive approach is to ask human laborers
for accurate labels. The labelers need to provide the bounding boxes of the ob-
jects and the starting/ending frames of an action instance. This labeling work is
extremely tedious. For a video as long as several hours, the labeling process might
take several weeks or even longer. In the detection stage, we may also encounter
troubles in aligning the actions. Because the boundaries between continuous ac-
tions are usually fuzzy and the background is often cluttered, it is difficult to obtain
well-aligned action instances to feed into the classifier. If the spatial location, s-
cale and shape of the human action are inconsistent with those of the training data,
the performance of human action detection may be greatly degraded.
In this work, we employ multi-instance learning (MIL) based Support Vector
Machine (SVM) to handle these ambiguities in both spatial and temporal domains.
Figure 7 illustrates the main idea of multi-instance learning. Although we do
not know exactly where and when the target action happens, we may estimate
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a “bag” covering more than one potential region and time slice. A bag can be
positive (target action happen somewhere in the bag) or negative (absolutely no
interesting action happens). There must be at least one positive instance in one
positive bag, while all instances in one negative bag are non-action instances. This
multi-instance method provides a way to not only recognize the action of interest,
but also locate the exact position and time period of the action.
To avoid the local minimum trap caused by the unbalanced data during the
iteration of MIL, simulated annealing (SA) is introduced to search for the glob-
al optimum in the learning process. We call the proposed algorithm Simulated
Annealing Multiple Instance Learning(SMILE).
3.3.1 Background and Motivations
The most popular approach for human action recognition is to employ spatial-
temporal interest points [43], [42], modeled in generative [47] and discrimina-
tive [38], [63] manners. Much effort has been put into enriching spatial-temporal
interest points with additional information, e.g., hierarchical structures [48], im-
plicit shapes [49], local contexts [50], 3D spin images [55], and 3D cube [52].
Employing spatial-temporal interest points makes it easier to distinguish the peri-
odic actions such as running and jogging, where we need not consider the align-
ment problem in the temporal domain. However, spatial-temporal interest points
focus on the local information instead of global motion, and the detection of real
spatial-temporal interest points on human bodies in complex scenes might fall on
cluttered backgrounds if the camera is not fixed.
Most previous algorithms for human action detection not based on spatial-
temporal interest points are constrained to well-controlled environments. Boiman
and Irani [57] proposed to extract densely sampled local video patches for detect-
ing irregular actions in videos with simple background. Rodriguez et al. [58] de-
signed a novel filter to analyze the filtering responses of different actions. This ap-
proach has difficulties in aligning non-repetitive actions in complex scenes. More-
over, some researchers [64], [65] tried to model the configuration of the human
body and its evolvement in the time domain. In [66], Bobick et al. reveal the dif-
ficulties of recognizing actions as the variability in how the movements are made
and how the causal relationship appears between human and environment, which
confirms our difficulties of spatial-temporal ambiguity.
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Beyond the limitations, we have observed that although some works aimed
to solve problems different with ours, their approaches are still valuable to help
action detection in complex scenes. Efros et al. studied the actions in sports
games [67] with relatively simple backgrounds. Ke et al. proposed the volumet-
ric features to correlate spatial-temporal shapes to segmented video clips [51].
Combined with flow-based correlation techniques [67], Ke’s algorithm can detect
a wide range of actions in videos, based on action exemplars obtained by man-
ual segmentation. In [68], Davis and Bobick also tackled the action recognition
problem in the scenes with simple backgrounds. For the action of interest in com-
plex scenes, their approach suffers from the ambiguities in spatial and temporal
domains.
3.3.2 System Overview
To collect the data for building an action classifier, we manually labeled the video
sequences to obtain the training samples. Only rough positions of the human
heads and the approximate frame where the action happens need to be specified.
This labeling process can be further simplified where automatic human head de-
tection/tracking is available. It is unnecessary to provide the exact frame by frame
labeling, since our algorithm in Section 3.3.3 will automatically exclude the unin-
teresting portions of the labeled data. As shown in our experiments, by allowing
the ambiguities in the labeling process, great reduction of labeling labor can be
achieved without sacrificing algorithmic performance.
After the labeling process, the labeled video sequences are further cropped at
variant locations/scales within the frame, and different start/end frame number-
s are assigned in timeline so that each action (referred as a bag hereafter) will
generate multiple segments (referred as instances hereafter). These positive and
negative bags are fed into our proposed learning algorithm for action detector
training. Here each positive bag includes a target as the action of interest, while a
negative bag does not.
In the testing phase, our proposed algorithm will handle the ambiguities of
locations of human actions in both spatial and temporal domains. Our proposed
algorithm allows multiple candidates in a short sequence as inputs, and infers
whether the action of interest happens. It does not require accurate tracker or
human detections. On the contrary, the outputs of face detectors or probabilistic
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trackers can be used as estimations of the human bodies. Also it does not assume
to know the exact start or end frames of the human actions. Instead, it can take
multiple possibilities into account and estimate where the action truly happens.
To obtain discriminative features for action detection, we first consider the
motion features to distinguish the actions of interest from the others. Since the
traditional optical flow is prone to noise, we employ Davis and Bobick’s motion
history image (MHI) feature [68], which accumulates the motion information of
several frames. In our system, we compute the MHI feature for each instance
window and down-sample it to the size of 10× 10 pixels, that is, a feature vector
of length 100.
Although MHI is an intuitive feature for motion description, it is not discrim-
inative enough to characterize complex actions. We propose to combine both mo-
tion and appearance information for better characterization of human actions. We
employ two kinds of appearance-based features, which are combined with MHI as
a more discriminative feature for action recognition. The first appearance based
feature is foreground image (FI), obtained by background subtraction [69], and
the second one is the histogram of oriented gradients feature (HOG) [70], which
characterizes the directions and magnitudes of edges and corners. Given a image
region of an instance, the FI feature is normalized to 10 × 10 pixels. To obtain
the HOG feature, the image region is divided into 3 × 4 = 12 sub-windows and
then eight bins of gradient directions are used for computing the histogram, which
generates an HOG feature vector of 96 dimensions for each instance. We extract
HOG for each patch instead of the dense sampling in [70] so that this patch-based
histogram feature is robust to alignment errors.
The motion features (MHI) and appearance features (FI and HOG) charac-
terize the human actions from different aspects and are complementary to each
other. Appearance features capture the spatial shape of human bodies during ac-
tions, while the motion features focus on capturing the direction and intensity of
the moving body parts. Figure 8 illustrates examples of these features. The exper-
iments introduced later show that the combination of these two types of features
yields a better performance compared with single features.
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3.3.3 SMILE-SVM Model
In recent years, multiple instance learning has attracted much research interest in
the field of machine learning and computer vision. People have applied multiple
instance learning for different tasks, e.g., scene classification [71], drug activity
prediction [72], image annotation [73], and face detection [74]. In this study, we
will show that multiple instance learning can be used to handle the ambiguities in
action detection in both spatial and temporal domain.
Following the work by Andrews, Tsochantaridis and Hofmann [75], we em-
ploy the Supporting Vector Machine (SVM) as the basic classifier for multiple
instance learning. However, the work in [75] does not guarantee convergence and
may suffer from the errors made in earlier iterations. We develop SMILE-SVM
which aims to obtain a global optimum via simulated annealing method, thus not
relies on model initialization to avoid falling into local minima.
We consider the scenario where a set of input patterns x1, x2, ...xN grouped
into bags B1, ..., BM , with Bm = {xi : i ∈ Im} for given index sets Im ⊆
{1, ..., N}. Each bag Bm is associated with a label Ym, where Ym = 1 means
the bag is positive and at least one instance xi ∈ Bm is a positive example of the
class. In contrast, Ym = −1 means that the bag is negative, and all the instances
xi ∈ Bm are negative examples. If we denote the label for each instance as yi,
we have ∀ yi = −1, for i ∈ Im, if Ym = −1, for m = 1, 2, ...,M . Otherwise if
Ym = 1, ∃ yi = 1, for i ∈ Im. Note that this constraint can also be written as∑
i∈Im
yi+1
2
≥ 1.
SVM based multiple-instance learning can be naturally formulated to mini-
mize the object functions as follows:
min
yi
min
w,b,ξ
1
2
||w||2 + c
∑
i
ξi, (3.6)
subject to
yi(w
Txi+b) ≥ 1− ξi, ξi ≥ 0 (3.7)
If Ym = 1,
∑
i∈Im
yi + 1
2
≥ 1,
If Ym = −1,∀ i ∈ Im, yi = −1,
where ξi is the estimation error and w determines the size of the margin. Unlike
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traditional SVM, which is a quadratic optimization problem, minimizing (3.6) also
involves a mixture of combination optimization under the constraint of (3.7). This
objective function is difficult to minimize directly because of the large number of
possible choices of yi.
In [75], Andrews et al. employed an algorithm named MI-SVM to solve (3.6).
Their algorithm starts by an initialized SVM model, which is followed by a re-
labeling of the instances in positive bags using the learned model. If a positive
bag contains no instances labeled as positive, then the instance with the largest
SVM score in that bag is relabeled as positive. The SVM is then retrained with
the new labels. The process of relabeling and retraining is repeated until no labels
are changed. As agreed by the author [75], this approach is heuristic and might
often get trapped in local minimum.
Our SMILE-SVM model aims to increase the recognition accuracy of bags
and maximize the margin of the classifier simultaneously. Since the size of the
classification margin can be measured by 1/||w||2 [76], we define a new objective
function as
S = max
w,b,yi
nc+
k
||w||2
, (3.8)
where nc is the correct rate of bag classification, and k is the parameter controlling
the weight of margin measure. In our implementation, k is set to be 0.5.
As in the general simulated annealing algorithm [77], SMILE-SVM employs
a parameter T (called temperature), which controls the probability that a new
score S is acceptable. In the early steps of the learning process, T is set to be high
enough to allow a candidate solution to change to another state with a lower score.
During the learning process, T is gradually decreased such that the probability at
switching to another state of lower S is reduced. The system will converge as T
approaches zero.
SMILE-SVM searches for the optimal score Sopt in an iterative way. In the t-th
iteration, SMILE-SVM generates a neighboring state {y∗i }which will be fed to the
next iteration for training a new SVM classifier. Here we prefer that the decision
boundary of the new classifier is similar to the old one, so we only introduce a
random small perturbation to generate a new state. More specifically,
y∗i =
{
−sign(f ti ), if |f
t
i | < thresh and i ∈ I
t
rand,
sign(f ti ), otherwise,
where I trand is the random set at the t-th iteration, and |f ti | is the classification
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confidence estimated by (wt, bt).
After the neighboring state {y∗i } is generated, SMILE-SVM then decides whether
to accept it as the training set for next iteration or refuse it. First the constraints
in (3.7) are verified. If (3.7) is satisfied, the system will compute the score St by
(3.8) based on the classifier trained according to {y∗i }. Here the probability of
accepting {y∗i } as the state {yt+1i } for next iteration is decided by the compari-
son of St and a random number. If {y∗i } is not accepted or (3.7) is not satisfied,
another neighboring state will be generated. The above steps are summarized in
Algorithm 3.
Algorithm 3 : SMILE-SVM Procedure.
1: Initialize: For each bag indexed as m, let y0i = Ym, with i ∈ Im. Initialize
Sopt = − inf.
2: for each annealing temperature T , do
3: for t = 1, 2, · · · , n
4: Compute the linear SVM solution (w, b) for dataset {xi, yt−1i }, with
outputs fi = wTxi + b for each example xi.
5: Estimate the label of each bag Fm based on the classifier, and compute
the number of correctly classified bag nc.
6: Compute the classification score St using (3.8).
7: if St > Sopt
8: Let (wopt, bopt) = (w, b),
9: Sopt = St.
10: endif
11: if rand < exp(−St−Sopt
T
)
12: Assign f ∗i = fi for each sample i.
13: Find a neighboring state {yti} based on {f ∗i }.
14: else
15: Keep yti = yt−1i ;
16: endif
17: end for
18: Decrease T = ρT , where ρ = 0.8.
19: end for
Output: Output the SVM classifier with (wopt, bopt).
3.3.4 Experimental Results
In this section, we systematically evaluate the effectiveness of the proposed SMILE-
SVM algorithm with two sets of experiments. The first is conducted on the CMU
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human action dataset collected by Ke et al. [51]. For the second one, we consider a
real world application, namely to detect whether the customers show an intention
to purchase the merchandise on the shelf in a shopping mall.
3.3.5 Results on CMU Action Dataset
Unlike videos in KTH [38] and Weizmann [41] datasets with clean background,
the CMU action videos [51] were captured with a hand-held camera in crowd-
ed environments with moving people or cars in the backgrounds. There are five
different types of human actions in the database, including jumping jacks, pick-
up, two-handed wave, one-handed wave and pushing elevator buttons (as shown
in Fig. 9). The duration of all the videos is about 20 minutes, which contains
about 100 actions of interest. The videos were down-scaled to 160 × 120 pixels
in resolution. There are large variations in the ways the subjects performed the
actions. The background is cluttered and target actions sometimes are occluded
by other people. All these variations introduce large ambiguities in both spatial
and temporal domains.
The same training/testing setup as in [51] is used for evaluation. One example
sequence performed by one subject is used for training for all five actions. About
three to six other subjects performed each of these actions several times for testing.
We use a one-vs.-all strategy to train and test the five human action detectors
respectively, so that we have one positive bag and four negative bags in the training
phase and similar distribution of positive/negative bags in the testing phase. In Ke
et al. ’s original work [51], a user needs to interactively segment a spatial-temporal
template for each action, which is then manually broken into parts. In contrast,
our SMILE-SVM algorithm does not require such detailed ground truth labeling.
We conducted experiments to compare the performances of motion and ap-
pearance features and found that the combination of motion and HOG appearance
features outperforms other types of features. The performances of different fea-
tures with the SMILE algorithm are compared in Fig. 10. Note that the precision
to recall ratios are calculated at bag (action) level in our results. As described
above, if any of the instances in a bag is classified as positive, the whole bag will
be classified as positive, i.e., detected as target actions. If all of the instances
in a bag are classified as negative instances, this bag will be classified as nega-
tive, i.e., detected as non-action. These classification results are then compared
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with the ground truths to know whether they are overlapped with each other in
spatial/temporal domain.
The best results from [51] and our method are compared in Table 6. SMILE-
SVM significantly outperforms the method of [51] for all actions except one (two-
handed wave). It validates the success of SMILE-SVM based on motion appear-
ance feature.
3.3.6 Results on Real World Scenario: Surveillance System in
Shopping Malls
To further validate the effectiveness of our proposed algorithm, we test its per-
formance in real world scenarios and demonstrate its usefulness in surveillance
applications. The action of interest is whether a customer in a crowded shopping
mall shows the intention to purchase the merchandise on a shelf. Such intention
actions include reaching/pointing at some merchandise using one or two hands or
bending down to fetch/look at some merchandise. Merchants would like to track
this kind of actions to know customers’ interests; more importantly, they want to
further investigate which products attract customers but are not sold. Such actions
of interest are quite different from typical periodic actions like walking/waving
or simple actions involving only one consistent body motion, like pushing an el-
evator button. The database was collected in a typical shopping mall, which is
usually crowded during the morning and afternoon hours. The customers move
freely in front of the product shelf so that different shopping actions like walk-
ing/running, standing, squatting, pointing, reaching and bending can happen at
different locations.
The video sequences captured at different times are used for training and test-
ing, so that the same costumer generally does not appear in both the training and
the testing data. The resolution of the camera is 320 × 240 pixels. The rough
locations of the human heads are manually labeled. For each labeled human head,
an action flag is marked when he/she focuses his/her attention on some merchan-
dise on the shelf, e.g., reaching or bending. Here the head location labels are not
precise due to motion blur and occlusions. Also, the action flags are only rough
estimates since the start and end points of an action are not clear during continuous
movements.
We build a system to detect the action of interest. In our system, a convolution-
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al neural network (CNN) [78] is trained for detecting 2D human head candidates
in each frame. Based on the output of the head detector, the proposed action de-
tection algorithm takes the position and size of each human head rectangle in a
frame from the CNN human detector as input. Multiple windows of different lo-
cations are extracted around these head positions in spatial neighborhoods and the
adjacent frames in temporal neighborhoods. The video features are then extracted
for these instances. Based on the recognition results from the SMILE-SVM algo-
rithm, target actions are detected if the estimation probability exceeds the learnt
confidence threshold. When two actions are detected on the adjacent area in the
temporal line, they are merged to form a longer action in the higher level. The
system diagram is illustrated in Fig. 11. Note that in this system, we can integrate
the action detection with 3D tracker (e.g., obtained by combining the 2D track-
ing results from stereo cameras) to obtain specific information, e.g., which part of
the shelf attracts the customers’ attentions most. This kind of information is very
useful to merchants.
About 20 minutes of video are used for training and 40 minutes are used for
testing, which include about 150 positive action samples. On the temporal aspect,
each action is divided into many small segments of 10 frames in size at arbi-
trary points within the action. On the spatial aspect, the action regions containing
the human head and body are cropped with 12 different sizes and scales. Each
spatial-temporal sample becomes an instance and all the instances related to one
action form a bag. This process will generate about 50 positive bags (containing
25k instances) and about 100 positive bags (containing 50k positive instances) in
training and testing datasets respectively. For other negative actions like walking
and standing (negative action samples), which are not of interest here, only 10%
of them (382 negative bags) are randomly sampled to get a similar number (34k
and 79k) of negative instances in training and testing.
We first show the benefit of the proposed SMILE-SVM learning algorithm
compared with the classical single instance SVM algorithm, and the previous mul-
tiple instance learning algorithm in [75]. To make a fair comparison, we use the
same motion feature (MHI) for different algorithms. When we apply the classical
SVM for our problem, all the instances in a positive bag are treated as positive
samples and all the instances in a negative bags are treated as negative samples.
Figure 12 compares the precision/recall curves of three algorithms. We can ob-
serve that the multiple instance learning algorithms obtain much better perfor-
mance than the classical SVM. In addition, the algorithm in [75] is not as good
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as our method, since our simulated annealing search strategy is less likely to get
trapped in local optimum.
Our system is then further improved by combining motion feature with ap-
pearance features. As discussed in Section 3.3, both FI feature and HOG feature
provide information complementary to motion feature, and hence we construct
new features by combining motion with FI and HOG features, respectively. Fig-
ure 13 shows the performance using three kinds of features: motion feature only
(MHI) and two kinds combined motion feature (MHI+FI and MHI+HOG). We
can observe that the combined features outperform the original motion feature.
By combining MHI and HOG, we obtain the average of nearly 20% increase in
recall rate (when the precision is 0.6) over using MHI only.
To test the generalization ability of our action detector, we apply it to new
video sequences, which are taken in the shopping mall at different dates and times.
Unlike the origin testing set used in Fig. 12 and Fig. 13, the new video is captured
during busy hours, with more customers and more actions. This new testing video
contains 390 target actions as positive bags and 591 non-target as negative bags,
which contains about 124k positive and 166k negative instances.
Fig. 14 compares the precision/recall curves on the original test data and the
more challenging test data, using the combined MHI+FI and MHI +HOG features,
respectively. We can observe that the overall performance degenerates slightly
due to the effect of date difference. However, this error is not big and the resulting
performance on new data set is still acceptable.
As stated in previous sections, all the instances in the non-action bags are
negative samples, while only some instances in the action bags are recognized as
positive. From these positive instances, we can not only recognize whether an
interesting action happens in a bag, but also estimate the location and time peri-
od of the action. Figure 15 demonstrates some example action detection results,
where the positive instances are bounded in red boxes. Because of the way that
our instances are structured, our algorithm can detect the interesting action along
with its time period and location (Fig. 15.a and Fig. 15.b), even when the person
is partially occluded (Fig. 15.c).
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3.4 Summary
This chapter considers the problem of combining multiple features for action de-
tection. We build a novel framework which combines GMM-based representation
of STIPs and branch-and-bound based detection. We collect a new challenging
dataset to validate our detection approach. The experimental results show that
our approach can effectively detect the action even with cluttered background and
partial occlusions. Our approach also outperforms the single feature classification
results on the KTH dataset.
This chapter also studies the problem of human action detection in complex
scenes, for which a framework of multi-instance learning was introduced to over-
come the spatial and temporal ambiguities. We proposed the SMILE-SVM algo-
rithm to avoid the local optimum issue of the traditional multi-instance learning.
In addition, the mutual complementarity of the motion and appearance features
were well-validated for human action detection. The proposed algorithm not only
outperforms the state-of-the-art on the publicly available CMU action database,
but is also proved practical in real world surveillance applications. We build a
system for detecting whether customers intend to reach for the merchandise on
the shelf in a crowded shopping mall, which provides valuable information for
merchants to understand customers’ interests.
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CHAPTER 4
NOISY TAG FEATURES FOR WEB
IMAGES
4.1 Problem Formulation
The popularity of digital cameras and online community has led to a flourish of
web images. For example, Flickr and Picasa web album boast millions of new
personal photos every month, and Google image search has indexed billions of
images on the Internet. It has become a serious challenge to manage such an
overwhelming number of images. Currently, commercial search engines and web
albums rely on the text annotation associated with each image for indexing and
retrieval tasks. Richer and more accurate semantic annotation would benefit many
applications including image search, sharing, organization, and management.
Besides the typical semantic tags, geotags that relate to the geographic loca-
tion of the images have become more and more popular. With the advance in
low-cost GPS chips, cell phones and cameras are becoming equipped with GPS
receivers and thus able to record the location while taking the pictures. As evi-
denced by the success of Google Earth, there is a great need for such geographic
information among the masses. Many web users have great interest not only in
the places where they live but also in other interesting places around the world.
Geographic annotation is also desirable when reviewing travel and vacation im-
ages. For example, when a user becomes interested with a nice photo, he or she
may want to know where exactly it is. Moreover, if a user plans to visit a place,
he or she may want to find out the points of interest. Recent studies suggest that
geotags expand the context that can be employed for image content analysis by
adding extra information about the subject or environment of the image [79].
Despite the importance of semantic and geographic annotation, the current an-
notation is usually limited in many ways. The image annotation on image-sharing
websites are solely dependent on the manual input, which is a burden for every
user and prohibits accurate and comprehensive textual description of the visual
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content. In addition, since the web images are typically labeled by different users
in different languages and cultural backgrounds, it is common that they may use
different words to describe the same scene content even in the same language. For
example, given the same image, one user may annotate it as “sea” while another
may annotate it as “ocean”. It is unrealistic to expect the annotation to be consis-
tent. Geotags are not available for the majority of web images. Without rich and
accurate annotation, web images cannot be correctly indexed by search engines,
and consequently they cannot be easily accessed by other users.
This study aims to enhance the annotation of web images. The enhancements
can be in the form of new and enriched annotation, or more accurate annotation af-
ter removing the noise in the original annotation. To obtain rich semantics, we ask
two questions: What is the photo about? Where was the photo taken? To answer
such questions we exploit information from two sources, including the available
but incomplete tags and the visual features of the images. It is interesting to know
how well we can understand the images’ semantics and how accurately we can
estimate their geographic locations. The difficulties in understanding web images
lie in several aspects. First, the web images are extremely diverse in both appear-
ance and semantics because they are contributed by different people to capture
various scenes from various places all over the world. When working on web im-
ages, we can no longer assume the samples come from the same distribution or
presume that the intra-class variances are limited. Second, the web image data set
is often highly unbalanced. For a given concept, the number of relevant images is
relatively tiny compared with that of the majority of general images. If we treat
the annotation as a two-class problem, we will find that the negative samples are
overwhelming. A similar problem exists with respect to the geographic location:
some photos pertain to one location, while the vast mjority do not. Third, there
are ambiguities in the existing tags [80]. For example, a tag named “Washington”
may be a state name or a city name in the US.
To overcome these difficulties, we propose a new method called Logistic Canon-
ical Correlation Regression (LCCR). It learns the coherent information among vi-
sual content, user annotation and geographic locations, and subsequently predicts
missing annotation and geotags on a non-trivial web image database. The rest
of the chapter is organized as follows. We first review the related work on web
images in Section 4.2, then describe our LCCR model in Section 4.3. In Sec-
tion 4.4 we show by experiments that the LCCR is an effective tool for enhanced
annotation of web image.
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4.2 Related Work
The problem of web image retrieval has received much attention in the last ten
years [81]. It is impossible to cover all the advances in the limited space here, so
we only focus on the most related work in recent years.
Web images are often accompanied by text such as image title, surrounding
text or user annotation. Mining image annotations has greatly improved image
content analysis as reported in many publications. Wang et al. [82] introduce
a new ranking-based distance measure to fill the semantic gap using both im-
age content and user annotation. Using a large web image data set, they opti-
mized the distance measure and showed superior performance on content-based
and search-based image retrieval. Torralba et al. [83] collected over 80 tiny im-
ages by crawling search results of nouns from WordNet. Using the images with
the same annotation, they were able to construct a large-scale training set and
demonstrated its strength with KNN. In [84], web image collections are rough-
ly categorized based on associated text and further used as training samples for
refining personal album annotation. Recently, many researchers started to work
on the problem of web image annotation, namely that they are usually noisy and
incomplete. Sorokin and Forsyth tried to break the limitation of existing annota-
tion of web images, and employed Amazon Mechanical Turk to collect annotation
from users [85]. Google Image Labeler provides an interesting interface to col-
lect annotations onlins.1 However, manual inputs are still largely insufficient and
impractical compared with the amount of web images on the Internet.
Some researchers built sophisticated probabilistic models to understand the
semantics of web images. Wu et al. proposed “Flickr Distance”, which models
the relationship between semantic concepts based on a language model in visual
domain [86]. Wang and Zhang employed Latent Dirichlet Allocation model and
designed a ranking-based distance metric as a measure of visual space [82]. Wein-
berger et al. [80] built a probabilistic model and used KL divergence to find the
ambiguous tags in the annotation.
Other researchers suggested exploiting the image search results. Jing and
Baluja proposed to enhance the search results of Google image search by studying
local features matching among the retrieval results [87]. Wang et al developed a
real-time system to identify similar search results and filter out noisy terms [88].
We take a different approach to facilitating robust web image search. We
1http://images.google.com/imagelabeler/
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study the existing annotation and visual appearances of web images, and propose
to enhance the existing annotation. This work provides not only the semantic tags,
but also geographic annotation, which will be interesting to a wide range of web
users.
Geotagging has been an emerging phenomenon in photo-sharing web sites.
For example, Fickr receives the upload of 2.5 million geotagged images every
month. By associating geotagged information with an image, one might be more
interested in the combination of geographical and visual information. We also
note that there has been much work addressing the importance of geographic an-
notation. Naaman et al. showed that the geographic tags are helpful for image
summarization and management [89], [132]. Quack et al. employed GPS infor-
mation to build a world-scale photo retrieval system [90]. Yu and Luo showed that
the GPS information is useful for scene understanding [91]. Cao et al. proposed
to infer the correlation between images based on GPS labels which are useful
for consumer photo annotation [92]. Many of these works rely on GPS to derive
geographical annotation, which is not available for the majority of web images.
Therefore, there is growing interest in the research community in inferring geo-
graphic location based on visual features. Schindler et al. proposed a system to
find geo-location within a known urban area by matching building facades [93].
The work by Hays and Efros [94] estimated the geographic location using a KNN-
based search to match the images that are similar in visual appearance. However,
we argue that it is possible for two images to be visually similar to each other even
though they correspond to different locations (e.g., two buildings or two beach-
es), and it is therefore important to combine visual features with tags. Crandall et
al. [95] also considered the problem of estimating the geographic location. In ad-
dition to the visual features, they studied the spatial distribution of popular places
to take photos. They also found representative images for popular cities and land-
marks by matching the SIFT interest points among the photos. In contrast, this
study considers general web images instead of only popular cities and landmarks,
and tries to enhance not only the geographical annotation but also the semantic
tags.
In contrast to the previous work, we propose a novel approach to facilitating
robust web image search. We propose to exploit the existing annotation and visual
appearances of web images and achieve enhanced annotation. This work provides
not only the semantic tags, but also geographic annotation, which will be valuable
to a wide range of web users.
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4.3 Image Annotation Model
Our annotation model is based on the canonical correlation analysis of multiple
features of online images. To make a clear presentation, we first introduce the
canonical correlation model, and then develop our annotation model based on the
canonical correlations analysis.
Introduction to canonical correlation: Canonical correlation analysis is a
basic concept in classical statistics [96], but it has not received much attention
in computer science. Vinokourov, Shawe-Taylor and Cristianini were among the
first to introduce CCA to the machine learning community. They show that CCA
can be useful for cross-language text analysis [97] and also for image retrieval
[98]. Zheng et al. applied CCA for analyzing the face expression [99]. Some
recently works show that CCA is also useful for face recognition [100], [101].
Kim, Kittler and Cipolla develop a novel algorithm named discriminative CCA
which combines the benefits of CCA and LDA and obtains impressive results
in face recognition and general object recognition. In this study, we focus on
enriching the semantic and geographic annotation of web images. To that end,
we develop a novel annotation model which combines canonical correlations of
multiple features.
Given two sets of random variables, we aim to find the correlations between
them. A naive way is to compute the linear correlation between each dimensions
of tags and the visual features; however, this way might overlook the coherence
among multiple dimensions. A better approach is to use CCA as a dimension
reduction method that maximizes the correlations between two multidimensional
variables in a compact subspace. Let x be the a feature vector and y represent
another feature; we consider the projection
u = aTx (4.1)
v = bTy. (4.2)
CCA finds the optimal a,b, which maximize the correlation
ρ =
E[uv]√
E[u2]E[v2]
. (4.3)
To solve for the optimal CCA projection a,b, we consider the Lagrangian
of (4.3). Here we assume that both u and v are of zero means, which can be
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guaranteed by normalizing the x and y. The Lagrangian can be represented as
L =
∑
i
aTxiy
T
i b− λ1(
1
N
∑
i
aTxix
T
i a− 1)
− λ2(
1
N
∑
i
bTyiy
T
i b− 1). (4.4)
By ∂
∂a
L = 0 and ∂
∂b
L = 0, we have
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yix
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∑
i
yiy
T
i b. (4.6)
or in a simplified form
Cxyb = λ1Cxxa (4.7)
Cyxa = λ2Cyyb. (4.8)
If we treat (a,b) as a concatenated vector, the problem is reduced to solve the
general eigendecomposition problem
(
0 Cxy
Cyx 0
)(
a
b
)
=
(
Cxx 0
0 Cyy
)(
a
b
)
. (4.9)
After computing the optimal a and b, we obtain u and v whose correlation is
maximized in the projected canonical space. To show the effectiveness of CCA,
we use a toy example as shown in Figure 16. Here x = [x1, x2] is a random
variable with dimension = 2. Another variable y = x1+x2+ε, where ε denotes a
random noise. From Figure 16 we can see that canonical space captures the strong
correlation between two variables, although the correlations in the original space
seem to be weak.
A limitation of CCA is that it cannot model the nonlinear correlations, which
often exist between image features. Following [102], [97], we extend CCA to the
kernel space spanned by the data points. Suppose we map the origin data x and
y into high dimensional space Φ(x) and Φ(y), then the solutions also lie in the
kernel space. In other words, a =
∑
i αiΦ(xi), b =
∑
i βiΦ(yi). Using the kernel
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trick we can define the kernel matrix Kx and Ky by
(Kx)ij = kx(xi,xj) =< Φ(xi),Φ(xj) > (4.10)
(Ky)ij = ky(yi,yj) =< Φ(yi),Φ(yj) > . (4.11)
Then we can calculate the low dimensional projection of arbitrary vectors x and
y as
u =
∑
i
αikx(xi,x) (4.12)
v =
∑
i
βiky(yi,y). (4.13)
To solve the kernel CCA, we need to find the optimal parameter
α = (α1, α2, ..., αN) and β = (β1, β2, ..., βN). Similar to CCA, it can be obtained
by solving the following generalized eigen decomposition problem:
(
0 M
MT 0
)(
α
β
)
=
(
L 0
0 N
)(
α
β
)
, (4.14)
where M = 1
N
KxKy, L =
1
N
KxKx, and N = 1NKyKy. However, to handle the
singularity problem of kernel canonical matrices, which often happens in practice,
we add a diagonal regularization term to L and N,
L =
1
N
KxKx + ηI
N =
1
N
KyKy + ηI.
Figure 17 shows another toy example, which demonstrates the benefit of ker-
nel CCA. Consider the variables x = [x1, x2] ∈ R2 and y ∈ R1, where x1 = θ+ε1,
x2 = sin(3θ) + ε1, and y = cos(2x1) + x22 + ε2. To employ kernel CCA, we use
with Gaussian kernel with unit variance. We can see that although the correlation
between x and y is nonlinear, the kernel CCA can still capture the correlations
between the two variables.
Comparing CCA with latent topic models: In recent years, the computer
vision society has witnessed a thriving development of latent topic models, such
as latent sematic analysis (LSA) and its probabilistic version, pLSA, together with
the advanced Latent Dirichlet Allocation (LDA). Although the state-of-the-art la-
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tent topic models are becoming much sophisticated, one of the most basic moti-
vations of latent topic models is the same as in [103]: they aim at constructing a
semantic space which reveals the correlations among multiple terms to handle the
synonymy and polysemy problems in language. Synonymy is the phenomenon
where different words describe the same idea, and polysemy is the phenomenon
where the same word has multiple meanings. With the difficulty of synonymy, a
query in a search engine may fail to retrieve a relevant document that does not
contain the words which appeared in the query. With the difficulty of polysemy,
a search may retrieve irrelevant documents containing the query words but with
the wrong meaning. Latent topic model takes the document-term occurrence ma-
trix as input and estimates the low dimensional semantic space by singular value
decomposition (such as in LSA) or variational expectation maximization methods
(such as in pLSA, LDA).
CCA is similar in purpose to the latent topic model in that it finds a low dimen-
sional space which minimizes the effect of synonymy and polysemy. However, in
contrast to the latent topic models, CCA integrates two groups of observations and
maximizes their correlations in a compact subspace. It is clear that CCA is a better
choice than latent topic model when considering two groups of observations and
analyzing the correlations.
Logistic canonical correlation regression: In this study, we are interested
in both semantic and geographic annotation. For semantic annotation, we de-
note each concept as a variable y. For an automatic annotation task, the correla-
tion between y and multiple visual features, e.g., color, shape, and texture, needs
to be maximized. For comparison, we also employ the PCA feature which is
obtained by dimension reduction of origin images. In this study, we use CCA
for analyzing the tag feature and kernel CCA for handling the nonlinear visual
features. For each feature m, we can compute the projected variable um in the
canonical correlation space. According to the CCA, we can compute ρm which
is the correlation between um and v = bT y when y = 1. To combine the clues
from multiple features, we employ the logistic regression model with an estima-
tion function fi =
∑
m βmρ
m
i + β0. By denoting β = (β0, β1, ..., βM)T and
ρi = (1, ρ
1
i , ρ
2
i , ..., ρ
M
i )
T
, we can write the estimation function as
fi = β
Tρi.
LCCR is a generalized linear model of canonical correlations. Given the sam-
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ples {ρi, yi}, 1 ≤ i ≤ N , we can model the probability of an interesting annota-
tion as
Pr(yi = 0|fi) =
1
1 + exp(fi)
= pi
Pr(yi = 1|fi) =
exp(fi)
1 + exp(fi)
= 1− pi.
Given β, the log-likelihood is
L(β) =
N∑
i=1
log p(yi|fi) (4.15)
=
N∑
i=1
log
exp(yifi)
1 + exp(fi)
.
It is straightforward to compute the gradient and Hessian of log-likelihood
G(β) =
∂L(β)
∂β
=
∑
i
ρi(yi − pi) (4.16)
H(β) =
∂2L(β)
∂β∂βT
= −
∑
i
ρiρ
T
i pi(1− pi). (4.17)
By defining P = (p1, p2, ..., pN)T , Y = (y1, y2, ..., yN)T , Φ = (ρ1,ρ2, ...,ρN)
and W = diag{pi(1− pi)}, we have
G(β) = ΦT (Y − P ) (4.18)
H(β) = −ΦTWΦ. (4.19)
To find the maximum likelihood estimation of the parameters β, the Newton-
Raphson update is
βt+1 = βt −H−1
∂L(β)
∂β
= βt + (ΦTWΦ)−1ΦT (Y − P )
= (ΦTWΦ)−1ΦTW (Φβt +W−1(Y − P ))
= (ΦTWΦ)−1ΦTWZ (4.20)
for which Z = (Φβt + W−1(Y − P )) can be viewed as a response and βt+1 is
the solution of a weighted least square problem argminβ(Z −Φβ)TW (Z −Φβ),
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which makes the training process of LCCR much more efficient than Adaboost or
SVM. The procedure of training LCCR is summarized in Algorithm 4.
Algorithm 4 : Training LCCR
1: Compute the canonical correlation between annotation of interest and tag fea-
tures.
2: Compute the kernel canonical correlations between annotation of interest and
various visual features.
3: Based on the canonical correlations, training the LCCR model using (4.20).
4.4 Experiments
To test our LCCR model, we build a geotagged database by collecting 380,573
images with tags and GPS records from Flickr [104]. The number of tags for each
image varies from zero to over ten, while the average number is 4.96 tags per
image. Each image is associated with a GPS location, which is represented by a
two dimensional vector of latitude and longitude. In this study, we set the scope
of the geographic areas within the continental US and Canada. We did not collect
data from all over the world because the users in other areas may use different
languages for tags and the North America region accounts for a large percentage
of pictures taken worldwide. The geographic restriction might be relaxed in the
future by addressing the correlations between multiple languages.
To provide meaningful annotation, we select a collection of 66 semantic con-
cepts as shown in Table 7. This collection covers a wide range of topics including
human (e.g., baby, girl, people), object (e.g., animals, cat, tree), scene (e.g., beach,
city, landscape, lake, sunset), event (e.g., birthday, concert wedding) and even ab-
stract concepts (e.g., nature). Note that all these concepts are selected from the
publicly available list of the most popular labels in Flickr2 after removing trivial
tags such as “Canon” and “Nikon” and location tags. We believe this list repre-
sents the most useful collection of semantic tags for web images.
As discussed before, the web images constitute an imbalanced dataset. Thus
the accuracy is not a good measure to evaluate the success of the algorithm. We
2http://www.flickr.com/photos/tags/
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consider F -score, which is defined as
F =
2
1/p+ 1/r
, (4.21)
where p and r stand for the precision and recall, respectively.
Our tag feature comes from the user-provided annotation in Flickr. To remove
uncommon terms, we only keep those tags with occurrences larger than a thresh-
old (0.05% of the size of the database), which leads to a tag feature of dimension
1141. Also we remove the terms that are the same as labeling concepts in the pro-
cess of both training and testing semantic annotation models because they are the
very annotation we are trying to predict. Please keep this in mind when viewing
the experiments results later. However, no tag feature is removed when geographic
annotation is concerned.
Our visual features include 6 types of features, including LAB color his-
togram, GIST [5], tiny image [83], tiny image in LAB space, image projection
in PCA space and projection in LDA spaces.
Enhancing the annotation of web images: We first train our LCCR model
for semantic annotation on the whole image dataset. Since it is impossible to label
the whole dataset, we check whether the users have provided a tag with the same
name as the concept of interest. The user-provided tags may contain labeling
noise and are usually neither consistent nor complete. However, we can use the
user-provided tags to roughly gauge the accuracy of our model. We use 70% for
training and the remainder 30% for testing. Figure 18 shows the F-scores and
precisions/recalls. We can see that our model performs well (F-score is between
[0.3, 0.5]) for most of the concepts. There are even a few concepts for which the F-
score is above 0.5. We will show examples with enhanced annotation in Figure 23
and Figure 24.
Precise evaluation on a small dataset: In order to conduct a precise evalua-
tion of the LCCR model, we choose a small dataset to compare the performance
of LCCR and Adaboost [16]. Adaboost is a meta learning algorithm, that makes
it easy to combine multiple features. We employ the Weka implementation [37]
to compare with our model.
We manually verify 11 classes of semantic concepts in the small dataset. For
each class, we randomly select 5000 images from the database and verify the la-
bels on the base of user tags. The proportion of positive samples varies from 20%
to 50%. We use 70% for training and the remainder for testing. Table 8 compares
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the F-scores using different types of features. It is clear that by combining visual
features and tag features, our LCCR model obtains better accuracy than any single
type of features. Figure 19 compares the F-scores of LCCR and Adaboost. Our
LCCR outperforms Adaboost for 10 out of 11 concepts.
Geographic annotation: Here we use the geographic annotation as an in-
dicator of whether an image belongs to a neighborhood region. Our approach is
different from the previous work [94] where the author tried to estimate the GPS
values through image matching. The motivation behind our approach is threefold.
First, we believe that it is an ill-posed problem to estimate the continuous GPS
location with good precision if the training samples (even in millions) are not ex-
tremely dense. Second, we realize that in an online community, a large number of
users are only interested in the rough locations of the images. When a user shares
an image with friends, he or she usually wants a rough idea of where the image
was taken. At the same time, when a user wants to search for the images with
geographic annotation, he is also likely interested in those within a geographic
area rather than the exact GPS coordinates. Finally, we believe there are images
for which it is impossible to estimate the geographic location. Figure 20 shows
such an example.
To obtain region-level geographic annotation, we employ the mean shift algo-
rithm [105], [106] to perform clustering on the GPS locations. One advantage of
mean shift is that it does not require the parameter of the cluster number, which is
usually unknown in practice. We only need to specify a parameter bw, which de-
notes the bandwidth for neighborhood search. Another advantage is that for clus-
tering low dimensional data, mean shift is much faster than the popular k-means
algorithm. In this study, we set bw = 1, and obtain a total of 451 clusters. Fig-
ure 21 shows the distribution of GPS locations (left panel, magnitude not shown)
and the corresponding clustering result by mean shift (right panel).
In the training stage, we train LCCR model for each cluster with the number of
image samples over 0.05% of the dataset size. In the testing stage, we apply these
LCCR models to the test images and check whether the estimated geographic po-
sition is in the same cluster as the original GPS. Again, same as semantic features,
the original GPS information is hidden from the algorithm and only used to vali-
date the geographic location estimation. As discussed before, we believe it is an
ill-posed problem to find the exact GPS location for every image, and thus use
cluster-based evaluation measures instead of distance-based measures.
To evaluate the performance of geographic annotation, we compute the preci-
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sion and recall for every cluster, and compute the F-score using (4.21). Figure 22
shows the annotation accuracy on these clusters. The F-score is high for a large
number of regions.
Figures 23 and 24 show examples of web image annotation. Purple terms de-
note the origin tags for each image, while the green terms denote the enhanced
semantic annotation. The geographic annotation is illustrated in the map below,
where the red crosses stand for the original GPS position, and the yellow region-
s correspond to the estimated GPS clusters. We can see that our LCCR model
performs well for both semantic and geographic annotation.
Figure 25 shows some examples where the geographic annotation is not per-
fect. For the left image, our annotation model finds two clusters that are possible
geographic locations (one is correct and the other is a neighboring region). This
happens when a given image appears near the boundaries of two GPS clusters.
For the middle image, our annotation model fails to find the correct GPS position
since it is outside the main continent of North America and we do not have any
samples in that region. For the right image, there is no cue from which we can
infer the geographic location, and we (correctly) find no corresponding GPS clus-
ter. The proposed LCCR model obtains satisfying results for both semantic and
geographic annotation in most of the cases.
It is interesting to observe that the tags play different roles for different class-
es. Table 9 lists the top 10 tags whose weights are larger than the other 1131 in
different locations. We can see that the LCCR model finds the related location
names including the major metropolitan areas (e.g. nyc, chicago) together with
less populous areas (e.g., helluva, velvia). More importantly, LCCR can charac-
terize the distinctive scenes (e.g. tattoo in Florida, Hollywood and movie in Los
Angeles).
The goal of this study is to produce enhanced annotation for web images. The
enhancements can be in the form of new and enriched annotation, or more accu-
rate annotation after removing the noise in the original annotation. To this end,
we consider both semantic annotation and geographic annotation, and propose a
novel method of Logistic Canonical Correlation Regression (LCCR). This model
exploits the canonical correlation between heterogeneous visual and tag features
and an annotation lexicon, and builds a generalized annotation engine based on
canonical correlation in order to produce enhanced annotation for web images.
The effectiveness of our algorithm is demonstrated on a dataset of over 380,000
geotagged images.
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CHAPTER 5
METADATA FEATURES FOR CONSUMER
PHOTOS
5.1 Problem Formulation
In recent years, the flourishing of digital photos has presented a grand challenge
to both computer vision and multimedia research communities: can a computer
system produce satisfactory annotations automatically for personal photos? Fur-
thermore, annotation of personal photos requires a higher level of descriptive an-
notation of people’s activities. This is beyond the scope and capability of classic
image retrieval systems [107], [108], [109] [110]: most of these systems were
designed for simpler data such as the popular Corel image database and typically
only provide simple image semantics (such as sunset, mountain, and lake), while
the photos taken by personal cameras are much more complex and involve differ-
ent people and various activities (such as beach time, birthday parties, wedding,
and graduation).
To answer the question “What happened in the photo collection?”, we adopt
the concept of events to describe the high level semantics applied to the entire
collection. Although of high value to consumers, it is difficult to detect general
events from a single image, due to the limitation in the content cues observable
from a single image and the ambiguity in inferring high level semantics. In this
scenario, an event label is selected to annotate a group of photos that form the
event. In addition to the event labels, we are also interested in the environment
where a photo was taken; e.g., was it indoors, in the city or on the beach? Such
information will be useful for organizing personal photos, and helpful for search-
ing similarly themed photos from different users. To this end, we employ scene
labels for each photo, which will not only make our annotation more descriptive
but also help the customers organize and search photos more efficiently.
Although the goal of precise and detailed annotating is ambitious, we argue
that it is possible to obtain descriptive annotation of events and scenes for con-
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sumer photo collections. One distinct characteristic of personal photos is that they
are organized, or more accurately, stored in separate folders, in which the photos
may be related to one another in some way. Another characteristic of consumer
photos lies in the metadata recorded in the digital photo files. Such metadata in-
cludes the date and time when the photo is taken, and sometimes even the GPS
location of the photo, all of which can be very useful to model the relationships
between photos. While these two characteristics are largely neglected and unex-
ploited in previous research, this chapter will build a novel model which makes
use of these characteristics together with the visual features and is able to effec-
tively annotate the entire collection of related images instead of isolated images.
5.1.1 Related Work
Image retrieval has attracted much research interest since the late 1990s, with the
goal of searching in large databases for images similar to the query. In a retrieval
process, the system assigns a score to every image in the database which indicates
the similarity to the query image [107], [108], [110]. Such a similarity score facili-
tates the tasks of ranking and searching, but is limited for describing the content of
images. In recent years, there has been a paradigm shift from query by visual sim-
ilarity to semantic similarity, which would request more specific concept detection
and annotation. A few recent studies involved image annotation with multiple la-
bels [111], [112], but nevertheless were limited to annotating individual photos
as opposed to photo collections. As a result, these annotation systems typically
focus on concepts that are related to objects and scenes, and rarely address what
event an image corresponds to.
To understand better the image semantics, it will be beneficial to consider a
collection of images instead of isolated images. Sivic et al. [113] showed that it
is possible to recognize objects from image collections with the same categories
of subjects. Simon et al. [114] tried to find the representative image from the
collection of photos taken in the location. However, the image collections used in
the above work are “selected” versions that are organized by pre-defined themes
and topics, and furthermore do not contain photos that may not belong to any pre-
defined classes. We are more interested in understanding the “natural” personal
collections which are related to natural events and subsequently loosely organized
by the consumers into file folders. Annotation of such natural personal photo
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collections did not receive specific attention until recently. Wu et al. employed
web images to learn concept templates in order to query personal photo collections
[115], and they also proposed an active learning method for relevance feedback
[116]. Note that Cooper et al. [117] and Loui and Savakis [118] also considered
consumer photo collections, but they did not investigate the annotation problem
as our work does.
To provide a detailed description for photo collections, we try to estimate both
the scene and event categories. Scene recognition for single images has been
studied in [119], [120], [121], and is part of the interest of this study. Although the
images in previous work differ to some degree with the consumer photos (e.g., the
database in [119], [120], [121] contains no people in the images), these techniques
can be considered as the baseline of annotation for single photos upon which we
can build our system. In contrast, event recognition has not received as much
attention as scene classification because it clearly concerns higher level semantics,
e.g., wedding and birthday, for which low-level visual features alone are found
to be inadequate [122]. In previous work, event classification is limited to video
analysis [123], [122], [124] or specific sports activities [125], [35]. However, with
a collection of photos, it becomes possible to explore the semantic correlation
among multiple photos.
This study integrates both visual content and surrounding context, i.e., time
and location for the annotation task, which has proven to be an effective way to
bridge the semantic gap in multimedia understanding [126]. The correlation a-
mong photos of the same event is a form of useful context. Our approach to photo
collection annotation employs both visual features and metadata including both
time and GPS. As a new technology, GPS is mostly used in vehicle navigation
and seldom used for photo classification [127]. Some researchers proposed to use
continuous GPS traces to classify certain recurring human activities [128], [129].
In contrast, the GPS records associated with photo collections are discrete, sparse
and sometimes missing. We combine such sparse GPS information together with
visual features for photo annotation. Note that Naaman and colleagues have done
extensive work related to GPS information [130], [131], [89], [132]. However,
such work differs from ours in two aspects. First, we employ both time and GPS
information as contextual data, and combine that with visual classifiers to recog-
nize different concepts. In contrast, Naaman’s work mainly used GPS and user
tags. Note that our algorithm is designed to handle partially missing GPS infor-
mation, which is a common problem for current GPS devices. Naaman’s work did
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not consider that. Moreover, our method and Naaman’s work aim to solve differ-
ent problems. Our work tries to annotate photos that do not yet have tags, while
Naaman’s work focused on image summarization and management by making use
of existing tags
Outline of our approach: Figure 26 illustrates the annotation task fulfilled by
this work. To provide a descriptive annotation for personal photos, we introduce
two-level annotation for photo collections. In the upper level, we cluster photos
into groups, and assign an event label to each group to denote the main activity
common to all the photos in that group. The event label can either be one and
only one of the pre-defined event classes, or “NULL”, which indicates nothing of
specific interest or categorizable. In the lower level, we assign each photo one or
more scene class labels (a multi-label problem as opposed to a multi-class problem
as with the event classes). In this work, we will use the two-level model for the
photo annotation task, which we believe will provide more specific descriptions
of the photo collections.
Then the research question becomes: given a collection of personal photos,
how can we generate more reliable annotations compared with using individual
photos? Personal photos are taken in different places and at different times, de-
scribing different activities of different people. Indeed, these diverse factors make
photo annotation a challenging task, especially for the existing systems that rely
only on visual information from individual images. Therefore, it is imperative to
explore different sources of information associated with photo collections.
We first explore the correlation between scene labels. We estimate this type of
correlation from camera metadata, a useful but often untapped source of informa-
tion. Specifically, metadata includes timestamp and GPS tags. Every digital photo
file records the date and time when the photo was taken (for example, JPEG file
stores tags in the file header). An advanced camera can even record the location
via a GPS receiver. However, due to the sensitivity limitation of the GPS receiver,
GPS tags can be missing (especially for indoor photos). We will discuss how to
make good use of such incomplete metadata information. Fig. 27 shows an exam-
ple of using GPS and time tags to estimate the correlation between photos. The
closer the GPS coordinates and the shorter the time intervals are, the stronger the
correlation exists between the neighboring photos in their annotation labels.
Second and more importantly, we also consider the relations between scene
labels and event labels. Fig. 28 shows examples of both possible (solid lines)
and impossible (dashed lines) connection between scenes and events. The event
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“urbantour” can be linked to “highway” and “inside-city” scene labels, while it
is unlikely to co-occur with “coast” or “kitchen”. Our system will discover such
relationships from the data, and demonstrate that combining such relationships
should improve the annotation accuracy.
We build a unified model to account for the two types of correlation as illus-
trated in Figs. 27 and 28. This model first employs visual features to estimate the
probability of isolate events and scenes, and then uses metadata features to enforce
the correlation between images and also labels at event and scene levels. Our work
is developed on the basis of the discriminative model of conditional random field
(CRF) in [133], but is different because we introduce a hierarchical structure in
order to infer semantics at both scene and event levels in a photo collection.
This chapter is organized as follows. Section 5.1.2 describes our dataset and
the manual labeling needed for our experiments. Section 5.2 presents the basic
model for scene annotation, which takes time and GPS information into account.
Section 5.3 considers partitioning photos into event clusters. Section 5.4 takes
into account the relationship between events and scenes and builds our complete
annotation model. Experimental results are in Section 5.5.
5.1.2 Dataset
We built a diverse geotagged photo dataset by camera handouts to different users.
Each user took photos as usual and returned the camera with their photo collection.
We received 103 photo collections of varying sizes (from 4 to 249 photos). These
collections include extensive photo content. Some examples of the dataset are
shown in Fig. 27.
Each photo has a time tag, and over half of the images have GPS tags. Both the
time duration and the location range vary across different collections. The time
duration can be less than one hour, or several days. Similarly, the GPS movement
can be as far as several hundred miles (e.g., road trips) or have negligible change
(e.g., one’s backyard).
The dataset is labeled by a combination of the photographers (whenever pos-
sible) and researchers. We are interested in both indoor and outdoor activities and
social events, which are categorized into 12 events. Note that the 12 events in-
clude a null category for “none of the above”, which means our method can also
handle the collections that are not of high interest. This is an important feature
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for a practical system. Consequently, each photo can be categorized into one and
only one of these events. To make the labeling process consistent, we clarify the
definitions of the event labels in Table 10.
We also labeled each image with the scene labels using the class definitions
from [134]: coast, open-country, forest, mountain, inside-city, suburb, highway,
livingroom, bedroom, office, and kitchen. Here inside-city includes the original
inside-city, plus street and tall-building, since our annotation task does not need
to distinguish these three. Again, we also add a null scene class to handle the
unspecified cases. Note that a photo can belong to more than one scene class,
e.g., a beach photo may also contain a mountain, leading to a multi-label problem
[135].
5.2 Scene-Level Modeling
To model the correlation between the labels, we employ a conditional random field
(CRF) model. CRF is a probabilistic model first presented by Lafferty, McCallum
and Pereira for the task of segmenting and labeling of sequential data [133]. Sut-
ton et al. presented a dynamic CRF to interpret natural language with long range
dependencies [136]. Kumar and Hebert proposed discriminative random fields
to model the spatial dependencies between image regions [137]. Although the
problems studied in [133], [136], [137] are different from this work, their work
suggested that CRF provides a powerful tool to model the correlation in sequential
data.
Unlike generative models such as the hidden Markov model, CRF models the
conditional likelihoods instead of joint distributions, relaxing the assumption on
distributions. Moreover, the feature function in CRF is more flexible than that in
HMM, which makes it easier to take more features and factors into account. Let
us first address how to model the correlation between scene labels, using time and
GPS tags, and we will generalize the model for event annotation in Section 5.4.
When a photographer takes pictures, the surrounding scene is fairly stable
even though he may look in different directions and at different objects. The less
the time and location change, the more unlikely the scene labels of pictures can
change from one to another. For example, if one took a photo of a “coast” scene
at one time, it is unlikely that the next picture taken within 5 minutes would be
“inside-city”. For this reason, there are correlations between the scene labels of
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the photos that are taken within a short time interval and close location range.
Before introducing our event-scene model, we first define a number of no-
tations. In a photo collection, the photos are represented by x = {xi}, i =
1, 2, ..., N . The time tags and GPS tags are denoted as t = {ti} and p = {pi},
where pi = NULL when the GPS is missing.
We use ski to denote labeling status of the ith photo for scene class k, with
1 ≤ k ≤ 11. Here ski = 1 means the scene label is true for xi, while ski = 0 means
that the scene label is null. Note that if ski = 0 for all 1 ≤ k ≤ 11, , it means that
xi is not labeled as any of the known scene labels.
Given the time and GPS, we model the correlation using the conditional prob-
ability of the kth scene as
P (sk|x, t,p) =
1
Zs
exp(
N∑
i=1
βk · fks (xi, s
k
i ) +
N−1∑
i=1
λk · rks(ti, ti+1, pi, pi+1)),
where “·” denotes the inner product between two vectors.
The log-likelihood function for scene k is given by
Lks = − logZs +
N∑
i=1
βk · fks (xi, s
k
i ) +
N−1∑
i=1
λk · rks(ti, ti+1, pi, pi+1) (5.1)
where fks stands for the feature function of individual photos for class k, and
rks(ti, ti+1, pi, pi+1) models the correlation between consecutive photos in the col-
lection i and i+ 1. Zs stands for a normalization constant. λk and βk are the
parameter vectors that are learned from the training data. Lks acts as the objec-
tive function in both the training and testing stages. For training, we learn the
parameters (λk,βk) which maximizes Lks . For testing, given a photo collection
{xi}, {pi}, {ti}, the labeling {ski } that maximize (5.1) will infer the most possible
labels.
To obtain the feature function fks for single photos, we employ the statistical
features from [108] and [138]. An SVM classifier is trained for the public scene
dataset [121]. The feature function is
fks (xi, s
k
i ) =
{
(1, hk(xi))
T , if ski > 0
(−1, 1− hk(xi))T , if ski = 0
, (5.2)
where hk(xi) is a sigmoid function used to shape the SVM score, 0 ≤ hk(xi) ≤ 1.
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Since there is no need to re-scale the sigmoid function, we can simply take βk =
(βˆk, 1)T , so
βk · fks =
{
hk(xi) + βˆ
k, if ski > 0
1− hk(xi)− βˆk, if ski = 0
. (5.3)
The larger the differences in time and location, the less correlation between
consecutive labels. Moreover, when the consecutive labels are different, the cor-
relation function should contribute little to the overall log-likelihood. With these
observations, we define the correlation feature function as
rks(i, j) = r
k
s(ti, tj , pi, pj) =
{
( 1
1+exp(dtij)
, 1
1+exp(dpij)
)T , if ski = s
k
j
0T , otherwise
, (5.4)
where dt and dp denote changes in time and location, respectively. In this study,
the time change is quantized in intervals of a quarter hour, while the location
change is measured in units of a minute of arc on the earth sphere.
Note that the correlation function defined in (5.4) is able to handle the situa-
tion of partially missing GPS. If pi or pj is NULL, we treat dpij = ∞ and thus
1
1+exp(dpij)
= 0, which means that the GPS tags impose no correlations on the
overall log-likelihood function.
Although (5.1) considers the correlation in both time and GPS, it is not yet
complete since no event labels are involved in this model; neither is the correlation
between scenes and events. In what follows, we will add event annotation into the
framework, and improve (5.1) to obtain the complete annotation model.
5.3 Event-Level Modeling
In the setting of this study, our event annotation involves two tasks: grouping pho-
tos into event clusters, and classifying each cluster into different event categories.
Since it is not reliable to infer the event from single images without considering
contextual information, we assign an event label to each cluster instead of single
photos. In other words, all photos in the same cluster share the same event la-
bel. In this section, we first utilize the time and GPS tags to perform clustering,
then validate the clustering accuracy using several criteria, and finally present the
feature function for event classification.
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5.3.1 Event Clustering by Time and Position
Our clustering algorithm is based on both time and GPS features. We ignore
visual features because the users tend to change their subjects of interests when
taking photos. Consequently, the visual features often vary dramatically even at
the same event. The time tag is a useful feature for event clustering [118], and a
small time interval may also suggest that the photos were taken in the same place.
However, it cannot reliably tell whether people stayed in the same place for a long
time or they already moved to another location. We next propose a reliable joint
clustering method that makes good use of both time and GPS information and is
also tolerant to missing GPS data.
Our clustering algorithm works as follows: first, we find baseline clusters from
time only using the mean-shift algorithm [139]. mean-shift does not require us to
specify the number of clusters. Since every photo contains a time tag, the baseline
clusters can always be obtained from the entire collection. Next, for those samples
with both time and GPS tags, we compute the target clustering with the GPS
information added. We iteratively search from the baseline clusters for a sample
that is not in but close to a sample already in. We add this sample to the same
cluster containing its closest neighbors. This iteration will be performed until
all the photos are added to. This algorithm is very fast and can obtain real time
clustering results even for folders with more than 100 images. The details of the
clustering procedure are given in Algorithm 5
Algorithm 5 : Procedure of our clustering algorithm
Input: Collection of photos. Each photo has a time stamp, but only some of
photos have GPS stamps..
1: Obtain baseline clusters (sub-collections)Ct by clustering all the photos using
time;
2: 2. Initialize the target clusters C by clustering only the photos with both time
and GPS information;
3: 3. Check whether there are new clusters Ctk ⊆ Ct, such that Ctk ∩ C = Φ.
Add Ctk into C as new clusters;
4: 4. Repeat the following until C contains all the photos:
5: Select one example xi such that xi ∈ Ct,xi /∈ C. Then find the corre-
sponding example xci ∈ C with xci = argminx∈C distT (x,xi). Here distT is
the Euclidean distance between the time tags.
6: Add xi into C with the cluster label the same as xci .
Output: C as the final photo sub-collections.
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5.3.2 Clustering Evaluation
We evaluate our clustering algorithm on a small portion of our dataset for which
the photographers kindly provide ground truth of event clusters. Since it is imprac-
tical to ask all the users to mark all the clusters, we only evaluated our algorithm
on 17 photo collections (1394 photos in total).
There are many metrics for measuring the clustering accuracy. In this study,
we utilize two popular ones together with a new one that fits our requirements.
The first criterion is probabilistic random index (PRI) [140], which counts the
fraction of pairs of samples whose labels are consistent between the computed
cluster and the ground truth, normalized by averaging across all the clusters in the
ground truth. The second one is local consistency error (LCE) [141], which is
defined as the sum of the number of samples that belong to one cluster C1 but not
C2, divided by the size of C1. Here C1 and C2 denote the cluster from the ground
truth and clustering method, respectively.
PRI and LCE use local or global normalization factors, respectively. Howev-
er, in this study, we have different preferences on different types of errors: over-
partition carries lower cost than under-partition because it is more difficult to as-
sign the correct event label when two different events are inadvertently merged.
Neither PRI nor LCE accounts for cost. Therefore, we propose a new metric called
partitioning error cost (PEC).
Suppose the computed clustering is {c1, c2, ..., cn} and the ground truth is
{g1, g2, ..., gm}. For each cluster ci, we compute its contribution to the overall
error:
erri =


0, if ∃ci = gj
|ci|w1NQ, elseif ∃ Q s.t. ci =
⋃
j∈Q gj,
|ci|w2NP , elseif ∃ P s.t. gj =
⋃
j∈P cj,
|ci|, otherwise,
,
where |ci| is the number of samples in ci, Q ⊆ {1, 2, ..., m}, P ⊆ {1, 2, ..., n}, and
NQ and NP are the numbers of gj and ci in the union, respectively. And w1 and
w2 are empirically set as 0.1 and 0.2, respectively, which penalizes under-partition
more than over partition. Finally, we sum up the error cost and normalize it by the
total number of samples:
err =
1
N
∑
i
erri.
Our clustering algorithm is evaluated by these three metrics. Since there is no
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algorithm that can handle the missing GPS data, we compare our algorithm with
the date-time clustering algorithm [118] and temporal similarity-based photo clus-
tering algorithm [117], which are the state of art clustering algorithms using time
only. To make a fair comparison, we choose the unsupervised algorithm in [117]
instead of the supervised ones. Note that [130] presents another clustering al-
gorithm based on GPS only. However, this algorithm is not applicable for our
scenarios since GPS tags of many photos are missed. To make a more informa-
tive comparison, we also compare the simple algorithm that applies mean-shift to
time only. Table 11 summarizes the evaluation results. It is clear that our method
obtains the lowest error by all three metrics. Figure 29 shows the clustering errors
measured by PEC for all 17 photo collections. Our clustering algorithm outper-
forms the other two methods for virtually every folder.
Figure 30 shows example results of our clustering algorithms on four photo
collections. The clustering results by using time and GPS (soild red lines) are su-
perior to those using time only (dashed blue lines), when compared to the ground
truth of events. More accurate clustering layes more reliable foundation for the
subsequent event recognition. In general, using time only often leads to under-
segmentation of clusters and would cause an adverse chain reaction under the
event-scene model because all the photos in each event share the same event class
label.
5.3.3 Event Annotation Based on Computed Clusters
After obtaining the event clusters, we impose a feature function on each cluster.
Following the standard practice in video concept detection [142], [143], we de-
veloped an SVM classifier for the 12 event classes (using software courtesy of
University of Central Florida). We separately collected 200 photos for each class,
and randomly selected 70% of these images for training the multi-class SVM clas-
sifier [144]. The remainder 30% of the photos are used for validation.
Given an event sub-collection C, our feature function for event e is
f eg (C) = (1,
∑
xi∈C
1
1 + exp(−ge(xi))
)T , (5.5)
where ge(xi) is the SVM score of photo xi for event e. For our annotation work,
1 ≤ e ≤ 11 stand for the 11 classes of events, and for the null event g0 = 0.
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5.4 Joint Annotation of Events and Scenes
Some researchers in the field of video annotation observed that it is beneficial to
explore the relationship between different labels [145], [146]. These results sug-
gest that we consider the label dependency between event and scene labels for
images. As shown in Fig. 31, the event and scene labels are strongly correlated.
Some of them are often concurrent, e.g., the beach-time event and the coast scene.
More importantly, we find that some labels are mutually exclusive (negative cor-
relation), for example, the yardpark event and the inside-city scene.
To model these two types of correlation, we employ the function
rc(s
k, e) =


δ(sk = 1), if sk and e are concurrent
−δ(sk = 1), if sk and e are exclusive
0, otherwise
, (5.6)
where exclusive labels mean that the two labels never appear together, and the con-
current labels mean the the correlation between two labels are above a threshold
(0.05 in this experiment). By searching through the training images, our algorith-
m can find concurrent and exclusive labels automatically. Figure 31 shows these
correlation pairs obtained from the training photos.
We have discussed the feature functions f eg (C) and rc(Sk, e) for event annota-
tion. Taking these functions into account, the log-likelihood function becomes
L =− logZ +αe · f eg (x) +
∑
k
∑
i
βk · fks (xi, s
k
i )
+
∑
k
∑
i
λk · rks(i, i+ 1) +
∑
k
∑
i
µk,erc(s
k
i , e), (5.7)
where α,β,λ,µ are parameters to be learned, fks denotes the feature function of
scene class k for each photo and rks denotes for correlation function through time
and GPS, as defined in Section 4.
Our complete log-likelihood function L is now more complex than the simple
version in (5.1). The number of parameters is large, which makes it likely for the
model to overfit. To reduce the overfitting, we add the following constraints to
reduce the model complexity, and thus make it resistant to overfitting. We assume
µk,e = µ1 for rc(ski , e) > 0 and µk,e = µ2 for rc(ski , e) < 0. Thus we only need
two variables to represent the correlation of events and scenes. Finally, we add
the constraint that αe = 1 for all e. By observing (5.5) we can see that f eg (C) is
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properly normalized, so removing the parameter αe is reasonable.
After these simplifications, we can train the CRF models by minimizing L in
(5.7). The training algorithm is summarized as follows. Given the log-likelihood
in (5.7), we can compute the gradient ∇L. By denote the parameters as Φ =
(α,β,λ,µ), we can expand the log-likelihood using Taylor series
L(Φ + ∆Φ) = L(Φ) +∇L(Φ)T∆Φ+
1
2
∆ΦTB∆Φ,
which attains its extremum at
∇L(Φ) +B∆Φ = 0. (5.8)
Note B is the Hessian matrix which can be efficiently updated by conjugate-
gradient methods as in [147].
From (5.8) we can obtain the updating scheme
Φn+1 = Φn +∆Φn = Φn −B
−1∇L(Φn).
Since L is a convex function subject to Φ, this iterative approach will find the
optimal parameters.
After learning the parameters, we can use our model to annotate the testing im-
ages. This process is accomplished by maximizing (5.7) subject to the label vari-
able ski and ec with the trained parameters. The belief propagation method is em-
ployed for this task, which iteratively passes positive real vector valued messages
between the variables until convergence. Compared with traditional mean field al-
gorithm, belief propagation is more robust and faster for the inference task [148].
5.5 Experimental Results and Discussion
From the geotagged dataset, we randomly select 50% of all the folders for training
and the rest for testing. The testing results are compared with ground truth. Note
that the ground truth of scene labels is for individual photos, while the ground
truths of events is for photo sub-collections. Although it takes days to train the
basic concept detectors and CRF model, the testing process is very fast. The
average annotation time for each image is less than one second.
First, we show the accuracy of scene labeling. Since scene-level annotation
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is a multi-label problem, we compute the precision and recall for each label, as
shown in Figure 32. From the figure, the recalls for most classes are satisfactory,
while the precisions are lower. In other words, false alarms are the main errors in
scene annotation. This demands more attention in future work.
At the event level, we compare our annotations with the real events at the
sub-collection level. We construct a confusion matrix for 11 events over sub-
collections, as shown in Figure 33. Most classes are annotated successfully. Some
event pairs may be confused because they share much visual similarity: wedding
confused with graduation when graduates happen to wear white gown, and birth-
day confused with eating because both can show food on the table (unless we can
detect the birthday cake explicitly).
Event annotation becomes more difficult if we also consider the null event
class. Figure 34 shows the new confusion matrix for all the sub-collections, in-
cluding those of the null class. Unfortunately, some null-event sub-collections
are misclassified as one of the known events. However, we are pleased that such
misclassification is limited and almost evenly distributed among all classes.
To test the benefit of our CRF model and the GPS information, we compare
the annotation results by our model with GPS and time against those by using
time information only, and those by individual detectors. To make a fair compari-
son, we consider only those collections with both GPS and time tags. Figures 35
and 36 show the precision and recall for scene and event annotation, respective-
ly. Figures. 37 and 38 compare the average precision (AP) for scene and event
annotation, respectively. Our hierarchical event-scene model with time and GP-
S improves significantly both the precision and recall in both cases, in terms of
the overall performance and in the vast majority of individual classes (only wed-
ding and birthday are slightly worse). Although the model with time only is not
as competitive as the full model, it still performed much better than the isolated
single detectors.
To illustrate the success of our hierarchical event-scene model, Figures. 39,
40, and 41 contain annotation results on three photo collections at both event
and scene levels. Due to the space limits, we can only show the most represen-
tative photos in each collection. Note that although each collection is a single
event based on ground truth clustering, the actual event clustering by different
algorithms may differ. The event and scene labels in bold face are correct when
compared to the ground truth. In addition, the scene labels in italics are also se-
mantically correct even though the ground truth did not contain them (typical for
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a multi-label problem such as scene classification). Clearly, the proposed hierar-
chical event-scene model provides better annotation at both event and scene levels
than the isolated detectors, with the model using full time and GPS information as
the best. Most notably, all the photos in the same collection share the same event
label and more consistent scene labels, thanks to accurate event clustering using
both time and GPS information and powerful interactions within the hierarchical
model.
In general, GPS information is more available for outdoor photos although our
experience is that wood-frame houses and rooms with large windows also allow
reasonable GPS reception. Because our framework can also handle the collections
in which the GPS information is missing for part of the photos, improved annota-
tion can also be obtained for the indoor photos that are grouped together with the
outdoor photos of the same events.
It is worth noting that the goal of the event clustering algorithm is to pro-
duce semantically meaningful event grouping that is at the same time as close as
possible to the group by the owner of the photos. In that sense, the clustering
is intended to be useful on its own as an aid to photo management by the users,
as well as provide a sound basis for the hierarchical annotation process. While
ground truth clusters by the users would certainly be better for the annotation pro-
cess, we have shown that the clustering algorithm proves to be adequate, precisely
because the clustering algorithm (with the combination of timestamp and GPS) is
able to group the photos in a similar fashion as the photo owners. Note that the
users have no knowledge of the clustering algorithm when providing the ground
truth clusters.
5.6 Summary
We addressed the problem of annotating photo collections instead of single im-
ages. We built a sizable collection of geotagged personal photos, and defined a
compact ontology of events and scenes suitable for consumers. We constructed
a CRF-based model that accounts for two types of correlations: (1) correlation
by time and GPS tags, and (2) correlation between scene- and event-level labels.
Extensive experiments have shown that our hierarchical model significantly im-
proves annotation in both precision and recall. Future directions include exploring
(better) alternative baseline scene classifiers, integrating the physical place tags
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that can be derived from the GPS coordinates [149], expanding the scene-event
ontology, and finding a solution to reduce the relatively high level of confusion
between certain events.
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CHAPTER 6
NETWORK STRUCTURE FEATURES FOR
RANKING AND CLUSTERING
Photo community sites such as Flickr and Picasa Web Album host a massive
amount of personal photos with millions of new photos uploaded every month.
These photos constitute an overwhelming source of images that require effective
management. There is an increasingly imperative need for semantic annotation of
these web images. This study addresses the problem by considering two kinds of
annotation: semantic annotation and geographic annotation. Both are useful for
image search and retrieval and for facilitating communities and social networks.
With the explosive growth of digital cameras and online media, it has become
crucial to design efficient methods that help users browse and search large image
collections. We also propose to rank the images in a structural fashion, which
aims to discover the diverse structure embedded in photo collections, and rank the
images according to their similarity among local neighborhoods instead of across
the entire photo collection. We design a novel algorithm named RankCompete,
which generalizes the PageRank algorithm for the task of simultaneous ranking
and clustering. The experimental results show that RankCompete outperforms
VisualRank and provides an efficient but effective tool for organizing web photos.
6.1 Problem Formulation
The popularity of digital cameras, camera-phones and high capacity memory card-
s has led to an explosion of digital images on the web, especially in online photo
sharing communities. The common approach used in web image search is based
on textual information (e.g., image file name and surrounding text). However,
such an approach cannot handle images where the related textual information is
missing or inconsistent with the visual content. The current image search tech-
niques are also ineffective for browsing the photo albums in the online sharing
communities (e.g., Flickr, Facebook). When reviewing photos from friends or
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from the community, users often have to click the images page by page, with
many irrelevant images or duplicates.
Jing and Baluja proposed VisualRank [87], which identifies the authority of
images on a similarity graph based on visual similarity. VisualRank is motivat-
ed by the recent success of the PageRank algorithm [150]. Unlike the classical
PageRank and HITS that build an adjacent matrix based on the hyperlinks between
web documents, VisualRank treats images as web documents and their similari-
ties as “visual” links. Such visual links will not suffer from malicious hyperlinks
from web spammers. Based on such visual links, a PageRank score is estimated
for each image, based on which images are ordered for retrieval systems.
Despite its success in product image search, VisualRank is still not perfect
for tasks such as browsing and organizing large collections of images in several
aspects. First, VisualRank does not consider the visual diversity of the retrieval
results and cannot handle the ambiguity of user queries. If two images look sim-
ilar, they will share similar hyperlinks with others. As a result, if an image is
ranked high by VisualRank, its duplicate or near duplicate images will also be
ranked high, giving the user a subset of images with rather limited visual diversi-
ty. Moreover, it is difficult for users to explore the searching results provided by
VisualRank due to the lack of structure. A user often has to scroll or click through
many pages of image results to find the object of interest.
We propose a new algorithm named RankCompete that generalizes the PageR-
ank algorithm for the task of simultaneous ranking and clustering. Our contribu-
tion is a scheme that performs the tasks of ranking and clustering in a mutually
enhancing fashion: (1) The ranking results make more sense when comparing
only the images with similar semantics. (2) The clustering results can also be
improved using ranking information since relevant documents are more similar to
each other than the irrelevant documents.
6.2 RankCompete Algorithm
Following the work in VisualRank [87], this work models visual similarity using
the matched SIFT features [6] from a pair of images, which are 128-dimensional
vectors describing the image gradient orientation histograms for local patches.
Given two images, VisualRank [87] computes their similarity as the number of
local features shared between them. However, computing pairwise similarity is
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expensive. To accelerate the computation, we quantize SIFT descriptors into
salient visual words and compute the image similarity as the number of shared
visual words between the two images. Thus the images form a graph where the
column-normalized similarity matrix S corresponds to an adjacency matrix.
To make the presentation simple, we first consider the two-class clustering and
introduce two groups of two random walks in the similarity graph. We define two
measures p1 and p2 to represent the probability for each random walk to visit each
image node u with the constraint
∑
u pk(u) = 1, k = {1, 2} . We also assume that
one node can only host one walk, so that p1 and p2 will compete with each other
on every node.
The RankCompete algorithm can be viewed as a two-step process. In the
ranking step, we update pk in a way similar to PageRank:
pk = S
∗pk (6.1)
Then in the competing step, two random walks p1 and p2 will compete on
each node by
pk(u) =
{
pk(u), if pk(u) = maxk′ pk′(u)
0, otherwise
. (6.2)
To guarantee that p1 and p2 satisfy the constraint of random walk, we use a nor-
malization process of
pk(u) = pk(u)/ρk, (6.3)
where ρk =
∑
u pk(u) is called a normalization factor.
Algorithm 6 : The RankCompete Algorithm
1: Initialize p1 and p2 satisfying
∑
u pk(u) = 1 for k = 1, 2.
2: Update until convergence
3: do ranking step using (6.1)
4: do competing step using (6.2) and (6.3).
5: Obtain two clusters D1 and D2 with the corresponding normalization factors
ρ1 and ρ2.
6: if ρk > Threshold, k = {1, 2}
7: do RankCompete on subgraph Dk
8: Output all clusters with corresponding ranking scores.
RankCompete initializes p1 and p2 by two random vectors or from two se-
lected images, and then iteratively updates them based on Eqs. (6.1), (6.2) and
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(6.3) until p1 and p2 no longer change or iterations exceed a threshold (50 in our
experiment). 1 Based on p1,p2, we can obtain two clusters D1 and D2.The rank-
ing score of each node u is also obtained simultaneously as p1(u) or p2(u). Note
that RankCompete can be easily generalized to multiple-class clustering by per-
forming hierarchical clustering in a top-down manner. Algorithm 6 outlines the
procedure of general random compete algorithm.
6.3 Experiments
We first use an example to show how our RankCompete algorithm produces a
structured view of the search results. We download images from Flickr using the
query of “Raleigh” and apply the RankCompete algorithm to these images. The
top three clusters in Figure 42 show that our algorithm can effectively summarize
the diversified images and help find the most relevant images more effectively.
To further evaluate our algorithm, we employ two public datasets to compare
the performance of VisualRank and RankCompete. We first employ the dataset
from ImageCLEF’08 [152], which provides labels for 39 topics, each composed
of multiple clusters (2 ∼ 23). Our use of the dataset is different from the original
intention since we are not working on the annotation such as titles, descriptions,
and locations. In contrast, we fuse the ground truth images of each topic with 40%
randomly selected other images. To evaluate our algorithm, we compare the top
20 images returned by VisualRank and RankCompete algorithms for each topic.
The second dataset comes from the WIDE data set [153], which is the largest
labeled visual dataset available at present. For each topic, we collect 1000 images
with ground truth concepts or with the same tags. For each topic, we evaluate the
top 50 images returned by VisualRank and RankCompete algorithms. To evaluate
the performance, we employ two measures: precision (the percentage of relevant
images in the retrieved list) and S-recall (the percentage of different clusters found
by the ranking algorithms). Table 12 compares the average precision and S-recalls
across 39 topics on the ImageCLEF dataset. Our method can improve both the
accuracy and diversity of the retrieval results. Since there are no cluster tags
associated with each topic in NUS WIDE, we can only compare the precision, not
S-recall. Our RankCompete algorithm again outperforms VisualRank (precision
1It can be proven that the converged pk coincides with the PageRank score in the sub-graph
within the cluster [151].
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0.894 vs. 0.872).
6.4 Summary
We present a new algorithm named RankCompete, which is a generalization of the
PageRank algorithm to the scenario of simultaneous ranking and clustering. The
results show that RankCompete works well for the task of simultaneous ranking
and clustering of web photos, and outperforms VisualRank on two challenging
datasets.
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CHAPTER 7
CONCLUSION
We have discussed different ways to address the approaches to fuse multiple fea-
tures for visual recognition. As discussed in the introduction, there are unique
characteristics existing in heterogeneous features, which pose special challenges
for visual recognition. Next let us summarize how we address these unique chal-
lenges.
Visual features with different metrics: We develop a novel model HFM,
which can provide a flexible way to fuse multiple features, where the fusion
weights are formulated as part of the kernel regression coefficients and will be
adaptively estimated from the data. Instead of having a global set of fusion
weights to balance the contribution of each feature, our model has data depen-
dent weights and therefore leads to a nonlinear fusion of multiple features.
Small number of visual features: Compared with the scenario used in En-
semble learning, the number of the visual features is relatively small (less than 20
in most the cases). Our HFM model can handle this situation well: by choosing
a flexible weighting scheme, we balance the contributions of features on different
samples, which works well even with a few features involved. Our method out-
performs the traditional MKL and obtains state-of-the-art results in several image
recognition datasets. We also consider the scenario of actions in videos, and build
a Gaussian mixture model with branch-and-bound search to combine multiple
spatial-temporal interest point (STIP) features for action detection. This method
works well in both traditional KTH dataset and our new collected MSR dataset.
Metadata: We find that time and GPS are useful cues for measuring the co-
herence between images in a consumer photo collections. We built a sizable col-
lection of geotagged personal photos, and defined a compact ontology of events
and scenes suitable for consumers. We constructed a CRF-based model that ac-
counts for image coherence to annotate a photo collection instead of single im-
ages. Extensive experiments have shown that our hierarchical model significantly
improves annotation in both precision and recall.
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Noisy labels: Web images are often accompanied by text such as image title,
surrounding text or user annotation, which are usually not accurate or consis-
tent. We address the problem by enriching semantic annotation and geographic
annotation of web images. Both are useful for image search and retrieval and for
facilitating communities and social networks. We proposed a novel method of Lo-
gistic Canonical Correlation Regression (LCCR) for the annotation task. Based on
these annotations, we can build a system called GeoPhoto Memex to recommend
popular attractions and tourism routes for the users.
Large scale: Considering the huge amount of images and videos from online
and from surveillance systems, it is crucial to employ a powerful computational
paradigm to process large scale visual data. We have built up a distributed system
in the IFP group, using Google’s MapReduce paradigm for scalable computing.
The challenge lies in the fact that MapReduce is designed for processing records,
but not for high dimensional numerical data. However, we believe by develop-
ing smart algorithms, we can significantly reduce the network and disk overhead
and provide new recognition systems for scalable data. We have developed a
new algorithm named Delta-SimRank to compute the pair-wise similarity in large
networks. We also tried to use MapReduce for ImageNet image classification
challenge and were ranked 1st in the competition. I believe there are a lot more
interesting projects in this direction.
To look into the future, I believe the success of visual recognition depends
on the techniques in multiple disciplines, including computer vision, data mining
and distributed computing. I believe there is great potential in using our tech-
niques for different applications. The project on GeoPhoto Memex is devoted to
social media mining. We have shown that multiple feature fusion is crucial for
video surveillance. I expect the techniques we have developed will be used for
medical image processing and robotics. Most importantly, I believe in the future
we will consider designing softwares not only for vision applications, but also
to provide services for cloud computing systems. I believe that thinking about
problems from the viewpoint of cloud computing will help us to organize social
media, to understand visual phenomena and to select useful features for different
applications.
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CHAPTER 8
TABLES
Table 1: Comparing the recognition results between HFM and MKL in UCI liver
data set.
Algorithm Accuracy Time (secs)
SILP [13] 65.9± 2.6% 47.6± 9.8
SimpleMKL [14] 65.9± 2.3% 18.9± 12.6
HFM (λ = 0.2) 69.6± 4.8% 16.2± 1.7
HFM (λ = 0.1) 70.8± 4.4% 19.9± 2.1
HFM (λ = 0.06) 72.0± 4.3% 26.2± 2.5
HFM (λ = 0.05) 72.6± 3.9% 27.0± 4.0
HFM (λ = 0.04) 72.8± 4.0% 29.9± 4.9
HFM (λ = 0.02) 72.7± 4.3% 37.0± 6.9
HFM (λ = 0.01) 72.7± 4.0% 45.2± 9.7
Table 2: Recognition results on the Princeton sports event dataset.
Method Accuracy
Scene model in [35] 60%
Object model in [35] 49%
Object + geometry model in [35] 46%
Object + scene model in [35] 73.4%
Our HFM 79.2%
Table 3: Recognition results on Jain’s sports event dataset.
Method Accuracy
SVM [36] 61.4%
SHRF [36] 65.3%
Our HFM 73.1%
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Table 4: Comparison of the effect of individual features. Dataset A is the
Princeton event dataset, and Dataset B is Jain’s event dataset. Each number is the
accuracy in percentage.
Features Acc. on dataset A Acc. on dataset B
Gist 63.1% 40.0%
HOG 49.8% 42.7%
LBP 51.2% 62.3%
Color Moment 59.8% 56.7%
SPM 59.4% 63.3%
Bayesian Net 61.3% 58.5%
Random forest 64.2% 68.4%
HFM 79.2% 73.1%
Table 5: Comparing the accuracy on KTH.
Work Accuracy
Schuldt et al. [38] 71.71%
Dollar et al. [42] 80.66%
Niebles and Fei-Fei [47] 83.92%
Huang et al. [48] 91.6%
Laptev et al. [46] 91.8%
Yuan et al. [52] 93.3%
Our work 94.10%
Table 6: Detailed performance comparison between our proposed algorithm
(mhi+HOG (SMILE-SVM)) and [51] (Shape+Flow (Parts)). Note that R/P
means Recall vs. Precision. In each row, the first value is the recall rate, and
other values are the precisions for different cases.
Jumping pickup two-handed one-handed pushingjacks wave wave button
R/P [51] | ours [51] | ours [51] | ours [51] | ours [51] | ours
0.2 0.75 | 1.00 0.75 | 1.00 1.00 | 1.00 1.00 | 1.00 1.00 | 1.00
0.4 0.05 | 0.63 0.60 | 0.90 1.00 | 0.60 0.15 | 0.85 0.55 | 1.00
0.6 0.05 | 0.44 0.30 | 0.70 0.50 | 0.15 0.10 | 0.40 0.25 | 1.00
0.8 0.05 | 0.20 0.20 | 0.50 0.10 | 0.10 0.05 | 0.20 0.20 | 0.90
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Table 7: A collection of 66 semantic concepts.
animals architecture art autumn baby beach bird birthday
car cat christmas church city clouds concert dance
dog fall family festival flower food football friends
garden girl halloween hiking holiday house island kids
lake landscape light mountain museum music nature night
ocean park party people portrait river rock sea
show sky snow spring street summer sun sunset tour
travel tree trip urban vacation water wedding winter zoo
Table 8: Comparing the average F-scores on 11 concepts using different features.
Feature Ave. F-score Feature Ave. F-score
Tag 0.585 LAB 0.474
LABHist 0.484 LDAFea 0.469
PCAFea 0.475 RGBTiny 0.473
Gist 0.472 All Features 0.612
Table 9: Comparing significant labels in different regions.
GPS Clusters Labels
(40.7, -74.0) NewYork philadelphia, nj, nyc, newjersey, brooklyn, newyork, york,
(41.9, -87.7) Chicago chicago, rails, wisconsin, illinois, p2wy, diesel, locomotive,
(47.6, -122.3) Seattle seattle, washington, dc, 300d, helluva, backyard, feline,
(42.4, -71.2) Boston boston, massachusetts, ma, cambridge, velvia, canon350d,
(26.0, -80.2) Orlando miami, florida, zd, tattoo, playing, zuiko, kitty, kitten,
(34.0, -118.2) Los Angeles losangeles, venice, hollywood, santa, sonyericsson, la,
North America 2007, usa, california, nikon, canada, nature, water, canon,
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Table 10: Definitions of the 12 events.
Event name Detailed definition
BeachFun Containing people playing on the beach.
Ballgames Containing players and the playing field, with or without balls.
The field can be baseball, soccer, or football.
Skiing Containing both snow and skier;
on a slope as opposed to a backyard. Not at night.
Graduation At least one subject in academic cap or gown.
Wedding Bride must be present. Better with groom.
BirthdayParty There should be cake or balloon or birthday hat.
Christmas Christmas decoration, e.g., Christmas tree.
UrbanTour Large portion of the photo should be buildings (tall or many) and
pavement. Not much green.
YardPark Containing either grass or trees. May see short building.
No sports field nor pavement.
It should not be close-up of plants/grass/flowers.
FamilyTime In the family or living room, with more than 2 people.
Sofa or rug must appear, with some furniture.
Dining Containing a table and dishes, with more than 2 people.
Null Event None of above.
Table 11: Evaluation of the accuracy of clustering algorithms.
Measures Our Method Time-only Method in [118] Method in [117]
PRI [139] 0.030420 0.057404 0.097914 0.188685
LCE [140] 0.000660 0.007702 0.001209 0.019309
PEC 0.015055 0.089888 0.055476 0.049860
Table 12: Comparing the accuracy on CLEF dataset.
Algorithm Average Precision Average S-Recall
VisualRank 0.688 0.578
Rankcompete 0.733 0.612
Table 13: Some example tourism recommendations using keyword query.
Query Loc 1 Loc 2 Loc 3 Loc 4 Loc 5
Beach (16.6, -22.9) (52.0,4.8) (14.1, -61.0) (37.0, -3.9) (10.5,103.8)
Santa Maria Den Haag St. Lucia Malaga Kampong Saom
Diving (26.6,-78.9) (53.7, 10.1) (39.5, -0.3) (4.3,118.6) (22.3, 114.1)
Fort Lauderdale Hamburg Valencia Taungoh Hong Kong
Mountain (52.0,4.8) (63.5,-149.7) (37.0,-3.9) (38.8,-9.1) (50.3,14.3)
Driebruggen Denali Arenas del Rey Prior Velho Mirejovice
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Table 14: Top locations in London and their descriptions. The number in the
parentheses is the number of users visiting the place.
londoneye(528), trafalgarsquare(456),
britishmuseum(230), bigben(205), waterloobridge(198),
towerbridge(185), piccadillycircus(182),
royalfestivalhall(175), coventgarden(169),
centrepoint(169), parliamentsquare(150),
cityhall(141), oxfordcircus(138),
lloyds(121), buckinghampalace(107),
naturalhistorymuseum(97), canarywharf(94),
bricklane(91), toweroflondon(91), brighton(90),
embankment(88), soho(80), stpancras(77),
stpaulscathedral(77), leicestersquare(76),
gherkin(75), stjamespark(68), barbican(67),
victoriaandalbertmuseum(64)
Table 15: Sequential pattern mining example.
ID Travel sequence
1 londoneye → bigben → trafalgarsquare
2 londoneye→ bigben→ downingstreet→
trafalgarsquare
3 londoneye → bigben → westminster
4 londoneye → tatemodern → towerbridge
5 londoneye → bigben → tatemodern
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Table 16: A toy example for trajectory pattern ranking.
Trajectory patterns with user and location information.
Trajectory index User index Location sequence
T1 U1 L1, L2, L3
T2 U1 L3, L4
T3 U2 L1, L3
T4 U3 L3, L4
Importance scores updating process.
Iteration 1 2 3 4
Trajectories
T1 0.2500 0.3077 0.3090 0.3088
T2 0.2500 0.2308 0.2300 0.2299
T3 0.2500 0.2308 0.2310 0.2313
T4 0.2500 0.2308 0.2300 0.2299
Users
U1 0.3333 0.6061 0.6060 0.6062
U2 0.3333 0.2020 0.2020 0.2022
U3 0.3333 0.1919 0.1920 0.1917
Locations
L1 0.2500 0.2516 0.2520 0.2516
L2 0.2500 0.1887 0.1890 0.1887
L3 0.2500 0.3113 0.3110 0.3113
L4 0.2500 0.2484 0.2480 0.2484
Table 17: Top ranked trajectory patterns in London.
Rank Trajectory pattern PT Freq.
1 londoneye→ bigben→ downingstreet→ horseguards→ trafalgarsquare 0.0037 2
2 londoneye→ bigben→ tatemodern 0.0029 2
3 tatemodern→ bigben→ londoneye 0.0029 3
4 londoneye→ bigben→ parliamentsquare→ westminster 0.0028 2
5 westminster → bigben → downingstreet→ horseguards→ trafalgarsquare 0.0028 2
6 royalfestivalhall→ londoneye→ bigben 0.0027 2
7 londoneye→ royalfestivalhall→ tatemodern 0.0027 3
8 tatemodern→ londoneye→ royalfestivalhall 0.0027 2
9 londoneye→ tatemodern→ towerbridge 0.0027 2
10 londoneye→ towerbridge→ tatemodern 0.0027 2
Table 18: Top ranked locations in London with normalized PL scores and
frequency.
Location PL # User Location PL # User
londoneye 0.0157 528 southwark 0.0062 57
trafalgarsquare 0.0125 456 stpaulscathedral 0.0058 77
bigben 0.0121 205 downingstreet 0.0053 52
tatemodern 0.0119 491 horseguards 0.0051 25
royalfestivalhall 0.0093 175 londonbridge 0.0049 37
towerbridge 0.0089 185 embankment 0.0047 23
cityhall 0.0077 141 harrods 0.0047 39
waterloobridge 0.0076 198 toweroflondon 0.0046 91
parliamentsquare 0.0075 150 naturalhistorymuseum 0.0046 97
piccadillycircus 0.0074 182 monument 0.0046 59
britishmuseum 0.0074 230 victoriaandalbertmuseum 0.0045 64
gherkin 0.0073 75 bank 0.0044 63
lloyds 0.0070 121 royalacademy 0.0040 34
coventgarden 0.0070 169 oxfordstreet 0.0040 51
buckinghampalace 0.0064 107 bloomsbury 0.0038 27
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Table 19: The evolvement of similarity score between Univ and Prof B.
iterations: 1 2 3 4 5 6
SimRank: 0 0 0.1280 0.1280 0.1280 0.1280
Delta-SimRank: 0 0 0.1280 0 0 0
iterations: 7 8 9 10 11
SimRank: 0.1280 0.1280 0.1322 0.1322 0.1322
Delta-SimRank: 0 0 0.0042 0 0
Table 20: Comparison of SimRank and Delta-SimRank over 5 datasets in terms
of running time (sec), and mean squared error of similarity score between two
algorithms.
Dataset Time Speed Ratio MSE
SimRank Delta-SimRank
Facebook 190870 10835 17.6 9.36 e-07
Wiki-Vote 32065 1305 24.6 8.11 e-12
ca-GrQc 9712 608 16.0 6.19 e-06
ca-HepTh 33120 984 33.7 6.48 e-06
DBLP 1264 689 1.8 1.23 e-09
Table 21: Comparison of SimRank and Delta-SimRank over 5 datasets on
intermediate data size (GB).
Dataset Intermediate data
SimRank Delta-SimRank
Facebook 2731 113
Wiki-Vote 380 12.6
ca-GrQc 142 6.4
ca-HepTh 505 11
DBLP 14.8 0.7
Table 22: Performance of Delta-SimRank for expanding graph.
Dataset Time (s) Iteration MSE Speedup Ratio
Facebook (1k) 254 2 6.12 e-06 2.92
ca-GrQc 210 3 7.63 e-06 2.90
ca-HepTh 452 3 7.48 e-07 2.18
DBLP 146 2 6.34 e-07 2.96
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CHAPTER 9
FIGURES
Figure 1: HFM for recognizing a “tennis” event: HFM provides a flexible
weighting scheme to combine multiple heterogeneous features (e.g., color,
MSER, HOG, and SIFT) while also removing irrelevant samples (e.g., the
middle image). Here β denotes the weights of features assigned to different
samples. Note in our scheme the summation of β is not necessarily 1.
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Figure 2: Comparing the differences between action classification and detection.
(a) For a classification task we need only estimate the category label for a given
video. (b) For an action detection task we need to estimate not only the category
of the action but also the location of the action instance. The blue bounding box
illustrates a desirable detection. It can be seen that the action detection task is
crucial when there is cluttered background and multiple persons in the scene.
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Figure 3: Precision/Recall curves for MSR-II dataset.
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Figure 4: Detection examples of MSR-II dataset. The bounding boxes denote the
detected location using branch-and-bound search. The color of the bounding box
denotes the action category: red for hand clapping, green for hand waving, and
blue for boxing.
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Figure 5: Our detector successfully detects the action even with heavy occlusion.
Figure 6: Illustration of the action detection problem in complex scenes. The
image in the first row shows a crowded scene of a shopping mall. The left five
images in the second row are the detected actions of reaching (first two),
pointing, squatting, and bending to merchandise on shelf. The last image in the
second row is a negative sample as the customer is only walking in front of the
shelf.
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Figure 7: Illustration of multi-instance learning for human action detection in
complex scenes. Top: spatial ambiguities in scale and position. Bottom:
temporal ambiguities in time domain. Different color boxes indicate different
candidate instances. For better viewing, please see the original pdf file.
Figure 8: Illustration of appearance features and motion features: (a) original
window, (b) motion history image feature (MHI), (c) foreground image feature
(FI), and (d) histogram of oriented gradients.
Figure 9: Some examples from the CMU action dataset. From (a) to (e) are
examples of five action categories: jumping, one-hand waving, pick-up, pushing
elevator buttons, and two-hand waving.
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Figure 10: Comparison precision/recall curves for a variety of actions and
features. Mhi+HOG feature on SMILE-SVM outperforms other features in most
cases.
Figure 11: Overview of the system for action detection. Note that by combining
our action detection result with a 3D tracker, the shop manager may know
customers’ interests over different shelves.
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Figure 12: Performance comparison of simple SVM, the multi-instance learning
algorithm in [75] and our SMILE-SVM.
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Figure 13: Performance comparison of the three kinds of features: (1) motion
feature only (MHI), (2) combined motion feature (MHI) and appearance feature
(FI), and (3) combined motion feature (MHI) and another appearance feature
feature (HOG).
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Figure 14: Generalization capability evaluation on a more challenging test video.
Here MFI stands for the combined features of motion (MHI) and appearance (FI),
and MHOG for the combined features of motion (MHI) and appearance (HOG).
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Detected positive instances within a bag (Example a)
Detected positive instances within a bag (Example b)
Detected positive instances within a bag (Example c)
Figure 15: Illustrations of the detected actions. Each dashed box depicts an
action bag, in which the positive instances are bounded by red rectangles.
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Figure 16: A toy example of CCA. The left and right figures illustrate the
relations between y and x1, x2, respectively. Neither of the two dimensions in
original space characterizes the linear correlation. However, after projecting the
data into the canonical space, we can see the linear correlation clearly (right
figure).
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Figure 17: Comparing CCA with linear correlation.
Figure 18: Evaluation of semantic annotation.
Figure 19: Comparing LCCR and AdaBoost on a small dataset.
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Figure 20: An example for which it is impossible to estimate the geographic
information. The purple and green tags are semantic annotation of the origin tag
and our enhanced tags, respectively. There is neither visual cue nor tag
information to infer geographic location. The best option is to produce no
estimation of geographic annotation.
91
Figure 21: Clustering of GPS locations. Left: the distribution of GPS locations.
Right: clustering GPS using the mean shift algorithm. Different clusters are
marked by different colors.
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Figure 22: F-score of GPS estimation.
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Figure 23: Examples of enhanced annotation (semantic and geographic). Purple
terms denote the origin tags for each image, while the green terms denote the
enhanced semantic annotation. The geographic annotation is illustrated in the
map below each image, where the red crosses stand for the original GPS
position, and the yellow regions stand for the estimated corresponding GPS
clusters. All the enhancements here are correct (or plausible).
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Figure 24: More examples of enhanced annotation. Purple terms denote the
origin tags for each image, while the green terms denote the enhanced semantic
annotation. The geographic annotation is illustrated in the map beneath, where
the red crosses stand for the original GPS position, and the yellow regions stand
for the estimated of corresponding GPS clusters. All enhanced annotation here
are correct (or plausible).
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Figure 25: A few examples of imperfect geographical annotation.
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Figure 26: Hierarchical annotation of photo collections.
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17:59:09 M/01/Y 12:27:50 M/27/Y 16:54:50 M/07/Y
##.5215 ##.8811 ##.1544 ##.6118 ##.5995 ##.0295
12:10:36 M/22/Y 12:25:43 M/22/Y 17:10:41 M/23/Y
##.1615 ##.6293 GPS missing ##.0574 ##.4656
11:50:48 M/25/Y 13:53:06 M/23/Y 03:26:45 M/13/Y
GPS missing ##.1159 ##.1041 ##.9752 ##.3363
Figure 27: Example of GPS-tagged consumer photos taken by different
photographers at different time and locations. Below each photo, the first row
shows the date and time when the photo was taken, and the second row shows the
GPS tag. Note the month, year, and coordinates of GPS tag are removed to
preserve privacy.
Figure 28: Correlation between scene labels and event labels.
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Figure 29: Comparison of different clustering algorithms. The horizontal axis
shows different image folders, and the vertical axis denotes the clustering errors
measured by PEC.
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(a)
(b)
(c)
Figure 30: Event clustering results on four photo collections (a)-(d). The dashed
blue lines denote clustering results using time only. The solid red lines represent
the results using time+GPS information. In both cases, different clusters are
separated by a vertical bar (event boundary).
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(d)
Figure 30: Continued.
Figure 31: Correlation between event and scene labels.
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Figure 32: Precision/recall for scene annotation.
Figure 33: Confusion matrixes for the 11 events (74.8% average accuracy). Each
column corresponds to ground-truth label of one event class. Each row
corresponds to class labels predicted by the algorithm. All the numbers are
percentages.
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Figure 34: Confusion matrixes with the null event class (61.4%).
Figure 35: Comparing scene-level annotation accuracy by our CRF model using
both time and GPS, with the model using time only, and with the single detectors
(without modeling correlations).
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Figure 36: Comparing event annotation by the proposed model using both time
and GPS, with the model using time only, and with the individual detectors
without modeling correlations.
Figure 37: Average precision (AP) for scene annotation.
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Figure 38: Average precision (AP) for event annotation.
Figure 39: Example results for one photo collection (a single event based on
ground truth clustering). The event and scene labels in bold face are correct
when compared to the ground truth. The scene labels in italics (e.g., forest for
some photos) are also semantically correct even though the ground truth did not
contain them.
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Figure 40: Example results for one photo collection (a single event based on
ground truth clustering).
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Figure 41: Example results for one photo collection (a single event based on
ground truth clustering).
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Figure 42: Top retrieved images returned by RankCompete for organizing
“Raleigh” photos in Flickr.
Figure 43: Diagram of our tourism recommendation system.
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Figure 44: The clustering results of geotagged images. (a) The distribution of 1.1
million geotagged images. (b) Geoclustering of geotagged images, where
clusters are marked with different colors.
(a) Original images in a geotagged cluster
(b) Selected representative images
Figure 45: Example of finding representative images.
Figure 46: The interface of the proposed system, for the query of keyword
“beach”. A web-based prototype system will be released.
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Figure 47: The precision of our recommendation system using random select
queries. The thick bars and thin bars stand for the average precision and standard
deviation for the top 10 recommendations in each topic.
Figure 48: Relationship among user, location and trajectory in geotagged social
media.
Figure 49: NDCG@10 comparison.
110
Figure 50: Location coverage comparison.
Figure 51: Trajectory coverage comparison.
(a) (b) (c)
Figure 52: Top ranked trajectory patterns: (a) London, (b) New York City, and
(c) Paris.
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Figure 53: A small graph with its corresponding node-pair graph representation.
Figure 54: A toy network used in origin SimRank paper.
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Figure 55: Updating ∆ on the toy network in Figure 54.
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Figure 56: The amount of intermediate data transferred in the distributed system
for each iteration.
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Figure 57: Comparison of running time of SimRank on single core machine and
Delta-SimRank algorithm in distributed systems.
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Figure 58: Comparison of the amount of non-zeros for expanding graph.
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APPENDIX A
GEOPHOTO MEMEX
Based on the techniques discussed before, we will develop a project on mining
geotagged social media. The name of this project is Geophoto Memex, which
aims to record all the photos or social media that are associated with a location in
the world, and provide geographical analysis on request. This project is motivated
by Dr. Jim Gray, who wanted to build a personal Memex which can record every-
thing a person sees and hears, and quickly retrieve any item on request. However,
we are more interested in aggregate information from a large number of users, so
that we can mine group wisdom from these media. In the following sections we
will briefly introduce two applications of Geophoto Memex: GeoPhoto retrieval
and travel route mining.
A.1 GeoPhoto Retrieval
We aim to build a system to suggest tourist destinations based on visual matching
and minimal user input. A user can provide either a photo of the desired scenery
or a keyword describing the place of interest, and the system will look into it-
s database for places that share the visual characteristics. To that end, we first
cluster a large-scale geotagged web photo collection into groups by location and
then find the representative images for each group. Tourist destination recom-
mendations are produced by comparing the query against the representative tags
or representative images under the premise of “If you like that place, you may also
like these places. ”
In the past, people obtained suggestions for their personal tourism from their
friends or travel agencies. Such traditional sources are user-friendly; however,
they have serious limitations. First, the suggestions from friends are limited to
those place they have visited before. It is difficult for the user to gain information
from less-traveled members of the community. Second, the information from trav-
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el agencies is sometimes biased since agents tend to recommend businesses they
are associated with. Even worse, when users plan their travel by themselves, they
often find their knowledge is too limited to produce a satisfying travel experience.
The prevalence of the Internet provides the possibility for users to learn to plan
their tourism by themselves. There has been an increasing amount of visual and
text information which the user can explore from various websites. However, the
Internet information is too overwhelming and the users have to spend a long time
finding those that they are interested in. Users desire more efficient ways to find
tourism recommendations which can save time and effort.
This work aims to design a user-friendly and effective system for the task of
tourism recommendation. We believe that the most intuitive way to describe a
place is to show the user images so that they know whether or not they would
like such a place. We employ geotagged images to show the interesting scenes of
different places in the world, and help users to find destinations which best match
their interests. The geotagged images are those images taken with geographical
information. With the advance in low-cost GPS chips, cell phones and cameras
are becoming equipped with GPS receivers and thus are able to record location
while taking pictures. Geotagged images have become popular in recent years.
There is a huge number of geotagged images from popular websites such as
Flickr and Google Earth. However, there has been no previous work studying
how to use them for tourism recommendation. The difficulty lies in several as-
pects: First, it is not an easy task to understand a user’s interests. There is always
a semantic gap between the high level concept and the low level features. Second,
the huge collection of online geotagged images contains many irrelevant samples,
whose contents are not relevant to the geographical coordinates. Finally, an effi-
cient tourism recommendation system demands a fast approach to find the places
with geotagged images which match a user’s interests.
To handle these difficulties, we propose a two-step approach to build a touris-
m recommendation system. In the offline step, we organize the whole geotagged
database and extract representative samples for future use. We develop an efficient
clustering algorithm to divide the Earth’s surface into regions, which is based on
not only the geographical coordinates but also the distributions of geotagged im-
ages. For each geotagged cluster, we look for the most representative images and
tags. These representatives are called R-Image or R-Tags. In the online step, we
allow users to input queries to describe their destinations and then search for the
representative images that match the user interests. The corresponding geotagged
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regions are obtained as the recommended destinations. Figure 43 shows the dia-
gram of our recommendation systems.
Our contribution is threefold: (1) We develop an effective algorithm to clus-
ter geographical images. Our scheme is flexible since it does not require one to
specify the number of clusters. We design an efficient technique to speed up the
mean shift algorithm, and our approach can cluster one million images within 10
minutes on a typical PC. (2) We propose using representative images for tourism
recommendation. The representative samples are rid of the irrelevant images and
can describe well the characteristics of every location. In addition, the number
of representative images is far less than that of the whole geotagged image col-
lection, which makes the retrieval faster. (3) We design a flexible interface which
allows the user to choose either keywords or query images to describe their inter-
ests. The combination of two kinds of queries provides higher chance of the user
finding a satisfying place.
The traditional image retrieval systems consider the problem of searching in
large databases for the images similar to the query [108], which are usually limited
to professional datasets such as COREL database. With images becoming acces-
sible online, there has been increasing interest in studying web images for the re-
trieval tasks. Since web images are often accompanied by text such as image title,
surrounding text or user annotation, many web image retrieval works [84] consid-
er both visual and tag features for their problems. Motivated by these works, this
work will also employ these two features for the recommendation task.
Geo-tagging has been an emerging phenomenon in photo-sharing web sites.
There has been much work employing geographic annotation to help image an-
notation [92], and image summarization and management [132]. Quack et al.
consider the problem of object/event retrieval with the help of Wikipedia [90].
These works are different from our tourism recommendation problem. The work
by Hays and Efros [94] might be the most closely related to this work, which esti-
mates the geographic location of an image by searching for those visually similar
samples in the given dataset in a nearest fashion. However, we argue that it is
possible for two images to be visually similar to each other even though they
correspond to different locations (e.g., two buildings or two beaches), and both
locations can be good candidates for tourism recommendations.
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A.1.1 Dataset
We collect a geotagged database by collecting 1,123,847 images with GPS records
from Flickr [104]. The GPS location for each image is represented by a two
dimensional vector of latitude and longitude. Each image is also associated with
user-provided tags, of which the number varies from zero to over ten.
Figure 44(a) shows the distribution of GPS locations. It can be seen that geo-
tagged locations are not evenly distributed. We argue that the image density at a
location is related to the potential for that location to be of interest to a tourist. The
next section will discuss how to use clustering to avoid these regions as candidates
for tourism recommendation.
A.1.2 Effectively Clustering the Geotagged Photos
To cluster the geotagged photos, we consider the mean shift algorithm [154] for
the GPS coordinates. Mean shift clustering is a nonparametric method which does
not require one to specify the number of clusters, and does not assume the shape
of the clusters. Starting from a given sample x, mean shift looks for the vector
m(x) =
∑
i xigi∑
i gi
(A.1)
where gi is the local kernel density function in the form of gi = g(||(x−xi)/h||2),
where g should be a nonnegative, nonincreasing, and piecewise continuous func-
tion. Fukunaga and Hostetler [154] proved that the mean shift vector m(x)−x is
in the direction of the maximum increase in the density.
The most expensive operation of the mean shift method is finding the closest
neighbors of a point in the space. In this work, we propose to formulate the kernel
function g as a flat kernel
g(x) =
{
1 if |x| ≤ 1
0 if |x| > 1.
We can easily obtain that gi 6= 0 if and only if ||x− xi||2 < h2. Since each x is a
GPS coordinate in R2, we can get the necessary condition for gi 6= 0:
|x(1)− xi(1)| ≤ h, |x(2)− xi(2)| ≤ h. (A.2)
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With (A.2), we can search for the closest neighbors of a sample effectively and
speed up the clustering process. Algorithm 7 describes our clustering procedure.
Algorithm 7 : Mean-shift based GPS Clustering
Input: GPS coordinates X = {xl}, where xl is a two dimensional vector denot-
ing longitude and latitude.
1: Initialize center set C = ∅, and non-visited set U = X .
2: for each xl ∈ U do
3: Set x = xl, V = {xl}.
4: do
5: Find x’s neighborhood set {xj} using (A.2).
6: Compute the vector m(x) using (A.1).
7: Update x = m(x) and V = V
⋃
{xj}.
8: until x converge.
9: Update C = C
⋃
x and U = U − V
10: end for
Output: The set of cluster centers C and the corresponding samples in each clus-
ter.
Algorithm 7 works very efficiently with low dimensional data. For our dataset
of more than 1.1 million images, the clustering procedure takes less than 10 min-
utes. Figure 44(b) shows the clustering results, where different clusters are marked
by different colors. Even from a highlevel (without zoom-in), our algorithm ob-
tains reasonable clustering results (1108 clusters).
A.1.3 Finding Representative Samples
Our next step is to find the representative samples in each geotagged cluster. We
consider two kinds of representatives, tags and images, which are named as R-
images and R-tags, respectively. We explore the user labeled tags associated with
each image to find R-tags. We compute the occurrence of each tag in each cluster,
and choose the representative tags with occurrence larger than a threshold (set as
10 in our experiments). It is a non-trivial task to find the R-images. We employ
the affinity propagation [155] for this task.
Given N images in a geotagged cluster, the similarity between image i and k
is denoted as s(i, k). In our experiments, the similarity is measured by a Gaussian
function
s(i, k) = exp(−||fi − fk||
2/δ),
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where f denotes the image feature, e.g., GIST [5] or color histogram, and δ is set
as the estimated variance of the given features. Using affinity propagation, we are
looking for exemplar ci for each image i, where ci = 1, ..., N . Here ci = i1 means
the image i is a representative image since its exemplar is itself. Affinity propa-
gation considers all data points as potential exemplars and iteratively exchanges
messages between data points until it finds a good solution with a set of exemplars.
There are two kinds of messages: responsibility r(i, k) stands for the confidence
that image i belongs to a cluster k , while availability a(k, i) denotes the possibil-
ity of image k being the exemplar of image i. The affinity propagation algorithm
updates r(i, k) and a(k, i) iteratively until convergence. Finally, the exemplar for
image i is selected by pi = argmaxk[r(i, k) + a(k, i)].
Although affinity propagation finds the potential representative images in each
geotagged cluster, not all these images are meaningful. To remove the insignifi-
cant images, e.g., those without popular scenery contents, we count the popularity
Np for each potential representative image p, i.e., the number of images which
choose p as their exemplar. When Np is small, it means p is probably an outlier.
We only choose R-images with Np large enough. Figure 45 shows an example of
finding R-images.
A.1.4 Tourism Recommendation System
We build the tourism recommendation system based on the representative tags
and images with corresponding GPS locations. The system interface is shown
in Figure 46. The user can choose to provide a query either as a keyword or an
image; then the system goes through the database and matches the representative
images and tags with the given query. For a keyword query, a geotagged location
is chosen if the representative tags contains the query keyword. For an image
query, the geotagged locations are ranked according to the similarity between the
query images and the representative image feature in different clusters.
Table 13 shows some retrieval examples using keywords. We show 7 locations
for each query although the total recommendations can be as many as 100. Since
it is not easy to interpret GPS coordinates directly, we list the closest city names.
We can see that our travel recommendation system can provide a wide range of
destinations; therefore, it is more appealing in terms of the variety than those of
friends or travel agencies, and it is potentially more powerful.
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We also evaluate the accuracy of using image queries. We first select 10 topics,
and for each topic we randomly select 20 image queries. Of the destinations our
system recommends, we evaluate how accurately the top 10 recommended places
match the given topic. The topics are architecture, beach, flower, building, island,
mountain, lake, park, river, snow. The matching accuracy is measured by the
precision among top 10 recommendations. Figure 47 shows our recommendation
accuracy. The precision of our system is quite satisfactory across the 10 topics.
To summarize, this work demonstrates our efforts to build a tourism recom-
mendation system using large-scale geotagged images. We propose to cluster the
geotagged images into clusters, and then compute the representative images for
each geotagged cluster. The results show that such a system is helpful for users to
find tourism destinations of interest.
A.2 Discovering Popular Travel Routes
Social media such as the popular photo sharing websites is attracting increasing at-
tention in recent years. As a type of user-generated data, the wisdom of the crowd
is embedded inside such social media. In particular, millions of users upload to
Flickr their photos, many associated with temporal and geographical information.
In this study, we investigate how to rank the mined trajectory patterns from the
uploaded photos with geotags and timestamps. The main objective is to reveal
the collective wisdom recorded in the seemingly isolated photos and the individ-
ual travel sequences reflected by the geotagged photos. Instead of focusing on
mining frequent trajectory patterns from geotagged social media, we put more ef-
fort into ranking the mined trajectory patterns and diversifying the ranking results.
Through leveraging the relationships among users, locations and trajectories, we
rank the trajectory patterns. And then we use an exemplar-based algorithm to
diversify the results to discover the representative trajectory patterns. We have
evaluated the proposed framework on 12 different cities using a Flickr dataset and
demonstrated its effectiveness.
The goal of this work is to explore the common wisdom in the photo sharing
community. We study millions of personal photos in Flickr, which are associat-
ed with user tags and geographical information. The geographical information is
captured by low-cost GPS chips in cell phones and cameras, and often saved in
the header of image files. Going beyond the recent work on using Flickr photos to
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match tourist interests in terms of locations [156–158], this work focuses on tra-
jectory patterns. We would like to discover trajectory patterns interesting to two
kinds of users. First, some users are interested in the most important trajectory
patterns. When they visit a new city, they would like to follow those trajectories
that concentrate on popular locations that lots of people are interested in. Second,
some users are interested in exploring a new place in diverse ways. They are not
only interested in the most important trajectories, but also eager to explore oth-
er routes to cover the whole area. Instead of focusing on how to mine frequent
trajectory patterns, in this work we put more effort into ranking the mined tra-
jectory patterns and diversifying the ranking results. Trajectory pattern ranking
helps the first kind of user, who is interested the most important trajectories, while
diversification helps the second kind of user whois willing to explore the diverse
routes. There are some studies on trip planning using Flickr. In [159,160], Choud-
hury et al. formulated trip planning as a directed orienteering problem. In [161],
Lu et al. used dynamic programming for trip planning. In [162], Kurashima et al.
recommended tourist routes by combining topic models and Markov model. How-
ever, diversified trajectory pattern ranking has not been investigated in geotagged
social media before. In This work, after aggregating the trajectories by pattern
mining, we investigate the problem of ranking trajectory patterns and diversifying
the ranking results.
Many research studies have been done in the trajectory mining area, such as
trajectory clustering [163], classification [164], outlier detection [165], etc. Tra-
jectory clustering is closely related to our task. Various trajectory clustering algo-
rithms have been developed for applications like traffic flow, animal movement,
hurricane track, etc. Many similarity measures between trajectories have been
proposed [166–169]. In this work, we use longest common subsequence (LC-
SS) to calculate the similarity between different routes. Instead of calculating the
similarity between trajectories directly, Lee et al. proposed a partition and group
framework called TRACLUS to discover the common sub-trajectory in [163]. Af-
ter they get the distance between partitioned trajectories, a density-based cluster-
ing algorithm DBSCAN [170] is applied. Gaffney and Smith [171] proposed a
model-based clustering method using EM algorithm, where trajectories are rep-
resented by a regression mixture model. In this work, we use an exemplar-based
algorithm to select the representative exemplars to diversify trajectory patterns.
Lots of GPS-related data have been generated with the increasing prevalence
of GPS devices. Zheng et al. mined the interesting locations and travel sequences
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from GPS trajectories in [172]. They modeled location histories with a tree-based
hierarchical graph (TBHG) and used a HITS-based inference model to infer the
interest of a location and a user travel experience. Classical travel sequences a-
mong locations are extracted based on both the interests of these locations and
travel experiences. In [173], Zheng et al. made use of GPS history data to recom-
mend location and activity through a collective matrix factorization method. The
data used in this work is much sparser than the GPS trace datasets. GPS-devices
usually record the movement continuously, while in our setting only a limited
number of uploaded photos with geo-information are available. Therefore, those
techniques used in GPS data mining cannot be applied in our case directly. In this
work, we mine the frequent sequential patterns as the condensed representation of
trajectory patterns.
Trajectory mining has been investigated in many datasets including animal
movement [163], hurricane tracking [163], urban traffic [174, 175], human travel
history [172, 173], etc. Giannotti et al. developed a spatial-temporal pattern min-
ing paradigm which discovers trajectory patterns [174]. In this work, we mine tra-
jectory patterns from geotagged social media, where trajectory patterns are repre-
sented by a sequence of locations according to temporal order. Usually the pattern
mining result is a set of mined patterns with their frequencies. However, this kind
of representation has several disadvantages. First, there are too many trajectory
patterns in the result. It is difficult for users to go through all the patterns in the
list to discover the interesting ones. As a result, the interesting trajectory patterns
are submerged in the massive result set. Second, if we only return the top frequent
trajectory patterns as results, the results may not be interesting. The reason is that
the most frequent trajectory patterns are usually short and not informative. Third,
many trajectory patterns are similar, so redundant information is contained in the
results. Many frequent trajectory patterns share common sub-patterns, so it is not
interesting to output all of them. To overcome the above problems, we propose
an algorithm to rank trajectory patterns by considering relationships among users,
locations and trajectories, and introduce an exemplar-based algorithm to diversify
trajectory pattern ranking results.
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A.2.1 Problem Definition
In geotagged social media sites such as Flickr, a large collection of photos is
uploaded by users. Each photo is taken by a user at a specific location and time.
The location is annotated by GPS coordinate (x, y), where x refers to longitude
and y refers to latitude. Following are a few definitions used in this work:
Definition 1 Location is a popular region that users visit.
Definition 2 Trajectory is a sequence of locations visited by a user according to
temporal order during the same day. 1
Definition 3 Trajectory pattern is a sequence of locations whose frequency is no
smaller than minimum support. The sequence frequency is defined as the number
of users visiting the locations according to the order in the sequence. In this work,
we only discuss the trajectory patterns without duration constraints.
The problem of diversified trajectory pattern ranking in geotagged social me-
dia is, given a collection of geotagged photos along with users, locations and
timestamps, how to rank the mined trajectory patterns with diversification taken
into consideration.
Our framework mainly consists of three components: (1) we extract trajectory
patterns from the photo collection, (2) we rank the trajectory patterns by estimat-
ing their importance according to user, location and trajectory pattern relations,
and (3) we diversify the ranking result to identify the representative trajectory
patterns from all the candidates. We will explain these components one by one.
Since GPS coordinates of photos are at a very fine granularity, we need to
detect locations before extracting trajectory patterns. This process is similar to
discovering ROI (region of interest) in [174]. With the detected locations, we can
generate the trajectories for each user according to their visiting order of the loca-
tions during the same day. Then we can mine the frequent trajectory patterns using
sequential pattern mining. If a trajectory pattern repeats frequently, we consider it
as a frequent trajectory pattern.
1We can extend the trajectory to span multiple days. In this work, we only discuss the scenario
within the same day without loss of generality.
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A.2.2 Location Detection and Description
We cluster the photo GPS coordinates to detect the locations. The location clus-
tering process should satisfy the following criteria: (1) The close points should
be grouped together, (2) the clustering should accommodate arbitrary shapes, and
(3) the clustering parameters should be easy to set according to the application
scenario. Considering all the aspects, we use the mean-shift algorithm [176, 177]
to extract locations with the bandwidth λ as 0.001, which in GPS location is ap-
proximately 100 meters, so a reasonable extent for a typical location is about
100 meters in diameter. After getting the locations, we associated tags that are
contributed by users to extract useful tags for each location. As an example, we
crawled 27,974 photos in the London area from Flickr and clustered 883 locations.
The top locations associated with their tag descriptions are listed in Table 14.
A.2.3 Sequential Pattern Mining
After the location clustering step, we generate the trajectories according to the
visiting order of the locations. We use the PrefixSpan algorithm [178] to extract
the frequent sequential patterns and treat them as trajectory patterns. Given a set
of sequences, the sequential pattern mining algorithm will find all the sequential
patterns whose frequencies are no smaller than minimum support. The frequen-
cy of a pattern is defined as the number of sequences subsuming the pattern. In
this work, we set the minimum support threshold as 2 to collect as many trajec-
tory patterns as possible for ranking. Here we show a sequential pattern mining
example.
After clustering 883 locations in London in the previous stage, we generate
4712 trajectories. We mine 1202 trajectory patterns from these trajectories and
list the top frequent trajectory patterns in London, where the location descriptions
are generated using the techniques discussed above. Table 15 shows a few top
frequent trajectory patterns which contain important locations but reveal limited
information. These frequent patterns are short and not informative, so we need a
better ranking mechanism to organize the mined patterns.
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A.2.4 Trajectory Pattern Ranking
Next we discuss how to rank the mined trajectory pattern without considering
diversification. First, we discuss the needs of trajectory pattern ranking and intro-
duce the general idea about our ranking strategy. Second, we describe our ranking
algorithm in detail. Third, we analyze the complexity of the algorithm and give
the convergence proof.
In the previous stage, we extract all the frequent sequential patterns as trajec-
tory patterns. In this way, the common movement behaviors are extracted from the
data collection. However, there are too many trajectory patterns and it is difficult
for users to browse all the candidates. Therefore, a ranking mechanism is need-
ed for these trajectory patterns. We can simply rank all these trajectory patterns
by their frequencies, where frequency refers to the number of users visiting the
sequence. As one can see, all the top 10 trajectory patterns ranked by frequency
are of length 2. Although the top frequent trajectory patterns cover the importan-
t locations such as londoneye, bigben and tatemodern, they are not informative
for the reason that people are more interested in the sequential order of locations.
In order to derive a better importance measure of trajectory pattern, we need to
consider more aspects about geotagged social media.
In geotagged social media, relationships among users, locations and trajecto-
ries are embedded in the dataset as illustrated in Figure 48. Specifically, a tra-
jectory is a sequence of locations visited by users, and its importance should be
influenced both by users and locations. Here we propose a ranking algorithm to
explore such relations. The assumptions that we make here are listed as follows:
1. A trajectory pattern is important if many important users take it and it con-
tains important locations.
2. A user is important if the user takes photos at important locations and visits
the important trajectory patterns.
3. A location is important if it occurs in one or more important trajectory pat-
terns and many important users take photos at the location.
We denote the importance scores of users, locations and trajectory patterns as
PU , PL and PT . PU , PL and PT are all vectors. Each element in the vector is the
importance score of the corresponding unit. The relationship between PU , PL and
PT are as follows according to the above assumptions.
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PL = MLT · PT PU = MUL · PL
PT = MTU · PU PU = M
T
TU · PT
PL = M
T
UL · PU PT = M
T
LT · PL
MTU is the trajectory-user matrix, and its entry indicates the ownership of a tra-
jectory for a user. MUL is the user-location matrix indicating whether a user takes
a photo at a location. MLT is the location-trajectory matrix indicating whether a
location is contained in a trajectory.
We summarize the trajectory pattern ranking algorithm in Algorithm 8. The
importance scores of users, locations and trajectories mutually enhance each other
according to the assumptions until convergence.
Algorithm 8 : Trajectory pattern ranking
Input: relations MTU , MUL, MLT .
1: Initialize P (0)T
2: Iterate until converge PL = MLT · P (t)T , PU = MUL · PL
PL = M
T
UL · PU , P
(t+1)
T = M
T
LT · PL
P
(t+1)
T = P
(t+1)
T , P
(t+1)
T ‖1
Output: Output the ranked list of trajectory patterns in the decreasing order of
P ∗T , i.e., the converged PT .
To illustrate the updating procedure, we use a toy example with 3 users and 4
trajectory patterns to characterize how PL, PU , and PT evolve in each iteration in
Table 16. Note that the importance scores are normalized for better understanding.
We list the trajectory pattern ranking result in London in Table 17. Although
the trajectory pattern frequencies are low, they are visited by important users and
cover important locations. Compared with the top frequent trajectory patterns, the
trajectory patterns ranked by our model are more informative.
In Algorithm 8, not only can we estimate the importance of trajectories, but
also we can get the location importance according to PL. The top locations ac-
cording to PL from London are listed in Table 18. The user count of the locations
stands for the number of the users visiting the location. We find that the location
importance is not determined by user count alone. For example, horseguards is
important for trajectory pattern ranking even though it only has a user count of
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25. The reason is that horseguards is on the popular trajectory from bigben to
trafalgarsquare.
A.2.5 Trajectory Pattern Diversification
Now we discuss the diversification of trajectory pattern ranking results. First,
we discuss why we need to diversify the ranking results. Second, we propose an
exemplar-based algorithm to discover representative trajectory patterns. Third, we
analyze the algorithm complexity and give some discussion.
Although our algorithm of ranking travel routes works well in ranking trajecto-
ry patterns, the results may not satisfy the needs of all people. Take the top ranked
trajectory patterns in London in Table 17 as an example; the results are useful for
people who are new to London, because it clearly illustrates the popular routes
together with important sites such as londoneye, bigben, and tatemodern. How-
ever, for others who want to explore more areas in London, the result in Table 17
is highly biased in only a few regions. Besides, some trajectories are very similar.
For example, in Table 17, Trajectory 1 (londoneye → bigben → downingstreet
→ horseguards → trafalgarsquare) and Trajectory 5 (westminster → bigben →
downingstreet → horseguards→ trafalgarsquare) are almost the same except for
the starting points. If we recommend both Trajectory 1 and Trajectory 5 in the top
10 ranked results, it may not be useful. To solve the problem, we need to diver-
sify the trajectory pattern ranking results to identify the representative trajectory
patterns. To generate a diversified result, we would like to have three properties
of the diversification algorithm. First, similar trajectory patterns need to be aggre-
gated together. Second, good exemplars of trajectory patterns need to be selected.
Third, those trajectories patterns ranked highly in our ranking algorithm should
get higher priority to be exemplars.
There are several ways of searching for the optimal exemplars, such as vertex
substitution heuristic p-median search and affinity propagation [179]. Here we use
Frey and Dueck’s affinity propagation algorithm to discover the trajectory pattern
exemplars. Affinity propagation considers all data points as potential exemplars
and iteratively exchanges messages between data points until it finds a good so-
lution with a set of exemplars. To incorporate the information of ranking results
discussed before, we can give higher ranked trajectories larger self-similarity s-
cores in message passing. Specifically, in the responsibility update process, the
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trajectory with higher self-similarity will have larger responsibility value, which
means the trajectory is more appropriate to serve as an exemplar. In this way, the
important trajectories identified by our ranking algorithms are more likely to be
exemplars.
In the above exemplar-based algorithm, each iteration updates the message
among all the trajectory and exemplar candidate pairs. Since each trajectory can
be an exemplar candidate, the time complexity is O(N2T ), where NT is the number
of the trajectory patterns. Therefore, the total complexity is O(kN2T ), where k is
the iteration number of message passing.
A.2.6 Experiment
In this section, we describe the experiments to demonstrate the effectiveness of
our method. We propose some measures to evaluate our method quantitatively
and show top-ranked trajectory patterns in different cities. We also make use of
our trajectory pattern ranking result to recommend locations according to current
trajectories.
We crawled images with GPS records using Flickr API. We collect data for
12 popular cities, for which the descriptions are obtained by using the mixture
method discussed before. The trajectory patterns are obtained by using the method
discussed before.
To demonstrate the effectiveness of our methods, we compare the performance
of the following methods:
1. FreqRank: Rank trajectory patterns by sequential pattern frequency.
2. ClassicRank: The method used in [172] to mine classic travel sequences.
The classical score of a sequence is the integration of the following three
aspects. (1) The sum of hub scores of the users who have taken this se-
quence. (2) The authority scores of the locations contained in this sequence.
(3) These authority scores are weighted based on the probability that people
would take a specific sequence. We calculate the user hub score and the
location authority score using MUL.
3. TrajRank: Rank trajectory patterns using our method.
4. TrajDiv: Diversify trajectory patterns using our method.
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Comparison of Trajectory Pattern Ranking: to evaluate the results of tra-
jectory pattern ranking, we follow [172] to label the trajectory patterns using three
scores (i.e., highly interesting (2), interesting (1), not interesting (0)). We use ND-
CG (normalized discounted cumulative gain) to compare the performances of the
different methods.
NDCGp =
DCGp
IDCGp
DCGp = rel1 +
p∑
i=2
reli
log2 i
,
where IDCGp is the DCGp value of ideal ranking list. reli is the i-th trajectory’s
score.
We show the comparison of trajectory pattern ranking in Figure 49. The re-
sults are compared based on the NDCG@10. From Figure 49, we can find that
TrajRank performs the best on average, which means the ranking mechanism con-
sidering the relationship among user, location and trajectory pattern works well.
FreqRank and ClassicRank lie between TrajDiv and TrajRank. TrajDiv does not
perform as well as other methods, because TrajDiv focuses on selecting the most
representative trajectory patterns instead of choosing the most important ones, and
it trades importance for coverage.
Comparison of Trajectory Pattern Diversification: To evaluate the results
of diversification of trajectory pattern ranking, we use two measures to compare
different methods. One is location coverage, i.e., the number of covered locations
in the top results. A good set of representative trajectory patterns should cover
more locations. The other measure is trajectory coverage based on the edit dis-
tances [169] between different trajectory patterns. The trajectory coverage score
is calculated by the summation of the edit distance of each trajectory pattern in the
dataset to the closest one in the top result. The score is normalized by the summa-
tion of the edit distance of each trajectory pattern to the closest one in the dataset.
The higher the trajectory coverage score, the more representative the result list.
The location and trajectory coverage of the top 10 results are shown in Fig-
ure 50 and Figure 51. The location coverage of ClassicRank is good, but its tra-
jectory coverage is poor. The coverage of TrajRank is low because it focuses on
several important locations without diversification. Compare with other method-
s, TrajDiv covers many more locations and its trajectory coverage is also much
higher than other methods, indicating that TrajDiv selects more representative
trajectory patterns than other methods. In other words, TrajDiv gives a more com-
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prehensive view of the trajectory patterns.
Top Ranked Trajectory Patterns: In Figure 52, we show the top-ranked
trajectory patterns mined by TrajRank for several cities. In Figure 52(a), people in
London first visit London Eye and then go to Big Ben. And then they will go along
Parliament Street to Downing Street. Later they will go through Whitehall and
pass Horse Guards to Trafalgar Square. In Figure 52(b), the top-ranked trajectory
pattern is along the Fifth Avenue. People first start at the Apple flagship store on
the Fifth Avenue close to Central Park. Then they go to St Patrick’s Cathedral
and go to Rockefeller Center. In Figure 52(c), people in Paris first visit the Eiffel
Tower and then go to the Louvre Museum. Later, they go along the River Seine to
Notre Dame de Paris .
Summary: In this work, we investigate the problem of trajectory pattern ranking
with diversification in geotagged social media. We extract trajectory patterns from
Flickr using sequential pattern mining and propose a ranking strategy that consid-
ers the relationships among user, location and trajectory. To diversify the ranking
results, we use an exemplar-based algorithm to discover the representative trajec-
tory patterns. We test our method on the photos of 12 different cities from Flickr
and show that our method outperforms the baseline methods in trajectory pattern
ranking and diversification.
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APPENDIX B
COMPUTING SIMRANK VIA
MAPREDUCE
Based on the intuition that “two objects are similar if they are related to similar
objects”, SimRank (proposed by Jeh and Widom in 2002) has become a famous
measure to compare the similarity between two nodes using network structure.
Simrank is applicable to a wide range of areas such as social networks, citation
networks, link prediction, etc. SimRank has heavy computational complexity and
space requirements. Most existing efforts to parallelize SimRank work only for
static graphs and on single machines. This study considers the problem of com-
puting SimRank efficiently in a distributed system while handling networks which
grow with time. We first consider an abstract model called Harmonic Field on
Node-pair Graph. This model includes SimRank and then another model, Delta-
SimRank. By studying the two models, we show that Delta-SimRank fits the na-
ture of distributed computing and can be efficiently implemented using Google’s
MapReduce paradigm. Delta-SimRank can effectively reduce the computation-
al cost and can also benefit the applications with non-static network structures.
Our experimental results on four real world networks show that Delta-SimRank
is much more efficient than SimRank in distributed systems. In the best case, our
Delta-SimRank leads to more than 30 times speed-up in distributed systems.
B.1 Introduction
As social community websites (including Facebook, Twitter, Quora, Groupon,
etc.) have become increasingly popular, it has been more and more important to
measure similarities between two objects with network structures. The problem
of measuring “similarity” of objects arises in many applications: to predict which
user might be a potential friend, to recommend music or videos to customers, and
to promote sales of products to specific user groups. To accomplish these goals,
it is no longer enough to just match the subject with the limited user profiles; it is
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more preferable to explore the rich resource of the network structure. Intuitively,
a video might be interesting to a user if he likes another movie that is similar. Two
people might want to know each other if their friends are similar.
To explore the network structure to measure object similarity, Jeh and Widom
[180] proposed SimRank to measure the similarity between two nodes in the net-
work. SimRank is based on the idea that “two objects are similar if they are related
to similar objects.” Compared with other domain-specific measures, SimRank is
difficult to compute but usually yields the best performance in network context.
SimRank has been successfully used for many applications in social networks,
including citation networks [181], and student-course networks [182]. It is also
applied to social annotation [183], information retrieval [184], concept ontolo-
gy [185], and link prediction [186].
Despite its usefulness, computing SimRank is very expensive in two aspects.
First, the time complexity of computing SimRank is huge. It might take about 46
hours to compute the SimRank measures in a synthetic network with 10K nodes
on a single machine [187]. Second, when the network is large, it will require a
huge amount of memory to compute SimRank, more than can be provided by a
single computer. For example, for a graph with 1M nodes, we need several T-
B memory to save the SimRank scores. There have been quite a few works to
improve the SimRank algorithm, although these were all intended for single com-
puters [181, 182, 187–189]. The performance improvement of these algorithms is
limited to the computational power and memory size of a single machine.
In today’s world of search engines and social networks, very little can be ac-
complished on a single machine. Thus, modern web services are built on dis-
tributed architectures. Google’s MapReduce [190] is a popular paradigm in these
settings for large-scale computations. Compared with other parallel programming
paradigms such as MPI (for clusters or supercomputers) or CUDA (for GPUs),
MapReduce is more friendly for processing massive data and has better scalabili-
ty.
In this study, we aim to design an efficient algorithm to compute SimRank
on MapReduce. We first present a distributed implementation of SimRank on
MapReduce. We show that the use of a distributed system makes it possible to
compute SimRank in large networks. Our first algorithm greatly reduces the high
computational cost and memory requirement, at the cost of lots of data transfer in
the distributed system. To reduce the amount of network traffic, we design a new
approach for distributed systems. Our model is inspired by the analysis of an ab-
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stract model, named Harmonic Field On Node-pair Graph (HFONG), which helps
us to understand the evolvement of node-pair similarities. We introduce a special
case of HFONG, named Delta-SimRank, which leads to lower network traffic. We
prove that the problem of computing SimRank in a network can be transformed
to computing Delta-SimRank. In addition, Delta-SimRank can be used for the
scenario of not only static graphs but also dynamic graphs whose nodes and edges
keep increasing. Our experimental evaluation on four real datasets validates the
success of Delta-SimRank on distributed systems.
Following are the contributions of this study:
1. We first implement SimRank on MapReduce and find that the bottleneck
lies in huge network loads.
2. Based on the analysis of Harmonic Field On Node-pair Graph, we develop
Delta-SimRank algorithm of which the network load converges to zero.
3. We prove that Delta-SimRank enjoys quite a few nice properties, which
lead to an efficient algorithm on MapReduce to compute SimRank scores
of not only static graphs but also graphs with increasing number of nodes
and edges.
4. We test our algorithm on four real world networks, and the experiments
show that distributed Delta-SimRank can reduce the network loads and sig-
nificantly improve the performance of computing SimRank scores.
The organization of this study is as follows. In Section B.2, we review the
formulation of SimRank algorithm and discuss the difficulties. In Section B.3 we
develop the first distributed SimRank algorithm using the MapReduce. To design
a faster algorithm, we analyze an abstract model named Harmonic Field on Node-
pair Graph (HFONG) which is defined in Section B.4. In Section B.5, we analyze
an example of HFONG named Delta-SimRank and study its properties. In Section
B.6 we develop the distributed algorithm for Delta-SimRank and use it to compute
SimRank. Section B.7 discusses how to use Delta-SimRank for dynamic graphs.
Experiments are shown in Section B.8. We review the related works in Section
B.9 and conclude this study in Section B.10.
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B.2 Problem Statement
SimRank [180] is a link-based similarity measure. There are many ways to define
similarity between two objects; for example, distance based metric is a represen-
tative method. SimRank suggests a complementary similarity metric which is
applicable in any domain with relationships between objects.
We consider a graph G(V,E) that consists of a set of nodes V and a set of
links E. For a node a, we let
I(a) = {b ∈ V |(a, b) ∈ E}
denote all the nodes that have a link to a, and call these the in-neighbors of a.
In SimRank, the similarity between two nodes (or objects) a and b is defined
as the average similarity between nodes linked with a and those with b. Mathe-
matically, assigning s(a, b) as the similarity value between node a and b, we are
looking for a stable solution on the graph which satisfies
s(a, b) =
{
1 if a = b
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b) s(c, d) if a 6= b,
(B.1)
where C is a decay factor satisfying 0 < C < 1.
In practice, SimRank is computed in an iterative manner. Denoting st(a, b)
as SimRank scores at iteration t, Jeh and Widom [180] initialized the SimRank
scores are initialized as
s0(a, b) =
{
1 if a = b
0 if a 6= b,
(B.2)
and then updated
st+1(a, b) =
{
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b) s
t(c, d) if a 6= b
1 if a = b,
(B.3)
The update process will take T iterations, and the final sT will converge to the
similarity value in (B.1).
Note that computing SimRank directly using (B.1) is very expensive. At first
glance, SimRank computation looks like the famous PageRank algorithm [150]
since they are both iterative algorithms running on graphs. However, computing
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PageRank is a much easier task since we can finish one iteration of PageRank
by visiting all the edges in the graph once. Given a graph with N nodes and D
edges, the time complexity of computing PageRank is O(D) (D is the number
of edges) and the space complexity is O(N). In contrast, computing SimRank
according to (B.3) leads to a time complexity of O(N4) in the worst case and the
space complexity of O(N2). As a result, how to compute SimRank in large scale
graphs remains an unsolved problem.
B.3 A Naive Implementation of SimRank on
MapReduce
Our goal is to speed up SimRank on large networks that cannot be efficiently pro-
cessed in a single machine, by dividing both the computation time and memory
requirements across the multiple machines. To achieve our goal, we develop algo-
rithms under the MapReduce framework. MapReduce is attractive because it runs
computations in parallel on a large cluster of machines, while handling details
such as data distribution, fault-tolerance, load balancing, etc.
In order to use the framework, programs are written as map and reduce func-
tions. Map functions are run in parallel on each part of the input data. The result-
ing output is key-value pairs. Each pair is sent, in most cases over the network, to
a reduce process according to its key. Each reduce process then groups values of
the same key and runs the reduce function over these values to produce the final
output.
Algorithm 9 shows our first algorithm of computing SimRank on MapReduce.
The key of the map function is a pair of nodes denoted as (c, d). For brevity we
will call a pair of such nodes a node-pair. In map function, each SimRank score
s(a, b) is distributed to all the neighboring nodepairs corresponding to the key of
node-pair (c, d). In the reduce function, the new SimRank score s(c, d) is updated
by summing up all the values passed to node-pair (c, d).
The MapReduce-based SimRank algorithm has two advantages. On one hand,
the computation is distributed to multiple machines. Moreover, the requirement
of memory is greatly reduced. Each mapper need only read one SimRank score
s(a, b) and two lists of neighbors I(a) and I(b). Each reducer need only read
|I(c)||I(d)| scores. In most of the situations, the graph is sparse so that the con-
sumed memory is very small. Unlike in the classical SimRank algorithm, the com-
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puted SimRank scores are not stored in a single machine but are divided across a
distributed system. This makes it possible to handle very large networks.
However, we should realize that such a naive implementation has its limita-
tions. Each mapper needs to send st(a, b) multiple times to the reducer. For a
graph with N nodes, suppose p is the average number of neighbors to which a
node us connected; we can estimate the amount of data transferred from mappers
to reducers as O(p2N2). Mapper and reducer processes are very likely to exist on
different machines, so there will be a heavy load on the network. Heavy network
loads will slow down the transfer of map function output to reduce processes,
resulting in a bottleneck for the system.
To alleviate the burden of computing SimRank, this study develops a new
method called Delta-SimRank, which requires less network transfer. In the next
section, we will discuss a different representation and introduce an abstract model
which leads to the development of a much more efficient approach.
Algorithm 9 : A naive implementation of SimRank Algorithm on MapReduce
Input: Graph G, initialized s0
1: for t = 0: T-1
2: Map Function((a, b), st(a, b))
3: find a, b’s neighbor I(a) and I(b) respectively
4: for each c ∈ I(a), d ∈ I(b)
5: output (c, d), st(a, b)
6: Reduce Function (Key = (c,d), Values = vs[])
7: if c = d
8: st+1(c, d) = 1
9: else
10: st+1(c, d) = C
len(vs)
sum(vs)
11: output (c, d),st+1(c, d)
Output: updated sT
B.4 Harmonic Field on Node-Pair Graph
In this section, we conduct our analysis based on node-pair graph representation
[180]. Given N subjects in the original graph G = {V,E}, we construct a node-
pair graph G2 = {V 2, E2} with N2 nodes. In the node-pair graph, each node
denotes one pair of subjects of the original graph. For example, one node ab in
G2 corresponds to a pair of nodes a and b in G. To embed the neighborhood
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information, we construct the node-pair graph in the following way: In G2, there
is an edge (ab, cd) ∈ E2 if (a, c) ∈ E and (b, d) ∈ E. Figure 53 illustrates the
node-pair graph of an example with three nodes.
Suppose each node in ab ∈ G2 corresponds to a non-negative value f(ab). We
call such values node-pair scores. By using the notation of node-pair graph, we
can rewrite the SimRank updating step as
f t+1(ab) =
{
1 if a = b
C
|I(a)||I(b)|
∑
ij∈N(ab) f
t(ij) if a 6= b.
(B.4)
Starting from (B.4), we study a more general model. Suppose the nodes in a
G2 are separated into two disjoint sets U and L satisfying V 2 = U ⋃L. Letting x
or y denote a node in G2, the general model can be written as
f t+1(x) =
{
const if x ∈ L∑
y∈N(x) wxyf
t(y) if x ∈ U,
(B.5)
where N(x) denotes the neighboring nodes of x, wxy is a weight between x and
y, and the constant satisfies 0 ≤ const ≤ 1. Here L stands for the set where
node-pair scores are fixed, and U stands for the set where node-pair scores should
be updated. In U , a node-pair score is updated as the the average of f in its
neighborhood. Such a function f is called a harmonic function [191]. We name
the model in (B.5) Harmonic Field On Node-pair Graph (HFONG). HFONG is
related to Zhu et al. ’s semi-supervised learning model [192]. If we view G2 as a
graph in which L is labeled with const, and V is not labeled, then the process of
updating f is similar to the process of finding the optimal labels of U . However,
Zhu’s work aims to estimate the discrete labels, while our goal is to estimate the
harmonic function between 0 and 1.
An important property of the HFONG in (B.5) is that, due to the maximum
principle of harmonic functions [191, 192], it will converge to a unique solution.
Next we will give an analytical solution of the converged value. Suppose we
organize the scores on V 2 into a long vector f , and the corresponding vectors on
U and L are fu and fl respectively, with f =
[
fl
fu
]
. Note that fl is a vector of
constant. Letting W be the weight matrix with each element wxy , we can split W
into four blocks over the set of U and V by W =
[
Wll Wlu
Wul Wuu
]
. Then (B.5) can
be written in a vector form
fl ← fl (B.6)
fu ←Wuufu +Wulfl (B.7)
When the HFONG converges, we have fu = Wuufu +Wulfl,
fu = (I −Wuu)
−1Wulfl. (B.8)
Note that the convergence values will stay the same even with different initializa-
tion.
We cannot use (B.8) directly to compute SimRank because solving linear e-
quations directly in (B.8) is too expensive for large networks. However, we make
use of Eq. (B.8) to analyze the following two examples of HFONG.
Example 1: If we let fl = 1 = [1, 1, ....]T in HFONG, we can analyze the
SimRank function as
f t+1(x) =
{
1 if x ∈ L∑
y∈N(x) wxyf
t(y) if x ∈ U.
(B.9)
From the discussion of HFONG we get the converged score
fu = (I −Wuu)
−1Wul1. (B.10)
Example 2: For another example, we assume fl = 0 = [0, 0, ....]T ,
f t+1(x) =
{
0 if x ∈ L∑
y∈N(x) wxyf
t(y) if x ∈ U,
(B.11)
whose converged solution is
fu = (I −Wuu)
−1Wul0 = 0. (B.12)
It is easy to see the difference between Example 1 and 2. The node-pair s-
cores in Example 1 generally converge to a non-zero vector, while the scores in
Example 2 will converge to zero. Next we will show Example 2 corresponds to
an important model named Delta-Rank and its property is preferred in distributed
computing.
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B.5 Delta-SimRank
Now we consider the representation in the original graph corresponding to Exam-
ple 2 in the last section. Suppose x ∈ V 2 corresponds to node a, b in the original
graph, and y corresponds to node c, d. Let L = {aa|a ∈ V }, U = {ab|a, b ∈
V, a 6= b}, and
wxy = wab,cd =
C
|I(a)||I(b)|
,
then we can write Example 2 in a new form
∆t+1(a, b) =
{
0 if a = b
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b) ∆
t(c, d) if a 6= b.
(B.13)
We call the model Delta-SimRank and ∆t(a, b) the Delta score at iteration t. Both
Delta-SimRank and SimRank are examples of HFONG. However, Delta-SimRank
has some unique properties which make it attractive for distributed computing. We
will discuss these properties in the following.
Property 1 The computation of computing SimRank can be transformed to the
problem of computing Delta-SimRank.
Proof If we initialize
∆1(a, b) = s1(a, b)− s0(a, b), (B.14)
then it is easy to see that (we first consider a 6= b):
∆t+1(a, b) =
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
st(c, d)− st−1(c, d)
=
C
|I(a)||I(b)|
∑
c,d
st(c, d)−
C
|I(a)||I(b)|
∑
c,d
st−1(c, d)
= st+1(a, b)− st(a, b) (B.15)
Note that this condition holds even for a = b.
∆t+1(a, a) = st+1(a, a)− st(a, a) = 1− 1 = 0 (B.16)
Then we can transform the problem of computing SimRank to the problem of
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updating Delta scores:
∆t+1(a, b) =
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
∆t(c, d), if a 6= b
st+1(a, b) = st(a, b) + ∆t+1(a, b)
Note that (B.13) in fact models the change of SimRank, which is the reason
for the name Delta-SimRank. To get an intuitive understanding of Delta-SimRank,
we use a toy example as shown in Figure 54, and observe the similarity between
nodes. This example was also used in Jeh and Widom’s first study [180], and
we employ this example to study the differences between SimRank and Delta-
SimRank.
Property 2 If the initialized ∆1(a, b) ≥ 0 for all possible node pairs, then these
Delta scores keep non-negative for all iterations.
Proof We first consider Delta score in the second iteration.
∆2(a, b) =
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
∆1(c, d)
≥
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
0
= 0.
Similarly, we can prove ∆t(a, b) ≥ 0 holds for t = 3, 4, · · · .
Property 3 After some iterations of updating, Delta-SimRank converges to zero.
Proof Considering Example 2 in the last section, we can see that the definition of
Delta-SimRank follows (B.11), which converges to 0.
Table 19 illustrates the evolvement of the SimRank scores and Delta scores
between University and Professor B in the toy network. For this example we set
decay factor C = 0.8 as in [180]. Note that using a small decay factor will lead to
faster convergence. From Table 19 we can see that in a lot of iterations the Delta
scores are zeros while most of the SimRank scores are non-zero values. SimRank
values keep increasing in some iterations while staying unchanged in some other
iterations.
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Figure 55 shows the evolvement of non-zero Delta-scores in the toy example.
We can see that for this toy example, the similarity scores between different nodes
converge at different speeds. A number of Delta-SimRank values are zeros. If we
compute SimRank scores directly, we need to re-compute the pair-wise similarity
for all nodes. In Algorithm 9, the SimRank scores are generally non-zero and all
the scores should be sent from mappers to reducers. However, in Delta-SimRank,
we send only the non-zero Delta scores to reducers. In other words, we need only
transfer the non-zero data across the MapReduce system, and the network traffic is
lower. Based on the above discussion, we can see that Compared with SimRank,
Delta-SimRank is more efficient to compute on MapReduce . In the next section
we will discuss how to design the distributed algorithm for Delta-SimRank.
B.6 Computing SimRank via Delta-SimRank on
MapReduce
In this section, we first discuss how to implement Delta-SimRank in eq.(B.13)
efficiently on MapReduce, and then propose a faster solution of SimRank.
Algorithm 10 : Computing Delta-SimRank on MapReduce
Input: Graph G, initialized ∆t
1: Map function((a,b), ∆t(a, b))
2: if a = b or ∆t(a, b) ≤ ǫ
3: return
4: find a, b’s neighbor I(a) and I(b) respectively
5: for each c ∈ N(a), d ∈ N(b)
6: output (c, d), C
|I(c)||I(d)|
∆t(a, b)
7: Reduce function (Key = (c,d), Values = vs[])
8: if c = d
9: output ∆t+1(c, d) = 0
10: else
11: output ∆t+1 = sum(vs)
Output: updated ∆t+1
Algorithm 10 describes our implementation of Delta-SimRank on MapReduce
(single iteration). Delta-SimRank shares a lot of similarities with SimRank in
Algorithm 9, since both of them are examples of HFONG. However, there are
two significant differences between Algorithm 10 and Algorithm 9. First, Delta-
SimRank checks whether ∆t(a, b) ≤ ǫ before sending the data to reducers. This
142
will significantly reduce the amount of the data distribution. In addition, Delta-
SimRank pre-computes the coefficient C
|I(c)||I(d)|
in the map function. Since only
non-zero ∆ are sent to the reducer, the size of neighborhood |I(c)||I(d)| is no
longer equal to the length of vs and need to be pre-computed. In implementation,
we can save |I(c)| into a separate file and need not compute in the map function.
The network traffic of Delta-SimRank is lower than that in SimRank. Suppose
there are only M non-zero Delta scores, then the data transferred from mappers
to reducers are O(p2M). In contrast, we have discussed in Section 3 that the load
of SimRank is O(p2N2). When the network traffic is low, distributed system will
suffer less from transmission errors which further improves the system efficiency.
Based on Algorithm 10, we can design a new efficient algorithm for SimRank.
Intuitively, the new method does not recompute the SimRank scores of the nodes
that have already converged, but focus on the nodes whose ∆t are non-zero. Our
algorithm is summarized in Algorithm11.
Algorithm 11 : An efficient approach to compute SimRank
Input: : Graph G, init SimRank s0
1: Update SimRank using last algorithm and obtain s1.
2: Init Delta-SimRank by ∆1 = s1 − s0
3: for t = 1: T
4: update ∆t+1-SimRank as in Algorithm 2.
5: st+1 = st +∆t+1
Output: updated SimRank score sT+1
B.6.1 Discussion
Next we discuss some implementation issues for Delta-SimRank.
Rounding Errors: Although we have proved that SimRank can be exactly
transformed into a Delta-SimRank problem (ref. Property 3), in practice there
might exist rounding errors since in Algorithm 11, we use ∆ ≤ ǫ as the condition
to check whether ∆ is zero. To analyze the effects of rounding errors, we consider
the following property:
Property 4 If maxa,b∆t(a, b) ≤ ǫ, we can estimate the upperbound of ∆t(a, b)
after t0 iteration by
max
a,b
∆t+t0(a, b) ≤ Ct0ǫ.
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Proof We first consider the situation in iteration t+ 1:
∆t+1(a, b) =
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
∆t(c, d)
≤
C
|I(a)||I(b)|
∑
c∈I(a),d∈I(b)
ǫ
≤
C
|I(a)||I(b)|
|I(a)||I(b)|ǫ
= Cǫ
By deduction we can prove that ∆t+t0(a, b) ≤ Ct0ǫ after t0 iterations.
Since C ≤ 1, we can see that the rounding error will decrease with more
iterations. In practice, we use ǫ = 10−4 for our experiment, and the rounding
error will be negligible for most of the applications.
Data Distribution: In our algorithm, each mapper need not access the w-
hole adjacent matrix. On the contrary, the necessary information is limited to the
neighbors of a given node pair. As a result, the data distribution is easy for sparse
graph. One might argue that the size of neighborhood |I(c)| or |I(d)| requires
going over all the nodes in the graph, however, such neighborhood size could be
computed before hand and then saved with O(N) space. As a results, our model
is fit for the distributed computing.
B.7 Delta-SimRank for Expanding Graphs
In real life and Internet communities, networks are rarely static. People might get
to know new friends, or have new collaborators; social media communities such as
Facebook or Twitter accommodate new users every day. To model those networks,
we define an expanding graph as the graph in which the number of nodes or
edges keeps increasing. To compute the SimRank scores in an expanding graph, a
straightforward way is to update the adjacent matrix and compute the scores from
a fresh start. However, this naive way neglects the scores computed in previous
stages, and is not efficient enough for real life applications. In this section, we will
use Delta-SimRank to develop an efficient way of computing SimRank scores in
expanding graphs.
Suppose the old graph is G = {V old, Eold}, and the new graph is G = {V,E}.
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To guarantee that the graph is expanding, the constraint satisfiesEold ⊆ E, V old ⊆
V . In general cases, the number of new added nodes or edges is relatively small
compared with the size ofGold. To compute the SimRank scores onG, a naive way
is to re-compute SimRank again. However, with Delta-SimRank we can employ
the information from the old graph to speed up the computation. Suppose sold is
the SimRank score on Gold, we can get the corresponding initialization on G by
sinit(a, b) =


sold(a, b) if a, b ∈ V old, (a, b) ∈ Eold
1 if a = b, a ∈ V, a /∈ V old
0 otherwise.
Then we can use sinit as the initialization on graph G. Based on the discussion
of HFONG, it is not difficult to see this initialization will also converge to the
ground-truth SimRank scores. However, sinit is close to the SimRank scores so
that we might get a better estimation for Delta-SimRank.
After one iteration of SimRank from sinit, we obtain s∗. Then we can initialize
Delta score by
∆1(a, b) = s∗ − sinit, (B.17)
and proceed Delta-SimRank algorithm. Note the the value in Eq (B.17) is a good
initialization so that ∆ will converge to zeros faster. Our procedure is summarized
in Algorithm 12.
Algorithm 12 : Compute SimRank on expanded graph
Input: : Old graph Gold with converged SimRank score sold. New graph after
expansion G,
1: For all node pairs in G, init sinit from sold.
2: Update SimRank and obtain s∗.
3: Init ∆1 = s∗ − sinit
4: for t = 1: T
5: update ∆t+1-SimRank as in Algorithm 2.
6: update st+1 on the new graph
Output: updated SimRank score sT+1
Discussion: When the number of new added nodes is relatively small, we can
use a larger threshold to further improve the efficiency. In our experiments, the
precision is still satisfying with larger threshold.
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B.8 Experiments
To validate the success of our Delta-SimRank algorithm, we evaluate its time and
accuracy running on Hadoop,1 an open source implementation of MapReduce.
We mainly compare with the distributed SimRank algorithm in Algorithm 9, and
also show the improvement of using a distributed implementation over a single
core algorithm. We use the following datasets for the experiments:
• Facebook social network dataset is a subgraph from the Facebook New
Orleans regional network [193], which contains 10,000 selected users and
269,037 friendship links between those users. This social network is undi-
rected and the average number of neighbors per node is 26.9.
• Wiki-vote dataset is the history of the administrator election when ordinary
users are promoted to administratorship in the Wikipedia community [194].
There were 7,115 users participating in the elections, resulting in 103,689
total votes. Thus this wiki-vote social network contains 7,115 nodes with
103,689 directed edges. The average number of neighbors per node for this
network is 14.6.
• Collaboration network datasets including ca-GrQC (5424 nodes, 28980
edges) and ca-HepTh (9877 nodes, 51971 edges) [195] are the network-
s that illustrate the collaborations between physics researchers submitted
on arXiv. The nodes in each graph represent authors and an edge shows
that two connected researchers have collaborations. The average number of
neighbors per node for the two networks are 5.3 and 5.3.
• DBLP co-author datasets We use a real data set from the DBLP Computer
Science Bibliography [196] to build a co-authorship network. In this net-
work, a node represents an author, and an edge between two nodes denotes
that the authors have collaborated papers. We restricted the network to pa-
pers published in four areas (data mining, database, machine learning, and
information retrieval). To remove the isolated nodes with less collaboration,
we only select the top 1000 authors. There are 8548 edges in the network
and the average number of neighbors per node is 8.5.
1http://hadoop.apache.org/
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The implementation was written in Python using the Dumbo library.2 We
evaluated this implementation on the UIUC IFP distributed computing system,
which contains eight computation nodes running Hadoop 0.21.0. Each computing
node is equipped with two Intel Quad Core Xeon 2.4 GHz CPUs and 16 GB
memory. For each job, 64 map tasks and 8 reduce tasks were assigned in the
cluster. Note that the absolute times in our experiments do not necessarily reflect
a speed limit to our algorithms, because MapReduce can scale up performance
by adding more machines. Still, despite using our small testbed, our system still
handled large networks with impressive performance.
B.8.1 Delta-SimRank vs. SimRank on Distributed Systems
Table 20 illustrates the time and accuracy of our Delta-SimRank algorithm (Sec-
tion B.5) and the distributed SimRank algorithm (Section B.3). We observe that
Delta-SimRank is significantly faster than the SimRank algorithm. In the Face-
book dataset, Delta-SimRank works 17.6 times faster than the SimRank algorith-
m, while in Wiki-Vote dataset the Delta-SimRank algorithm is 24.6 times faster.
In ca-GrQc and ca-HepTh, the networks are sparser and each node is connected to
fewer neighbors. From the experiments we can see Delta-SimRank is fit for pro-
cessing such sparse networks, and the ratio of speed is 16.0 and 33.7 times faster
on the two datasets. On the DBLP dataset with smallest network, the overhead
of distributing jobs takes effect. However, the improvement in speed is still 1.8
times.
As discussed in Section 6, the effect of rounding error in Delta-SimRank is
very small. Table 20 validates this conclusion. The largest mean square errors are
8.06× 10−6, which is negligible for most of the applications.
The reason for Delta-SimRank’s success lies in reducing the network traffic
load. Table 21 compares the amount of the intermediate data in Delta-SimRank
and SimRank. Such intermediate data is generated by map functions and received
by reduce functions, and becomes the bottleneck for computing SimRank on large
networks. Figure 56 further illustrates the amount of intermediate data transferred
in each iteration. For the proposed Delta-SimRank algorithm the intermediate da-
ta dramatically decreases over iterations as only the difference of SimRank scores
will be transferred. On the other hand, the SimRank algorithm requires trans-
2https://github.com/klbostee/dumbo
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ferring all the SimRank scores even when scores have almost converged. From
Table 21 and Figure 56 we can see that Delta-SimRank significantly reduces the
amount of intermediate data and obtains a higher computational efficiency.
B.8.2 Distributed Computing vs. Single Core Computing
To give an intuitive idea of the advantages of distributed computing, we compare
the performance of single core SimRank and Delta-SimRank in Figure 57. The
single core implementation follows the same work-flow as Algorithm 9, but work-
ing on a single machine instead of distributed systems. With the help of scalable
MapReduce paradigm, distributed Delta-SimRank is significantly better than the
single core implementation. Moreover, we can further improve the efficiency by
employing more computers and enlarging the distributed systems. Although there
are many other algorithms which improve the efficiency of SimRank in single ma-
chines, their performances are limited to the computation power and memory size
in a single machine. From the results we believe distribute direction is a promising
direction.
B.8.3 Expanding Graph
We further evalute the proposed Delta-SimRank algorithm for expanding graph on
four datasets. We randomly remove one node and the edges related to that node
from the graph and obtain the SimRank scores, which are then used to compute the
initial delta scores for Delta-SimRank on the expanding graph (i.e., the original
graph).
Table 22 shows the comparison of the results to the SimRank scores obtained
directly from original graph. It can be seen that with the Delta-SimRank algorith-
m, the expanding graphs converge within very few iterations. Also the interme-
diate data (non-zero delta’s) is small compared to the fresh start from the original
graph (Figure 58).
B.9 Related Works
Motivated by the success of Google’s distributed computing systems and the pop-
ularity of Hadoop, many researchers have been working on designing efficient
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algorithms on MapReduce systems. Chu et al. [197] showed that many popular
machine learning algorithms, including weighted linear regression, naive Bayes,
PCA, K-means, EM, Neural Network, logistic regression, and SVM can be im-
plemented in the framework of MapReduce. However, [198] shows that for some
algorithms, the distributed algorithm might suffer from the overhead in distributed
computing. In recent years, there have been more and more efforts in designing
MapReduce based machine learning algorithms. Newman et al. [199] employed
MapReduce to infer latent Dirichlet allocation. Ye et al. [200] implemented de-
cision trees on Hadoop. Gonzalez et al. [201] discuss how to implement parallel
belief propagation using the Splash approach. Cardona et al. [202] implement
a probabilistic neural network with MapReduce framework and show the per-
formance with simulation. Many algorithms have been implemented in Apache
Mahout library [203], including KNN, naive Bayes, EM, FP-growth, Kmeans,
mean-shift, latent Dirichlet allocation etc. The MapReduce framework has gained
much popularity in machine learning tasks.
MapReduce also finds a lot of applications in the area of graph mining. It is
easy to implement PageRank algorithm with MapReduce framework [190]. This
idea is further extended by Kang et al. [204] who implemented graph mining li-
brary, PEGASUS, on the Hadoop platform. They first introduce a GIM-V frame-
work for matrix-vector multiplication and show how it can be applied to graph
mining algorithms such as diameter estimation, the PageRank estimation, ran-
dom walk with restart calculation, and finding connected-components. In another
work, Husain et al. [205] propose a framework to store and retrieve a large number
of resource description framework (RDF) data for semantic web systems. More
recently, Malewicz et al. proposed the Pregel system [206] which can reduce the
system IO in MapReduce. Compared with these problems, computing SimRank
yields higher computational complexity and leads to network traffic. It is not triv-
ial to design an efficient SimRank algorithm on MapReduce. To the best of our
knowledge, our work is the first to study this problem.
The idea of our Delta-SimRank is consistent with the previous studies in com-
puting PageRanks [207], in the fundamental idea that the scores in the graph
should be updated adaptively. However, our new model has the following u-
nique properties: (1) Our Delta-SimRank is implemented using the framework
of MapReduce, with the benefit of reducing network traffics in distributed sys-
tems. (2) Some previous works believe the ranking scores will never change after
it becomes stable, which is not true for SimRank computation. For the example in
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Table 19, the SimRank score can still increase after a few iterations of staying un-
changed. (3) This study focuses on the problem of SimRank computation, which
is much more expensive to compute than the traditional PageRank algorithms.
There have been quite a few works to improve the SimRank algorithm, al-
though these works are designed for a single machine. Antonellis et al. [188]
extended SimRank equations to take into consideration an evidence factor for in-
cident nodes and link weights. Their algorithm shows better performance than
SimRank; however, the computation issue is not solved. Lizorkin et al. pro-
posed several optimization techniques for speeding up SimRank iterative compu-
tation [187]. Their method improved computational complexity from O(n4) to
O(n3) in the worst case. Li et al. [181] proposed to estimate SimRank scores of
both static graph and dynamic graph by solving the eigenvectors of a large linear
matrix. However, their approach is limited to relatively small scale, and not ap-
plicable for large scale network due to huge memory consumption. Fogaras and
Racz [182] suggested speeding up SimRank computation through probabilistic
computation via the Monte Carlo method. They first built an index database of
random fingerprints, and at query time, imparities are estimated from the finger-
prints. The fingerprints are stored in a tree structure, which can be used to com-
pute not only SimRank but also extended Jaccard coefficient. In another work,
Yin et al. [189] employed a hierarchical structure named SimTree for SimRank
computation. By merging computations that go through the same branches in
SimTree, this method can save a lot of computations. However, this method can-
not solve the computation problem in large networks. He and his colleagues [208]
employed graphics processing units (GPUs) to accelerate the computation. The
spirit of [208] is also appreciated in our Delta-SimRank algorithm, since both
works propose to employ new structures and more computing resources for large
scale computing. However, there is little similarity between the design of the two
algorithms due to significant differences in MapReduce systems and GPUs. The
design of Delta-SimRank aims to reduce the network traffic between mapper and
reducers, while the goal of using GPU is to utilize the high memory bindwidth
between graphic processing units.
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B.10 Conclusion
In this study we developed Delta-SimRank, a new efficient algorithm for solving
SimRank on a distributed cluster using MapReduce. Our Delta-SimRank algo-
rithm is designed to reduce network load. Based on the analysis of the HFONG
model, we show that the required network load of the Delta-SimRank algorithm
converges to zero. Our experiments verify that this property provides us signif-
icant gains with real datasets. In the best case, we get up to 30 times speed-up
compared to the distributed SimRank algorithm.
Our future work includes the following two directions:
• Fast Approximate Solution Using Delta-SimRank : In many scenarios, it
is desirable to find an approximate solution for SimRank much faster. We
would like to study approximate algorithms based on Delta-SimRank.
• Generalizing the Idea of Delta-SimRank for Other Algorithms: Delta-SimRank’s
design is based on the idea of reducing network load by transferring only
changes in the score instead of all scores. We expect this idea can be useful
for other problems with heavy network traffic.
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PUBLICATIONS DURING PHD STUDY
1. Liangliang Cao, Xin Jin, Zhijun Yin, Andrey Del Pozoa, Jiebo Luoc, Ji-
awei Han, Thomas S. Huang: RankCompete: Simultaneous Ranking and
Clustering of Information Networks. Neurocomputing, in press.
2. YingLi Tian, Liangliang Cao, Zicheng Liu, Zhengyou Zhang: Hierarchical
Filtered Motion Field for Action Recognition in Crowded Videos. IEEE
Transactions on Systems, Man, and Cybernetic(SMC) Part C. in press.
3. Zhijun Yin, Liangliang Cao, Jiawei Han, Chengxiang Zhai, Thomas S.
Huang: Geographical topic discovery and comparison. WWW 2011: 247-
256
4. Zhijun Yin, Liangliang Cao, Jiawei Han, Jiebo Luo, and Thomas Huang:
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2011.
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feature extraction and SVM training. CVPR, 2011.
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formation Networks in Social Media. invited Chapter in Social Network
Data Analytics, edited by Charu Aggarwal, Springer, 2011.
7. Liangliang Cao, Zicheng Liu, Thomas S. Huang: Cross-dataset action de-
tection. CVPR 2010: 1998-2005.
8. Liangliang Cao, YingLi Tian, Zicheng Liu, Benjamin Yao, Zhengyou Zhang,
Thomas S. Huang: Action detection using multiple spatial-temporal interest
point features. ICME 2010: 340-345.
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9. Liangliang Cao, Andrey Del Pozo, Xin Jin, Jiebo Luo, Jiawei Han, Thomas
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tos. WWW 2010: 1071-1072.
10. Xin Jin, Andrew C. Gallagher, Liangliang Cao, Jiebo Luo, Jiawei Han: The
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Multimedia 2010: 1235-1244.
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Thomas S. Huang. A Study on Sampling Strategies in Space-Time Domain
for Recognition Applications. MMM 2010: 465-476.
16. Shifeng Chen, Liangliang Cao, Yueming Wang, Jianzhuang Liu, Xiaoou
Tang: Image Segmentation by MAP-ML Estimations. IEEE Transactions
on Image Processing 19(9): 2254-2264 (2010).
17. Vuong Le, Hao Tang, Liangliang Cao, Thomas S. Huang: Accurate and
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Thomas S. Huang: Action detection in complex scenes with spatial and
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feature machines for visual recognition. ICCV 2009: 1095-1102.
20. Liangliang Cao, Jie Yu, Jiebo Luo, Thomas S. Huang: Enhancing semantic
and geographic annotation of web images via logistic canonical correlation
regression. ACM Multimedia 2009: 125-134.
21. Xin Jin, Sangkyum Kim, Jiawei Han, Liangliang Cao, Zhijun Yin: GAD:
General Activity Detection for Fast Clustering on Large Data. SDM 2009:
2-13.
22. Liangliang Cao, Jiebo Luo, Henry S. Kautz, Thomas S. Huang: Image An-
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25. Liangliang Cao, Jiebo Luo, Henry S. Kautz, Thomas S. Huang: Annotating
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2008.
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