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 Species use a variety of mechanisms to adapt to environmental change. These range from 
spatially tracking optimal environments, to phenotypically plastic responses and evolutionary 
adaptation. Due to increases in anthropogenic influence on environments, characteristics of 
change such as their duration and magnitude are undergoing fundamental shifts away from the 
natural disturbance regimes that shaped species’ evolution. This dissertation uses empirical data 
and simulation models to examine the ecological and evolutionary consequences of 
environmental change across real, heterogeneous landscapes for multiple species, with an 
emphasis on anthropogenic changes. I used landscape genetics to evaluate the effects of 
urbanization on two native amphibian species, spotted salamanders (Ambystoma maculatum) and 
wood frogs (Lithobates sylvaticus). Population isolation was positively associated with local 
urbanization and lessened genetic diversity for both species. Resistance surface modelling 
revealed connectivity was diminished by developed land cover, light roads, interstates, and 
topography for both species, plus secondary roads and rivers for wood frogs, highlighting the 
influence of anthropogenic landscape features relative to natural features. Further study of a 
 
 
subset of wood frog populations revealed adaptive evolution associated with urban 
environments. I identified a set of 37 loci with the capacity to correctly reassign individuals into 
rural or urban populations with 87.5 and 93.8% accuracy, respectively. I developed an agent-
based model to examine how gene flow, rates of change, and strength of landscape spatial and 
temporal autocorrelation influence abundance outcomes for species experiencing an 
environmental shift. Analysis of 36 environmental scenarios suggests that environmental 
variation, which is an emergent property of landscape autocorrelation, is negatively associated 
with the magnitude and duration of abundance declines following environmental change. Higher 
levels of gene flow lessened this effect, particularly in abrupt change scenarios, although gradual 
changes also resulted in demographic costs. Lastly, I used an investigation of an emerging 
disease in American lobsters (Homarus americanus) to study within-generation responses to 
environmental pressures. Using whole transcriptome shotgun sequencing I identified eight 
differentially expressed unigenes associated with the disease and seven related to environmental 
differences. Collectively, my dissertation provides numerous examples of how anthropogenically 
induced environmental change can direct ecological and evolutionary processes.  
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CHAPTER 1 
INTRODUCTION 
1.1 Individual and Population Responses to Environmental Change 
Naturally occurring environmental changes have equipped species with a broad range of 
adaptive mechanisms for responding to these challenges. However, the arrival of the 
Anthropocene has brought altered environmental disturbance patterns that often increase their 
magnitude or duration. Climate change and urbanization are perhaps the two most globally 
influential anthropogenic environmental disruptors. Climate change, defined as statistically 
significant variation in the mean state or variability of climate (Vijayavenkataraman et al. 2012), 
has had far-reaching ecological and evolutionary consequences (Hoffmann et al. 2011, Grant 
2017). While its effects are often more spatially concentrated, urbanization has fundamentally 
reshaped the structure and function of ecosystems through the globe, causing similar dramatic 
changes in biota (McKinney 2002, Johnson and Munshi-South 2017). The drastic environmental 
changes brought be these processes have tested, and often surpassed, species’ and ecosystems’ 
adaptive capacity as demonstrated by growing biodiversity losses associated with maladaptation 
(Thomas et al. 2004, Shochat et al. 2010, Harley 2011, Wiens 2016). My dissertation focuses on 
how populations ecologically and evolutionarily respond of these types of environmental 
changes. Here, I provide a general overview of the three main mechanisms that species use to 
respond to environmental change, 1) spatially tracking environmental optima, 2) phenotypic 
plasticity, and 3) evolutionary adaptation, each of which is further examined through the 
empirical and theoretical studies that comprise this dissertation.  
Species with considerable dispersal abilities are often capable of tracking environmental 
optima as it spatially shifts across the landscape. This processes is most commonly seen in avian 
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species where range shifts have been observed in hundreds of species (Chen et al. 2012, 
Lehikoinen et al. 2013, Virkkala and Lehikoinen 2014); but examples across a diversity of taxa 
are not lacking, including arthropods (Chen et al. 2012), mammals (Santos et al. 2015), 
amphibians (Kusrini et al. 2017), and trees (Vayreda et al. 2016). With research on adaptive 
range shifts primarily prompted by climate change, most evidence focuses on movements to 
either higher elevations or latitudes in response to warming conditions (Brooker et al. 2007, 
Grenouillet and Comte 2014, Santos et al. 2015). Evolutionary implications of range shifts have 
also been observed. For instance, natural selection tends to favor individuals with increased 
dispersal and reproductive capacities when new habitats are being colonized (Phillips et al. 2010, 
Boeye et al. 2013). Besides physical restrictions on species’ dispersal capacity, other factors such 
as asynchrony in range shifts for mutualistic, facilitator, or host species (Bedford et al. 2012, 
HilleRisLambers et al. 2013, Pickles et al. 2013) limit the adaptive utility of this strategy. 
Phenotypic plasticity refers to the ability of a single genotype to produce a range of 
phenotypes in response to varying environmental conditions. Plastic responses can allow species 
to adapt to environmental changes that occur within one or a few generations, a process that has 
been demonstrated across many taxa (Price et al. 2003, Stockwell et al. 2003, Hendry et al. 
2008). Although plasticity is heritable and an increased plastic capacity can be evolved across 
generations (Thompson 1991, Scheiner 1993, Price et al. 2003), there are costs to its 
maintenance that limit its prevalence in nature (Moran 1992, Siljestam and Östman 2017). For 
instance, the cellular machinery such as particular enzymes that facilitates plasticity may be lost 
to an evolutionary reversal if phenotype switching becomes less advantageous (Moran 1992). 
Additionally, plasticity can even become maladaptive if environmental predictability breaks 
down and becomes asynchronous with phenotypes being expressed (Reed et al. 2010).  
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Under the appropriate circumstances, evolution via natural selection can allow 
populations and species to persist when faced with severe environmental challenges. Certain 
populations are capable of evolving at rates fast enough to avoid extirpation (Kinnison and 
Hairston 2007), with the rate of environmental change (Lindsey et al. 2013), degree of 
phenotypic plasticity (Chevin 2013), and breadth of the fitness functions (Gomulkiewicz and 
Shaw 2013) being important considerations. A reversal of abundance declines owing to rapid 
evolutionary adaptation (i.e., evolutionary rescue; Gomulkiewicz & Holt, 1995; Bell, 2013) can 
even return populations from the brink of extirpation. Although evolutionary rescue has strong 
theoretical support (Chevin and Lande 2010, Kirkpatrick and Peischl 2013, Bell 2017) and has 
been shown to be effective for in laboratory-based model systems (Bell and Gonzalez 2011, 
Gonzalez and Bell 2013, Lindsey et al. 2013), its ability to function as an independent rescue 
mechanism in wild populations is still debated (Gomulkiewicz and Shaw 2013, Carlson et al. 
2014). Despite these lingering questions regarding demographic reversals, the ability of adaptive 
evolutionary processes to operate on ecological, readily observable time scales is irrefutable 
(Hendry and Kinnison 2001, Kinnison and Hendry 2001, Stockwell et al. 2003, Laurent et al. 
2016) 
 
1.2 Dissertation Approach 
This dissertation explores each of the above individual- and population-level responses to 
environmental changes using empirical observations and simulation modeling. Chapter 2 
investigates the consequences of urbanization on the interpopulation connectivity of two pool-
breeding amphibians, spotted salamanders (Ambystoma maculatum) and wood frogs (Rana 
sylvaticus). Using individuals collected from approximately 90 breeding sites of each species, I 
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examined how natural and anthropogenic landscape features can affect the interpopulation 
connectivity and consequently dispersal capacities for each species. Chapter 3 looks more 
closely at the effects of urbanization on the genome-wide genetic diversity and adaptive variation 
of wood frogs. Using double-digest restriction site-associated DNA (RAD) sequencing with 
individuals collected using a replicated paired sampling design, I evaluate evidence of parallel 
evolution associated with urban-specific selection pressures. Chapter 4 uses an agent-based 
model to study the effects of environmental heterogeneity, genetic evolution, phenotypic 
plasticity, and gene flow on population persistence with a focus on rescue dynamics. Existing 
rescue models typically focus on only a single population (e.g., Reed et al., 2010; Orr & 
Unckless, 2014), neglecting the roles of spatial factors, such as complex population structure and 
landscape heterogeneity in determining population persistence. This work builds upon those 
previous efforts to provide insights into the likelihood of rescue occurring on more realistic, 
heterogeneous landscapes. Chapter 5 shifts into a second study system to evaluate changes in 
gene expression associated with environment and an emerging disease in American lobsters 
(Homarus americanus). I used whole transcriptome shotgun sequencing (RNA-seq) to compare 
genome-wide hepatopancreatic gene expression of individuals from three groups: asymptomatic 
from a region with very low disease prevalence, asymptomatic from a region with relatively high 
prevalence, and symptomatic from the same region with relatively high prevalence. RNA-seq 
provides a means of empirically examining changes in gene expression, a major contributor to 
phenotypic plasticity, to biotic and abiotic environmental pressures. Collectively, this 
dissertation uses a variety of techniques spanning scales from genes to metapopulations, within 
these vernal pool amphibian and lobster study systems, to empirically and theoretically explore 
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how ecological and evolutionary responses to spatio-temporally variable landscapes influences 
individual performance and population persistence. 
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CHAPTER 2 
LANDSCAPE GENETICS REVEALS UNIQUE AND SHARED  
EFFECTS OF URBANIZATION FOR TWO SYMPATRIC  
POOL-BREEDING AMPHIBIANS 
 
2.1 Abstract 
Spatially structured species can be negatively affected when landscape fragmentation 
impairs connectivity. We investigated the effects of urbanization on genetic diversity and gene 
flow for two sympatric amphibian species, spotted salamanders (Ambystoma maculatum) and 
wood frogs (Lithobates sylvaticus), across a large (>35,000 km2) landscape in Maine, USA, 
containing numerous natural and anthropogenic gradients. Isolation by distance (IBD) patterns 
differed between the species. Spotted salamanders showed a linear and relatively high variance 
relationship between genetic and geographic distance (r = 0.057; p < 0.001); whereas, wood 
frogs exhibited a strongly non-linear and lower variance relationship (r = 0.429; p < 0.001). 
Scale dependence analysis of IBD found gene flow had its most predictable influence (strongest 
IBD correlations) at distances up to 9 km for spotted salamanders and up to 6 km for wood frogs. 
Estimated effective migration surfaces revealed contrasting species patterns of high and low 
genetic diversity and gene flow. Population isolation, quantified as the mean IBD residuals for 
each population, was associated with local urbanization and less genetic diversity in both 
species. The influence of geographic proximity and urbanization on population connectivity was 
further supported by distance-based redundancy analysis. Resistance surface modelling found 
interpopulation connectivity to be influenced by developed land cover, light roads, interstates, 
and topography for both species, plus secondary roads and rivers for wood frogs. Collectively, 
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our results highlight the influence of anthropogenic landscape features within the context of 
natural features and broad spatial genetic patterns, in turn supporting the premise that 
urbanization significantly restricts interpopulation connectivity for these species.  
 
2.2 Introduction 
Landscape alterations that accompany increases in human population density (i.e., 
urbanization) commonly influence ecological and evolutionary processes. For instance, 
landscape fragmentation and habitat loss can lead to reduced connectivity among populations, 
consequently  disrupting demographic support from metapopulation dynamics (Andrén 1994, 
Crosby et al. 2008). Reductions in connectivity are potentially associated with reduced levels of 
gene flow and genetic diversity (Ortego et al. 2015, Crawford et al. 2016) and an increased risk 
of extirpation from lost demographic support (Wilcox and Murphy 1985, Bascompte and Sole 
1996, Haddad et al. 2015). Populations that do persist may be subject to decreased fitness 
associated with inbreeding depression (Andersen et al. 2004, Lopez et al. 2009). These issues are 
of immediate concern as urban areas are becoming larger and more prevalent worldwide. For 
instance, growth in global human population size (UNDESA 2012, Division 2014) has been 
accompanied by increases in the percentage of people living in urban areas from 29.4% in 1950 
to 52.1% in 2011 and up to 70% anticipated by 2050 (Heilig 2011). During the past century, 
cities have also become increasingly sprawled, leading to a greater proportion of the landscape 
being affected by their growth (Seto et al. 2010, Theobald 2010). Given these trends, the 
ecological and evolutionary effects of urbanization are likely to intensify in the coming decades.  
Metapopulation structured species are especially vulnerable to negative effects of habitat 
fragmentation associated with urbanization (Graham et al. 2017). These species are spatially 
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arranged in discrete subpopulations that are spread across a heterogeneous landscape and are 
dependent to a degree on dispersal among constituent subpopulations (Hanski 1998). In classical 
metapopulation theory, subpopulations experience bouts of extinction and recolonization while 
maintaining overall metapopulation stability (Levins 1969, Hanski 1991). A loss of connectivity 
among subpopulations has been predicted to result in  abundance declines and an increased 
likelihood of subpopulation extinction for metapopulations (Schnell et al. 2013, Grilli et al. 2015, 
Reigada et al. 2015), a result that has been observed in several natural systems (Crooks et al. 
2017). In some cases, habitat fragmentation has allowed evolutionary forces to generate changes 
in phenotypic traits, influencing characteristics such as dispersal propensities (Cheptou et al. 
2017) or life history traits (De Roissart et al. 2016), as well as broader eco-evolutionary 
processes (Fronhofer and Altermatt 2017). The metapopulation concept has proven broadly 
applicable in urbanization-associated habitat fragmentation scenarios, facilitating an improved 
understanding of how landscape alterations can affect regional population processes for many 
taxa, such as birds (Padilla and Rodewald 2015, Millsap 2018) and amphibians (Hale et al. 2013, 
Heard et al. 2013, Cox et al. 2017).  
Landscape genetics provides a framework for evaluating support for potential 
environmental correlates of observed interpopulation structure, allowing for the generation of 
inferences of spatially-explicit drivers of gene flow. Using this approach, allele frequency 
changes associated with diminished gene flow due to habitat fragmentation have been observed 
(Zellmer and Knowles 2009, Epps and Keyghobadi 2015). New studies focused on disentangling 
effects of natural versus anthropogenic landscape elements, and using multiple species to obtain 
a more comprehensive understanding of connectivity, have been highlighted as critical areas for 
advancing landscape genetics research (Manel and Holderegger 2013, Richardson et al. 2016). 
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However, detecting landscape genetic effects of anthropogenic fragmentation is challenging. 
Unlike many natural landscape features, the widespread appearance of anthropogenic features 
has occurred relatively recently, limiting the opportunity for drift or gene flow to affect gene 
frequencies, placing constraints on statistical power. This places a premium on sampling 
adequate numbers of populations at geographic scales where disruptions to gene flow are most 
apt to disrupt background patterns of drift-migration equilibrium. 
Urbanization has been singled out as a leading threat to amphibian species with empirical 
evidence mounting for population declines associated with changes in land cover (Price et al. 
2006), canopy cover (Clark et al. 2008a), and roadways (Andrews et al. 2008). Ecological 
studies have consistently suggested that pool-breeding amphibians may be particularly 
susceptible to negative effects of landscape fragmentation (Semlitsch 2003, Baldwin and 
deMaynadier 2009). For instance, because they require access to both wetland and upland 
environments to complete their semi-aquatic life cycle (Semlitsch 2008), any barriers between 
those two environments could impair a population (Homan et al. 2004). Additionally, the ability 
to occasionally disperse among populations is also important for these metapopulation-structured 
amphibian species due to highly variable interannual recruitment success at the local scales of 
pools (Baldwin et al. 2006b, Green et al. 2013). Tracking studies suggest altered habitats 
between pools can reduce overall dispersal propensities (Cline and Hunter 2014, 2016). Despite 
these observed ecological effects, signals of urbanization-related influences on the genetic 
structure for pool-breeding amphibians have not been consistently detected (e.g., Richardson 
2012, Peterman et al. 2014, Coster et al. 2015a); however, most studies have been performed at 
relatively small spatial extents that may not be commensurate with the scales over which drift-
migration equilibrium is most disrupted and detectable (Table 2.1).  
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Table 2.1. Results of existing studies on connectivity of pool-breeding amphibians based on microsatellite landscape genetic 
methods. Negative (↘) and negligible effects (↔) are noted. 
Species 
Approx. 
study area 
No. 
populations Effect Citation 
Blanchard’s cricket frogs (Acris blanchardi) 2320 km2 28 ↘ Youngquist et al. 2017 
Columbia spotted frogs (Rana luteiventris) 213 km2 8 ↘ Goldberg and Waits 2010 
Eastern Tiger Salamander (Ambystoma tigrinum) 220 km2 26 ↔ Titus et al. 2014 
Long-toed salamanders (Ambystoma macrodactylum) 213 km2 4 ↘ Goldberg and Waits 2010 
Natterjack Toad (Epidalea calamita) 40 km2 23 ↘ Cox et al. 2017 
Ringed salamander (Ambystoma annulatum) 35 km2 20 ↔ Peterman et al. 2014 
Spotted salamander (Ambystoma maculatum) 200 km2 56 ↘ Coster et al. 2015a 
Spotted salamander (Ambystoma maculatum) 21,000 km2 22 ↔ Richardson 2012 
Spotted salamander (Ambystoma maculatum) 35 km2 23 ↔ Peterman et al. 2014 
Spotted salamander (Ambystoma maculatum) 2080 km2 23 ↘ Coster et al. 2015b 
Wood frog (Lithobates sylvaticus) 375 km2 65 ↔ Gabrielsen et al. 2013 
Wood frog (Lithobates sylvaticus) 200 km2 39 ↔ Coster et al. 2015a 
Wood frog (Lithobates sylvaticus) 21,000 km2 22 ↘ Richardson 2012 
Wood frog (Lithobates sylvaticus) 2080 km2 20 ↔ Coster et al. 2015b 
Wood frog (Lithobates sylvaticus) 200 km2 9 ↔ Peterman et al. 2013 
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We investigated the effects of urbanization on metapopulation processes by examining 
the landscape genetics of spotted salamanders (Ambystoma maculatum) and wood frogs 
(Lithobates sylvaticus), two native metapopulation structured pool-breeding amphibians 
(Semlitsch 2008). The naturally strong spatial structuring caused by relatively small home ranges 
(Baldwin et al. 2006a, Semlitsch 2008) and high rates of philopatry (Semlitsch 2008) make these 
species excellent subjects for evaluating the effects of urbanization with a landscape genetics 
approach. Both species are vulnerable to degradation of the breeding sites they share within their 
overlapping ranges in the northeast United States (Harper et al. 2008). These two amphibians 
have several differentiating life history and behavioral attributes that likely affect how 
urbanization influences their interpopulation dynamics: wood frogs tend to be shorter lived, have 
larger home ranges, and are more vagile than spotted salamanders (Berven and Grudzien 1990, 
Madison 1997, Semlitsch 1998). Due to these characteristics, we expected the magnitude and 
dynamics of urbanization-related effects to differ between the species. We tested three sets of 
hypotheses to examine effects of urbanization on individual populations, interpopulation 
dynamics, and genetic structure more broadly. 
1) Broad-scale patterns of genetic structure: We hypothesize broad-scale patterns of 
genetic structure will be much stronger for wood frogs than spotted salamanders. Previous work 
to characterize the isolation-by-distance (IBD) relationships for these two species has found clear 
positive correlations between geographic and genetic distance for wood frogs (Squire and 
Newman 2002, Crosby et al. 2008, Richardson 2012, Peterman et al. 2013) and either high 
variance positive correlations (Zamudio and Wieczorek 2007, Richardson 2012) or non-
significant relationships (Purrenhage et al. 2009, Whiteley et al. 2014) for spotted salamanders. 
Additionally, we hypothesize that IBD relationships are not absolute, but are instead scale 
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dependent, such that the strongest correlations between genetic isolation and distance will occur 
at some intermediate geographic scales of analysis. Below these scales the strength of IBD is 
expected to be weaker due to the highly variable patterns of local dispersal and gene flow 
overwhelming drift, as well as limited sample size. Above these scales, sample sizes are greater 
but drift-migration equilibrium is slower to attain and stochastic processes weaken correlations. 
Understanding the scale dependence of IBD may be important to understanding why different 
studies obtain different IBD inferences and help to inform whether an IBD study has the most 
power to identify effects of landscape features on population connectivity.  
2) Urbanization’s influence on isolation and genetic diversity: We hypothesize that 
greater urbanization will affect metapopulation dynamics by increasing subpopulation isolation 
and reducing subpopulation genetic diversity for both species, relative to patterns in less-
urbanized areas (Kenney et al. 2014, Frankham 2015, Pavlova et al. 2017). We further 
hypothesize that the substantive differences in life history and vagility of our focal species will 
contribute to different effects of the same urbanizing landscapes. Wood frogs are often more 
mobile than spotted salamanders and might be more capable of passing urbanization features 
than salamanders. However, this increased mobility may increase wood frog exposure to 
deleterious features of the broader urbanized landscape relative to spotted salamanders.   
3) Landscape features influencing gene flow: We predict that signals of diminished 
gene flow associated with anthropogenic landscape features will be weaker than signals from 
natural features. Landguth et al. (2010) used simulations to illustrate a lag time of approximately 
200 generations when using a landscape genetics approach to detect signals of barriers, although 
they note the magnitude of this effect likely varies with each population’s effective size. The 
influence of lag time is also supported by empirical research that considers effects of both natural 
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and anthropogenic features on amphibian gene flow (Richardson 2012, Peterman et al. 2014, 
Garcia et al. 2017). Due to this lag, most natural features will likely have stronger signals, such 
as rivers appearing more important than interstate highways. However, given the magnitude of 
expected effects for heavily urbanized areas, we anticipate that the landscape features that 
coincide with the most intense urbanization (e.g., road density) to be the strongest predictors of 
isolation.    
 
2.3 Methods 
2.3.1 Sample Collection 
Larval and embryonic wood frogs and spotted salamanders were collected from vernal 
pools throughout a 35,000 km2 region of Maine, USA (Figure 2.1) that contains several natural 
(e.g., topographic) and anthropogenic (e.g., urbanization) environmental gradients. When a site 
(treated throughout the study as a population) was visited prior to egg hatching, we sampled up 
to 40 egg masses, collecting one embryonic individual from each mass to reduce the likelihood 
of sampling siblings because the inclusion of closely related individuals has been found to bias 
some genetic analyses (Goldberg and Waits 2010, Rodríguez-Ramilo and Wang 2012, Peterman 
et al. 2016, Wang 2018), but see Waples and Anderson (2017). If larvae were free-swimming 
upon sampling, a small dipnet was used to collect individuals from throughout the pool and full 
siblings were later removed based on sibship analyses (see below). Sampling occurred during 
April and May of 2014, 2015, and 2016. When fewer than 25 individuals were collected at a site 
in one year, we returned to sample in the subsequent year. 
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Figure 2.1. Locations of 90 wood frog and 87 spotted salamander vernal pool sampling sites in Maine, USA. Inset maps illustrate 
densely sampled regions around Portland (thin outline) and Bangor, Maine (heavy outline). Red background coloration indicates high 
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levels of nighttime light intensity based on NASA Visible Infrared Imaging Radiometer Suite 
(VIIRS) data and is provided as a proxy for human population density.  
 
2.3.2 Genetic Data Collection and Quality Control 
Genomic DNA was extracted from whole embryonic or larval individuals using Qiagen 
DNeasy kits following the manufacturer’s instructions. We analyzed variability at 10 
microsatellite loci to evaluate spatial genetic structure for each species. PCR components, 
thermal cycler profiles, and citations for loci primer sequences are described in Appendix A. 
Negative controls were included in each 96-well PCR reaction to allow for detection of reagent 
contamination. Microsatellite fragment analysis was conducted using an ABI 3730 automated 
genetic analyzer (Applied Biosystems, Inc., Foster City, California) at the University of Maine 
DNA Sequencing Facility. Genotyping was performed using Geneious (v. 7.1.9) with fragment 
sizes based on GeneScan 500 LIZ Size Standard (Applied Biosystems) and all allele calls 
confirmed by eye. 
A series of data filtering steps was performed to reduce the potential influence of 
sampling bias and to ensure conformance to assumptions of population genetic analyses. First, 
individuals with fewer than five successfully amplified loci were removed. Peterman et al. 
(2016) found five microsatellite loci to be as informative as both 10 and 15 loci for estimating 
heterozygosity and allelic richness in other spotted salamander populations. Next, to reduce the 
likelihood of mischaracterizing allele frequencies due to small sample sizes, we eliminated sites 
with fewer than ten individuals successfully genotyped. Finally, to ensure analyses were not 
biased by family structuring present in our samples, we performed sibship reconstruction for all 
individuals sampled at each site using COLONY (v 2.0.5.9; Wang 2004; Jones & Wang 2010). 
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One individual from any apparent full sibling family was haphazardly selected for inclusion in 
subsequent analyses.  
We estimated the frequency of null alleles for each locus and tested for Hardy-Weinberg 
equilibrium for each locus-sampling site combination using PopGenReport (Adamack and 
Gruber 2014) in R v3.4.1 (R Core Team 2016). Independent sorting of genotypes (i.e., linkage 
disequilibrium) was evaluated using exact testing in Arlequin v. 3.5.1.2 (Excoffier and Lischer 
2010). Alpha levels to determine statistical significance for tests of Hardy-Weinberg equilibrium 
and independent sorting of genotypes were adjusted using the False Discovery Rate (FDR) 
approach of Benjamini and Hochberg (1995) based upon a 0.05 alpha level.  
 
2.3.3 Genetic Diversity and Differentiation 
We quantified genetic diversity within of each site and genetic differentiation among sites 
using multiple measures. Average number of alleles per site (AO) and allelic richness (i.e., allelic 
counts rarefied based on smallest sample size per species; AR) were estimated using 
PopGenReport, and expected heterozygosities (HE) and Wright’s inbreeding coefficient (FIS) 
were estimated using FStat (v. 2.9.3; Goudet 1995). Genetic differentiation was calculated using 
GST (i.e., Nei 1973, Nei and Chesser 1983) and G′′ST (Meirmans and Hedrick 2011). GST 
(commonly reported as FST), summarizes the amount of diversity contained among populations 
relative to the diversity of all populations combined (Nei 1973), whereas G′′ST provides a scaled 
maximum value of GST based on the genetic diversity within a measured population (Meirmans 
and Hedrick 2011). Both GST and G′′ST were estimated using the R package mmod (Winter 
2012). Statistical significance of pairwise population differentiation was evaluated using an exact 
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G-test implemented using the genic differentiation option in Genepop (v. 4.2; Raymond & 
Rousset 1995; Rousset 2008) with a FDR correction for type I error rates. 
The spatial arrangement of effective genetic diversity was visualized using estimated 
effective migration surfaces (EEMS; Petkova et al. 2016). Effective genetic diversity reflects the 
expected genetic dissimilarity of two individuals sampled within each deme (Petkova et al. 
2016). EEMS constructs a dense, regular grid across the study range and assigns sampling sites 
to the nearest grid intersection (node), often resulting in a set of fewer demes than the actual 
number of sampling sites. Diversity values are then interpolated among the demes to create a 
continuous surface for visualizing spatial patterns. Our starting grid provided 500 potential nodes 
for deme assignment, of which 462 were incorporated into the analysis due to the irregular 
landscape boundaries. EEMS analysis parameters were adjusted to achieve the recommended 20-
40% acceptance rates before running the analysis using 1 x 107 iterations, a burn-in period of 1 x 
106 iterations, and a thinning interval of 1 x 103 (Petkova et al. 2016, Combs et al. 2017). All 
EEMS plotting was performed using rEEMSplots R package (Petkova et al. 2016). 
We also evaluated all populations for the presence of bottlenecks that may be associated 
with urbanization using the program Bottleneck (Cornuet and Luikart 1996, Piry et al. 1999). We 
used the two phase model of microsatellite mutation (TPM; Di Rienzo et al. 1994) with variance 
set to 12 and the probability of single-step mutations set to 95% as recommended by Piry et al 
(1999). Significance was evaluated using a one-tail Wilcoxon test with an FDR adjusted alpha 
level.  
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2.3.4 Isolation-by-Distance 
To examine IBD relationships, we compared each pairwise measure of genetic 
differentiation with between-site Euclidean geographic distance. Genetic differentiation 
measures were linearized (GST/(1-GST)) as suggested by Slatkin (1995) and geographic distances 
were measured as straight-line Euclidean distances using Geographic Distance Matrix Generator 
(v. 1.2.3; Ersts). We examined relationships between linearized GST and both log-transformed 
and non-transformed geographic distances. The slope of IBD relationships based on log-
transformation of geographic distance is useful for understanding the dispersal kernel 
relationships in scenarios of two dimensional movements (Rousset 1997,  2000), whereas non-
transformed distances are helpful for understanding broadscale patterns of IBD (sensu Hutchison 
and Templeton 1999). While we provide the slope of the IBD relationship based on log-
transformed geographic distances, it is important to note that our study design does not meet the 
assumptions for actually estimating dispersal kernel size per se (e.g., sampling extent greater 
than 0.56𝜎𝜎/√2𝜇𝜇, where 𝜎𝜎 is the parent-offspring axial distance and μ is the mutation rate of the 
loci; Rousset 2004) and key parameters are unknown (i.e., D, the effective density). Therefore, 
the regression slopes we report should be considered a broad approximation of observed 
increases in genetic differentiation with geographic distance (D𝜎𝜎2) and useful only for 
comparisons between species within this specific study. Associations between the distance 
matrices were tested using regression and Mantel tests (Mantel 1967) that were implemented in 
the R package vegan (Oksanen et al. 2017). We evaluated Mantel tests for significance based on 
1000 permutations.  
We examined the relationship between genetic and geographic distance as a function of 
the spatial scale of analysis using two methods. First, we constructed a Mantel correlogram 
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(Oden and Sokal 1986, Borcard and Legendre 2012, Legendre and Legendre 2012) to quantify 
the strength of the relationship between genetic and geographic distance within various distance 
classes using the “mantel.correlog” function in vegan. Distance class breakpoints were placed 
every 20 km and larger distance classes that did not contain every sampling site were omitted to 
avoid bias (Wagner et al. 2005). Statistical significance of correlations was assessed using 
10,000 permutations and a FDR correction based on a 0.05 alpha level. Next, we estimated the 
slope (β) of variable intercept IBD regressions that performed repeatedly using expanding data 
sets based on distance between sampling sites, which generated IBD scaling profiles for each 
species. For example, the first iteration of the analysis was conducted using the 10 shortest 
pairwise geographic distances, the next iteration with the 11 shortest, and so on until all pairwise 
comparisons were included. We performed 1000 bootstrapped replicates of each regression using 
the “Boot” function in the R package car (Fox and Weisberg 2011) to estimate each beta 
coefficient and its 95% confidence intervals.  
We also used EEMS to visualize spatial patterns of connectivity among sampling sites. 
When assessing connectivity, EEMS identifies areas with greater differentiation than expected 
between neighboring demes assuming a generally IBD driven system and a stepping stone 
dispersal pattern (Kimura and Weiss 1964, Petkova et al. 2016). The number of effective 
migrants among sites is then interpolated to construct a graphic depiction of connectivity across 
the landscape.  
 
2.3.5 Regression and Multivariate Analyses 
We assessed the influence of urbanization on a sampling site’s degree of isolation and 
genetic diversity. The intensity of urbanization near a site was quantified using six environmental 
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characteristics measured in ArcGIS v10.2 (ESRI, Redlands, CA): distance to nearest roadway, 
percent impervious surface within one km, length of roads within one km for light, secondary, 
and primary road types, and percent canopy cover within one km. Road type and classification 
was determined using the State of Maine’s NG911 Roads data set 
(http://www.maine.gov/megis/catalog/, accessed Feb 18, 2016), impervious surface extent was 
based on the Maine Department of Inland Fisheries and Wildlife’s July 2016 impervious surface 
data set (Jason Czapiga, Maine Department of Inland Fisheries and Wildlife, unpublished data), 
and percent canopy cover data was drawn from the 2011 National Land Cover Database (Homer 
et al. 2015). Collinearity between the urbanization-related explanatory variables was evaluated 
and one variable was selected at random to be retained from each set with a correlation 
coefficient exceeding 0.7. 
 We quantified the degree of isolation experienced at each sampling site by averaging its 
attributable IBD residuals. This approach is similar to the decomposed pairwise regression 
analysis to detect outlier populations described by Koizumi et al. (2006) and essentially provides 
an index of genetic differentiation corrected for geographic-distance. Sites with the largest 
average residual values were presumed to be more isolated than those with smaller average 
residuals. Due to strong correlation between GST and G′′ST for both species (spotted salamander r 
= 0.993, wood frog r = 0.979), we quantified isolation using only the GST-based IBD 
relationships. Genetic diversity relationships were assessed using HE and AR. We conducted 
three statistical analyses to test hypotheses concerning the relationship between these three 
factors: multiple regression between each measure of genetic diversity and all retained 
urbanization variables, multiple regression between urbanization variables and degree of site 
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isolation, and simple linear regression between each measure of genetic diversity and degree of 
isolation. All included variables were square root transformed as needed to achieve normality. 
As a complement to the above IBD and regression analyses, we used distance-based 
redundancy analysis (dbRDA) to examine the influence of urbanization and spatial proximity to 
observed interpopulation genetic differentiation. Ordination methods such as dbRDA have been 
suggested to provide a more powerful means of detecting genetic structure and partitioning its 
variation than Mantel tests (Legendre and Fortin 2010). We conducted dbRDA using the 
‘capscale’ function and examined the significance of individual model terms using 10,000 
permutations with the ‘anova.cca’ function in Vegan. Our global model included pairwise GST 
values in the response matrix, the above-described urbanization-related metrics in an explanatory 
matrix, and a conditional matrix containing the latitude and longitude of each site in decimal 
degrees. Model terms were eliminated using a backward optimization procedure where non-
significant terms were removed and a simplified model was tested until all remaining terms were 
significant.  
 
2.3.6 Landscape Resistance Modeling 
We tested support for a series of resistance surface models to determine the relative 
influence of ten landscape features on the genetic structuring of each species. The modeling was 
a two-step process where we first optimized resistance values for each feature, then conducted 
generalized additive modeling to determine which features were most influential for each 
species. Features to be analyzed were generally selected based on data availability and previous 
resistance modeling for these species (Richardson 2012). Landcover data was based on the 2011 
National Land Cover Database (NLCD; Homer et al. 2015) and grouped into three class that 
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generally describe forests (landcover A), open areas and agriculture (landcover B), and 
developed areas and open waterbodies (landcover C; Table 2.2; Richardson 2012). Road data 
were derived from the State of Maine NG911 Roads dataset and sorted into three classes 
describing limited-access interstate freeways, secondary roads (e.g., state highways), and light 
roads. We subset river data from the National Hydrography Dataset (USGS, 
https://nhd.usgs.gov/, access Feb 18, 2016) into two classes based on the Strahler numbering 
system. Medium rivers included order 4 and 5 streams, large rivers included order 6 and 7 
streams, and lower order waterways were not considered. Railway data were based on the Maine 
Department of Transportation’s RailRouteSys dataset (Johnson et al. 2011). We calculated the a 
terrain ruggedness index (TRI; Riley et al. 1999) using the ‘tri’ function in the R package 
spatialEco (Evans 2017) to characterize topographic heterogeneity. Raster processing was 
performed using ArcGIS v.10.2. Processing included buffering all linear features to ensure their 
continuity following conversion to a raster and the resampling of all rasters to a 90m resolution 
which was necessary given computation constraints based on the size of the landscape being 
processed.  
Pairwise effective resistance between each sampling site were measured  based on a 
circuit theory approach in GFlow (Leonard et al. 2017a). We conducted partial Mantel tests with 
10,000 permutations using the vegan R package to evaluate correlations between pairwise 
effective resistance values and genetic differentiation (GST) while controlling for effects of 
geographic distance between sites. Between four and seven resistance values were tested for each 
landscape feature. These values were selected based upon the results of Richardson (2012) and 
always included a value of one to allow comparisons between the candidate resistance values and 
a simple IBD relationship. All non-feature raster cells were assigned a value of one during the 
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optimization procedure and the terrain ruggedness index was optimized by adding various 
resistance values to the actual index values.  
 
Table 2.2. Landscape categories used for resistance surface models based on 
National Landcover Database fields.  
NLCD 
category 
NLCD descriptions Assigned 
category 
 41 Deciduous forest A 
 42 Evergreen forest A 
 43 Mixed forest A 
 90 Woody wetlands A 
 95 Emergent herbaceous wetlands A 
 21 Developed, open space B 
 52 Shrub/scrub B 
 71 Grassland/herbaceous B 
 81 Pasture/hay B 
 82 Cultivated crops B 
 11 Open water C 
 22 Developed, low intensity C 
 23 Developed, medium intensity C 
 24 Developed, high intensity C 
 31 Barren land C 
  
 
Optimized cost surfaces were used to inform a series of generalized linear additive 
models to assess the relative contribution of each landscape feature to overall patterns of genetic 
differentiation among sites for each species. We only considered landscape variables that 
explained genetic diversity patterns better than IBD alone. Models were compared using the 
small sample size corrected Akaike’s information criterion (AICC; Burnham and Anderson 
2002). AICC compares relative support of candidate models including a penalty for the number of 
variables incorporated, thereby encouraging parsimony. Models with ΔAICC value less than two 
were considered equally supported. We used all possible combinations of included variables as 
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candidate models and calculated AICC values and their relative weights using R package glmulti 
(Calcagno and Mazancourt 2010).  
 
2.4 Results 
2.4.1 Sampling and Quality Control 
Due to a longer duration prior to hatching, all spotted salamanders were collected as embryos, 
reducing the likelihood of siblings being sampled, whereas wood frogs were occasionally 
collected as larvae. Therefore, sibship analyses and subsequent elimination of all but one 
member from each family group was performed only for the wood frogs. We collected and 
genotyped 2862 spotted salamander eggs and 2935 wood frog eggs and larvae. Following 
removals of individuals based on genotype completeness, sample size, and sibship, 2413 spotted 
salamanders from 90 sites and 2439 wood frogs from 87 sites were included in our analyses. 
Pairwise distances between sites ranged from 0.12 km to 320.55 km for spotted salamanders 
(mean = 120.32 km) and 337.88 km for wood frogs (mean = 120.47 km).  
Two spotted salamander loci had high null allele frequencies (AmaD328: 0.272 and 
AmaD315: 0.283) and were therefore excluded from further analyses. Null allele frequencies for 
the remaining eight spotted salamander loci ranged from 0.005 to 0.027. Tests of non-random 
assortment of genotypes indicated 16 of 2578 tests (0.6%; Appendix A: Table A2) were 
significant. Significant violations of Hardy-Weinberg proportions were observed in 5 of 728 tests 
(0.7%; Appendix A: Table A.2). Wood frog null allele frequencies ranged from 0.012 to 0.055 
among loci. Tests of non-random assortment of genotypes indicated 72 of 3897 tests (1.8%; 
Appendix A: Table A.2) for wood frogs were statistically significant. Significant violations of 
Hardy-Weinberg proportions were observed in 17 of 870 tests (2.0%; Appendix A: Table A.2) 
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for wood frogs. No clear patterns of significance were detected within loci or sampling sites for 
either non-random assortment of genotypes or Hardy-Weinberg testing for either species; 
therefore, no loci or sites were excluded on the basis of these tests.   
 
2.4.2 Genetic Diversity, Differentiation, and Isolation-by-Distance 
Measures of genetic diversity, including HS, AR, and FIS, varied between the species but were of 
similar magnitudes. Across loci and among sites, spotted salamander AR averaged 5.45 (±0.076 
SE), HE averaged 0.72 (±0.0025), and FIS averaged 0.01 (±0.0049), whereas wood frog AR 
averaged 5.02 (±0.025), HE averaged 0.83 (±0.0033), and FIS averaged 0.03 (±0.0041; Appendix 
A: Table A.2). The greater difference in values between species for AR versus HE is unsurprising 
given the relative insensitivity of HE to the number of alleles observed (Maruyama and Fuerst 
1985). The average number of alleles across loci per sampling site was considerably fewer for 
spotted salamander (mean: 6.91 ±0.08) than for wood frogs (mean: 11.58 ±0.17; Appendix A: 
Table A.2). Following an FDR correction, no evidence of genetic bottlenecks was detected for 
either species at any population. EEMS analyses generated 54 spotted salamander and 53 wood 
frog demes. Strongly contrasting geographic patterns of genetic diversity were observed between 
the two species. For instance, across the range of study sites, spotted salamanders had 
interspersed regions of high and low diversity, whereas wood frogs showed a clear gradient of 
high diversity to the west transitioning to lower diversity in the east (Figure 2.2). Because the 
analysis occasionally groups separate sampling sites into a single deme, and both species have 
strong spatial structuring, some locally high levels of diversity identified by the analysis may be 
due to the grouping of dissimilar populations into a single deme. 
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Average genetic differentiation among sites was relative low for both species but varied 
widely. For spotted salamanders, global GST was 0.024 and G′′ST was 0.087. Pairwise GST values 
ranged from -0.006 to 0.068, and G′′ST ranged from -0.048 to 0.384. Following FDR correction 
of alpha levels, 3474 of 4005 tests (86.7%) were significant. For wood frogs, global GST was 
0.032 and G′′ST was 0.189. Pairwise GST values ranged from -0.002 to 0.068, and G′′ST ranged 
from -0.029 to 0.583. Following FDR correction of alpha levels, 3639 of 3741 tests (97.3%) 
were significant. All pairwise G′ST and G′′ST values are provided in Appendix A: Table A.3.  
 
 
 
 
Figure 2.2. Spatially heterogeneous effective rates of genetic diversity among 54 spotted 
salamander and 53 wood frog demes. Black points indicate the location and relative sample size 
of each deme. 
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Isolation-by-distance patterns differed among the two species. Despite relatively weak 
correlation using each genetic distance, IBD relationships were statistically significant for 
spotted salamanders based on non-transformed geographic distances (GST: r = 0.057; p < 0.001 
and G′′ST: r = 0.059; p < 0.001). Following the transformation, relationships were nonsignificant 
for GST (r = 0.015; p = 0.073) and marginally significant for G′′ST (r = 0.019; p = 0.035). IBD 
patterns without geographic distance log-transformation were stronger for wood frogs for GST (r 
= 0.429; p < 0.001) and G′′ST (r = 0.390, p < 0.001) and remained significant following 
transformation for both GST (r = 0.163; p < 0.001) and G′′ST (r = 0.166, p < 0.001). Because the 
IBD relationship for the wood frogs appeared non-linear, we also fit a quadratic rather than linear 
model to the data. Due to similar patterns between the genetic distance measures, only plots 
based on GST are shown (Figure 2.3 inset panels). The regression slopes for genetic distance 
versus log-transformed geographic distances were significantly different from zero for both 
species (p < 0.001) and the slope estimate for spotted salamanders (β = 0.0018) was lower than 
for wood frogs (0.0064).  
Our IBD scaling profiles indicated that β values ranged widely for each species 
depending on the maximum pairwise distance included in the analysis and the responses of β to 
maximum pairwise distance were strongly nonlinear for both species (Figure 2.3). The Mantel 
correlogram indicated that IBD relationships were strongest at shorter distance classes for both 
species, with spotted salamander associations becoming non-significant at distances greater than 
60 km (Figure 2.4). IBD was significant in the wood frog correlogram up to the 120 km distance 
where our correlogram ended due to reductions in the number of sampling sites available in the 
larger distance classes. However, extending the relationship (Figure 2.4) based on Mantel 
correlation values calculated with all available populations hints at a potentially sharp decline in 
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IBD beyond that distance. EEMS identified several geographic regions with more and less gene 
flow than expected under an IBD scenario. For instance, the north central portion of the study 
area consistently had relatively low connectivity, whereas multiple coastal regions were more 
connected. An area of low connectivity was also noted for spotted salamanders in the most 
densely human populated area around Portland, Maine; however, a similar pattern was not 
observed for wood frogs (Figure 2.5).  
 
2.4.3 Regression and Multivariate Analyses 
We detected significant relationships among genetic diversity, urbanization, and 
isolation. Residuals were measured using the relationship among linearized GST and non-
transformed geographic distance, as a strong correlation with residuals of the log-transformed 
relationship was observed for both species (spotted salamanders: 0.994, wood frogs: 0.934). 
Nearby canopy cover, distance to roadway, and nearby amount of impervious surface were all 
highly correlated with the total distance of light roads within one km of each study site, allowing 
us to retain only the three road classes. Multiple regression models that sought to explain 
variation in allelic richness and expected heterozygosity based on the three road classes were 
non-significant (Table 2.3). While no relationship was observed for the overall models, the 
secondary roads term had a marginally significant positive relationship with expected 
heterozygosity for spotted salamanders (Table 2.3).  
The degree of isolation (mean IBD residual) experienced by a site was significantly 
greater for locations with more nearby light roads for both species; however, this effect was 
stronger for wood frogs (β = 7.2 x 10-5, P < 0.001) than spotted salamanders (β = 4.4 x 10-5, P = 
0.027; Table 2.3). For the wood frog data set involving nearby light road length, a single outlier 
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site was removed due to having over twice the distance of nearby light roads than the next 
closest site. The influence of light roads on site isolation was also analyzed using a simple linear 
regression (Fig. 6), which further enforced the positive relationship. Finally, expected 
heterozygosity and allelic richness declined as a site’s degree of isolation increased for both 
species; however, these declines were stronger for spotted salamanders than for wood frogs (Fig. 
7).  
Distance-based RDAs for each species identified relationships between interpopulation 
genetic differentiation and measures of urbanization. Following backward optimization, each 
model contained the light roads variable while controlling for latitude and longitude. Density of 
light roads was significantly associated with GST values for both spotted salamanders (F = 4.85, p 
= 0.016) and wood frogs (F = 8.10, p = 0.025). Variance partitioning based on the RDAs’ 
adjusted R2 values revealed a much better overall model fit for wood frogs than spotted 
salamanders, mostly attributable to a stronger IBD signal for the wood frogs. For spotted 
salamanders, the light roads explained 0.022, geography explained 0.053, and the terms 
collectively explained 0.127 of the variation. For wood frogs, the amount of variation explained 
was 0.036 for light roads, 0.476 for geography, 0.537 for the combined terms. 
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Figure 2.3. Isolation by distance plots and scaling profiles for evaluated spotted salamander and 
wood frog populations. Associations between the slope (β) of the regressed isolation by distance 
(IBD) relationship and the maximum pairwise distance of the sample set considered for spotted 
salamanders and wood frogs. Shaded areas indicate the 95% confidence intervals of β 
31 
 
coefficients for each iteration of the analysis. Inset figures depict pairwise relationships between 
geographic (km) and linearized genetic distances (GST / 1-GST) indicated by ordinary least 
squares (OLS) regression (solid line) and 95th and 5th quantile regressions (dashed lines) for 90 
spotted salamander and 87 wood frog populations. Wood frog OLS regression: y = 1.007*10-2 + 
-1.879*10-5x + 4.581*10-7x2, R2 = 0.443, Mantel’s r = 0.059, p < 0.001. Spotted salamander: y = 
9.337*10-3 + 2.525*10-5x, R2 = 0.038, Mantel’s r = 0.429, p < 0.001. 
 
 
Figure 2.4. Mantel correlograms indicating autocorrelation of genetic distance values of spotted 
salamander and wood frog populations. Filled symbols indicate statistical significance based on 
10,000 bootstrap replicates and a false discovery rate correction for multiple testing based on an 
alpha level of 0.05. The dashed lines indicate Mantel correlations for wood frogs beyond the 
largest distance class that included all sampling sites (120km). 
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Figure 2.5. Spatially heterogeneous effective rates of migration among 54 spotted salamander 
and 53 wood frog demes. Black points indicate the location and relative sample size of each 
deme. Migration rates (m) are relative to background rates. For instance, a value of 10 is 
reflective of 10x greater migration than the background rate.  
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Table 2.3. Results of multiple regression models assessing effects of three road types on allelic richness, expected heterozygosity, and site isolation. 
Variables and models with statistically significant values (P < 0.05) are indicated in bold font.  
 
 
Allelic richness   Expected heterozygosity   Site isolation 
 
Spotted salamanders   Wood frogs 
 
Spotted salamanders   Wood frogs 
 
Spotted salamanders   Wood frogs 
Parameter β P   β P 
 
β P   β P 
 
β P   β P 
Light roads -1.34 x 10-5 0.210 
 
-8.64 x 10-6 0.165 
 
-1.20 x 10-6 0.172 
 
1.07 x 10-7 0.894 
 
4.4 x 10-5 0.027 
 
7.2 x 10-5 < 0.001 
Secondary 
roads 1.43 x 10-5 0.635 
 
-1.42 x 10-5 0.545 
 
5.22 x 10-6 0.037 
 
-4.94 x 10-6 0.109 
 
2.6 x 10-5 0.302 
 
5.2 x 10-6 0.820 
Primary roads -2.02 x 10-5 0.381 
 
-1.91 x 10-5 0.306 
 
-2.27 x 10-7 0.905 
 
-3.64 x 10-7 0.136 
 
-9.4 x 10-6 0.735 
 
3.7 x10-5 0.143 
Adjusted R2 -0.002 
 
0.038 
 
0.024 
 
0.035 
 
0.055 
 
0.246 
Full model P 0.432   0.101   0.170   0.113   0.049   < 0.001 
 
 
 
34 
 
 
Figure 2.6. Linear regression plots between population isolation and length of nearby light roads 
for analyzed populations.  
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Figure 2.7. Linear regression plots between sampling site isolation and measures of genetic 
diversity for analyzed populations.   
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2.4.4 Landscape Resistance 
The resistance surface models that we constructed provided insight into the relative 
influence of numerous natural and anthropogenic landscape features on interpopulation 
connectivity for spotted salamanders and wood frogs. Optimization of resistance surfaces 
indicated differences in which landscape features most influence connectivity for each species 
(Table 2.4; Appendix A, Table A.4). For instance, light roads and interstates were suggested as 
important for spotted salamanders but not for wood frogs. Both river classes had less influence 
on genetic structure than distance alone for spotted salamanders, whereas rivers were strongly 
influential for wood frogs. Generally, anthropogenic features such as roads (particularly 
interstate highways) and developed landcover trended toward negative influences on 
connectivity in both species.  
Generalized linear modeling based on effective resistance distances between populations 
provided strong support for the influence of multiple landscape features on connectivity of each 
species. By limiting inclusions of landscape features to only those with a stronger influence than 
distance alone, we assessed four variables for spotted salamanders and seven variables for wood 
frogs, in addition to an IBD-only model. This resulted in 17 candidate models for spotted 
salamanders and 129 for wood frogs. Spotted salamander resistance values were best explained 
with a single top model that included landcover class C (development and open water), 
interstates, light roads, and terrain ruggedness (Table 2.5). For wood frogs, there were four 
models within two AICC points of each other, indicating they were equally strongly supported. 
These four models each included landcover class C, medium rivers, large rivers, light roads, and 
terrain ruggedness with interstates and secondary roads each occurring in two of these top four 
models (Table 2.5). The top eight models all included landcover class C, and terrain ruggedness 
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was present in the each of the top 12 models, suggesting a major role for these features in 
determining genetic structure for wood frogs. The IBD-only model was one of the least 
supported for both species (spotted salamander: ΔAICC = 1059.56; wood frogs: ΔAICC = 
1159.8). 
 
 
Table 2.4. Optimized resistance surface values. Values 
of one represent an isolation by distance model. 
Landscape feature 
Spotted 
salamanders 
Wood 
frogs 
Landcover A 1 1 
Landcover B 1 1 
Landcover C 5 15 
Interstates 1000 500 
Secondary roads 1 25 
Light roads 25 10 
Medium rivers 1 500 
Large rivers 1 4500 
Railroads 1 1 
Terrain ruggedness 
index TRI +500 TRI +500 
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Table 2.5. Results of additive landscape resistance models. Models are ranked based on the parsimony-weighted 
AICC criteria. The top 12 ranked models are shown. Models only included variables with resistance values that 
explained genetic distances better than the null isolation-by-distance scenario.  
Landscape resistance model AICC ΔAICC Weight 
Spotted salamanders 
   LcC + Interstates + LtRoads + TRI -26456.06 0.00 0.94 
Interstates + LtRoads + TRI -26450.33 5.73 0.05 
Interstates + LtRoads -26443.78 12.28 0.00 
LcC + Interstates + LtRoads -26443.74 12.32 0.00 
LcC + LtRoads -26383.67 72.39 0.00 
LtRoads + TRI -26381.98 74.07 0.00 
LcC + LtRoads + TRI -26381.77 74.29 0.00 
LtRoads -26378.66 77.40 0.00 
LcC + Interstates + TRI -26254.38 201.67 0.00 
LcC + Interstates -26215.35 240.71 0.00 
Interstates -26206.53 249.53 0.00 
Interstates + TRI -26204.55 251.51 0.00 
    Wood frogs 
   LcC + LtRoads + MedRivers + LgRivers + TRI -23885.32 0 0.32 
LcC + Interstates + LtRoads + MedRivers + LgRivers + TRI -23884.73 0.59 0.24 
LcC + SecRoads + LtRoads + MedRivers + LgRivers + TRI -23884.19 1.13 0.18 
LcC + Interstates + SecRoads + LtRoads + MedRivers + LgRivers + TRI -23883.61 1.71 0.14 
LcC + MedRivers + LgRivers + TRI -23881.90 3.41 0.06 
LcC + SecRoads + MedRivers + LgRivers + TRI -23880.89 4.43 0.03 
LcC + Interstates + MedRivers + LgRivers + TRI -23879.95 5.37 0.02 
LcC + Interstates + SecRoads + MedRivers + LgRivers + TRI -23878.94 6.37 0.01 
SecRoads + LtRoads + MedRivers + LgRivers + TRI -23784.06 101.25 0.00 
Interstates + SecRoads + LtRoads + MedRivers + LgRivers + TRI -23782.06 103.26 0.00 
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Table 2.5 continued 
    
LtRoads + MedRivers + LgRivers + TRI -23780.59 104.72 0.00 
Interstates + LtRoads + MedRivers + LgRivers + TRI -23778.59 106.73 0.00 
LcC: landcover class C; LtRoads: light roads; SecRoads: secondary roads; Interstates: interstate highways; 
MedRivers: fourth and fifth order rivers, LgRivers: sixth and seventh order rivers; TRI: terrain ruggedness index 
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2.5 Discussion 
Natural and anthropogenic landscape features contribute to population genetic structuring 
for both species but the strength of effect for specific landscape features differ markedly between 
the species. Both species experience increased population isolation in urban areas and decreased 
genetic diversity as population isolation increases; however, no direct connection between roads 
and genetic diversity is evident. Moreover, specific natural and anthropogenic landscape features 
generally affect each species’ gene flow differently, which is likely a result of how differing life 
history and behavioral tendencies influence how each species interacts with the landscape. These 
local effects also occur in the context of contrasting broadscale patterns of how genetic variation 
is spatially distributed for each species. Collectively, these results suggest that urban landscape 
elements are reshaping metapopulation-level dynamics for spotted salamanders and wood frogs, 
although the effects are not necessarily consistent among these two sympatric species.  
 
2.5.1 Effects of Urbanization 
Our work has identified elements of urban landscapes that are capable of influencing 
connectivity among spotted salamander and wood frog populations. Density of light roadways 
was identified in multiple analyses as an important factor in restricting connectivity among 
populations. However, it is important to put this result in the context of a high level of 
correlation between light roads, canopy cover, distance to nearest road, and amount of nearby 
impervious surface. As such, the effects of light roadways are likely an indicator of urbanization 
as a whole, rather than light roads exclusively. However, the effects of roadways themselves on 
gene flow should not be understated, as they have consistently been recognized as hazardous for 
migratory amphibian species (reviewed in Schmidt and Zumbach 2008).  
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EEMS analyses and resistance surface modeling revealed distinctive effects of several 
landscape features on gene flow for spotted salamanders and wood frogs. For instance, our 
resistance surfaces indicated very strong effects of rivers on wood frog connectivity, but no 
detectable effect for spotted salamanders. Interestingly, interstate highways, another linear 
landscape feature, was found to have very strong effects on both spotted salamander and wood 
frog connectivity, which was unexpected given the interstates in Maine have only been in place 
for sixty years or less (Ferris 1979). Wood frog gene flow generally conformed to our hypothesis 
of stronger effects of natural versus anthropogenic features; however, salamanders did not, with 
terrain ruggedness being the only natural landscape feature with an influence appreciably greater 
than distance. EEMS gene flow models (Fig. 5) indicated several clear differences between 
species. For instance, spotted salamanders had relatively little gene flow where several 
peninsulas were sampled in the south-central region of the coast, an area that also coincides with 
some of the densest urban development (Fig. 1). Wood frogs did not share this pattern, instead 
having a large area of restricted gene flow in the north-central region of the study area.  
In many ways, our resistance surface modeling results contrast those of Richardson 
(2012), who used a similar approach with the same two species in a nearby region (Connecticut 
River Valley). That study found few significant relationships between wood frog population 
structure and landscape features, while we found significant evidence of associations with 
multiple features. Additionally, Richardson (2012) identified a strong influence of rivers on 
spotted salamander structuring, whereas we found no detectable effect. That study also found 
strong effects of railways on both species whereas we found no such effect. However, 
similarities do exist between the studies, particularly in finding detectable but relatively subtle 
effects of developed landcover and strong effects of roadways. We suggest that the differences 
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between studies might imply that specific landscape features are not as directly influential as 
models suggest, but instead are regional correlates of broader human and natural landscape 
filters. Regional differences in landscape correlations could lead to different variables having 
stronger or weaker relationships to resistance and it seems very likely that actual landscape 
resistance is the result of a suite of compounding factors that are not easily isolated. For instance, 
Richardson’s research occurred on a landscape with greater variation in altitude, where railways 
likely follow specific elevation contours, creating collinearity between slope and railway 
variables that would not be present in most of our study region. In turn, we would advocate that 
future studies or efforts to manage landscapes for resistance not focus too narrowly on specific 
features identified in other regions. Doing so might not only risk missing locally important 
features, but also foster incomplete or ineffective management efforts.  
We used the IBD residuals to inform an index for population isolation, which provides 
both a pairwise genetic distance measure standardized using geographic distance and a means of 
determining the factors that contribute to population-wise departures from an IBD pattern. Using 
this metric, we identified a significant relationship between isolation and the urbanization 
indicator of nearby density of light roads for both species, which was further supported by the 
elevated resistance values assigned to light roads (Table 2.5) and the significant influence of 
light roads identified in our dbRDA. We also used this isolation metric to detect relationships 
between increasing levels of isolation and declining levels of genetic diversity for both species. 
A similar relationship was observed by Crawford et al. (2016) who quantified the connectivity 
among populations of the pool-breeding Jefferson salamander (Ambystoma jeffersonianum) and 
found that less connectivity among populations resulted in significantly lower heterozygosities 
and allelic richness. Similarly, Cosentino et al. (2012) found populations of tiger salamander (A. 
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tigrinum) that were smaller and more isolated had less genetic diversity than populations that 
were more connected to one another. Despite finding positive relationships between isolation and 
urbanization and negative relationships between isolation and genetic diversity, no direct 
relationship existed between genetic diversity and urbanization. This lack of an effect is not 
theoretically surprising considering a likely lag between the time for urbanization to generate 
isolation and the subsequent effects of that isolation on loss of diversity through drift. Along 
those lines, it is reasonable to hypothesize that much of the reduced genetic variation with 
isolation in our dataset comes from natural isolation patterns on the landscape. However, genetic 
diversity losses associated with urbanization have been observed in other species (e.g., Munshi-
South et al. 2016), although the effect is not ubiquitous. For instance, dwarf salamanders 
(Eurycea quadridigitata) experienced reduced allelic richness as nearby road density increased, 
although the effect was absent for southern leopard frogs (Lithobates sphenocephalus) in the 
same landscape (McKee et al. 2017).  
 
2.5.2 Broadscale Genetic Structure 
Spotted salamanders and wood frogs have contrasting spatial arrangements of genetic variation 
in our study region. Although the spotted salamander IBD analysis indicated statistical 
significance, the high variance and weak slope of the overall pattern suggests a conformance to 
the case III IBD pattern discussed by Hutchison and Templeton (1999). Their paper argued that 
such an IBD pattern is suggestive of a non-equilibrium state where genetic drift is more 
important than gene flow in determining genetic divergence. High variance IBD patterns have 
been observed for spotted salamanders throughout their range, including in central Massachusetts 
(Whiteley et al. 2014), eastern Maine (Coster et al. 2015b), central Missouri (Burkhart et al. 
44 
 
2017), central New York (Zamudio and Wieczorek 2007), and northeastern Ohio (Purrenhage et 
al. 2009), where the authors expressed surprise at the lack of an IBD relationship, noting that the 
lack of a relationship is counter to expectations for a relatively sedentary species in a fragmented 
landscape. One potential explanation for these patterns is an increase in the influence of genetic 
drift due to consistently depressed effective population sizes caused by limited recolonization 
capacity associated with relatively small dispersal distances for spotted salamanders. Lourenco et 
al. (2017) found similarly high degrees of differentiation across urban populations of fire 
salamanders (Salamandra salamandra) that were attributed to strong genetic drift associated 
with small effective populations sizes. Unfortunately, our sample sizes preclude precise 
estimation of effective population sizes, with confidence intervals consistently including infinity 
(analyses not shown). Alternatively, an unidentified factor in the species’ biology or ecology 
such as exceptionally high microsatellite mutation rates or undocumented dispersal processes 
may also be influencing the observed pattern.  
The strongly nonlinear IBD pattern observed for wood frogs was unexpected and is not 
typically observed for most species. Generally, non-linear IBD relationships have been suggested 
to indicate departures from dispersal-drift equilibrium, secondary contact, or a colonization event 
(Hutchison and Templeton 1999, Bradbury and Bentzen 2007). However, most observed and 
simulated non-linear IBD relationships follow a pattern of decreasing slope as geographic scale 
increases, rather than the increasing slope that we observed (Bradbury and Bentzen 2007). We 
suggest the observed IBD pattern may be the result of a combination of contemporary and past 
processes. First, the absolute range boundaries along one edge of our sampling area caused by 
the Atlantic Ocean may be inflating the degree of genetic differentiation experienced for 
populations near the boundary. Those populations can be expected to have fewer potential 
45 
 
sources for inbound dispersers, possibly limiting the overall contribution of gene flow to 
homogenizing allele frequencies among populations and amplifying the effects of genetic drift or 
selection (Eckert et al. 2008). In our case, such boundary effects may be particularly strong with 
several of the most distant wood frog sampling sites located along the coastline (Figure 2.1), 
meaning both populations in the most spatially distant paired comparison may be experiencing 
this effect. However, if genetic drift alone were driving differentiation, we should see an increase 
in GST variance for these sites as some drift to allele frequencies more similar to geographically 
distant sites (i.e., Hutchison and Templeton's (1999) case IV pattern). The observed pattern may 
also be influenced by post-glaciation or post-deforestation recolonization patterns. For instance, 
recolonization of the region from multiple refugia may cause our most distant contemporary 
sampling sites to exhibit relatively high levels of differentiation while secondary contact has 
eroded these differences for more centrally located sites (Durand et al. 2009). Another 
consideration is that an increasing IBD slope may be more common than currently recognized 
and was only revealed here by the large number of populations sampled and the broad sampling 
extent relative to the species’ dispersal distance (Table 2.1; Jenkins et al. 2010, Koen et al. 
2013). Without concentrating sampling on the periphery of a study region, IBD data are 
inherently scant near study margins due to fewer possible pairwise population combinations at 
the largest distance classes, which causes anomalously high variance at the upper end of the 
distance distribution and potentially obscure ecologically-relevant patterns.  
We identified strong relationships between the spatial extent of analyses and the strength 
of IBD relationships using our IBD scaling profiles. By quantifying the IBD slope across the 
range of distance values in our dataset, we could assess the relative importance of gene flow to 
genetic structuring across scales for each species. Slopes were greatest for wood frogs up to 
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about 6 kilometers and to about 9 kilometers for spotted salamanders, suggesting that 
opportunities for instances of substantive pairwise isolation and divergence quickly increase with 
distance as the strongest locally constraining effects of gene flow become less universal to all 
population pairs (Figure 2.3). Beyond these distances of inclusion, IBD slopes fall off as the 
incidence of isolated pairs that are substantively divergent becomes increasingly marginal. An 
analogous pattern of a strong influence of gene flow at relatively short distances was identified 
by van Strien et al. (2015), who performed a similar analysis to identify the distance of 
maximum correlation using simulated data. This result also emphasizes the importance of 
considering spatial scaling of inferences in landscape genetic studies- an issue that has recently 
been emphasized by other authors (Balkenhol et al. 2016). Cushman and Landguth (2010) 
conducted a series of Mantel tests to examine relationships between genetic and geographic 
distances using simulated data while varying the window size (i.e., extent) of their analysis. In 
their study, Mantel r values declined as window size increased, although the transition was 
relatively gradual. In our study, the slope of the regressed IBD relationship experienced 
significant non-linear dynamics depending on the spatial extent that was evaluated. If such 
scaling patterns are prevalent for IBD, which seems likely, this would suggest that there is little 
validity in directly comparing IBD slopes across studies conducted at very different geographic 
scales. Although more in depth analyses are possible (e.g., Galpern and Manseau 2013), we 
suggest a workable alternative is to use the provided R code to generate IBD scaling profiles (see 
Supporting Information) for comparison of different studies or species at overlapping IBD 
inference scales.  
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2.5.3 Conclusions  
Our study identified critical differences and similarities in how two sympatric species 
with similar habitat requirements are affected by their landscape context. At the scale of single 
populations, both species responded negatively to the effects of nearby urbanization, whereas 
interpopulation dynamics differed between the species depending on landscape features. These 
results can be applied to better inform conservation of pool-breeding amphibians, as well as 
metapopulation structured species more broadly. Species with small home ranges capable of 
satisfying all their life history requirements are sometimes protected using a core-habitat 
conservation approach (Semlitsch and Jensen 2001, Baldwin et al. 2006a) that aims to protect 
species through preserving the structures and functions of requisite habitats. This approach is 
often applied to pool-breeding amphibians, where breeding habitats and adjacent upland 
environments are targeted for protections (Baldwin et al. 2006a). While this conservation 
strategy protects those individuals that are faithfully philopatric, the dispersers that 
demographically and evolutionarily connect subpopulations are left vulnerable if the intervening 
landscape is unprotected. The importance of landscape protections aimed at preserving 
connectivity among subpopulations has been recognized and implemented for some large-bodied 
species (e.g., Sharma et al. 2013), and a landscape genetic approach as applied here is well 
positioned to provide insight into dispersal routes for more cryptic species. Such an approach 
could be particular effective for increasing metapopulation-level stability in amphibian species, 
as a loss of connectivity among populations has been identified as a leading cause of biodiversity 
loss (Pittman et al. 2014), which is occurring worldwide (McCallum 2007, Dudaniec et al. 2012).  
Assessing the habitat and corridor requirements of sympatric species could also improve the 
efficacy of management actions by identifying features that similarly effect multiple species. In 
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our case, similarly strong effects of interstate highways indicate that mitigation efforts targeted 
toward large roadways may provide the strongest return on investment for management actions. 
However, given the often contrasting results between our study and those of Richardson (2012), 
the generalizability of these inferences should be considered in the context of regionally-
dependent correlates that might drive observed relationships. This research also underscores the 
importance of scale-dependency when considering spatially explicit interpopulation 
relationships, as highlighted by our IBD scaling profiles that revealed strong spatial variation in 
isolation-by-distance relationships. Research geared toward quantifying variation in gene flow 
across other studies (e.g., using IBD β values) would benefit from considering the extent over 
which the data were collected to generate equitable comparisons. Quantifying such variation can 
help provide an understanding of the heterogeneity in a species’ dispersal propensity, 
consequently producing a more realistic understanding of how species interact with their 
surrounding environments. Overall, this research provides a strong example of urbanization’s 
capacity to reshape species’ interpopulation dynamics. A deeper understanding of the causes and 
consequences of these effects will provide a robust foundation for identifying and mitigating the 
risks to biodiversity that will continue to define the Anthropocene for decades to come.   
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CHAPTER 3 
REPLICATED LANDSCAPE GENOMICS IDENTIFIES EVIDENCE OF LOCAL 
ADAPTATION TO URBANIZATION IN A POOL-BREEDING AMPHIBIAN 
 
3.1 Abstract 
Urbanization reshapes natural ecosystems and can have profound effects on the biota that 
inhabit them. Native species that persist in urban environments may benefit from local adaptation 
to novel selection pressures. We used double-digest restriction site-associated DNA (RAD) 
sequencing to evaluate shifts in genome-wide genetic diversity and investigate the presence of 
parallel evolution associated with urban-specific selection pressures in wood frogs (Lithobates 
sylvaticus). We used a replicated paired study design involving four sets of rural and urban 
populations to improve our confidence that detected signals of selection are indeed associated 
with urbanization rather than an unmeasured variable. Genetic diversity measures were lower for 
urban populations; however, the effect size was small, suggesting little biological consequence. 
Using an FST outlier approach, we identified 37 loci with consistent evidence of directional 
selection across replicates. A genotype-environmental association analysis conducted with 
logistic regression detected modest support for an association between environment type and 12 
of the 37 loci. Discriminant analysis of principal components using the 37 outlier loci produced 
correct reassignment for 87.5% of rural samples and 93.8% of urban samples. This evidence of 
parallel evolution to urban environments provides a powerful example of the ability of urban 
landscapes to direct evolutionary processes. 
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3.2 Introduction 
Recognition of contemporary evolution as a driver of adaptation over humanly-
observable time scales has grown in recent decades (Hendry and Kinnison 2001, Kinnison and 
Hendry 2001, Kinnison et al. 2007). Increasingly, contemporary evolution is suggested as 
common and potentially important for species experiencing selection from rapid environmental 
change in urbanizing environments (Donihue and Lambert 2015, Alberti et al. 2017). Cases of 
directional selection linked to urbanization-specific environmental factors include the classic 
response of peppered moth (Biston betularia) melanin concentrations, which facilitated color 
shifts to better camouflage individuals against the soot-covered environments that came and 
receded with the industrial revolution and subsequent environmental protections (Kettlewell 
1956, Cook et al. 2012), and larger beak sizes in house finches (Carpodacus mexicanus) 
putatively owing to the abundant availability of a non-endemic food source, sunflower seeds in 
bird feeders (Badyaev et al. 2008).  
Beyond phenotypic shifts, evolution related to urbanization has also been described at the 
genetic level by identifying allele frequency changes at loci underpinning certain traits. For 
instance, Harris and Munshi-South (2017) found evidence of selection on metabolic pathways 
potentially related to novel diets in urban ecosystems for white-footed mice (Peromyscus 
leucopus) based on an analysis of transcriptomic single nucleotide polymorphisms (SNPs), and 
the evolution of tolerance to polycyclic aromatic hydrocarbons associated with urban pollution in 
killifish (Fundulus heteroclitus) has been identified using both low-coverage whole-genome 
sequencing (Reid et al. 2016) and restriction site-associated DNA (RAD) sequencing (Osterberg 
et al. 2018). In addition to presenting strong selection, urban environments can affect the 
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adaptive potential of populations in other ways, including reductions in gene flow, increases in 
genetic drift, and losses of genetic diversity (reviewed in Johnson and Munshi-South, 2017). 
Landscape genomics provides a useful framework for understanding how heterogeneous 
landscapes, such as those associated with urbanization, influence spatial arrangements of 
adaptive genetic diversity (Schoville et al. 2012, Petren 2013, Storfer et al. 2016). Genome scans 
for selection provide an effective landscape genomics toolset for identifying genomic loci that 
are potentially associated with local adaptation (Haasl and Payseur 2016). Genome scans can be 
separated into two broad categories: those that detect selection at single loci of large effect and 
those designed to identify polygenic selection. Methods for detecting single loci experiencing 
selection typically rely on finding loci with elevated levels of differentiation among populations 
(i.e., outlier loci) that are assumed to be associated with a trait that has a simple genetic basis and 
is experiencing strong selection (Lewontin and Krakauer 1973, Gunther and Coop 2013). 
Approaches for detecting polygenic selection, which typically has a more subtle signal spread 
across many loci, find covariation among loci and either environmental or phenotypic gradients 
(Joost et al. 2007, Poncet et al. 2010). These are commonly referred to as genotype-environment 
association (GEA) analyses or environmental association analyses (EAA; Rellstab et al., 2015) 
and both are often used  as semi-independent ways to detect  selection associated with 
hypothesized pressures (Rellstab et al. 2015).  
The identification of parallel evolution, whereby populations from different regions 
exhibit similar adaptations to a common environmental feature, can provide strong evidence for 
the presence of directional selection. Theory predicts that adaptation independently targeting the 
same loci in different populations should be fairly common (Conte et al. 2012, Stern 2013); 
however, empirical examples have been relatively uncommon. Notable cases include genes tied 
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to adaptation to freshwater environments in threespined stickleback (Gasterosteus aculeatus; 
Jones et al. 2012) and adaptation to high elevation in humans through genes associated with 
hypoxia (Foll et al. 2014). Studies that successfully identify parallel genetic evolution generally 
use a paired replicated sampling approach with multiple sets of nearby populations that represent 
differing values of a binary environmental variable. A simulation study comparing various 
landscape genomic sampling approaches confirms that paired designs provide optimal power 
when using both FST outlier and GEA approaches (Lotterhos and Whitlock 2015). For this reason 
and others, replication has emerged as a recommended approach in landscape genomics as the 
field shifts from exploratory to more hypothesis-driven approaches (Hand et al. 2015, Rellstab et 
al. 2015, Storfer et al. 2018). However, replication is not without challenges. While population 
replicates are typically chosen based on some focal environmental selective factor of interest, 
natural populations almost always differ in many environmental and demographic attributes. As 
such, putative replicates can face idiosyncratic strong selection and varying degrees of drift that 
can complicate detecting genes that are under wider shared selection. Analytical strategies taken 
to detect genes under shared selection must somehow account for, or be robust to, such 
complications.  
The objective of this research was to use a paired replicated sampling approach to 
evaluate whether urban environments induce parallel evolution in wood frogs (Lithobates 
sylvaticus). Life history and behavioral characteristics such as short generation times (Semlitsch 
and Skelly 2008), small home ranges (Berven and Grudzien 1990, Groff et al. 2017), and high 
rates of philopatry (Berven and Grudzien 1990) make wood frogs excellent candidate species for 
detecting evolutionary change over short time scales. In light of previous research on the 
evolutionary consequences of urbanization in other species, we tested two hypotheses: 1) 
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genome-wide genetic diversity would be less in urban relative to rural populations and 2) signals 
of selection associated with urbanization would be present.  
  
3.3 Methods 
3.3.1 Study Design and Sample Collection 
Our sampling sites were chosen to achieve a replicated paired-site study design that 
included four replicates, each consisting of one rural and urban site in close geographic 
proximity (Figure 3.1). Populations will be referenced using notation that combines their 
replicate number and rural/urban categorization (e.g., 1R, 1U, 2R, 2U, etc.). The nearest 
replicates were spaced at a distance of at least 14x the mean dispersal distance for wood frogs 
(distance between replicates 2 and 3: 18.17 km; Berven and Grudzien 1990) and within replicate 
distances averaged 6.25 km (range: 2.82-9.56 km). This design was selected to minimize the 
differences in evolutionary history within replicates while maximizing it among replicates as 
suggested by Lotterhos and Whitlock (2015).  
We designated sampling sites as either rural or urban based on four characteristics: (1) 
percent impervious surface within 1 km as determined with the Maine Department of Inland 
Fisheries and Wildlife 2016 impervious surface data layer (Jason Czapiga, Maine Department of 
Inland Fisheries and Wildlife); (2) percent canopy cover within 1 km, which was measured using 
the 2011 National Land Cover Database (NLCD; Homer et al. 2015); (3) distance to the nearest 
paved roadway, determined using the State of Maine’s NG911 roads dataset (https://geolibrary-
maine.opendata.arcgis.com/datasets#data, accessed Feb. 18, 2016); and (4) percent of landscape 
within 1 km that is categorized in any of the four “developed” categories by the 2011 NLCD. We 
used ArcGIS 10.2 (ESRI, Redlands, CA) for processing all spatial data layers. Overall 
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differences in urban and rural site characteristics were evaluated with principal component 
analysis (PCA) and a permutational multivariate analysis of variance (PERMANOVA) using the 
‘adonis’ function in the R package vegan (Oksanen et al. 2017). 
 
 
 
Figure 3.1. Map of wood frog sampling sites located in Maine, USA. The replicated paired 
sampling design includes four rural (R1-R4) and four urban (U1-U4) sites.  
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Wood frogs used in our analyses were collected as embryonic individuals from vernal 
pools located in central and southern Maine in April and May of 2014, 2015, and 2016. We used 
embryos to allow for collection of one individual per egg mass so we could avoid sampling 
siblings, which can bias some genetic analyses (Rodríguez-Ramilo and Wang 2012, Peterman et 
al. 2016; but see Waples and Anderson 2017). However, we acknowledge that sampling an early 
life stage may result in the inclusion of individuals that have not directly experienced certain 
selection pressures associated with urbanization, meaning the adaptive genetic variation 
characterized by the present study may be an overestimation of the actual variation in the adult 
wood frogs of each population. Microsatellite genotypes collected for a concurrent study 
(Homola et al. in prep) were used to perform sibship reconstruction using Colony (Wang 2004, 
Jones and Wang 2010) to ensure no siblings were included in analyses.   
 
3.3.2 Genomic Data Collection and Analysis 
Genomic DNA was extracted from whole embryos using a Qiagen DNEasy kit (Qiagen, 
Valencia, CA) following the manufacturer’s guidelines. Sample quality and concentration were 
evaluated using a 1% agarose gel and a Qubit fluorometer using the dsDNA Broad Range Assay 
Kit (v1.0, Invitrogen/Life Sciences, Norwalk, CT). Double-digest RAD (ddRAD) libraries were 
built following a protocol modified from Peterson et al. (2012). First, we digested 100 ng of 
DNA for each sample using SbfI-HF and MspI restriction enzymes. We then ligated barcoded P1 
adapters to SbfI cut sites and a P2 adapter to MspI sites before pooling 32 samples for 
subsequent amplification and sequencing. DNA underwent purification and size selection using 
1.5x volume Sera-Mag SpeedBeads magnetic particles at multiple points following digestion, 
ligation, and amplification. In total, three ddRAD libraries with 32 individuals each were 
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sequenced at the Duke Center for Genomic and Computational Biology (Durham, NC) using an 
Illumina HiSeq2000 to collect 50bp single end reads.  
Genotyping was performed using Stacks v1.32 (Catchen et al. 2011). We used the 
process_radtags module to demultiplex reads using their barcodes, remove reads with a Phred 
score < 10, and remove reads without the SbfI cut site. Next, we used the denovo_map.pl script 
to run the Stacks pipeline including removing highly repetitive RAD tags before loading the 
resulting catalog into a MySQL database with the load_radtags.pl script. We performed a 
sensitivity analysis on the Stacks assembly parameters that dictate the number of identical, raw 
reads required to create a stack (m), the number of mismatches allowed between loci when 
processing a single individual (M), and the number of mismatches allowed between loci when 
building the catalog (n; Paris et al. 2017, Shafer et al. 2017). We evaluated the default (m: 3, M: 
2, n: 1) and neighboring parameter values and conservatively selected the combination of values 
that assembled relatively few loci to avoid including those assembled erroneously due 
paralogous sequences or sequencing error (Paris et al. 2017). After creating the catalog of loci 
with all genotyped individuals, we used the populations module in Stacks to remove loci that 
were not genotyped for at least nine individuals in every population, had a minor allele frequency 
less than 0.05, and stack depth less than 10. The first SNP in each RAD locus was written to a 
VCF file for downstream analyses. We refer to loci using the Stacks naming convention that 
provides the arbitrarily designated locus number followed by an underscore and the SNP’s 
position within the locus (e.g., 24302_14 references the 14th position of the 24,302nd assembled 
locus).  
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3.3.3 Neutral Genetic Structure and Genetic Diversity 
We used discriminant analysis of principal components (DAPC; Jombart et al., 2010) 
executed in the adegenet R package (Jombart 2008) to characterize the overall genetic 
differentiation among the study populations. DAPC summarizes genetic data using a PCA before 
conducting a discriminant analysis on retained principal components to create K genetic clusters 
that minimize variation within groups and maximize it among groups. This approach provides a 
means of evaluating whether our sampling design achieved our goal of more similarity in 
evolutionary history within replicates than among them. For instance, we expected to find each 
replicate population pairing placed into its own cluster that is unique from the other clusters in a 
K = 4 scenario and clear population-level differentiation using a K = 8 scenario. We also used 
DAPC to estimate individual reassignment probabilities as an indicator of our ability to 
differentiate among various grouping levels (environment type, population, and replicate). In 
addition to DAPC, we examined overall genetic differentiation among populations using 
pairwise FST values (Nei and Chesser 1983) calculated with the ‘genetic_diff’ function in the R 
package vcfR (Knaus and Grünwald 2017). 
Differences in genetic variation between urban and rural sites were quantified based on 
observed heterozygosities and nucleotide diversities after removing loci with evidence of 
selection (see below). We constructed empirical cumulative distribution functions for each 
genetic diversity measure for each SNP. These distributions were compared between the rural 
and urban populations using the non-parametric Kolmogorov-Smirnov test (Massey 1951), 
which provides a test statistic D that quantifies the maximum absolute difference between each 
empirical cumulative distribution function, thereby providing a measure of effect size that is 
bound from 0-1.  
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3.3.4 Detection of Loci Under Selection 
We used an outlier approach for identifying loci showing signals of selection. Genetic 
differentiation (FST) was estimated for each locus within each replicated population pairing using 
the ‘genetic_diff’ function in vcfR (Knaus and Grünwald 2017). Because the degree of neutral 
genetic variation differs among replicates, it is impossible to equitably identify a locus as an 
outlier across replicates based on FST values alone. Therefore, we standardized measures of 
differentiation across replicates by calculating a percentile for each locus based on the observed 
range of FST values within each replicate. For instance, an FST value of 0.2 could be in the 96th 
percentile (top four percent of FST values) for one replicate, while in the 78th percentile for 
another replicate with a broader range of values. Because we are interested in loci with 
consistently elevated FST values across replicates, we quantified the observed percentile variation 
by calculating the standard error (SE) of the percentiles for all four replicates for each locus. 
Based on the observed distribution of mean and SE of percentiles for each locus (e.g., the 
inflection point when plotting loci in order of increasing FST values), we chose to designate loci 
with a lower SE boundary above the 20th percentile as putative outliers with consistent signals of 
directional selection.  
We used two multivariate techniques to assess the strength of associations between the 
set of outlier loci and the urban-rural dichotomy. First, principal coordinate analysis (PCoA) was 
used to visualize the separation of rural and urban individuals based on genotypes at outlier loci. 
Next, we used DAPC to evaluate clustering of individuals into rural or urban populations in a K 
= 2 scenario. Additionally, we used group assignment probabilities as a measure of confidence in 
the ability of the outlier loci to naively reassign samples to either a rural or urban designation. 
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Finally, a locus-specific loadings plot was examined to identify the specific loci most influential 
in separating individuals into rural or urban clusters.  
To further examine associations between individual loci and the rural/urban variable, we 
conducted GEA analysis using logistic regression. Our approach is analogous to a case-control 
genome-wide association study wherein SNP allele frequencies are evaluated for associations 
with a dichotomous variable using logistic regression (Bush and Moore 2012). For this analysis, 
genotypes were recoded with the count of reference alleles to be reflective of an additive genetic 
model (e.g., AA = 0, AG = 1, GG = 2). The logistic regression was performed using the ‘glm’ 
function in R and included environment type as the response and genotype and replicate number 
as predictors. We adjusted alpha levels using the false discovery rate approach to account for 
multiple testing (Benjamini and Hochberg 1995). 
Loci identified as outliers were aligned to the high quality draft North American bullfrog 
(Rana [Lithobates] catesbeiana) genome for assignment of putative functional annotations 
(Hammond et al. 2017). Alignments were performed using the Bowtie short read aligner 
(Langmead et al. 2009) and considered valid if they contained three or fewer reportable 
alignments and had either zero or one mismatched base. Resulting BAM files were examined 
using the Integrative Genomics Viewer (Robinson et al. 2011, Thorvaldsdóttir et al. 2013). 
 
3.4 Results 
3.4.1 Site Characteristics and Genotyping 
Sampled sites characterized as urban had greater nearby percent impervious surface, less 
canopy coverage, greater percent developed landscape, and shorter distance to the nearest paved 
road (Table 3.1). PCA indicated clear separation of the sites based on their urban/rural 
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designation using the first two axes, which together explained 96% of the variance (Figure 3.2). 
Differentiation of the sites based on the measured urbanization-associated variables was 
confirmed with PERMANOVA (r2 = 0.80; p = 0.03). 
We successfully sequenced 12 individuals from each population. Individual sequencing 
depths averaged 29.2x and ranged from 9.3x to 65.3x. Our Stacks sensitivity analysis indicated 
that variations in the m parameter led to the greatest fluctuations in the total number of loci 
assembled (Table 3.2). We selected the relatively conservative parameters values of m: 5, M: 4, 
and n: 2, which resulted in 1,167,060 loci, of which 182,316 loci contained at least one SNP.  
 
3.4.2 Neutral Genetic Structure and Genetic Diversity 
As expected, the strength of genetic structuring varied within and among replicates. 
Structuring between replicates was strongly tied to geographic proximity. A K = 4 scenario 
showed replicates 1 and 4 to be clearly differentiated from the other replicates, whereas 
replicates 2 and 3 overlapped, reflecting their geographic proximity (Figures 1 and 3a). 
Replicate-based reassignment probabilities were strong with replicate 3 at 95.8% and the others 
at 100%. A K = 8 scenario revealed considerable genetic distance between the two populations in 
replicate 1, whereas the populations within replicates 2 and 3 tended to group together with those 
of replicate 4 in separate, but proximal clusters (Figure 3.3b). Despite relatively short genetic 
distances between some populations, individual reassignment probabilities remained high with 
all populations at 100% except 2R and 2U (91.7%) and 3R (83.3%). Pairwise FST values were 
generally congruent with the K = 8 DAPC scenario, showing the most within-replicate 
differentiation exists in replicate 1, which is greater than some between-replicate FST values 
(Table 3.3).  
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Figure 3.2. Plot of first two principal component axes describing environmental variation near 
wood frog sampling sites. Axes explain a total of 95.97% of environmental variation for four 
rural and four urban wood frog sampling sites (shown in Figure 3.1), based on four urbanization-
associated characteristics listed in Table 3.1. 
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Table 3.1. Site locations and characteristics for eight sampled wood frog populations. 
Replicate Urban/rural Latitude Longitude % Impervious % Canopy cover Dist. to road (m) % Developed 
1 Rural 44.8876 -68.7826 5.1 60.1 417 8.6 
2 Rural 43.9355 -70.0082 3.5 59.3 358 10.6 
3 Rural 43.8005 -70.1331 4 46.1 172 27.2 
4 Rural 43.2808 -70.6904 3.6 75.9 275 8.9 
1 Urban 44.8021 -68.7886 48 22 39 98 
2 Urban 43.9168 -69.9847 23.3 41 83 64.4 
3 Urban 43.8123 -70.1767 19.9 48.2 57 52.6 
4 Urban 43.3199 -70.5947 18.6 59 158 43.4 
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We identified modest differences in genetic diversity between rural and urban 
populations. Although less diversity was observed for urban populations, effect sizes were small 
for both observed heterozygosity (D = 0.015; p < 0.001) and nucleotide diversity (D = 0.018; p < 
0.001; Appendix B, Figure B.1). No clear patterns were observed when comparing rural and 
urban sites based on overall percent of polymorphic loci, percent of private alleles, average 
frequency of the major allele, observed heterozygosity, and nucleotide diversity (Table 3.4). 
 
 
Table 3.2. Results of Stacks sensitivity analysis. Selected 
parameter settings for analysis are indicated in bold. 
Parameters     
ma Mb nc Total Loci 
Loci w/ SNPs 
(%) 
7 4 1 835153 146972              
(17.6%) 
5 4 2 1167060 182316                 
(15.6%)                   
5 2 2 1199056 171016                  
(14.2%)                     
3 4 2 1687085 234005                (13.9%)                        
3 2 2 1725367 223881                 (12.9%)                      
3 2 1 1833950 198692             (10.8%)                   
aMinimum number of identical, raw reads required to create a 
stack; bnumber of mismatches allowed between loci when 
processing a single individual; cnumber of mismatches allowed 
between loci when building the catalog. 
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Figure 3.3. Results of discriminant analysis of principal components (DAPC). Analyses assessed 
the neutral and putatively adaptive genetic variation for eight wood frog populations including 
all 96 individuals analyzed using neutral loci and coded for their (a) population (K = 4) and (b) 
replicate of origin (K = 8), (c) the first discriminant axis for all 96 individuals analyzed using 37 
loci with evidence of selection plotted based on their rural (blue) and urban (red) cluster 
assignments, and (d) locus-specific loading plot of the analysis depicted in panel (c).  
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Table 3.3. FST values from each of four paired replicate wood frog populations. 
Replicates included one urban and one rural wood frog sampling site. Bold values 
highlight within-replicate FST values.  
  
Rep. 1 
 
Rep. 2 
 
Rep. 3 
 
Rep. 4 
  Urban Rural  Urban Rural  Urban Rural  Urban Rural 
Rep. 1 Urban - 0.041  0.046 0.048  0.053 0.053  0.061 0.060 Rural 
 
- 
 
0.039 0.040 
 
0.045 0.045 
 
0.054 0.052 
Rep. 2 Urban    - 0.028  0.033 0.033  0.038 0.037 Rural 
    
- 
 
0.033 0.032 
 
0.036 0.036 
Rep. 3 Urban       - 0.034  0.040 0.038 Rural 
       
- 
 
0.040 0.038 
Rep. 4 
Urban          - 0.028 
Rural           - 
 
 
 
 
Table 3.4. Genetic diversity measures for each of eight wood frog populations. Values are based 
on 12 individuals sequenced at each site for nucleotide positions present in at least six of eight 
wood frog populations. 
Replicate Urban/rural Sitesa % Polymorphicb % Privatec Pd Hoe πf 
1 Rural 14779 0.489 0.028 0.874 0.163 0.163 
2 Rural 12813 0.558 0.043 0.870 0.161 0.180 
3 Rural 10026 0.526 0.047 0.870 0.161 0.175 
4 Rural 14669 0.630 0.071 0.851 0.187 0.201 
1 Urban 14821 0.453 0.019 0.847 0.157 0.155 
2 Urban 13502 0.558 0.039 0.868 0.167 0.181 
3 Urban 14413 0.547 0.040 0.866 0.170 0.180 
4 Urban 14661 0.601 0.052 0.854 0.181 0.194 
aNumber of polymorphic nucleotide sites; bPercent of polymorphic sites cPercent of variable sites 
with unique alleles to each population; dAverage frequency of the major allele eAverage observed 
heterozygosity per locus; fAverage nucleotide diversity 
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3.4.3 Loci Under Selection  
We identified 37 outlier loci using our percentile-based approach for finding loci with 
consistently elevated genetic differentiation among replicates (Figure 3.4). In several cases, other 
loci were found to have high mean FST percentile values; however, they were not considered 
outliers because their wide SE bounds indicated they were not outliers consistently across 
replicates. Using the 37 outlier loci, PCoA (Appendix B, Figure B.2) and DAPC indicated 
separation of individuals into rural and urban groups (Figure 3.3C) and DAPC provided correct 
reassignment of 87.5% of rural samples and 93.8% of urban samples. High loading values for 
four loci suggested particularly strong associations with the rural/urban environment type (Figure 
3.3D). Eighteen of the 37 outlier loci mapped to the American bullfrog genome; however, none 
occurred in contigs that contained annotated genes (Appendix B, Table B.1). Without a linkage 
map it is not possible to evaluate whether any of these loci are linked to coding regions or to 
each other; however, they all mapped to different scaffolds, reducing the likelihood of physical 
linkage among them.  
Logistic regression GEA analyses identified significant urbanization associations for 337 
loci, including 12 of the 37 identified using our percentile-based approach. Three of the four loci 
with high DAPC loadings were significant using GEA testing. However, the support for 
associations identified using GEA is only marginal because none of the 337 loci reached the 
threshold for statistical significance (q value of 0.05) following FDR corrections based on 8344 
tests. Figure 3.5 illustrates genotype frequencies for the 12 loci with p < 0.05 in GEA testing and 
consistently elevated FST values among environment types. Although differences between rural 
and urban environments are evident for all 12 loci, changes in genotype frequency are especially 
pronounced in three cases (Figure 3.5). For 12782_12, the T/T genotype is nearly fixed in urban 
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sites, whereas the locus is more diverse in rural sites. Similarly, 67705_12 displays a shift toward 
fixation for the G/G allele in the urban environment. Alternatively, 71089_22 is almost fixed for 
C/C in the rural environments, whereas C/T and C/C are more evenly proportioned in the urban 
setting.  
 
 
 
Figure 3.4.  Distribution of FST percentiles for 8344 wood frog loci. Illustrations include (a) 
mean FST percentiles for all loci with standard error bars depicting variation among four 
population replicates and (b) the same mean percentile values for each locus plotted based on 
their ranked order and showing a sharp increase for a subset of loci with relatively high average 
FST values. Points and bars with black coloration indicate loci with high mean FST percentiles 
and low variation among replicates, suggesting evidence of selection.  
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Figure 3.5. Variation in genotype frequency. Frequencies for three genotypes for each loci 
indicated using colored boxes for 12 loci with evidence of selection due to the influence of 
urbanization. The top and bottom of each box are the 25th and 75th percentiles, the band within 
each box is the median value, whiskers represent overall variation, and point are possible outliers 
based on 1.5x the observed interquartile range.  
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3.5 Discussion 
3.5.1 Urbanization Influences Wood Frog Evolution 
We detected evidence of repeated directional genetic selection associated with 
urbanization in wood frogs. With parallel evolution unlikely to be developed by chance (Samis et 
al. 2012, Santangelo et al. 2018), this pattern is often considered strong evidence for the presence 
of an environmentally-driven selection pressure (Hohenlohe et al. 2010, Reid et al. 2016). 
Comparisons of genotype frequencies between rural and urban environments provides insight 
into the possible mode of selection occurring. For instance, the shift from high genotypic 
variation in rural settings to a strongly favored genotype in urban settings for loci 12782_12 and 
67705_12 (Figure 3.5) suggests directional selection on standing genetic variation. In other 
cases, a clearly dominant genotype in the rural environment became more ambiguous in urban 
settings, a pattern most clearly observed in locus 71089_22 and 20064_11 (Figure 3.5), where 
balancing selection may be occurring. Standing genetic variation is generally expected to be a 
greater contributor to rapid adaptation than the introduction of novel alleles via mutation or gene 
flow (Barrett and Schluter 2008). This premise is supported by our analyses given that no loci 
were fixed for a certain genotype in the rural environment then gained variability in the urban 
environment. Because we cannot eliminate the possibility that some of our loci are linked to one 
another nor assume that we have sampled every linkage group (Lowry et al. 2017), the number 
of candidate loci we identified should not be considered a proxy of the strength or ubiquity of 
selection across the genome of wood frogs in these populations.  
Environmental features associated with urbanization may increase the likelihood of acute 
selection pressures generating the observed changes in genotype frequencies. For example, 
habitat fragmentation is commonly seen in urban environments (Zipperer et al. 2012, Leonard et 
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al. 2017b) which can result in decreases in gene flow as detected for the wood frog populations 
in the present study (Homola et al. in prep), as well as other urban vernal pool amphibians (Cox 
et al. 2017). These increases in population isolation can shift the genetic foundation of traits 
under selection from highly polygenic to a simpler basis (Yeaman and Whitlock 2011), 
increasing our likelihood of finding strong single locus effects. Furthermore, recent isolation can 
disrupt migration-selection equilibrium, increasing the effects of selection, particularly when 
environmental differences become more dramatic between populations with diminished gene 
flow (Savolainen et al. 2013). In scenarios where gene flow may still be present, reductions in 
habitat quality associated with urbanization may lead to asymmetrical gene flow if urban 
populations are less productive, which may hasten rates of local adaptation (Edelaar and Bolnick 
2012). 
We detected lower levels of genetic diversity in the urban populations, although the 
difference detected may have limited biological significance. Our D values were all below 0.02, 
indicating little appreciable difference between cumulative density functions and statistical 
significance likely inflated by the large sample of loci. While this difference in our populations is 
modest, a reduction in urban genetic diversity is logical for our populations given evidence of 
population size reductions (Rubbo and Kiesecker 2005, Skidds et al. 2007, Clark et al. 2008b, 
Veysey et al. 2011) and increases in population isolation (Homola et al. in prep) for urban vernal 
pool amphibians that could result in diminished genetic diversity by amplifying the effects of 
genetic drift while reducing the effects of gene flow. Lower genome-wide genetic diversity for 
urban relative to rural populations has also been found in several other species, including 
burrowing owls (Athene cunicularia; Mueller et al. 2018), great tits (Parus major; Perrier et al. 
2017), and white-footed mice (Peromyscus leucopus; Munshi-South et al. 2016).  
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Although we were unable to infer the function of any loci with evidence of selection, 
previous research on the effects of urbanization on other vernal pool amphibians provides some 
potential insights. Brady (2012) found evidence of spotted salamanders (Ambystoma maculatum) 
adapting to runoff from salts used for deicing roadways. That study used reciprocal transplants to 
evaluate the survival of embryonic individuals between woodland and roadside environments, 
finding 25% greater survival for individuals that originated in a roadside pool. Road salts have 
also been associated with altered prey behavior and reduced growth in spotted salamanders 
(Petranka and Francis 2013). Wood frogs often breed in the same vernal pools as spotted 
salamanders and our urban sites were consistently much closer to roadways than the rural sites, 
suggesting similar selection pressures may be driving our observations.  
 
3.5.2. Advantages and Challenges of Replicated Landscape Genomics Sampling 
While achieving replication can be challenging depending on the organism being studied, 
inferences from landscape genomics studies can be substantially strengthened when such an 
approach is successfully applied. Our research benefited from replication in three ways. First, the 
inclusion of replicates provides a level of protection against high false positive (type I error) 
rates that occur when using genome scans for selection (Lotterhos and Whitlock 2014, Storfer et 
al. 2016). For instance, we observed several loci with high mean FST values within replicates that 
were not deemed outliers due to high FST variability among replicates and that suggests the 
elevated differentiation values were not consistently associated with an environmental feature 
common to all our urban sites (Figure 3.4). Second, even when loci are accurately identified as 
experiencing selection, the ability to detect consistent changes in genotype frequency across 
multiple replicates reduces the possibility that the observed pattern is caused by an unmeasured 
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environmental influence, population structure, or genetic drift. For example, several populations 
experiencing genetic drift in the same direction is a less likely observation than shared selection 
compelling a certain genotype toward fixation. Finally, within-study replication aids in the 
generalizability of results, providing confidence that a hypothesized environmental effect is 
capable of provoking evolution beyond the study system being considered.  
Our percentile-based approach for identifying outlier loci was necessary because most 
popular genome scan approaches do not explicitly account for paired or replicated sampling 
schemes (but see Foll et al. 2014). For example, Flanagan and Jones (2017) identified limitations 
of the FST-heterozygosity approach common to programs such as FDIST2 (Beaumont and 
Nichols 1996, Beaumont 2000) and Lositan (Antao et al. 2008) when only two populations are 
sampled. They noted that FST values are constrained by the value of HT (i.e., global 
heterozygosity; Wright 1943) which is inherently limited when biallelic loci are analyzed in only 
two populations (Jakobsson et al. 2013). This can lead to an inaccurate estimation of confidence 
intervals and erroneous identification of outlier loci. OutFLANK (Whitlock and Lotterhos 2015), 
an approach that uses trimmed FST distributions to identify outlier loci is inappropriate for two 
population scenarios, because there is no chance of non-independence among populations, which 
is the issue OutFLANK is designed to resolve. Replicated sampling can be problematic in other 
software such as PCAdapt (Luu et al. 2017); this multivariate outlier analysis, which is 
commonly used for detecting evidence of selection, uses an approach that assumes loci most 
strongly related to population structure are associated with local adaptation. This approach is 
challenging under replicated sampling because genetic structure may be driven by unique 
components of selection, genetic drift, and gene flow in different replicates due to intrinsic 
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characteristics of the populations (e.g., effective populations size) and their landscape context 
(e.g., gene flow permeability) making comparisons across replicates inequitable.  
We selected our sampling sites with a goal of achieving replicated pairings of sites, with 
more divergence between replicates than within replicates. Such a sampling scheme should 
maximize the effects of evolutionary history within replicates, increasing the odds that apparent 
selection is related to urbanization (Lotterhos and Whitlock 2015). Despite achieving the desired 
spatial arrangement of sites, we had more genetic divergence within replicate 1 than between 
replicates 2 and 3 (Figure 3.3b). Although this does not preclude our ability to detect selection 
associated with urbanization, it provides an important reminder of the potential incongruity 
between geographic proximity and genetic structure when designing a replicated landscape 
genomic study. When vast differences in genetic similarity are present within replicates, 
demographic processes can obscure signals of selection (Lotterhos and Whitlock 2014, 
Villemereuil et al. 2014). However, with sufficient replication, the non-target noise associated 
with demographic processes can likely be minimized. The importance of choosing an appropriate 
spatial scale for a paired study design is also highlighted by Lotterhos and Whitlock (2015). 
They note the relevance of choosing a spatial scale within each pair that is reflective of gene 
flow-selection balance; however, this is very difficult to determine without extensive prior study 
of the focal populations.  
 
3.5.3 Future Directions and Conclusions 
Landscape genomics provides a valuable set of tools for discovering the basis and 
limitations of evolutionary adaptation; however, careful consideration must be given to study 
design and interpretation of results. Studies geared toward detecting parallel evolution provide a 
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promising avenue for future research into the consequences of common habitat alterations, such 
as those observed with urbanization. More complex model-based approaches for detecting 
parallel evolution will likely provide a more nuanced understanding of these processes. 
Additionally, continued efforts to produce annotated genomes for non-model species, such as 
wood frogs, will provide the foundation for a more precise understanding of where selection is 
occurring within genomes and which phenotypic traits are being influenced.  
The Anthropocene will continue to be defined by profound environmental changes that 
will fundamentally redefine ecosystems. Urbanizing landscapes are often assumed to represent 
degraded environments that are incompatible with wildlife. While urbanization has led to the 
repeated extirpation of some species (Er et al. 2005, Dolan et al. 2011, Aronson et al. 2014), 
others will likely adapt to these environmental changes. A consideration of the contributions of 
rapid evolution to the adaptive capacity of species alongside other processes such as range shifts 
and phenotypic plasticity will likely improve the efficacy of biodiversity conservation efforts 
(Ashley et al. 2003, Hendry et al. 2011).  
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CHAPTER 4 
EFFECTS OF LANDSCAPE SPATIAL AND TEMPORAL AUTOCORRELATION 
ON LIKELIHOOD OF POPULATION RECOVERY FOLLOWING 
ENVIRONMENTAL CHANGE 
 
4.1 Abstract 
Fitness reductions caused by maladaptation to changing environments often result in 
declining abundance for populations. Under certain circumstances, recovery can occur through 
some combination of benefits derived from immigration and evolutionary adaptation. We 
developed the MEREC (Metapopulation Evolution in Response to Environmental Change) 
agent-based simulation model to examine how different rates of environmental change influence 
population outcomes for spatially structured species that exist on heterogeneous landscapes. The 
MEREC model is comprised of simulated organisms that respond to changing environmental 
conditions through phenotypic plasticity or evolution of plastic and genetic responses. Because 
the simulated landscape exists as a discrete grid, cells can undergo environmental changes based 
on their own environmental conditions (temporal autocorrelation) or those of their neighbors 
(spatial autocorrelation). We used the MEREC model to investigate the potential for 
metapopulation abundance recovery following declines associated with an environmental 
change. We experimentally manipulated the amount of gene flow, rates of environmental 
change, and strength of landscape spatial and temporal autocorrelation to study the influence of 
each of these factors. Our results suggest that the magnitude and duration of abundance declines 
following an environmental change is negatively associated with overall environmental 
variation, which is an emergent property of the landscape of spatial and temporal autocorrelation. 
78 
 
Higher levels of gene flow lessened this effect, particularly in abrupt change scenarios. The 
MEREC model is demonstrated to be capable of simulating realistic relationships between 
organisms and their environment, allowing ecological and evolutionary dynamics expected by 
theory to be recreated, thereby providing a framework for future simulation modeling work on 
the consequences of environmental change.  
 
4.2 Introduction 
Environmental changes can affect the likelihood of population persistence through fitness 
reductions in resident individuals. However, species and populations have many mechanisms for 
buffering negative effects of environmental change. For instance, some are capable of relocating 
to more hospitable environments when previously suitable habitat is altered (Bowler and Benton 
2005, Brooker et al. 2007, Travis et al. 2013). In other cases, individuals are able to adjust to 
environmental changes through a phenotypic plasticity response, reducing the fitness costs they 
would otherwise incur (Schlichting 1989, Thompson 1991). If conditions are favorable (i.e., 
short generation times relative to the rate of environmental change) fitness losses may be 
remedied through evolutionary means (Gomulkiewicz and Holt 1995). When dispersal is not a 
feasible means of coping with environmental change, in situ adaptation is often thought to 
involve ecological and evolutionary feedbacks that foster some combination of genetic evolution 
and phenotypic plasticity, allowing populations to evolutionarily, rather than spatially, track 
environmental optima (Bell and Gonzalez 2009, Vander Wal et al. 2013, Carlson et al. 2014).  
When populations experience a decline in abundance followed by a recovery in response 
to a sustained environmental pressure, some type of rescue event is said to have occurred. 
Various rescue mechanisms, which are differentiated by the mechanisms that ultimately lead to 
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the population rebound, have been described. In certain cases, increases in abundance caused by 
immigration of individuals from a different population can itself serve as a sufficient rescue 
mechanism. Termed demographic rescue, this process works by overcoming Allee effects that 
depress fitness in low density populations (Brown and Kodric-Brown 1977, Kanarek et al. 2014). 
Demographic rescue has been highlighted as a contributor to the recovery of many species and 
populations, including naturally in white-tailed ptarmigan (Agopus leucura; Martin et al. 2000) 
and through management-assisted means in Florida panther (Puma concolor coryi; Creel 2006). 
Genetic rescue, whereby fitness increases are associated with the arrival of new alleles in a 
population, is a second process that can lead to abundance recovery for imperiled species. 
Populations that recover via genetic rescue generally benefit from an intentional introduction of 
new alleles via human-assisted gene flow, which often results in fitness increases, although 
negative and negligible effects have also been observed (reviewed in Whiteley et al. 2015). A 
third rescue mechanism, evolutionary rescue, occurs when populations experience an 
environmental change that leads to natural selection removing maladapted individuals from the 
population, eventually leading to a phenotypic shift in the population to traits more closely 
aligned with the new environment, thereby increasing population-wide fitness (Gomulkiewicz 
and Holt 1995, Vander Wal et al. 2013, Bell 2017). Evolutionary rescue in wild population has 
been difficult to detect, mainly due to difficulty in anticipating an environmental change that 
may result in fitness decreases, which is necessary for measuring fitness and phenotype before 
the change occurs (Gomulkiewicz and Shaw 2013, Carlson et al. 2014). Despite this, theoretical 
work has predicted evolutionary rescue (Lynch and Lande 1993, Gomulkiewicz and Holt 1995) 
and experimental evidence has demonstrated (Bell and Gonzalez 2011, Gomulkiewicz and Shaw 
2013) its ability to improve population persistence during and following environmental change 
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events. Evolution of antibiotic and herbicide resistance also provides compelling evidence of the 
efficacy of evolutionary rescue for overcoming environmental challenges (Ramsayer et al. 2013, 
Bell 2017, Greenspoon and Mideo 2017), and has provided model systems for uncovering the 
genomic underpinnings of these processes (Kreiner et al. 2018). In reality, populations that 
experience recovery from abundance declines associated with environmental change likely 
benefit from a combination of demographic, genetic, and evolutionary rescue processes (Carlson 
et al. 2014, Kanarek et al. 2014, Hufbauer et al. 2015, Fitzpatrick et al. 2016). 
For spatially structured species, responses to environmental change occur within the 
context of existing interpopulation dynamics, particularly gene flow. These dynamics can most 
readily be explored in terms of the metapopulation concept, which provides a useful heuristic for 
understanding how populations interact with each other and how environmental characteristics 
can influence those relationships (Levins 1969, Hanski 1991, 1998; but see Fronhofer et al. 
2012). Considered a “population of populations” (Levins 1969), these systems are composed of 
often semi-unstable subpopulations that are partly interdependent but collectively create stability 
for the greater metapopulation. This stability is dependent on the ability of subpopulations to 
recolonize sites following an extirpation event (Hanski 1998, Schnell et al. 2013) and potentially 
aided by the demographic and genetic rescue effects (Uecker et al. 2014). If the extirpation 
resulted from an environmental change, immigrating individuals may be better adapted to the 
new environment, leading to a post-extirpation rescue pattern. If the immigration of better 
adapted individuals occurs prior to extirpation, causing abundance levels to rebound due to an 
influx of adaptive alleles, the population can be said to have experienced genetic or evolutionary 
rescue via immigration (Hufbauer et al. 2015, Whiteley et al. 2015). In some cases, the 
demographic connectivity between subpopulations is strong enough to overcome maladaptation, 
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leading to a sustained sink population (i.e., ecological trap; Dwernychuk and Boag 1972), which 
can be damaging to overall metapopulation stability (Hale et al. 2015).  
Metapopulation dynamics, and ultimately persistence, can be strongly influenced by 
spatial and temporal landscape patterns. Temporal autocorrelation in landscapes describes the 
relationship in the environmental characteristics between two time periods for a single location. 
High temporal autocorrelation would lead to environmental consistency through time whereas 
low autocorrelation would cause large fluxes. Natural landscapes often exhibit a high degree of 
temporal autocorrelation, which is important for maintaining metapopulation stability (Roy et al. 
2005). For instance, boreal forests that rarely experience disturbances that alter the structural 
properties of the ecosystem can be considered highly temporally autocorrelated (Pickell et al. 
2016), whereas landscapes prone to more irregular changes that diminish predictability of 
environmental conditions, such as regions associated with wildfire (Litschert et al. 2012), may 
have relatively low temporal autocorrelation. Empirical observations of the effects of temporal 
correlation have been mixed, with some species showing benefits from an irregular mix of years 
of favorable and unfavorable conditions (Levine and Rees 2004). Spatial autocorrelation 
describes the strength of association between the environmental conditions at one location and 
those of neighboring sites (Fortin and Dale 2005). Spatial autocorrelation is inherently important 
for metapopulations, as individuals are most likely to move into neighboring subpopulations and 
with their success dependent on their fitness in the new environment, they would likely benefit 
from it resembling their original habitat (Ezoe and Nakamura 2006). Spatial autocorrelation 
measurements are scale dependent, meaning certain landscape configurations can be either 
strongly or weakly autocorrelated depending on the spatial extent of interest. For instance, an 
agricultural setting containing tightly bound but frequently occurring woodlots is strongly 
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spatially autocorrelated at fine resolutions; however, when the full landscape mosaic is 
considered, the interspersion of highly heterogeneous habitat will lessen the spatial 
autocorrelation (Valcu and Kempenaers 2010).  
Metapopulation responses to spatial and temporal landscape autocorrelation suggest 
complex dynamics exist. In a highly heterogeneous landscape (i.e., one with low spatial and 
temporal autocorrelation), gene flow is often assumed to lead to maladaptation by homogenizing 
allele frequencies among populations, swamping out locally adaptive variants. However, 
evidence of local adaptation in the presence of considerable gene flow has grown recently 
(Tigano and Friesen 2016, Lin et al. 2017, Marques 2017, Pfeifer et al. 2018). These 
observations may be due to a disparity between genetic and demographic connectivity (Kinnison 
and Hairston 2007, Lowe and Allendorf 2010, Marandel et al. 2017), meaning that only certain 
dispersing individuals successfully reproduce and contribute to the local genetic pool, thereby 
alleviating the genetic load that would be imposed by migration. In fact, some immigrants may 
have higher fitness in their new environment than native individuals, leading to a net adaptive 
gain provided by gene flow (Gomulkiewicz et al. 1999, Kinnison and Hairston 2007). While it is 
recognized that spatial and temporal autocorrelation can strongly influence ecological and 
evolutionary processes in metapopulations (Gonzalez-Megias et al. 2005, Ruokolainen et al. 
2009), their combined effects are not often considered.  
We have developed an adaptable agent-based model (ABM) that can be used to 
investigate an array of questions geared at understanding the ecological and evolutionary 
outcomes of environmental change on spatially structured species experiencing varying types of 
environmental change. Because ABMs allow entities with unique individual-level characteristics 
to interact with each other and their environment, they provide an excellent tool for capturing 
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emergent phenomena in naturally complex eco-evolutionary systems. The MEREC 
(Metapopulation Evolution in Response to Environmental Change) model is broadly adaptable to 
a broad range of environmental, ecological, and evolutionary scenarios, including those with 
complex landscape dynamics. Here, we describe this model framework generally, then apply it to 
examine the likelihood of subpopulation and metapopulation persistence under different 
scenarios of environmental change in landscapes with varying degrees of spatial and temporal 
landscape autocorrelation. We hypothesized that the demographic costs associated with 
environmental change would increase when landscapes experience greater spatial and temporal 
correlation. We expect increasing levels of gene flow to positively influence persistence 
probabilities in scenarios of greater spatial correlation to a greater degree than when temporal 
correlations increase. We also hypothesize that abrupt environmental changes are more likely to 
result in overall metapopulation extirpation than more gradual shifts.  
  
4.3 Methods 
We developed the spatially explicit MEREC model that is capable of evaluating how 
varying spatial and temporal landscape patterns influence an array of ecological and evolutionary 
outcomes for metapopulation structured species. The model is implemented in the object-
oriented simulation modeling platform GAMA (Taillandier et al. 2012, Drogoul et al. 2013, 
Grignard et al. 2013) and will be available on the OpenABM repository upon publication. 
GAMA uses a native modeling language, GAML (GAma Modeling Language), for creating and 
running agent-based models. Below we use the overview, design concepts, and details protocol 
(ODD; Grimm et al. 2010) to provide a standardized and thorough description of the MEREC 
model and our experiments used to demonstrate its utility.   
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4.3.1 Purpose 
The purpose of the MEREC model is to investigate properties of subpopulations and 
metapopulations experiencing environmental changes, such as their persistence likelihoods and 
genotypic and phenotypic characteristics. We included parameters and processes that allow for 
experimental manipulation of evolutionary mechanisms such as gene flow, genetic drift, 
mutation, and natural selection to allow for their influence to be evaluated. By manipulating 
variables that guide the landscape spatial and temporal autocorrelation rather than testing specific 
landscape topologies, the MEREC model provides broad insights into the ecological and 
evolutionary outcome of environmental change across generalizable landscape scenarios. 
Because subpopulation locations also emerge from stochastic processes based on the capacity of 
individuals to successfully adapt to their environment, inferences are not limited to specific 
metapopulation configurations.  
 
4.3.2 Entities, State Variables, and Scales 
The MEREC model has two kinds of entities: individuals and landscape grid cells. 
Individuals have eight state variables related to their location, genotype, phenotype, and fitness 
(Table 4.1). The genetic characteristic of each individual is based on a quantitative genetic, 
rather than allelic model (both methods reviewed in Uecker et al. 2014). Most model variables 
are self-explanatory (e.g., the age of the individual, provided in model cycles; Table 4.1); 
however, individuals’ phenotype and fitness are mathematically derived. Phenotypes (z) are 
calculated by assuming phenotypic plasticity (β) acts on genetic trait values (p) based on a linear 
reaction norm which is dependent on environmental characteristics (E), with a proportion of each 
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phenotype attributable to unexplained phenotypic variation (ε). Therefore, during the t time step, 
for the ith individual:  
 
Equation 1.      𝑧𝑧𝑖𝑖 = (𝑝𝑝𝑖𝑖 + 𝛽𝛽𝑖𝑖𝐸𝐸𝑡𝑡 ) ± 𝜀𝜀 
 
Each individual’s fitness (w) is then calculated based on the difference between the phenotype 
and the environmental value of its current grid cell:  
 
Equation 2.     𝑤𝑤𝑖𝑖 = �1 − (|𝑧𝑧𝑖𝑖 − 𝐸𝐸𝑡𝑡|)� ∗ 𝑑𝑑𝑖𝑖 
wherein a density-related fitness penalty (d) is applied that decreases exponentially as the global 
abundance (GA) approaches the specified carrying capacity (K):  
 
Equation 3.     𝑑𝑑𝑖𝑖 = −�20(𝐺𝐺𝐺𝐺/𝐾𝐾)−1)� + 1 
 
Individual genetic trait value, plasticity trait value, phenotype, and fitness all vary from 0-1.0. 
Individuals are structured in a metapopulation; therefore, they are generally philopatric, yet have 
a user-specifiable likelihood of dispersing from their subpopulation of origin into a neighboring 
subpopulation. The MEREC model uses a grid-based structure to simulate landscapes, providing 
explicitly defined boundaries for evaluating within- and among-subpopulation dynamics 
(Bowers and Harris 1994). Landscape grid cell are square and arranged in a non-torus 
configuration. Grid cells have seven state variables related their environmental characteristics 
and spatial relationship to individuals (Table 4.1). Users can also define numerous global 
parameters that determine the ecological and evolution behaviors of individuals and patches, 
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such as temporal and spatial autocorrelation, initial individual abundances, and mutation rates 
(Table 4.2).  
The model’s spatial scale encompasses a square environment with nine landscape cells 
per side and each cell representing a single patch of habitable landscape, although users can 
readily modify the number of grid cells depending on their research question and available 
computing resources. The temporal scale of each simulation time step is equivalent to one 
generation for the individuals, and the duration of the model can also be tailored as desired. We 
set it to span 1,000 generations with each simulation time step representing a single non-
overlapping generation.  
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Table 4.1. List of state variables for two types of entities in the MEREC model 
Entity State variable Description 
Individual age Tracks age of each individual 
Individual myCell Identifies current location 
Individual inFocal Boolean identifier of whether current location is in the focal cell 
Individual genetic Value of a quantiative trait; range: 0.0 - 1.0 
Individual geneticFitness Fitness determined based on match between genotype and environment 
Individual plasticity Value of a quantiative trait that describes plasticity; range: 0.0 - 1.0 
Individual realizedPhenotype Actual phenotype considering genetic, phenotypic, and environmental trait value 
Individual realizedFitness Fitness determined based on match between phenotype and environment 
Landscape envValue Quantitative descriptor of environment; range: 0.0 - 1.0 
Landscape neighborhood_envValue Mean envValue of the cell and all cells it shares a boarder with 
Landscape color Color of cell based on its envValue 
Landscape isFocal Boolean identifier of the center cell as the focal cell 
Landscape occupied Boolean identifier of whether the cell currently has resident individuals 
Landscape envMax A maximum envValue acheivable by each cell 
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Table 4.2. Modeled global parameters. Listings include their category, descriptions, and the values used for 
conducted simulations. Bold values indicate parameters that were manipulated during simulation experiments. 
Parameter Parameter category Description Value 
gridSize Landscape Number of cells per side of overall landscape 9 
dEnvValue Landscape Absolute difference in envValue for each cell before and after environmental change 0.4 
typeOfChange Landscape Specification of environmental change as "Gradual" or "Abrupt" 
"Gradual" or 
"Abrupt" 
SA Landscape Spatial autocorrelation (relative influence of neighborhood environmental values) 
0.999, 0.99, or 
0.90 
TA Landscape Temporal autocorrelation (Proportion of allowable change between time steps) 0.99, 0.95, or 0.90 
nPops Subpopulation Number of populations when model is initialized 81 (One per cell) 
initialGlobalAbun Metapopulation Initial global abundance of individual specified as number of individual per landscape cell nPops * 15 
dispersalRate Individual Likelihood of an individual moving from one subpopulation to a neighboring subpopulation 0.01 or 0.1 
reproRate Individual Baseline reproductive rate 1.3 
mutationRate Individual Standard deviation of the Gaussian distribution that offspring trait values are drawn from 0.01 
phenoNoise Individual Percent of phenotype owing to unexplained variation 0.25 
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4.3.3. Process Overview and Scheduling 
During each time step in the model, a simple sequence of processes occurs (see Submodels for 
detailed descriptions of each process). First, all variables of interest that were generated in the 
preceding model time step are computed and recorded in lists that are printed as CSV files upon 
the completion of each simulation run. Next, a series of agent behaviors are executed as 
individuals either stray into a neighboring subpopulation or remain in their current 
subpopulation. Individuals then reproduce before dying. At the conclusion of each model time 
step, the envValues of the landscape update based on the user-specified degrees of spatial and 
temporal autocorrelation. 
 
4.3.4. Design Concepts 
The design concepts for our model have largely been shaped by our goal of incorporating 
the four core mechanisms of evolutionary change: natural selection, genetic drift, gene flow, and 
selection. Natural selection occurs by directly linking the number of offspring an individual 
produces to its fitness, which is determined by the similarity between each individual’s genotype 
and their environment (Equation 2). In this way, natural selection is allowed to operate on both 
the genetic trait value and the phenotypic plasticity (Gavrilets and Scheiner 1993, Scheiner 1993) 
This interaction between individuals and landscape grid cells provides a mechanism for 
populations to adapt to specific environments through time. Gene flow is accomplished by 
individuals successfully reproducing after dispersing from their current landscape grid cell to a 
neighboring cell with a likelihood providing by the dispersalRate parameter. Genetic drift and 
mutation occur simultaneously by the imperfect heritability of genotype and plasticity trait 
values from one generation to the next (see Submodels). Having their outcomes bound by the 
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probability distribution they are drawn from, the roles of genetic drift, mutation, and gene flow 
can all be considered partially stochastic.  
As with most ABMs, emergence is an important concept in generating simulation 
outcomes. Spatially and temporally variable patterns of genotypes and phenotypes emerge from 
how environmental values affect individuals. Consequently, as fitness values (and gene flow to 
varying degrees) determine individual reproductive capacities, the abundance of individuals 
within subpopulations and across the metapopulation emerges. In contrast to these emergent 
processes, other model behaviors such as the timing, magnitude, and duration of the 
environmental changes are carefully controlled, and easily modified by the modeler, although 
these characteristics remained fixed for our experiments.  
 
4.3.5. Initialization 
Individual agents are initialized by generating a user-specifiable number (in our case, 15) 
agents per landscape grid cell. Genotypes are assigned based on a Gaussian distribution with a 
mean of the individual’s current landscape cell’s environmental value and a standard deviation of 
0.2, meaning individual fitness values are relatively high at initialization. Plasticity values are 
randomly assigned within a range of 0-0.5 and landscape grid cells are randomly assigned 
environmental values from 0.0-1.0.  
 
4.3.6. Submodels 
Multiple submodels are executed during each time step: individuals stray, reproduce, die, 
and then the landscape environmental values are updated. The stray submodel is executed for 
each individual, resulting in their movement from their current grid cell to a neighboring cell 
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with a probability determined using the dispersalRate parameter (Table 4.2). If the individual 
does move, it randomly selects one of its neighboring cells to move into.  
Individuals asexually reproduce every time step using the reproduce submodel. The 
number of new individuals to be created from each existing one is determined by a Poisson 
distribution where the most likely outcome (λ) is determined by an individual’s fitness multiplied 
by the background reproductive rate (reproRate; Table 4.2). For newly created individuals, their 
genetic and plasticity trait values are determined based on a Gaussian distribution where the 
parental trait value serves as the mean and the mutationRate parameter is the standard deviation.  
Following reproduction, the death submodel ensures all individuals that have existed for 
one full time step die, making each model time step equivalent to a single non-overlapping 
generation. Additionally, newly created individuals are removed based on a probability that is 
determined by their fitness value, where higher fitness results in a lower likelihood of death. The 
death submodel also provides a mechanism to enforce firm boundaries on genetic and 
phenotypic plasticity trait values, removing individuals with values less than 0 or greater than 1.  
The landscape environmental values update every model time step via the 
updateEnvValues submodel. Updated values are drawn from a Gaussian distribution with a mean 
reflective of the user-specified spatial autocorrelation and a standard deviation derived from the 
temporal autocorrelation. Specifically, the mean of the distribution (µ, Figure 4.1) is calculated 
by proportionally accounting for the cell’s current environmental value and the values of 
neighboring cells based on the spatial autocorrelation value. For instance, if the spatial 
autocorrelation is 0.9, the cell’s current environmental value is 0.5 and the mean neighborhood 
value is 0.6, the mean of the Gaussian distribution for determining the updated environmental 
value would be calculated as (0.9*0.5) + ((1-0.9)*0.6) = 0.51. The standard deviation (µ + σ, 
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Figure 4.1) is determined by the temporal correlation, which is scaled by the available range of 
environmental values and is assigned an upper limit following the experimentally imposed 
environmental change (see below). For instance, if the temporal correlation is 0.9 and the 
available range of environmental values is 0.6, the standard deviation of the distribution for 
determining the cell’s environmental value in the next time step would be (1-0.9)*0.6 = 0.06.  
The environmental changes that are experimentally imposed on the system are also 
executed by the updateEnvValue submodel and are performed by modifying the mean of the 
distribution that the updated environmental values will be drawn from (µ in Figure 4.1). Because 
the simulation is initiated with environmental values assigned randomly between 0-1, the starting 
mean is approximately 0.5. In time step 1, this initial mean value is increased by half of the 
desired environmental change (i.e., 0.5*dEnvValue; Table 4.2) to provide parameter space for 
the environmental change to occur (see rightward shift in distribution in Figure 4.1). Upon the 
environmental change, dEnvValue is subtracted from the mean of the distribution, causing a shift 
to a lower value (see leftward shift in distribution in Figure 4.1). During an abrupt change, this 
shift occurs at the 300th time step, whereas during a gradual change, the shift is performed 
incrementally from the 300-400th time steps. To simulate an irreversible landscape-wide 
environmental change, a maximum possible environmental value is applied following the change 
(envMax, Table 4.1). For our experiment, we chose a maximum environmental value of 0.6, 
which causes a reduction in the possible range of environmental value proportional to 
dEnvValue.  
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Figure 4.1. Distribution used for determining environmental values for each landscape grid cell 
in each subsequent time step. The distribution mean (µ) is determined by the specified degree of 
spatial autocorrelation and the standard deviation (σ) is determined by temporal autocorrelation 
settings. Prior to the simulated environmental change, µ is shifted upward by half of the specified 
change in environmental value associated with the landscape-wide environmental change 
(dEnvValue). Upon the time step triggering the environmental change, µ is shifted downward by 
dEnvValue at a rate determined by the type of environmental change.  
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4.3.7. Model Validation and Verification 
We performed a series of model validation experiments to ensure the MEREC model is a 
reasonable representation of real eco-evolutionary systems. Specifically, we examined variables 
associated with the modeled agents to ensure emergent patterns were consistent with theoretical 
expectations. For this analysis, we used moderate autocorrelation values (see Simulation 
Analyses) of 0.95 for temporal autocorrelation, 0.01 for spatial autocorrelation, dispersal rates of 
0.01 and 0.1, and both types of environmental change (i.e., parameter sets 17-20 in Appendix C, 
Table C.1). We ran 100 simulations for each of the four possible parameter combinations and 
graphically evaluated relationships between mean environmental values, mean global abundance, 
mean plasticity and genetic trait values, mean phenotype, and mean realized fitness. 
Additionally, we used the four simulation scenarios outlined above to examine relationships 
between subpopulation and metapopulation patterns to ensure evaluated metapopulation-level 
patterns were reflected of local processes. For this process, we tracked individual and 
environmental variables in the center grid cell. We also investigated whether the presence of 
gene flow and evolution had the anticipated adaptive effects on metapopulation persistence using 
the same spatial and temporal autocorrelation settings, both environmental change scenarios, but 
toggled gene flow between 0 and 0.1 and mutation rates between 0.01 and 0. Combinations of 
these parameters allowed us to turn off the effects of evolution, gene flow, or both.   
Model verification procedures relied on built-in features of the GAMA graphical 
programming environment to reduce the likelihood of coding errors influencing model results. 
This included generation of graphical representations of the model for visualizing how agents 
and model outcomes change through time in response to various model parameters, as well as 
real-time code-proofreading that detects runtime errors, typing errors, and illogical code. 
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4.3.8. Analysis of Experimental Simulations 
We examined 36 different parameter combinations that varied spatial and temporal 
landscape autocorrelation, rate of environmental change, and dispersal rates to test our 
hypotheses concerning how these factors influence metapopulation and subpopulation abundance 
through time (Appendix C, Table C.1). Temporal autocorrelation values included 0.9, 0.95, and 
0.99, and spatial autocorrelation values included 0.001, 0.01. and 0.1 to generate an array of 
landscape configurations (Figure 4.2). Dispersal rates of 0.01 and 0.1 and both types of 
environmental change were used to generate varying rates of gene flow. We ran the model for 
1000 time steps (i.e., simulated generations), and repeated each simulation 100 times for each 
parameter combination.  
We conducted a series of follow-up experiments to evaluate how landscape 
autocorrelations, rate of change, and dispersal rates influence the magnitude and duration of 
metapopulation abundance declines that accompany landscape-wide environmental changes. We 
quantified the magnitude of global abundance decline associated with the environmental change 
by calculating the percent change from the mean environmental value in the 20 time steps 
preceding the change (i.e., steps 280 – 299) and time steps 21-40 following the conclusion of the 
change (i.e., steps 321 – 340 for an abrupt change and 421 – 440 for a gradual change), providing 
a 20 time step period for effects to fully occur (Appendix C, Figure C.1). The duration of the 
global abundance decline was measured by calculating the average number of time steps 
required for the metapopulation to recover to the pre-environmental change abundance level (i.e., 
mean abundance from steps 280 – 299). The time steps when the change was occurring and the 
subsequent 20 steps were again disregarded (Appendix C, Figure C.1). Simulations that resulted 
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in metapopulation extirpation were enumerated and omitted from calculations of average time to 
recovery. To examine how landscape autocorrelations, rapidness of change, and dispersal 
influence the magnitude and duration of abundance declines, we ran the model 20 times for each 
of ten different spatial and temporal autocorrelation values that were equally distributed 
throughout the parameter range tested in the above described analyses (0.001 – 0.1 for spatial 
autocorrelation and 0.9 – 0.99 for temporal autocorrelation).  
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Figure 4.2. Simulated landscape changes through time. Examples illustrate varying levels of 
spatial and temporal autocorrelation included in modeling experiments. Scenarios include (A.) 
three levels of spatial autocorrelation (SA) when temporal autocorrelation (TA) is set to 0.95, 
and (B.) three levels of temporal autocorrelation across three time steps when spatial 
autocorrelation is set to 0.01.  
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4.4. Results and Discussion  
Using the MEREC model, we identified differing effects of landscape spatial and 
temporal autocorrelation on metapopulations experiencing environmental change. We 
consistently observed strong signals of rescue effects with varying degrees of abundance decline 
and subsequent recovery following a landscape-wide environmental change. The amount of 
autocorrelation present, the type of environmental change, and presence of gene flow strongly 
influenced these dynamics.  
 
4.4.1 Results of Validation Experiments 
To validate the model, we compared relationships between several agent variables with 
theoretical ecological and evolutionary expectations. For instance, the accuracy of our 
implementation of natural selection can be examined by evaluating how closely phenotypes track 
environmental values. During both abrupt and gradual environmental changes, the mean 
metapopulation phenotype shifted to as a reflection of changing environmental values (Figure 
4.3). We also observed more severe losses in mean individual fitness coinciding with the larger 
reductions in abundance during abrupt change scenarios, as expected by theory (Hartl and Clark 
1997, Reed 2005, Leimu et al. 2006). Finally, because phenotypes are manifested by linear 
reaction norms, we expected to see an obvious relationship between mean genetic, plasticity, and 
phenotype values (Gavrilets and Scheiner 1993, Hartl and Clark 1997). Such a relationship can 
be observed as phenotypes closely mirror genotypes when average plasticity values are relatively 
low, and gradually diverge as increasing levels of phenotypic plasticity allow genotype-
environment mismatches to maintain high levels of fitness (Figure 4.3).  
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Metapopulation level effects of environmental change also translated equitably to the 
local level as anticipated (Appendix C, Figure C.2). Effects of gene flow via increased dispersal 
propensities and evolution were also found to have the expected outcomes for metapopulation 
persistence probabilities, with each contributing to increasing the metapopulation’s stability 
(Table 4.3).   
 
 
Table 4.3. Likelihood of metapopulation extirpation. Abrupt and 
gradual environmental change scenarios were considered with 
dispersal rate and evolution processes applied or removed.  
Likelihood of extirpation Type of change 
Dispersal 
rate Evolution 
0 Gradual 0.1 Yes 
0 Abrupt 0.1 Yes 
0 Gradual 0.0 Yes 
0.01 Abrupt 0.0 Yes 
0.47 Abrupt 0.1 No 
0.67 Gradual 0.1 No 
0.83 Abrupt 0.0 No 
0.84 Gradual 0.0 No 
     
 
 
 
 
 
 
 
100 
 
 
 
Figure 4.3. Changes in abundance, mean environmental value, phenotype, plasticity trait value, 
genetic trait value, and realized fitness. Each scenario includes 1000 simulation time steps and 
has a landscape temporal autocorrelation of 0.95 and spatial autocorrelation of 0.01 (i.e., 
ParamCodes 17, 18, 19, and 20 in Table C.1). 
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4.4.2. Effects of Landscape Autocorrelation and Rate of Environmental Change on 
Metapopulation Abundance 
The strength of landscape spatial autocorrelation more strongly influenced abundance 
declines associated with an environmental change than did the strength of temporal 
autocorrelation (Figure 4.4). As spatial autocorrelation strengthened, the magnitude and duration 
of the abundance decline following either gradual or abrupt environmental change increased 
(Figure 4.4; Appendix C, Figure C.3). Temporal autocorrelation had a similar, but weaker effect 
with strengthening autocorrelation generally leading to slightly greater magnitude and duration 
of abundance loss following an environmental change (Figure 4.4; Appendix C, Figure C.4). 
Characteristics of the abundance declines had a more non-linear relationship with increasing 
temporal rather than spatial autocorrelation, particularly for abrupt environmental changes that 
sometimes had a shorter duration at intermediate strengths of autocorrelation (Appendix C, 
Figure C.3, C.4). As anticipated, gradual environmental changes led to much smaller and shorter 
duration abundance declines than abrupt changes. 
The overall variance in environmental values is an emergent property of the combined 
effects of spatial and temporal autocorrelation. Environmental value variance declined non-
linearly as spatial autocorrelation strengthened, while this decline was more linear for 
strengthening temporal autocorrelation (Figure 4.5). The non-linear relationship for spatial 
autocorrelation is related to its compounding effects as time steps progress. Even a small degree 
of spatial autocorrelation creates a homogeneous landscape over hundreds of simulation time 
steps (Figure 4.2), meaning that above a certain level (i.e., approximately 0.02), the differences 
in environmental values attributable to spatial autocorrelation alone is nominal by the end of the 
1,000 simulation time steps. This compounding effect does not occur with temporal 
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autocorrelation, as it is consistently bound by the effects of spatial autocorrelation within the 
parameter space tested in our experiments.  
While spatial and temporal autocorrelation determine the metapopulation-wide variance 
in environmental values, it is likely that this variance itself most directly influences responses to 
environmental change. As environmental variance increases, the magnitude and duration of 
abundance declines are reduced in gradual change scenarios and are either reduced or remain 
relatively high for abrupt change scenarios (Figure 4.6). Demographic declines being most 
severe when the environment is most homogeneous supports previous work indicating extinction 
risk is greatest for metapopulation existing in non-variable environments (Roy et al. 2005, 
Ruokolainen et al. 2009).  
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Figure 4.4. Abundance changes through time for 36 scenarios. Models used three levels of 
spatial autocorrelation (0.001, 0.01, and 0.01), three levels of temporal autocorrelation (0.9, 0.95, 
0.99), two environmental change scenarios (gradual and abrupt), and two dispersal rates (0.01 
and 0.1). Plotted lines represent mean metapopulation abundance for 100 simulations composed 
of 1000 time steps for each model scenario.  
 
 
 
104 
 
 
 
Figure 4.5. Negative relationships between variance in landscape environmental values and 
temporal and spatial autocorrelation. Trendlines are displayed using loess smoothing between ten 
simulated autocorrelation values and gray shading around trendlines indicates 95% confidence 
intervals for a linear model fit to the data.  
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Figure 4.6. Relationships between magnitude and duration of abundance declines and 
environmental variance. Models included gradual and abrupt environmental change scenarios 
with either a 0.01 or 0.1 dispersal rate of individual (i.e., gene flow). Trendlines are shown 
following loess smoothing among ten simulated spatial and temporal autocorrelation values and 
shading around trendlines represents 95% confidence intervals for a linear model fit to the data. 
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4.4.3 Gene Flow Strengthens Metapopulation Stability 
The rate of gene flow was an important influence on metapopulation abundance patterns 
before, during, and following an environmental change. Metapopulations with higher levels of 
gene flow (i.e., dispersal rate = 0.1), experienced lower initial growth rates than metapopulations 
with less gene flow (i.e., dispersal rate = 0.01; Figure 4.4). This pattern was considerably 
stronger for landscapes with little spatial autocorrelation. During and immediately following an 
environmental change, gene flow tended to buffer the duration and magnitude of abundance 
declines (Figures 4.4 and 4.6). These observations suggest that for landscapes with high 
environmental variance, gene flow is generally disadvantageous during times of environmental 
stability, but becomes an advantage when a landscape-wide environmental change occurs.  
Differences in gene flow also led to strongly contrasting patterns of subpopulation 
topologies and abundances. Scenarios with little gene flow resulted in a lower proportion of 
occupied landscape grid cells and because the global metapopulation abundance was generally 
similar regardless of whether gene flow was present (Figure 4.4), the mean subpopulation 
abundance was much lower in high gene flow metapopulations (Appendix 3, Figure C.5). These 
differences in subpopulation abundance likely caused an increased influence of genetic drift in 
scenarios with a dispersal rate of 0.10 (Barrett and John 1991, Hartl and Clark 1997).  
 
4.4.4 Sources of Rescue Effects 
An increased influence of phenotypic plasticity on individual phenotypes following the 
environmental change appears largely responsible for our observed rescue effects. Evolution of 
increasing levels of plasticity occurred in all change scenarios (Figure 4.3), consequently 
generating an evolutionary rescue effect, albeit not on the genetic trait value as expected. This 
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result re-emphasizes the evolutionary importance of phenotypic plasticity for species with 
dispersal among heterogeneous environments (Thompson 1991, Scheiner 1993, Reed et al. 
2010). Furthermore, it supports the likely preference for evolvability of phenotypic plasticity 
over local adaptation for spatially structured species in heterogeneous environments (Sultan and 
Spencer 2012). These increases in phenotypic plasticity allowed the genetic trait value variance 
to increase as individual genotypes became less restricted (Appendix C, Figure C.6). Tight 
coupling between the phenotype and environmental values (Figure 4.3) led to stability in the 
phenotypic variance, which when coupled with increased genetic variance attributable in 
increases in phenotypic plasticity, lead to sharp increases in broad-sense heritability that 
coincided with demographic rebound following the environmental change (Figure 4.7).  
The MEREC model currently makes two assumptions that likely led to an overestimation 
of the contribution of phenotypic plasticity to adaptive responses. First, the model presently 
assumes there is no cost to individuals for achieving and maintaining a high degree of 
phenotypic plasticity, consequently allowing unrealistically high levels of plasticity to evolve in 
our simulated metapopulation. In reality, the maintenance of the cellular machinery that 
facilitates phenotypic plasticity involves an energetic trade-off that may be disadvantageous 
during periods when environmental conditions do not lead to plasticity granting a fitness 
advantage (Moran 1992, DeWitt et al. 1998). Furthermore, the we assumed that individuals 
perfectly sense their environment when mounting a plastic response. However, not only are 
environmental cues often misperceived (Tufto 2000), such instances can make excessive 
plasticity maladaptive when optimal phenotypes are not achieved (Reed et al. 2010). Despite 
these considerations, the trend of evolving a substantial degree of plasticity in response to 
environmental variability is indeed realistic (Sultan and Spencer 2012), although future versions 
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of the MEREC model that better implement the nuances of plasticity evolution will likely find 
the evolutionary burden more evenly distributed between plastic and genetic traits. 
While the evolution of increased levels of phenotypic plasticity were likely the major 
driver of rescue effects, evidence also suggest that genetic rescue also contributed to abundance 
recoveries to varying degrees. For instance, increased levels of gene flow reduced the magnitude 
and duration of abundance declines associated with environmental change when landscape 
autocorrelations were weak (Figures 4.6). Because this effect was not present during scenarios of 
stronger autocorrelation (i.e., scenarios with lower variance in environmental values; Figure 4.6) 
this suggests that 1) demographic rescue effects were likely negligible because gene flow was 
not advantageous in homogenous landscapes and 2) genetic rescue via the introduction of novel 
genetic variation from neighboring landscape grid cells helped buffer deleterious effects of 
broad-scale environmental changes.  
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Figure 4.7. Changes in the broad-sense heritability and metapopulation-wide abundance across 
1000 simulation time steps. The vertical red dashed line represents the time step that initiated an 
environmental change solid lines represent mean values per time step for 1000 simulations. Each 
scenario has a landscape temporal autocorrelation of 0.95 and spatial autocorrelation of 0.01 (i.e., 
ParamCodes 17, 18, 19, and 20 in Table C.1).  
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4.4.5 Conclusions 
We have presented the MEREC model and its abilities to recreate ecological and 
evolutionary processes and to serve as a tool for ongoing investigation into how spatially 
structured species interact with their environments. The MEREC model advances previous 
spatially explicit eco-evolutionary modeling efforts that were often confined to very few 
populations or relatively restricted landscapes. Given the ability of the GAMA programming 
environment to utilize massively parallel computing systems, our model is readily adaptable to a 
wide range of spatial and temporal scales, generally limited only by the investigator’s research 
question.  
Our implementation of the MEREC model to investigate the ability of rescue dynamics to 
operate within the context of varying spatio-temporal landscape configurations highlights the 
importance of maintaining gene flow, especially for spatially structured species distributed 
throughout a heterogeneous landscape. For instance, the relatively severe population declines 
that we observed during abrupt environmental changes were reduced by approximately half 
when gene flow was unimpeded. These observations are particularly relevant during the current 
era of ubiquitous landscape fragmentation that often results in diminished interpopulation 
connectivity (Haddad et al. 2015). Additionally, while abrupt environmental change occur 
naturally with disturbances such as wildfires or hurricanes, anthropogenic forces such as 
urbanization and climate change are exceedingly capable of causing the rapid and enduring 
environmental changes, such as those modeled here (McKinney 2002, Alley 2003).  
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CHAPTER 5 
DIFFERENTIAL GENE EXPRESSION ASSOCIATED WITH SHELL DISEASE AND 
ENVIRONMENT IN WILD-CAUGHT AMERICAN LOBSTER  
(HOMARUS AMERICANUS) 
 
5.1 Abstract 
Shell disease threatens the sustainability and quality of American lobster (Homarus 
americanus) harvests. Suppression of individuals’ immune systems due to environmental stress 
has been hypothesized to prompt the appearance of symptoms. We used whole transcriptome 
shotgun sequencing (RNA-seq) to compare genome-wide hepatopancreatic gene expression of 
individuals from three groups: asymptomatic from a region with very low disease prevalence, 
asymptomatic from a region with relatively high prevalence, and symptomatic from the same 
region with relatively high prevalence. By examining differential gene expression between the 
sample set pairings, my experimental design identified unique and interacting transcriptional 
effects of disease and environment. The de novo transcriptome assembly had 80,933 unigenes, 
including eight that were differentially expressed between symptomatic and asymptomatic 
lobsters regardless of the sample origin, suggesting environmentally independent expression 
associated with shell disease. These candidate disease-linked unigenes are associated with 
cuticular chitin/carbohydrate binding and defense against apoptotic death, among other 
processes. The number of differentially expressed unigenes in contrasts combining effects of 
disease condition and environment was much greater than for contrasts isolating these effects, 
suggesting a substantial amount of disease-related expression may be environmentally-dependent 
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(or vice versa).  The annotation of the hepatopancreatic transcriptome provides a resource for 
future American lobster transcriptomic research.  
 
5.2 Introduction 
The American lobster (Homarus americanus) is the United States’ most valuable 
commercial seafood species (Voorhees et al. 2016). In 2015, US landings totaled over 71 million 
kilograms, for a value of $666.6 million in ex vessel price (Program 2016), and the Maine 
Lobster Marketing Collaborative estimates the total economic contribution of the lobster fishery 
to the state to be nearly $1 billion (Steele 2013). Despite long being held as the ideal case of 
successful fisheries management (Acheson 2003), the lobster fishery faces increasing pressure 
from challenges such as climate change (Mills et al. 2013, Wahle et al. 2015) and disease 
(Gomez-Chiarri and Cobb 2012). In particular, water temperatures throughout the species’ 
geographical distribution have increased over the past decades (NOAA 2015, Boudreau et al. 
2015, Saba et al. 2015, Kleisner et al. 2016, 2017, Pershing et al. 2016). Climate-driving changes 
in the northwestern Atlantic ecosystem are hypothesized to play a key role in the species’ 
biogeographical changes (e.g., declines in abundance at the southern edge of their distribution; 
Wahle et al. 2015), phenological changes (e.g., earlier and more frequent molting; Steneck et al. 
2013, Boudreau et al. 2015, Tanaka and Chen 2016), and ecological changes such as changes in 
the magnitude of top-down/bottom-up control. These nascent threats to harvest sustainability 
have the potential to compound one another when stressful environments make animals more 
susceptible to disease or vice versa. However, discerning the interplay of environmental factors 
and disease can be particularly challenging in large natural systems like the Gulf of Maine. In 
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this study we use a comparative transcriptomics approach to gain better insight into these 
interactions for an emerging disease of wild lobsters. 
Shell disease in the American lobster is a pathological condition generally described as 
necrosis on the carapace or microbial degradation of the cuticle (Cawthorn 2011, Shields 2013a). 
Several distinct shell disease syndromes have been identified in American lobster including 
impoundment shell disease (ISD), black spot shell disease (BSSD), and epizootic shell disease 
(ESD; Quinn et al. 2013b). In every form of lobster shell disease, lesions are formed in 
association with microbial activities on the cuticle that progress from the external layers towards 
internal layers (Hess 1937, Shields 2013a, Quinn et al. 2013b, Davies et al. 2014). ESD is a 
relatively new form of shell disease first observed in lobsters from eastern Long Island 
Sound/Narragansett Bay, USA in 1996 (Castro and Angell 2000). Lobsters infected with ESD 
display irregular lesions and often are observed with pillars of chitin matrix in eroded carapace 
(Smolowitz et al. 2005). Although ISD and BSSD have been observed at relatively low 
prevalence levels (Robohm et al. 2005), ESD has been observed at levels up to 20-30% in 
southern New England (Shields 2013a). 
The biotic or abiotic agents associated with the onset and progression of shell diseases are 
generally not fully understood. ISD and BSSD are considered anthropogenically induced (e.g., 
impounding of lobsters, exposure to sewage sludge or mining waste) diseases (Quinn et al. 
2013b), whereas, ESD is a syndrome thought to involve multiple environmental, anthropogenic, 
and biological factors (Shields 2013a, Tanaka et al. 2017). Studies have identified the presence 
of a suite of Chitinoclasic bacteria, notably Aquimarina homari, in lesions from lobsters infected 
with ESD (Chistoserdov et al. 2005, 2012, Bell et al. 2012, Shields 2013b, Feinman et al. 2017). 
There is a strong possibility that changes in environment (i.e., water temperature) are linked to 
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the emergence of these opportunistic pathogens (Shields 2013b, Maynard et al. 2016). Water 
temperature is considered a primary environmental factor associated with the outbreak and 
progression of ESD in southern New England (Glenn and Pugh 2016), while sexual maturity and 
intermolt duration also have been identified as infection-promoting biological conditions 
(Tanaka et al. 2017). Water temperature near lobsters’ upper physiological tolerance limit could 
promote ESD by compromising a lobster’s immune system and promoting growth of pathogens 
(Smolowitz et al. 2005). The role of warming water temperatures is supported by 86% of Maine 
lobster harvesters who state that they perceive both warming waters and stress to be key 
contributors to shell disease (S. Belknap, unpublished data). Other hypotheses for the prevalence 
of ESD in wild populations include anthropogenic factors, such as PCBs, pesticides, metals, and 
herring diets from lobster traps.  
Analysis of gene expression levels provides a powerful means of assessing the 
physiological response of organisms to various stimuli (Todd et al. 2016). Whole transcriptome 
shotgun sequencing (RNA-seq) is a recently developed approach for quantifying gene expression 
levels across the genome of non-model species, making it a viable tool for an array of ecological 
research (Todd et al. 2016). An important advancement by early ecological RNA-seq studies has 
been the identification of gene activity linked to interactive effects of multiple stimuli 
experienced simultaneously, which would likely have been difficult to detect in a laboratory 
setting (reviewed in Alvarez et al. 2015). Additionally, this approach has proven useful for 
gaining a better understanding of how individual organisms respond to environmental stressors 
(Chapman et al. 2011, Chu et al. 2014) as well as disease (Pan et al. 2015, Polinski et al. 2016).  
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For this study, we used a comparative RNA-seq approach (Brauer et al. 2017) to assess 
the transcriptional response of wild American lobster associated with shell disease infection and 
local environments. Prior research on influences of shell disease on differential expression of a 
targeted subset of genes identified numerous differences among symptomatic and asymptomatic 
lobsters (Tarrant et al. 2010, 2012a). We sought to build upon this work by quantifying 
transcriptome-wide gene expression patterns. My first objective was to perform a de novo 
assembly and annotation of the American lobster hepatopancreatic transcriptome. With that 
information, we then sought to quantify differential gene expression of lobsters with and without 
shell disease symptoms from locations where the disease is present and not present. Because 
shell disease is hypothesized to have an etiology associated with environmentally-induced 
physiological stress, we made pairwise comparisons between sample sets that differed by either 
infection status, sampling location, or both to differentiate between transcriptional activity 
associated with environmental effects versus infection-related effects.  
 
5.3 Methods 
5.3.1 Sample Collection 
Samples were collected by lobster harvesters near Cutler and Portland, Maine, USA, in 
June 2015. Analyzed individuals were limited to male lobsters of legally harvestable length to 
reduce non-target variability in the sample set that may obscure gene expression signals of 
interest. These two locations were chosen because they represent contrasting regions in the Gulf 
of Maine with very low (Cutler) and relatively high (Portland) disease prevalence (Maynard et 
al. 2016). Collected individuals were placed on dry ice immediately upon the harvesters reaching 
port before being transported to the University of Maine, Orono, Maine, for tissue collection. 
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Within three hours of obtaining the lobsters, we removed hepatopancreas tissue from each 
individual and placed it in a vial containing RNALater stabilization reagent (QIAGEN) before 
storing the samples at -80°C. We focused on the hepatopancreas because of its role in both 
immune response and metabolism (Roszer 2014). Moreover, differential gene expression has 
been observed in the hepatopancreas of lobster with shell disease symptoms in studies targeting  
nine (Tarrant et al. 2010) and 12 (Tarrant et al. 2012b) specific genes. Lobsters were determined 
to be symptomatic by visual examination for the presence of pitting or lesions on their carapace, 
claws, legs, and tail (Figure 5.1). All individuals deemed symptomatic were in either a mild or 
moderate state of the disease (Cobb and Castro 2006) and those considered asymptomatic were 
completely absent of any pitting or lesions. 
 
 
 
Figure 5.1. Example of an American lobster with lesions characteristic of shell disease.   
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A rule-of-thumb that at least three biological replicates per treatment should be analyzed 
for effectively characterizing differential expression patterns has been proposed (Conesa et al. 
2016, Todd et al. 2016). Given the inherent diversity of conditions experienced in natural 
systems that may obscure signals of differential expression associated with shell disease, we 
decided to prioritize increased biological replication rather than depth of sequencing to better 
characterize diversity within treatment groups (Todd et al. 2016). Therefore, my analyzed 
samples included seven asymptomatic individuals from Cutler, Maine, USA (CTL-NEG), six 
symptomatic individuals from Portland, Maine, USA (PTL-POS), and nine asymptomatic 
individuals from near Portland, Maine, USA (PTL-NEG; Appendix D: Table D.1).    
 
5.3.2 RNA Extraction, Illumina Library Preparation, and Sequencing 
Prior to RNA extraction, between 15-25 mg of hepatopancreas tissue was mechanically 
homogenized for each individual. Total RNA was extracted using a QIAGEN RNeasy Mini-kit 
(QIAGEN, Netherlands) following manufacturer’s guidelines. RNA concentration and quality 
was evaluated using an RNA nano chip with an Agilent Bioanalyzer (Amersham Biosciences, 
Uppsala, Sweden). RNA quantities were normalized, and a DNase treatment was applied before 
using the RNA to prepare cDNA libraries using the Illumina TruSeq Stranded mRNA LT 
Library Preparation Kit (Illumina, USA). Each individual was given a uniquely barcoded index, 
and 75 basepair paired-end sequencing was carried out using an Illumina MiSeq at the Marine 
Gene Probe Laboratory at Dalhousie University in Halifax, Nova Scotia, Canada.  
 
 
 
119 
 
5.3.3 Read Processing and de novo Transcriptome Assembly 
Barcoded RNA-seq reads were filtered for quality and rRNA contamination, then 
trimmed. We conducted rRNA filtering using SORTMERNA (v 2.1), which segregates reads 
that map to databases containing various small- and large-subunit rRNAs (Kopylova et al. 2012). 
Next, we used Trimmomatic (v. 0.36; Bolger et al. 2014) to remove Illumina adapters, low-
quality reads with a Phred score below 15 across a sliding 4-base window, and reads shorter than 
36 bp.   
Because a reference genome for the American lobster has not been published, we 
conducted a de novo transcriptome assembly using reads pooled across all individuals using the 
Trinity 2.1.1 pipeline with default settings (Grabherr et al. 2013). We compared myde novo 
assembled transcripts to a set of arthropod near-universal single-copy orthologs using BUSCO 
v3 (Simão et al. 2015) to quantify the completeness of the transcriptome. Additional analyses 
were performed using only the longest isoform of each assembled unigene.  
 
5.3.4 Transcriptome Annotation 
We annotated assembled unigenes using Blast2GO (Conesa et al. 2005). Sequences were 
first aligned to the NCBI non-redundant database (nr; last update January 2015) using the 
BLASTx algorithm with an expect-value cutoff of 10-5. Sequence descriptions were determined 
using the Blast Description Annotator tool provided with Blast2GO. Unigenes with matches in 
the nr database were also annotated with Gene Ontology (GO) terms. Additionally, pathway 
analysis was conducted by querying unigene nucleotide sequences against the Kyoto 
Encyclopedia of Genes and Genomes (KEGG) pathway database using the bi-directional best hit 
method of the KEGG Automatic Annotation Server (KAAS; Moriya et al. 2007). Finally, second 
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and third level GO annotation terms were enumerated and categorized into ontological domains 
(cellular component, molecular function, or biological process) using WEGO (Ye et al. 2006).  
 
5.3.5 Differential Expression Analyses 
We aligned reads to the de novo transcriptome assembly using Bowtie (v. 1.1.2, 
Langmead et al. 2009) and quantified gene expression levels using RNA-Seq by Expectation-
Maximization (RSEM v. 1.2.31, Li and Dewey 2011), which was executed within Trinity. Only 
unigenes with expression levels greater than zero in at least three individuals were considered. 
Differentially expressed unigenes (DEUs) were identified across all sample group pairings using 
edgeR (Robinson et al. 2009, McCarthy et al. 2012). Significance levels for differential 
expression were established based on a 0.05 Benjamini and Hochberg (Benjamini and Hochberg 
1995) false discovery rate adjustment. In addition to nr and KEGG annotations, DEUs were also 
queried against the Insect Innate Immunity Database (IIID; Brucker et al. 2012) as recommended 
by Clark and Greenwood 2016 (Clark and Greenwood 2016). DEUs with zero detectable 
expression in one sampling location, which could potentially be caused by allelic variation 
between sites, were further evaluated by comparing expression levels for all unigenes with a 
similar description using a permutational multivariate analysis of variance using the Adonis 
function in the R package Vegan (Oksanen et al. 2017).  
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5.4 Results and Discussion 
5.4.1 Sequencing Results and de novo Transcriptome Assembly 
After filtering reads based on quality, rRNA contamination, and presence of adapters, the 
number of total retained read pairs per sample ranged from 575,637 to 3,448,513 (Appendix D, 
Table D.1). When grouped by infection status and sampling location, total retained read pairs per 
group were 11,878,529 (PTL-NEG), 11,869,453 (PTL-POS), and 10,196,707 (CTL-NEG). The 
number of reads mapped to each unigene averaged 13.2 per sample (range: 4.9 – 32.0), slightly 
exceeding the heuristic of 10 reads per transcript suggested by Todd et al. 2016 (Todd et al. 
2016) for obtaining sufficient statistical power while minimizing noise in differential expression 
analyses. 
A 70.6 mega-base transcriptome was assembled that included 97,901 contigs and 80,933 
putative unigenes (Table 5.1). Transcripts had an average length of 722 bp and a median length 
of 365 bp. The assembled transcriptome had N50 statistics of 1263 bp across all contigs and 927 
bp when only the longest isoform per unigene was considered, meaning that 50% of the 
basepairs in the transcriptome were in contigs greater than the stated lengths. A de novo 
American lobster transcriptome assembled using sequences obtained from brain, heart, 
abdominal muscle, and abdominal ganglia tissue identified similar transcript lengths(McGrath et 
al. 2016); however, a whole-body transcriptome from larval lobsters found many more (478,211) 
and longer (mean length: 1327 bp) transcripts (Clark and Greenwood 2016). The McGrath et 
al.(McGrath et al. 2016) transcriptome was assembled using more (145.3 million) and longer 
(single end, 109 bp) reads and the Clark and Greenwood (Clark and Greenwood 2016) did not 
provide details of sequencing methods. The larger number of transcripts detected in the whole-
body transcriptome assembly is unsurprising given the greater diversity of tissue types, each with 
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presumably unique transcriptional activity. BUSCO analyses indicated a high degree of 
completeness for our assembled transcriptome with 81.6% complete, 12% fragmented, and 6.4% 
missing near-universal single copy orthologs. This result is comparable to the McGrath et 
al.(McGrath et al. 2016) de novo assembled American lobster transcriptome, which we found to 
have 82.3% complete, 15.7% fragmented, and 2% missing orthologs.  
 
Table 5.1. Summary of de novo assembly of American lobster hepatopancreatic transcriptome. 
  
All contigs 
Longest 
isoform per 
unigene 
 Number of objects 97,901 80,933 
N10 length 4542 3883 
N20 length 3177 2619 
N30 length 2323 1845 
N40 length 1724 1327 
N50 length 1263 927 
Median contig length 365 342 
Average contig length 721.83 621.91 
Total assembled bases 70,667,498 50,333,320 
 
 
5.4.2 Transcriptome Annotation 
Blastx searches against the nr database found matches for 19,678 (24.3%) unigenes with 
13,697 (16.9%) having GO annotations. The most common GO sub-category assignments 
included binding and catalytic molecular functions and cellular and metabolic biological 
processes (Figure 5.2). Third level GO designators are provided in Appendix D, Figure D.1. 
KEGG database matches were assigned to 5661 (7.0%) of the sequences, which contribute to 
368 different biological pathways (Appendix D: Table D.2), with metabolic pathways being most 
commonly identified (Table 5.2). The high prevalence of unigenes assigned to metabolic related 
processes is expected given their tendency to be conserved among taxa (Peregrín-Alvarez et al. 
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2009), consequently increasing their likelihood of being included in well-annotated genomes of 
model species.  
 
Table 5.2. Top 20 KEGG biological pathways identified in the American lobster hepatopancreatic 
transcriptome. 
Pathway Pathway number 
Number 
of 
unigenes 
Metabolic pathways 01100 677 
Biosynthesis of secondary metabolites 01110 198 
Biosynthesis of antibiotics 01130 135 
Ribosome 03010 120 
Microbial metabolism in diverse 
environments 01120 114 
RNA transport 03013 114 
Huntington's disease 05016 108 
Endocytosis 04144 106 
Spliceosome 03040 103 
Protein processing in endoplasmic reticulum 04141 100 
Alzheimer's disease 05010 96 
Oxidative phosphorylation 00190 94 
Pathways in cancer 05200 93 
Purine metabolism 00230 90 
Parkinson's disease 05012 87 
Epstein-Barr virus infection 05169 84 
Ubiquitin mediated proteolysis 04120 81 
Non-alcoholic fatty liver disease 04932 78 
Carbon metabolism 01200 75 
HTLV-I infection 05166 75 
 
124 
 
 
Figure 5.2. Numbers of unigenes with Blast hits (expect value < 10-5) categorized by second level gene ontology classifiers.  
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5.4.3 Differential Expression Analyses 
My analyses identified 16 DEUs for CTL-NEG vs. PTL-NEG, 29 for PTL-POS vs. PTL-
NEG, and 120 for CTL-NEG vs. PTL-POS (Figure 5.3; Appendix D: Table D.3). The third level 
gene ontology terms for all DEUs are provided in Figure 5.4. The number of DEUs in the PTL-
POS vs. CTL-NEG comparison was roughly three times greater than the sum of the DEUs in 
PTL-POS vs. PTL-NEG and CTL-NEG vs. PTL-NEG indicating that the combined effects of 
infection and environment produce many unique transcriptional responses (105 new DEUs) that 
are not present in either of the environment- or disease-only comparisons. Studies examining 
transcriptional responses of stimuli experienced both independently and simultaneously in 
natural systems are uncommon; however, additional unique responses due to combined effects 
similarly have been observed in chicken experimentally exposed to heat and an inflammatory 
stimulus (Van Goor et al. 2017). 
Several unigenes were differentially expressed in multiple comparisons. For instance, 
eight unigenes were differentially expressed in both comparisons among symptomatic and 
asymptomatic lobsters. Because these eight unigenes were differentially expressed regardless of 
the sampling location, they are likely related to presence of the disease irrespective of 
environment (Figure 5.3). In contrast, the 125 DEUs identified in only one of the symptomatic 
vs. asymptomatic comparisons are considered potentially linked to the disease or linked in an 
environmentally context-dependent fashion. The same deduction can be made concerning those 
genes related to the environment, with seven likely candidate DEUs and 113 DEUs with a less-
confident or disease-dependent association. 
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Figure 5.3. Numbers of significantly differentially expressed unigenes among each pairing of 
three sample sets. Sets include uninfected individuals from Cutler, Maine (CTL-NEG), 
uninfected individuals from Portland, Maine (PTL-NEG), and infected individuals from 
Portland, Maine (PTL-POS). 
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Figure 5.4. Numbers of unigenes with Blast hits for each of pairing of three sample sets categorized by third level gene ontology 
classifiers. Sample sets include uninfected individuals from Cutler, Maine (CTL-NEG), uninfected individuals from Portland, Maine 
(PTL-NEG), and infected individuals from Portland, Maine (PTL-POS).
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Unigenes with a likely disease association that were successfully annotated may provide 
insight into how lobsters respond to shell disease infection. Of the eight likely disease associated 
DEUs, five had BLASTx matches for an entry in the Nr database (Figure 5.5). The first is the 
60S ribosomal protein L8 (DN14562_g1), which was downregulated for individuals with 
symptoms of shell disease (Figure 5.5a). Ribosomal proteins are collectively involved in 
translation and protein synthesis, although they have also been implicated in cell growth, cell 
death(Naora and Naora 1999), as well as numerous disease-related processes such as 
tumorigenesis and immune signaling (Zhou et al. 2015). A KEGG database match for 
DN14562_g1 supports the role of this ribosomal protein in translation. A DEU that codes for a 
transcriptional regulating protein (DN19221_g2; Figure 5.5b) was downregulated for 
symptomatic individuals and a lacZ fusion protein encoding DEU (DN29356_g1; Figure 5.5f) 
was upregulated for symptomatic individuals. The upregulation of lacZ is largely driven by a 
single high value and is likely caused by the presence of a bacteria that was sequenced in that 
individual. Another DEU (DN30795_g6) likely related to disease codes for a protein in the 
defender against apoptotic death (DAD) family and was upregulated for symptomatic lobsters 
while not being expressed for asymptomatic individuals (Figure 5.5g). Apoptosis is the process 
of programmed cell death that occurs normally, but both upregulation and downregulation of 
DAD proteins have been linked to disease and immune responses(Molthathong et al. 2008, 
Favaloro et al. 2012, Jorgensen et al. 2017). KEGG pathway analyses assign DN30795_g6 to 
multiple biological pathways including N-glycan biosynthesis and protein processing in 
endoplasmic reticulum. Transcription of a cuticular carbohydrate binding molecule was 
downregulated for symptomatic relative to asymptomatic individuals (DN32266_g1; Figure 
5.5h). Changes in cuticular chitin production for symptomatic lobsters linked to the 
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downregulation of carbohydrate binding molecules may contribute to development of the lesions 
associated with shell disease. 
Of the DEUs likely associated with environmental conditions, six had BLASTx matches 
for known proteins. Two of these are associated with a chitin-related carbohydrate binding 
molecule (CBM_14; Figure 5.6a and 5.6g), including a dentin sialophosphoprotein-like isoform 
(DN13403_g1) and unigene DN42237_g1. Notably, unigene DN13403_g1 was identified in the 
IIID as a contributor to the toll immune response pathway and linked to a response to fungal 
degradation, although it was not differentially expressed among comparisons of lobster with and 
without shell disease symptoms (Appendix D: Table D.3). Upregulation of CBM_14 related 
genes has been observed during the pre-molt phase in another crustacean (Seear et al. 2010). 
Given that both of these CBM_14-related unigenes were upregulated in the Cutler sample set 
although had wide ranging expression levels, some individuals in this population may have been 
entering into a pre-molting phase despite not having any obvious external signs of molting. 
Additional DEUs with likely environmental associations code for the 40S ribosomal protein S17 
(DN19180_g1) that is upregulated in the samples from Cutler relative to Portland (Figure 5.6b), 
and one that matches with a mitochondrial NADH dehydrogenase subunit 1 protein, a crucial 
component of cellular respiration (Weiss et al. 1991) (DN27677_g1; Figure 5.6c). However, the 
absence of detectable expression of the DN27677_g1 unigene in any of the Cutler samples is 
suggestive of geographical variation in the presence of this transcript that may preclude the 
relevance of detecting differential expression. To further evaluate expression of NADH 
dehydrogenase-related transcripts that may exist, we performed a permutational multivariate 
analysis of variance (Oksanen et al. 2017) based on expression levels of all transcripts with an 
assigned NADH dehydrogenase-related Blast description (n=55). Using sampling site as a factor 
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(i.e., disregarding infection status), NADH dehydrogenase-related unigenes were collectively 
found to be differentially expressed (p = 0.033) between the Cutler and Portland individuals, 
with Cutler samples being generally downregulated.  The observed upregulation in both Portland 
sample sets suggests those lobsters may have been experiencing anoxic conditions, higher 
respiration rates, or higher activity levels at the time of sampling. KEGG annotation also 
identified potential roles for DN27677_g1 in oxidative phosphorylation and retrograde 
endocannabinoid signaling. Other environmental DEUs code for a plasminogen activator sPA 
(DN30925_g1; Figure 5.6d) that catalyzes proteolysis and was upregulated for the Cutler 
samples, and the replicase of a Beihai hepe-like virus (DN33721_g1; Figure 5.6f), which was 
upregulated for the Portland samples.  
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Figure 5.5. Gene expression levels for each of three sample groups for shell disease related 
candidate unigenes. Expression levels represent log + 0.01 transformed values of transcripts per 
million transcripts sequenced 
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Figure 5.6. Gene expression levels for each of three sample groups for environment related 
candidate unigenes. Expression levels represent log + 0.01 transformed values of transcripts per 
million transcripts sequenced. 
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5.5. Conclusions 
This study aimed to advance the understanding of the causes and consequence of shell 
disease in American lobster. We documented evidence of the downregulation of a gene 
associated with cuticular chitin production for lobsters with shell disease, suggesting that lesions 
may result from a reduced ability to regenerate chitin in addition to the currently hypothesized 
chitin degradation owing to bacteria (Quinn et al. 2013a, Feinman et al. 2017). Additionally, 
upregulation of a gene in the DAD family for symptomatic individuals may be suggestive of a 
response to infection. However, the process of apoptosis involves complex interactions of many 
proteins, therefore warranting further investigation into its link with shell disease.  
In additional to identifying specific transcriptional targets associated with disease, my 
study design allowed us to assess unique and joint effects of local environments. Some of the 
unique environmental effects we noted in asymptomatic individuals may be associated with 
stress or molting status in ways that could affect individual susceptibility and overall incidence 
of disease, however, it is important to note that my study was not designed to infer these 
outcomes, because we assayed individuals that were already symptomatic (or not) at the time of 
sampling. Nonetheless, we found evidence for a comparatively large number of genes that were 
detectably differentially expressed only when disease state and environment acted jointly (CTL-
NEG vs. PTL-POS), supporting my assertion that local environments may play a large role in 
how lobsters physiologically respond to infection and that disease state can strongly influence 
physiological responses to local environmental conditions.   
In addition to demonstrating the value of sampling designs like ours for understanding 
interactions of disease and environment, my study provides some other noteworthy 
contributions. Pragmatically, my annotated transcriptome is the first assembled and published 
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from American lobster hepatopancreas and will provide a valuable resource for future research in 
this species. Conceptually, my study further emphasizes the imperative need for functional 
annotation of DNA sequences both broadly and specifically for crustaceans (Clark and 
Greenwood 2016). Continued efforts to increase the availability of functional annotations for 
non-model species will improve studies like ours by providing physiological context for genes of 
interest, consequently leading to a better understanding of the complex responses of organisms to 
internal and external stimuli.  
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APPENDIX A 
SUPPORTING INFORMATION ASSOCIATED WITH CHAPTER 2 
Microsatellite genotyping methods 
Polymerase chain reactions (PCRs) were conducted in 10 μL volumes containing 1.2 μL of 
template DNA, 2 μL of 5x polymerase buffer, 0.4 μL of forward and reverse primers for each of 
five loci contained in each multiplex (Table S1), 1.2 μL of 2.5 mmol*L-1 MgCl2, 0.2 mmol*L-1 
dNTPs, and sterile water. Loci were assigned to one of two five locus multiplexes per species 
and fluorescently labelled with either 6-FAM, VIC, NED, or PET dyes (Applied Biosystems, 
Foster City, CA, USA; Table S1).  
PCR conditions for spotted salamanders began with denaturing at 94°C for four minutes, 
followed by 30 cycles of 94°C for one minute, 58°C for one minute, and 72°C for one minute 
and 30 seconds. Finally, an extension period of five minutes at 72°C was performed. Wood frogs 
PCRs began with denaturing at 94°C for four minutes, followed by 26 cycles of 94°C for 45 
seconds, 58°C for one minute, and 72°C for 1 minute before a final five minute extension period 
at 72°C.  
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Table A.1. List of 10 spotted salamander and wood frog microsatellite loci used for analyses. 
Listings include multiplex arrangements, assigned fluorescence dye, and original citation.   
Species Locus Multiplex Dye Reference 
Spotted salamander AmaD321 1 PET Julian et al. 2003a 
Spotted salamander AmaD184 1 6-FAM Julian et al. 2003a 
Spotted salamander AmaD95 1 NED Julian et al. 2003a 
Spotted salamander AjeD23 1 6-FAM Julian et al. 2003b 
Spotted salamander AmaD99 1 VIC Julian et al. 2003a 
Spotted salamander AmaD328 2 NED Julian et al. 2003a 
Spotted salamander AmaC40 2 NED Julian et al. 2003a 
Spotted salamander AmaD287 2 6-FAM Julian et al. 2003a 
Spotted salamander AmaD49 2 PET Julian et al. 2003a 
Spotted salamander AmaD315 2 VIC Julian et al. 2003a 
Wood frog RsyC52 3 6-FAM Julian and King 2003 
Wood frog RsyD32 3 VIC Julian and King 2003 
Wood frog RsyD40 3 NED Julian and King 2003 
Wood frog RsyC83 3 PET Julian and King 2003 
Wood frog RsyC23 3 PET Julian and King 2003 
Wood frog RsyC11 4 6-FAM Julian and King 2003 
Wood frog RsyD88 4 VIC Julian and King 2003 
Wood frog RsyD77 4 NED Julian and King 2003 
Wood frog RsyC41 4 PET Julian and King 2003 
Wood frog RsyD20 4 PET Julian and King 2003 
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Table A.2 available online at https://figshare.com/s/24696ba1bbc37f07db7a 
169 
 
Table A.3. Site location information, sample size, quality control, and genetic diversity information for analyzed populations.  
Site name Latitude Longitude Spotted salamanders   Wood frogs N HW LD AO AR HE FIS   N HW LD AO AR HE FIS 
ALF-1 43.50788 -70.76709 17 0 0 6.63 5.45 0.723 0.034 
 
23 0 0 11.30 5.12 0.855 0.065 
AMH-1 44.856017 -68.415817 15 0 0 6.75 5.72 0.755 -0.048 
 
23 0 0 11.30 4.91 0.799 0.014 
AMH-2 44.831733 -68.41081 44 0 0 7.88 5.87 0.744 0.033 
 
40 0 2 13.00 4.98 0.806 0.063 
AMH-3 44.8625 -68.396077 33 0 0 7.63 5.53 0.704 -0.038 
 
17 0 0 10.40 5.00 0.831 0.002 
AMH-4 44.855217 -68.411587 29 0 0 7.50 5.79 0.757 0.01 
 
17 0 0 10.10 4.96 0.811 0.067 
BAN-1 44.863786 -68.736084 13 0 0 6.00 5.31 0.756 0.02 
 
- - - - - - - 
BAN-2 44.79044 -68.83422 18 1 1 6.63 5.39 0.726 0.044 
 
27 0 0 11.40 4.81 0.789 -0.023 
BAN-3 44.79794 -68.83723 - - - - - - - 
 
19 0 2 10.50 4.94 0.816 0.181 
BAN-5 44.8632 -68.75721 30 0 0 7.50 5.64 0.740 0.064 
 
- - - - - - - 
BAN-6 44.86372 -68.75248 30 0 0 7.00 5.41 0.722 -0.003 
 
- - - - - - - 
BAN-7 44.80195 -68.78882 - - - - - - - 
 
26 0 1 8.10 4.17 0.745 0.044 
BEN-1 44.58715 -69.51235 23 0 0 7.13 5.51 0.693 -0.044 
 
43 0 3 13.60 5.21 0.837 0.000 
BRU-1 43.89274 -69.98714 68 0 0 8.00 5.65 0.716 0.025 
 
58 1 6 13.90 5.35 0.863 0.030 
BRU-2 43.935533 -70.008217 35 0 1 6.63 5.13 0.700 0.016 
 
28 0 0 12.60 5.13 0.851 0.026 
BRU-3 43.916783 -69.98465 26 0 0 7.63 5.61 0.733 -0.004 
 
74 1 1 15.40 5.37 0.861 0.044 
BUX-1 43.59865 -70.469383 23 0 0 7.38 5.63 0.742 0.047 
 
33 0 2 13.40 5.17 0.847 0.014 
CUM-1 43.819133 -70.252717 32 0 1 7.38 5.61 0.733 0.058 
 
62 2 1 14.00 5.40 0.876 0.052 
DIX-1 44.6857 -69.134633 28 0 0 7.63 5.67 0.714 0.006 
 
- - - - - - - 
EDG-1 43.97081 -69.58153 61 0 0 8.00 5.50 0.732 0.005 
 
27 1 3 10.90 4.91 0.834 0.062 
EDM-1 44.8853 -67.2789 - - - - - - - 
 
24 0 0 10.70 4.74 0.768 0.081 
ELL-1 44.60868 -68.36858 26 0 0 6.88 5.51 0.727 -0.005 
 
26 0 2 9.70 4.63 0.778 0.003 
FAL-1 43.80073 -69.75086 23 0 0 5.88 4.84 0.698 0.1 
 
19 0 0 8.00 4.48 0.794 -0.008 
FRA-1 44.627483 -68.904683 30 0 0 7.25 5.45 0.672 0.037 
 
23 0 1 10.80 4.89 0.823 0.046 
FRE-1 43.856667 -70.080133 13 0 0 5.88 5.04 0.686 0.102 
 
15 0 0 9.80 5.10 0.854 0.055 
FRE-2 43.87105 -70.110917 43 0 0 7.50 5.63 0.744 0.014 
 
61 1 1 14.90 5.22 0.853 0.053 
FRE-3 43.8005 -70.1331 22 0 0 6.88 5.31 0.693 0.032 
 
18 0 0 9.60 4.77 0.831 0.086 
GLS-1 45.17524 -67.82938 25 0 0 6.75 5.33 0.690 0.007 
 
27 0 0 10.80 4.79 0.775 0.028 
GLS-2 45.17594 -67.86995 29 0 0 6.75 5.20 0.689 0.08 
 
- - - - - - - 
GLS-3 45.18357 -67.965 - - - - - - - 
 
21 2 0 10.90 4.76 0.785 0.121 
GRE-1 45.440053 -69.392208 31 0 0 7.38 5.38 0.712 0.003 
 
- - - - - - - 
GRE-2 45.538783 -69.543654 23 0 0 7.25 5.70 0.722 -0.026 
 
- - - - - - - 
GRE-3 45.695279 -69.46204 30 0 0 7.38 5.66 0.744 0.07 
 
58 0 0 13.80 5.14 0.831 0.045 
GRE-4 45.708404 -69.669413 20 0 0 6.25 5.13 0.708 -0.006 
 
39 0 0 12.90 5.06 0.832 0.002 
HAM-1 44.78044 -68.79021 39 0 0 7.50 5.78 0.747 0.051 
 
50 0 4 12.00 4.96 0.797 -0.001 
HAM-2 44.87251 -68.70609 39 0 2 5.88 4.90 0.680 0.017 
 
17 0 2 9.90 4.75 0.805 0.021 
HAM-3 44.725234 -68.839386 12 0 0 5.88 5.20 0.737 -0.035 
 
19 0 0 11.00 5.01 0.826 0.026 
HAM-4 44.72599 -68.83836 23 1 0 6.50 5.44 0.743 -0.007 
 
16 0 0 10.40 4.91 0.795 0.036 
HAM-5 44.72611 -68.83833 17 0 0 6.13 5.31 0.764 0.085 
 
- - - - - - - 
HAM-6 44.76887 -68.81382 - - - - - - - 
 
16 0 0 10.40 4.97 0.808 0.107 
JEF-1 44.13455 -69.5714 23 0 0 7.38 5.55 0.717 0.053 
 
- - - - - - - 
JEF-2 44.13133 -69.5752 60 0 1 8.63 5.65 0.714 -0.029 
 
31 0 0 12.80 5.18 0.841 0.038 
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JEF-3 44.22778 -69.46122 64 0 0 8.88 5.90 0.714 -0.014 
 
37 0 2 12.90 5.15 0.839 -0.004 
JEF-4 44.1574 -69.57211 23 0 0 7.13 5.70 0.740 0.046 
 
30 0 1 12.70 5.19 0.837 0.039 
JON-1 44.70088 -67.5263 23 0 0 7.88 6.13 0.764 0.002 
 
29 0 0 11.30 4.78 0.769 0.033 
LIN-1 44.33146 -68.063 17 0 0 6.25 5.39 0.702 0.047 
 
- - - - - - - 
LOV-1 44.2119 -70.87366 29 0 0 7.63 5.67 0.705 0.033 
 
23 1 0 13.00 5.26 0.865 0.049 
LOV-2 44.18099 -70.9356 15 0 0 6.13 5.36 0.719 -0.112 
 
25 0 0 12.00 5.17 0.861 0.026 
MAC-1 44.72039 -67.5263 - - - - - - - 
 
19 0 0 8.70 4.43 0.748 0.030 
MNT-1 44.44843 -69.30656 31 0 0 7.00 5.35 0.676 0.013 
 
16 0 0 10.50 5.04 0.835 0.012 
NEW-1 43.9913 -69.5885 - - - - - - - 
 
26 0 0 11.30 5.02 0.835 0.015 
OGU-1 43.24324 -70.61281 22 0 0 7.50 5.54 0.717 -0.001 
 
28 1 0 13.40 5.23 0.860 0.065 
ORO-1 44.888583 -68.78225 20 0 0 6.50 5.36 0.743 0.066 
 
26 0 0 11.40 4.99 0.816 -0.002 
ORO-3 44.878717 -68.757317 19 1 0 6.75 5.56 0.757 0.053 
 
- - - - - - - 
ORO-4 44.895533 -68.722867 29 0 3 7.50 5.85 0.762 0.037 
 
32 0 1 10.70 4.83 0.801 -0.018 
ORO-5 44.8933 -68.723917 15 0 0 6.25 5.30 0.754 0.049 
 
- - - - - - - 
ORO-6 44.889383 -68.760517 18 0 0 6.63 5.51 0.728 -0.077 
 
- - - - - - - 
ORO-7 44.8981 -68.68752 12 0 0 5.75 5.05 0.723 0.049 
 
12 0 0 8.80 4.74 0.791 -0.033 
ORO-8 44.87286 -68.70531 37 0 0 8.25 5.84 0.746 -0.012 
 
23 0 0 11.20 4.96 0.808 0.004 
ORO-10 44.89615 -68.72778 23 0 0 7.13 5.70 0.721 -0.013 
 
- - - - - - - 
OT-2 44.93884 -68.68915 - - - - - - - 
 
26 0 0 11.60 4.93 0.805 0.031 
OT-3 44.93901 -68.6713 19 0 0 6.88 5.57 0.706 -0.035 
 
- - - - - - - 
OT-5 44.93901 -68.6713 - - - - - - - 
 
21 0 0 11.20 5.00 0.807 0.027 
PHI-1 44.82591 -70.40891 20 0 0 6.75 5.58 0.718 0.056 
 
22 0 0 12.10 5.23 0.853 -0.014 
PIT-1 44.79525 -69.3681 19 0 0 6.63 5.48 0.733 0.02 
 
44 3 1 13.60 5.41 0.863 0.085 
PRO-1 44.536833 -68.880817 16 0 0 6.88 5.68 0.749 0.029 
 
- - - - - - - 
POW-1 43.94315 -70.203017 - - - - - - - 
 
28 0 0 12.50 5.21 0.856 -0.014 
SBR-1 43.87555 -69.56431 53 0 0 7.25 5.41 0.683 0.017 
 
33 0 1 10.70 4.77 0.798 -0.013 
SCA-1 43.55003 -70.36169 32 1 2 6.50 4.86 0.702 0.056 
 
30 0 4 10.30 4.85 0.832 0.030 
SCA-2 43.60163 -70.38015 24 0 0 6.13 5.01 0.699 0.019 
 
31 1 0 12.70 5.23 0.851 0.061 
SEA-1 44.49271 -68.93039 - - - - - - - 
 
26 0 2 10.10 4.82 0.805 -0.005 
SEB-1 43.90471 -70.67239 49 0 0 7.63 5.44 0.731 0.006 
 
27 0 0 13.40 5.19 0.849 -0.011 
SHA-1 43.50199 -70.79466 20 0 0 7.00 5.62 0.745 0.136 
 
29 0 0 12.00 5.07 0.834 0.054 
SID-1 44.42603 -69.70481 - - - - - - - 
 
26 1 0 12.20 5.09 0.845 0.054 
SKO-1 44.7757 -69.74332 27 0 0 7.75 5.73 0.749 0.004 
 
28 0 0 12.30 5.11 0.838 0.007 
SKO-2 44.76549 -69.59269 - - - - - - - 
 
20 0 2 10.90 5.02 0.834 0.035 
STA-1 44.77255 -69.91174 16 0 0 6.25 5.22 0.716 0.01 
 
38 0 0 13.60 5.22 0.842 0.043 
STA-2 44.77752 -69.92757 20 0 0 6.38 5.19 0.717 -0.006 
 
19 0 0 10.80 5.13 0.857 0.063 
SUL-1 44.52482 -68.16853 22 0 2 6.88 5.45 0.721 -0.023 
 
22 0 1 10.20 4.81 0.792 0.029 
TAT-1 43.28084 -70.69041 51 0 0 7.63 5.62 0.732 0.027 
 
18 0 0 11.00 4.96 0.830 -0.004 
TOP-1 43.954483 -69.976483 23 0 0 6.25 5.15 0.710 -0.029 
 
30 0 0 11.60 4.90 0.821 0.016 
TRE-1 44.80536 -67.15285 - - - - - - - 
 
12 0 0 7.50 4.19 0.736 0.033 
WAL-1 44.180917 -70.024217 15 0 0 7.00 5.77 0.752 -0.013 
 
45 0 0 13.80 5.29 0.852 0.043 
WAY-1 44.366033 -70.035417 33 0 0 7.25 5.45 0.702 0.035 
 
58 0 4 14.50 5.16 0.838 0.009 
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WB-1 43.74574 -70.36393 - - - - - - - 
 
21 1 0 11.60 5.24 0.863 0.041 
WEL-1 43.34105 -70.55378 18 0 0 6.75 5.48 0.734 -0.002 
 
40 0 0 13.40 5.14 0.845 0.023 
WEL-2 43.340982 -70.55058 31 0 3 7.13 5.49 0.747 -0.011 
 
28 1 1 12.50 5.30 0.869 0.039 
WEL-4 43.31988 -70.59468 32 0 0 6.50 5.08 0.716 0.057 
 
19 0 0 11.40 4.94 0.816 -0.018 
WEY-1 45.39568 -70.0009 - - - - - - - 
 
15 0 0 10.40 5.05 0.842 0.066 
WEY-2 45.044343 -69.990037 11 0 0 5.25 4.72 0.657 0.014 
 
25 0 4 12.30 5.23 0.853 -0.064 
WEY-3 45.09518 -69.78388 28 0 0 7.50 5.33 0.728 -0.012 
 
26 0 0 12.40 5.10 0.842 0.027 
WG-1 44.22255 -69.893033 11 0 0 6.00 5.38 0.722 -0.023 
 
34 0 0 13.90 5.39 0.869 -0.019 
WG-2 44.221783 -69.901083 12 0 0 5.13 4.57 0.681 -0.041 
 
- - - - - - - 
WHI-1 44.78317 -67.54623 19 0 0 7.38 5.75 0.745 0.029 
 
30 0 1 11.40 4.80 0.768 -0.011 
WIL-1 44.61431 -70.26837 17 0 0 6.00 5.03 0.719 -0.113 
 
23 0 6 10.20 5.05 0.855 0.027 
WIS-1 43.960033 -69.693833 - - - - - - - 
 
29 0 1 11.40 5.11 0.851 0.016 
WLM-1 45.3036 -69.34457 24 0 0 6.25 5.26 0.724 -0.05 
 
- - - - - - - 
WM-1 45.023405 -70.454206 - - - - - - - 
 
13 0 4 9.00 4.98 0.847 0.143 
WM-2 44.92064 -70.50822 19 0 0 7.38 5.68 0.711 -0.083 
 
12 0 0 9.50 5.01 0.851 0.050 
WM-3 44.767724 -70.49833 10 0 0 5.75 5.19 0.732 -0.144 
 
- - - - - - - 
WM-4 44.73882 -70.45364 17 0 0 5.88 5.07 0.716 -0.027 
 
30 0 0 13.60 5.34 0.867 0.016 
WOL-1 43.9494 -69.807 29 0 0 7.88 6.06 0.776 -0.067 
 
28 0 0 12.10 5.06 0.828 0.036 
WOO-1 44.4036 -70.548683 21 0 0 7.00 5.47 0.734 0.016 
 
29 0 0 13.20 5.34 0.869 0.013 
YAR-1 43.79115 -70.205483 14 0 0 6.75 5.60 0.706 -0.011 
 
20 0 0 11.80 5.18 0.856 0.018 
YAR-2 43.821117 -70.209033 47 0 0 6.75 5.11 0.693 0.095 
 
- - - - - - - 
YAR-3 43.98565 -69.944283 - - - - - - - 
 
21 0 1 11.10 5.09 0.850 -0.020 
YAR-4 43.812283 -70.176717 - - - - - - - 
 
16 0 4 9.20 4.84 0.835 -0.061 
YOR-1 43.122728 -70.64477 30 0 0 5.75 4.83 0.681 -0.029 
 
- - - - - - - 
YOR-2 43.175521 -70.71255 32 0 0 7.13 5.14 0.693 0.006 
 
24 0 0 12.30 5.21 0.852 0.017 
YOR-3 43.177481 -70.640711 25 0 0 6.75 5.55 0.760 0.02 
 
- - - - - - - 
YOR-4 43.230644 -70.631586 57 1 0 7.88 5.36 0.711 0.013 
 
- - - - - - - 
Average 
  
26.81 0.06 0.18 6.91 5.43 0.72 0.01 
 
28.03 0.20 0.83 11.58 5.02 0.83 0.03 
N: Sample size; HW: Number of Hardy-Weinberg equilibrium non-conforming samples; LD: Number of samples with loci in linkage disequilibrium; AO: Average number of 
alleles across loci; AR: Allelic richness; HE: Expected heterozygosity; FIS: Wright's inbreeding coefficient 
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Table A.4. Resistance values included in model optimization. Listings include 
partial Mantel r coefficient and P values based on 10,000 replicates. 
    
Spotted 
salamanders   Wood frogs 
Landscape feature Cost r P   r P 
Land cover A 1 0.156 0.001 
 
0.103 0.001 
 
3 0.128 0.001 
 
0.086 0.001 
 
5 0.108 0.001 
 
0.093 0.001 
  10 0.063 0.001   0.096 0.001 
Land cover B 1 0.156 0.001 
 
0.103 0.001 
 
3 0.155 0.001 
 
0.059 0.001 
 
5 0.140 0.001 
 
0.029 0.002 
 
10 0.096 0.001 
 
-0.011 0.918 
  15 0.061 0.001   -0.026 1 
Land cover C 1 0.156 0.001 
 
0.103 0.001 
 
5 0.159 0.001 
 
0.171 0.001 
 
10 0.151 0.001 
 
0.184 0.001 
 
15 0.144 0.001 
 
0.188 0.001 
  30 0.130 0.001   0.186 0.001 
Interstates 1 0.156 0.001 
 
0.103 0.001 
 
10 0.161 0.001 
 
0.121 0.001 
 
100 0.191 0.001 
 
0.155 0.001 
 
200 0.212 0.001 
 
0.168 0.001 
 
500 0.242 0.001 
 
0.179 0.001 
 
1000 0.255 0.001 
 
0.178 0.001 
 
1500 0.254 0.001 
 
0.171 0.001 
 
3000 0.237 0.001 
 
0.155 0.001 
Secondary roads 1 0.156 0.001   0.103 0.001 
 
10 0.143 0.001 
 
0.144 0.001 
 
25 0.143 0.001 
 
0.155 0.001 
 
50 0.115 0.001 
 
0.144 0.001 
  100 0.088 0.001   0.129 0.001 
Paved light roads 1 0.156 0.001 
 
0.103 0.001 
 
10 0.286 0.001 
 
0.192 0.001 
 
25 0.306 0.001 
 
0.183 0.001 
 
50 0.304 0.001 
 
0.170 0.001 
  100 0.295 0.001   0.159 0.001 
Medium rivers 1 0.156 0.001 
 
0.103 0.001 
 
10 0.154 0.001 
 
0.116 0.001 
 
50 0.067 0.001 
 
0.142 0.001 
 
100 0.045 0.001 
 
0.159 0.001 
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Table A.4 continued 
       
 
200 0.034 0.009 
 
0.176 0.001 
 
500 0.027 0.012 
 
0.191 0.001 
  750 0.025 0.013   0.192 0.001 
Large rivers 1 0.156 0.001 
 
0.103 0.001 
 
10 0.156 0.001 
 
0.105 0.001 
 
100 0.154 0.001 
 
0.114 0.001 
 
200 0.151 0.001 
 
0.120 0.001 
 
500 0.145 0.001 
 
0.131 0.001 
 
750 0.141 0.001 
 
0.137 0.001 
 
1500 0.133 0.001 
 
0.144 0.001 
 
3000 0.125 0.001 
 
0.148 0.001 
 
4500 0.121 0.001 
 
0.150 0.001 
  6000 0.119 0.001   0.150 0.001 
Railroads 1 0.156 0.001 
 
0.103 0.001 
 
50 0.150 0.001 
 
0.066 0.001 
 
100 0.122 0.001 
 
0.047 0.001 
  200 0.106 0.001   0.036 0.002 
TRI 0 0.115 0.001 
 
-0.014 0.927 
 
10 0.143 0.001 
 
0.056 0.001 
 
50 0.151 0.001 
 
0.087 0.001 
 
100 0.153 0.001 
 
0.093 0.001 
 
250 0.153 0.001 
 
0.097 0.001 
 
500 0.154 0.001 
 
0.099 0.001 
 
750 0.154 0.001 
 
0.099 0.001 
  1000 0.154 0.001   0.099 0.001 
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APPENDIX B 
SUPPORTING INFORMATION ASSOCIATED WITH CHAPTER 3 
 
 
 
Figure B.1. Cumulative density plots of genetic diversity for eight wood frog populations.  
Genetic diversity measures included observed heterozygosity (D = 0.015; p < 0.001) and 
nucleotide diversity (D = 0.018; p < 0.001). 
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Figure B.2. Principal coordinate analysis that differentiates 96 wood frogs into rural and urban 
groups based on 37 putatively adaptive loci. 
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Table B.1. Alignment information for 18 wood frog sequences putatively under selection associated with urbanization. 
American 
bullfrog scaffold 
Alignment 
start position 
Alignment 
end position 
Wood frog 
locus name Sequence 
scaffold829544 612 657 10314 TGCAGGGGTAAGGAGAAAGAACCACAGCAGCCAGCAGGAATCCAC 
scaffold3454 269998 270042 11958 TGCAGGGCGCGCGCTGTGATCACCGAGTCACCAGAGACTCGGGTG 
scaffold162164 2336 2381 12782 TGCAGGGCTGTGTAAGTCTCAGGACTGGAAGGACAGAAAGGCAAA 
scaffold2086 222012 222057 14401 TGCAGGGACTTTTATGATTATTTCTTATATTTTACAATATACTAT 
scaffold4042 146630 146675 15875 TGCAGGCCTTGTTTGGAGATGGACTCTCTAGGGTATGATGCTGGT 
scaffold25209 18170 18215 22202 TGCAGGAAAAATGCCTGAGCCCCATGCATCAGGGCTAATTGGGGC 
scaffold35921 12989 13034 24027 TGCAGGCAAGTCTGTTGCTTTTCACATCATGGGCAAACCCCAGGT 
scaffold293655 1848 1893 36280 TGCAGGGGGCACGTTTTTCTACTTGCTCAAGGAAAGTTTATTATT 
scaffold42878 9339 9384 37297 TGCAGGCAGCTGCTTCTTTTAAGAATCCTCCCTCCATGCCACCTT 
scaffold30445 12356 12400 38484 TGCAGGGGTATAAATCCAGTATGCAGGGCACCCCATACATTCTAC 
scaffold2052 106361 106406 43149 TGCAGGCCAATATCATAATGCGCTAGTATGTACCACATACTAGCA 
scaffold23181 81852 81897 49123 TGCAGGGCGCTATACAGGTCCAGGGGAGTGGACCCTAGTTTAAGG 
scaffold1657 199816 199861 61512 TGCAGGATCTCCGTTTGCCTCTGAAGAGATTCCTTCCATCCCAAA 
scaffold9395 170143 170188 61834 TGCAGGTTCCCTTTTTCAATGCAGATAAAGCCCAACAACTTGAGT 
scaffold104342 2625 2670 63330 TGCAGGTCTTGTTTAGTGGGCAGCACTGCGACTATATCCCAGAGA 
scaffold20073 37714 37759 63867 TGCAGGAGGTTGTCATAGCTCAGGGAGAGCTGGAGGCCTACTGCT 
scaffold33517 30692 30737 75170 TGCAGGAGCCAATCTGCCAAGTTCTCGCCTCCGAGGCAAATCATC 
scaffold1644 20926 20971 82232 TGCAGGCAGTGCCGTTGTTGGAATTTGAACACACAAACCCAGTGC 
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APPENDIX C 
SUPPORTING INFORMATION ASSOCIATED WITH CHAPTER 4 
Table C.1. Input parameter combinations for the experimental analyses. 
Input parameters 
ParamCode TA SA Rapidness of change Dispersal rate 
1 0.99 0.001 Gradual 0.01 
2 0.99 0.001 Gradual 0.1 
3 0.99 0.001 Abrupt 0.01 
4 0.99 0.001 Abrupt 0.1 
5 0.99 0.01 Gradual 0.01 
6 0.99 0.01 Gradual 0.1 
7 0.99 0.01 Abrupt 0.01 
8 0.99 0.01 Abrupt 0.1 
9 0.99 0.1 Gradual 0.01 
10 0.99 0.1 Gradual 0.1 
11 0.99 0.1 Abrupt 0.01 
12 0.99 0.1 Abrupt 0.1 
13 0.95 0.001 Gradual 0.01 
14 0.95 0.001 Gradual 0.1 
15 0.95 0.001 Abrupt 0.01 
16 0.95 0.001 Abrupt 0.1 
17 0.95 0.01 Gradual 0.01 
18 0.95 0.01 Gradual 0.1 
19 0.95 0.01 Abrupt 0.01 
20 0.95 0.01 Abrupt 0.1 
21 0.95 0.1 Gradual 0.01 
22 0.95 0.1 Gradual 0.1 
23 0.95 0.1 Abrupt 0.01 
24 0.95 0.1 Abrupt 0.1 
25 0.9 0.001 Gradual 0.01 
26 0.9 0.001 Gradual 0.1 
27 0.9 0.001 Abrupt 0.01 
28 0.9 0.001 Abrupt 0.1 
29 0.9 0.01 Gradual 0.01 
30 0.9 0.01 Gradual 0.1 
31 0.9 0.01 Abrupt 0.01 
32 0.9 0.01 Abrupt 0.1 
33 0.9 0.1 Gradual 0.01 
34 0.9 0.1 Gradual 0.1 
35 0.9 0.1 Abrupt 0.01 
36 0.9 0.1 Abrupt 0.1 
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Figure C.1. Method of estimating magnitude and duration of abundance decline. Examples 
include the magnitude (AAbundance – BAbundance) and duration (ATime step – CTime step) for (A.) abrupt 
and (B.) gradual environmental change scenarios.  
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Figure C.2. Landscape and individual variable values for the focal cell. Measures include mean 
realized fitness, phenotype, and environmental value for the center landscape grid cell during 
four scenarios of varying environmental change and dispersal rates across 1000 simulation time 
steps. Each scenario has a landscape temporal autocorrelation of 0.95 and spatial autocorrelation 
of 0.01 (i.e., ParamCodes 17, 18, 19, and 20 in Table C.1). 
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Figure C.3. Influence of spatial autocorrelation on magnitude and duration of abundance 
declines. Models included gradual and abrupt environmental change scenarios with either a 0.01 
or 0.1 dispersal rate of individuals. Trendlines are shown following loess smoothing among ten 
simulated spatial and temporal autocorrelation values and shading around trendlines represents 
95% confidence intervals for a linear model fit to the data. 
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Figure C.4. Influence of temporal autocorrelation on magnitude and duration of abundance 
declines. Models included gradual and abrupt environmental change scenarios with either a 0.01 
or 0.1 dispersal rate of individuals. Trendlines are shown following loess smoothing among ten 
simulated spatial and temporal autocorrelation values and shading around trendlines represents 
95% confidence intervals for a linear model fit to the data. 
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Figure C.5. Relationship between subpopulation abundance and proportion of occupied cells. 
Models included across 1000 simulation time steps, a landscape temporal autocorrelation of 
0.95, and spatial autocorrelation of 0.01 (i.e., ParamCodes 17, 18, 19, and 20 in Table C.1). 
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Figure C.6. Changes in the broad-sense heritability, and variance in phenotypic plasticity trait 
value, genetic trait value, and phenotype. The vertical red dashed line represents the time step 
that initiated an environmental change solid lines represent mean values per time step for 1000 
simulations. Each scenario has a landscape temporal autocorrelation of 0.95 and spatial 
autocorrelation of 0.01 (i.e., ParamCodes 17, 18, 19, and 20 in Table C.1).  
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APPENDIX D 
SUPPORTING INFORMATION ASSOCIATED WITH CHAPTER 5 
 
Figure D.1. Number of unigenes in the de novo assembled American lobster hepatopancreas transcriptome with Blast hits categorized 
by third level gene ontology classifiers.  
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Table D.1. Sample collection and transcriptome sequencing results for 24 analyzed American lobsters. Infection status, mass, capture 
information, number of raw sequencing read pairs, number of read pairs retained following quality filtering and adapter trimming, and percent 
of read pairs retained for American lobster (Homarus americanus) included in transcriptome assembly and differential gene expression 
analyses. Sample # refers to the naming scheme in accompanying files containing cDNA sequences and expression counts. 
Lobster # Sample # Location Infected? Mass (g) 
Time 
collected 
Time 
dissected 
Date 
(m/d/y) 
Raw read 
pairs 
Retained 
read pairs 
Percent of 
reads 
retained 
1 2 Cutler No 504 1200 1600 6/8/2015 896327 659098 73.5 
2 3 Cutler No 489 1200 1600 6/8/2015 1613160 1361384 84.4 
3 5 Cutler No 574 1200 1600 6/8/2015 3616546 2630719 72.7 
4 7 Cutler No 486 1200 1600 6/8/2015 903919 679429 75.2 
5 9 Cutler No 675 1200 1600 6/8/2015 2181695 1729612 79.3 
6 11 Cutler No 595 1200 1600 6/8/2015 1112351 971608 87.3 
8 15 Cutler No 651 1200 1600 6/8/2015 3049300 2164857 71.0 
9 17 Portland No 674 1400 1800 6/15/2015 722486 575637 79.7 
10 19 Portland No 578 1400 1800 6/15/2015 3838918 3110982 81.0 
11 21 Portland Yes 517 1400 1800 6/15/2015 3262841 2593345 79.5 
12 24 Portland Yes 505 1400 1800 6/15/2015 2996452 2259738 75.4 
13 25 Portland No 596 1400 1800 6/18/2015 1960765 1599203 81.6 
14 28 Portland Yes 691 1400 1800 6/18/2015 1376960 875587 63.6 
15 29 Portland No 536 1400 1800 6/18/2015 1726345 1046409 60.6 
16 31 Portland No 541 1400 1800 6/18/2015 941834 709270 75.3 
17 33 Portland No 545 1400 1800 6/18/2015 2508979 1937714 77.2 
18 36 Portland No 481 1400 1800 6/18/2015 1111504 828674 74.6 
19 38 Portland No 487 1400 1800 6/18/2015 1357219 579206 42.7 
20 39 Portland Yes 627 1400 1800 6/18/2015 2883177 2053067 71.2 
21 41 Portland Yes 514 1400 1800 6/22/2015 792370 639203 80.7 
23 45 Portland No 502 1400 1800 6/30/2015 2102152 1491434 70.9 
24 47 Portland Yes 469 1400 1800 6/30/2015 4660311 3448513 74.0 
186 
 
Table D.2. KEGG biological pathways identified in the de novo assembled American lobster 
hepatopancreatic transcriptome.  
Metabolism   
Global and overview maps 
 01100 Metabolic pathways  677 
01110 Biosynthesis of secondary metabolites  198 
01120 Microbial metabolism in diverse environments  114 
01130 Biosynthesis of antibiotics  135 
01200 Carbon metabolism  75 
01210 2-Oxocarboxylic acid metabolism  11 
01212 Fatty acid metabolism  29 
01230 Biosynthesis of amino acids  44 
01220 Degradation of aromatic compounds  3 
Carbohydrate metabolism 
 00010 Glycolysis / Gluconeogenesis  32 
00020 Citrate cycle (TCA cycle) 22 
00030 Pentose phosphate pathway  20 
00040 Pentose and glucuronate interconversions  12 
00051 Fructose and mannose metabolism  22 
00052 Galactose metabolism  15 
00053 Ascorbate and aldarate metabolism  7 
00500 Starch and sucrose metabolism  18 
00520 Amino sugar and nucleotide sugar metabolism  28 
00620 Pyruvate metabolism  25 
00630 Glyoxylate and dicarboxylate metabolism  24 
00640 Propanoate metabolism  24 
00650 Butanoate metabolism  16 
00562 Inositol phosphate metabolism  31 
Energy metabolism 
 00190 Oxidative phosphorylation  94 
00710 Carbon fixation in photosynthetic organisms  16 
00720 Carbon fixation pathways in prokaryotes  10 
00680 Methane metabolism  17 
00910 Nitrogen metabolism  4 
00920 Sulfur metabolism  7 
Lipid metabolism 
 00061 Fatty acid biosynthesis  7 
00062 Fatty acid elongation  13 
00071 Fatty acid degradation  23 
00072 Synthesis and degradation of ketone bodies  5 
  
00073 Cutin, suberine and wax biosynthesis  1 
187 
 
Table D.2 continued 
  
00100 Steroid biosynthesis  6 
00120 Primary bile acid biosynthesis  3 
00140 Steroid hormone biosynthesis  9 
00561 Glycerolipid metabolism  24 
00564 Glycerophospholipid metabolism  39 
00565 Ether lipid metabolism  15 
00600 Sphingolipid metabolism  22 
00590 Arachidonic acid metabolism  16 
00591 Linoleic acid metabolism  5 
00592 alpha-Linolenic acid metabolism  5 
01040 Biosynthesis of unsaturated fatty acids  10 
Nucleotide metabolism 
 00230 Purine metabolism  90 
00240 Pyrimidine metabolism  66 
Amino acid metabolism 
 00250 Alanine, aspartate and glutamate metabolism  22 
00260 Glycine, serine and threonine metabolism  30 
00270 Cysteine and methionine metabolism  27 
00280 Valine, leucine and isoleucine degradation  37 
00290 Valine, leucine and isoleucine biosynthesis  2 
00300 Lysine biosynthesis  4 
00310 Lysine degradation  33 
00220 Arginine biosynthesis  12 
00330 Arginine and proline metabolism  30 
00340 Histidine metabolism  10 
00350 Tyrosine metabolism  14 
00360 Phenylalanine metabolism  9 
00380 Tryptophan metabolism  19 
00400 Phenylalanine, tyrosine and tryptophan biosynthesis  3 
Metabolism of other amino acids 
 00410 beta-Alanine metabolism  19 
00430 Taurine and hypotaurine metabolism  3 
00440 Phosphonate and phosphinate metabolism  2 
00450 Selenocompound metabolism  9 
00460 Cyanoamino acid metabolism  2 
00471 D-Glutamine and D-glutamate metabolism  2 
00472 D-Arginine and D-ornithine metabolism  1 
00473 D-Alanine metabolism  1 
00480 Glutathione metabolism  23 
Glycan biosynthesis and metabolism 
 00510 N-Glycan biosynthesis  32 
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Table D.2 continued 
  
00513 Various types of N-glycan biosynthesis  24 
00512 Mucin type O-glycan biosynthesis  2 
00515 Mannose type O-glycan biosynthesis  10 
00514 Other types of O-glycan biosynthesis  9 
00532 Glycosaminoglycan biosynthesis - chondroitin sulfate / dermatan sulfate  6 
00534 Glycosaminoglycan biosynthesis - heparan sulfate / heparin  8 
00533 Glycosaminoglycan biosynthesis - keratan sulfate  3 
00531 Glycosaminoglycan degradation  12 
00563 Glycosylphosphatidylinositol (GPI)-anchor biosynthesis 19 
00601 Glycosphingolipid biosynthesis - lacto and neolacto series  5 
00603 Glycosphingolipid biosynthesis - globo and isoglobo series  5 
00604 Glycosphingolipid biosynthesis - ganglio series  3 
00511 Other glycan degradation  11 
Metabolism of cofactors and vitamins 
 00730 Thiamine metabolism  6 
00740 Riboflavin metabolism  5 
00750 Vitamin B6 metabolism  4 
00760 Nicotinate and nicotinamide metabolism  13 
00770 Pantothenate and CoA biosynthesis  12 
00780 Biotin metabolism  3 
00785 Lipoic acid metabolism  3 
00790 Folate biosynthesis  10 
00670 One carbon pool by folate  13 
00830 Retinol metabolism  9 
00860 Porphyrin and chlorophyll metabolism  19 
00130 Ubiquinone and other terpenoid-quinone biosynthesis  9 
Metabolism of terpenoids and polyketides 
 00900 Terpenoid backbone biosynthesis  18 
00904 Diterpenoid biosynthesis  1 
00981 Insect hormone biosynthesis  2 
00908 Zeatin biosynthesis  2 
00903 Limonene and pinene degradation  1 
00281 Geraniol degradation  3 
01051 Biosynthesis of ansamycins  1 
Biosynthesis of other secondary metabolites 
 00940 Phenylpropanoid biosynthesis  2 
00944 Flavone and flavonol biosynthesis  1 
00901 Indole alkaloid biosynthesis  1 
00950 Isoquinoline alkaloid biosynthesis  6 
00960 Tropane, piperidine and pyridine alkaloid biosynthesis  3 
00232 Caffeine metabolism  1 
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Table D.2 continued 
  
00965 Betalain biosynthesis  2 
00311 Penicillin and cephalosporin biosynthesis  1 
00261 Monobactam biosynthesis  1 
00521 Streptomycin biosynthesis  4 
00524 Neomycin, kanamycin and gentamicin biosynthesis  1 
00401 Novobiocin biosynthesis  1 
00254 Aflatoxin biosynthesis  1 
Xenobiotics biodegradation and metabolism 
 00362 Benzoate degradation  2 
00627 Aminobenzoate degradation  5 
00625 Chloroalkane and chloroalkene degradation  4 
00361 Chlorocyclohexane and chlorobenzene degradation  1 
00643 Styrene degradation  3 
00930 Caprolactam degradation  4 
00626 Naphthalene degradation  2 
00980 Metabolism of xenobiotics by cytochrome P450  9 
00982 Drug metabolism - cytochrome P450  8 
00983 Drug metabolism - other enzymes  19 
  Genetic Information Processing 
Transcription 
 03020 RNA polymerase  29 
03022 Basal transcription factors  28 
03040 Spliceosome  103 
Translation 
 03010 Ribosome  120 
00970 Aminoacyl-tRNA biosynthesis  28 
03013 RNA transport  114 
03015 mRNA surveillance pathway  54 
03008 Ribosome biogenesis in eukaryotes  61 
Folding, sorting and degradation 
 03060 Protein export  21 
04141 Protein processing in endoplasmic reticulum  100 
04130 SNARE interactions in vesicular transport  17 
04120 Ubiquitin mediated proteolysis  81 
04122 Sulfur relay system  7 
03050 Proteasome  34 
03018 RNA degradation  54 
Replication and repair 
 03030 DNA replication  25 
03410 Base excision repair  23 
190 
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03420 Nucleotide excision repair  30 
03430 Mismatch repair  15 
03440 Homologous recombination  24 
03450 Non-homologous end-joining  7 
03460 Fanconi anemia pathway  28 
  Environmental Information Processing 
  Membrane transport 
 02010 ABC transporters  13 
03070 Bacterial secretion system  3 
Signal transduction 
 02020 Two-component system  8 
04014 Ras signaling pathway  49 
04015 Rap1 signaling pathway  45 
04010 MAPK signaling pathway  57 
04013 MAPK signaling pathway - fly  51 
04016 MAPK signaling pathway - plant  5 
04011 MAPK signaling pathway - yeast  16 
04012 ErbB signaling pathway  27 
04310 Wnt signaling pathway  43 
04330 Notch signaling pathway  20 
04340 Hedgehog signaling pathway  13 
04341 Hedgehog signaling pathway - fly  14 
04350 TGF-beta signaling pathway  24 
04390 Hippo signaling pathway  43 
04391 Hippo signaling pathway - fly  31 
04392 Hippo signaling pathway -multiple species  9 
04370 VEGF signaling pathway  18 
04371 Apelin signaling pathway  38 
04630 Jak-STAT signaling pathway  17 
04064 NF-kappa B signaling pathway  15 
04668 TNF signaling pathway  24 
04066 HIF-1 signaling pathway  30 
04068 FoxO signaling pathway  38 
04020 Calcium signaling pathway  30 
04070 Phosphatidylinositol signaling system  35 
04072 Phospholipase D signaling pathway  35 
04071 Sphingolipid signaling pathway  37 
04024 cAMP signaling pathway  43 
04022 cGMP-PKG signaling pathway  36 
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04151 PI3K-Akt signaling pathway  66 
04152 AMPK signaling pathway  51 
04150 mTOR signaling pathway  70 
Signaling molecules and interaction 
 04080 Neuroactive ligand-receptor interaction  12 
04060 Cytokine-cytokine receptor interaction  7 
04512 ECM-receptor interaction  13 
04514 Cell adhesion molecules (CAMs) 9 
  Cellular Processes 
Transport and catabolism 
 04144 Endocytosis  106 
04145 Phagosome  41 
04142 Lysosome  63 
04146 Peroxisome  50 
04140 Autophagy - animal  66 
04138 Autophagy - yeast  46 
04136 Autophagy - other  21 
04137 Mitophagy - animal  33 
04139 Mitophagy - yeast  16 
Cell growth and death 
 04110 Cell cycle  63 
04111 Cell cycle - yeast  48 
04112 Cell cycle - Caulobacter  3 
04113 Meiosis - yeast  36 
04114 Oocyte meiosis  43 
04210 Apoptosis  35 
04214 Apoptosis - fly  32 
04215 Apoptosis - multiple species  12 
04216 Ferroptosis  14 
04115 p53 signaling pathway  17 
Cellular community - eukaryotes 
 04510 Focal adhesion  54 
04520 Adherens junction  27 
04530 Tight junction  50 
04540 Gap junction  19 
04550 Signaling pathways regulating pluripotency of stem cells  25 
Cellular community - prokaryotes 
 02024 Quorum sensing  6 
02026 Biofilm formation - Escherichia coli  1 
Cell motility 
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04810 Regulation of actin cytoskeleton  55 
  Organismal Systems 
Immune system 
 04640 Hematopoietic cell lineage  1 
04610 Complement and coagulation cascades  5 
04611 Platelet activation  29 
04620 Toll-like receptor signaling pathway  20 
04624 Toll and Imd signaling pathway  22 
04621 NOD-like receptor signaling pathway  30 
04622 RIG-I-like receptor signaling pathway  13 
04623 Cytosolic DNA-sensing pathway  18 
04650 Natural killer cell mediated cytotoxicity  17 
04612 Antigen processing and presentation  15 
04660 T cell receptor signaling pathway  23 
04658 Th1 and Th2 cell differentiation  14 
04659 Th17 cell differentiation  17 
04657 IL-17 signaling pathway  16 
04662 B cell receptor signaling pathway  16 
04664 Fc epsilon RI signaling pathway  17 
04666 Fc gamma R-mediated phagocytosis  29 
04670 Leukocyte transendothelial migration  24 
04062 Chemokine signaling pathway  40 
Endocrine system 
 04911 Insulin secretion  17 
04910 Insulin signaling pathway  52 
04922 Glucagon signaling pathway  36 
04923 Regulation of lipolysis in adipocytes  13 
04920 Adipocytokine signaling pathway  20 
03320 PPAR signaling pathway  18 
04912 GnRH signaling pathway  28 
04913 Ovarian steroidogenesis  10 
04915 Estrogen signaling pathway  28 
04914 Progesterone-mediated oocyte maturation  33 
04917 Prolactin signaling pathway  18 
04921 Oxytocin signaling pathway  38 
04918 Thyroid hormone synthesis  20 
04919 Thyroid hormone signaling pathway  45 
04916 Melanogenesis  24 
04924 Renin secretion  13 
04614 Renin-angiotensin system  8 
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04925 Aldosterone synthesis and secretion  19 
Circulatory system 
 04260 Cardiac muscle contraction  25 
04261 Adrenergic signaling in cardiomyocytes  29 
04270 Vascular smooth muscle contraction  25 
Digestive system 
 04970 Salivary secretion  20 
04971 Gastric acid secretion  16 
04972 Pancreatic secretion  27 
04976 Bile secretion  18 
04973 Carbohydrate digestion and absorption  9 
04974 Protein digestion and absorption  15 
04975 Fat digestion and absorption  9 
04977 Vitamin digestion and absorption  5 
04978 Mineral absorption  10 
Excretory system 
 04962 Vasopressin-regulated water reabsorption  22 
04960 Aldosterone-regulated sodium reabsorption  10 
04961 Endocrine and other factor-regulated calcium reabsorption  15 
04964 Proximal tubule bicarbonate reclamation  7 
04966 Collecting duct acid secretion  11 
Nervous system 
 04724 Glutamatergic synapse  23 
04727 GABAergic synapse  15 
04725 Cholinergic synapse  21 
04728 Dopaminergic synapse  29 
04726 Serotonergic synapse  23 
04720 Long-term potentiation  17 
04730 Long-term depression  17 
04723 Retrograde endocannabinoid signaling  55 
04721 Synaptic vesicle cycle  25 
04722 Neurotrophin signaling pathway  38 
Sensory system 
 04744 Phototransduction  3 
04745 Phototransduction - fly  8 
04740 Olfactory transduction  10 
04742 Taste transduction  3 
04750 Inflammatory mediator regulation of TRP channels  21 
Development 
 04320 Dorso-ventral axis formation  17 
04360 Axon guidance  40 
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04380 Osteoclast differentiation  21 
Aging 
 04211 Longevity regulating pathway  35 
04212 Longevity regulating pathway - worm  37 
04213 Longevity regulating pathway - multiple species  23 
Environmental adaptation 
 04710 Circadian rhythm  11 
04713 Circadian entrainment  22 
04711 Circadian rhythm - fly  6 
04712 Circadian rhythm - plant  2 
04626 Plant-pathogen interaction  6 
  Human Diseases 
Cancers: Overview 
 05200 Pathways in cancer  93 
05230 Central carbon metabolism in cancer  21 
05231 Choline metabolism in cancer  33 
05202 Transcriptional misregulation in cancer  36 
05206 MicroRNAs in cancer  47 
05205 Proteoglycans in cancer  55 
05204 Chemical carcinogenesis  14 
05203 Viral carcinogenesis  68 
Cancers: Specific types 
 05210 Colorectal cancer  23 
05212 Pancreatic cancer  18 
05214 Glioma  17 
05216 Thyroid cancer  10 
05221 Acute myeloid leukemia  16 
05220 Chronic myeloid leukemia  20 
05217 Basal cell carcinoma  8 
05218 Melanoma  9 
05211 Renal cell carcinoma  28 
05219 Bladder cancer  10 
05215 Prostate cancer  23 
05213 Endometrial cancer  20 
05224 Breast cancer  30 
05222 Small cell lung cancer  22 
05223 Non-small cell lung cancer  16 
Immune diseases 
 05322 Systemic lupus erythematosus  8 
05323 Rheumatoid arthritis  18 
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05321 Inflammatory bowel disease (IBD) 2 
05340 Primary immunodeficiency  1 
Neurodegenerative diseases 
 05010 Alzheimer's disease  96 
05012 Parkinson's disease  87 
05014 Amyotrophic lateral sclerosis (ALS) 14 
05016 Huntington's disease  108 
05020 Prion diseases  8 
Substance dependence 
 05030 Cocaine addiction  10 
05031 Amphetamine addiction  16 
05032 Morphine addiction  17 
05033 Nicotine addiction  2 
05034 Alcoholism  28 
Cardiovascular diseases 
 05418 Fluid shear stress and atherosclerosis  30 
05410 Hypertrophic cardiomyopathy (HCM) 12 
05412 Arrhythmogenic right ventricular cardiomyopathy (ARVC) 9 
05414 Dilated cardiomyopathy  12 
05416 Viral myocarditis  8 
Endocrine and metabolic diseases 
 04930 Type II diabetes mellitus  10 
04940 Type I diabetes mellitus  1 
04950 Maturity onset diabetes of the young  5 
04932 Non-alcoholic fatty liver disease  78 
04931 Insulin resistance  36 
04933 AGE-RAGE signaling pathway in diabetic complications  21 
Infectious diseases: Bacterial 
 05110 Vibrio cholerae infection  28 
05120 Epithelial cell signaling in Helicobacter pylori infection  28 
05130 Pathogenic Escherichia coli infection  18 
05132 Salmonella infection  24 
05131 Shigellosis  26 
05133 Pertussis  13 
05134 Legionellosis  18 
05152 Tuberculosis  36 
05100 Bacterial invasion of epithelial cells  32 
Infectious diseases: Viral 
 05166 HTLV-I infection  75 
05162 Measles  23 
05164 Influenza A  41 
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05161 Hepatitis B  35 
05160 Hepatitis C  26 
05168 Herpes simplex infection  47 
05169 Epstein-Barr virus infection  84 
Infectious diseases: Parasitic 
 05146 Amoebiasis  18 
05144 Malaria  5 
05145 Toxoplasmosis  25 
05140 Leishmaniasis  13 
05142 Chagas disease (American trypanosomiasis) 24 
05143 African trypanosomiasis  6 
Drug resistance: Antimicrobial 
 01502 Vancomycin resistance  1 
Drug resistance: Antineoplastic 
 01521 EGFR tyrosine kinase inhibitor resistance  24 
01524 Platinum drug resistance  17 
01523 Antifolate resistance  12 
01522 Endocrine resistance  26 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
197 
 
Table D.3 available online at https://figshare.com/s/dc482fcac205cacc9533 
 
 
198 
 
BIOGRAPHY OF THE AUTHOR 
 Jared Joseph Homola was born in Owosso, Michigan on June 20, 1986. He was raised in 
Corunna and Owosso, Michigan and graduated from Corunna High School in 2004. He then 
attended Lansing Community College in Lansing, Michigan to explore potential career paths 
before transferring to Michigan State University in 2007. At MSU, Jared worked as a molecular 
ecology laboratory and field technician, where he earned the opportunity to collaborate on a 
variety of research projects that culminated in publications in Journal of Great Lakes Research 
(2010 and 2012), Environmental Biology of Fishes (2011), and Transactions of the American 
Fisheries Society (2012). Jared graduated from Michigan State University in 2010 with a 
Bachelor’s degree in Fisheries and Wildlife. He then attended Annis Water Resources Institute at 
Grand Valley State University in Muskegon, Michigan where he earned a Master’s degree in 
Biology in 2013. His Master’s thesis focused on the disease ecology of an undescribed 
microsporidian parasite and its interactions with its host fish species and was published in 
Canadian Journal of Fisheries and Aquatic Sciences (2014), North American Journal of 
Fisheries Management (2015), and Journal of Fish Biology (2016). Jared then advanced to a 
doctoral program at the University of Maine, where his research has resulted in one publication 
to date (PLoS One 2017). Jared is an active member of The Society for the Study of Evolution, 
American Society of Naturalists, and the American Fisheries Society. He is a candidate for the 
Doctor of Philosophy degree in Ecology and Environmental Sciences from the University of 
Maine in August 2018.  
 
