Tracking dynamic construction objects ---a key node modeling approach using color-depth cameras by Yuan, Chenxi
Purdue University
Purdue e-Pubs
Open Access Theses Theses and Dissertations
Summer 2014
Tracking dynamic construction objects ---a key




Follow this and additional works at: https://docs.lib.purdue.edu/open_access_theses
Part of the Civil Engineering Commons, Computer Sciences Commons, and the Electrical and
Electronics Commons
This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.
Recommended Citation






TRACKING DYNAMIC CONSTRUCTION OBJECTS —A KEY NODE MODELING 
APPROACH USING COLOR-DEPTH CAMERAS 
 
 
A Thesis  
Submitted to the Faculty  
of  





In Partial Fullfillment of the  
Requirements for the Degree  
of  






















First of all, I would like to express my sincere gratitude to my major advisor, 
Professor Hubo Cai, for his support and guidance throughout this research and past two 
years study at Purdue. His patient guidance taught me how to think every aspect of my 
research or study from the view of a researcher as well as an engineer. I will not forget 
his instruction and friendliness. Thank you! 
 
I also would like to express my gratitude to my committee members, Professor 
Phillip S. Dunston and Professor James S. Bethel, for sharing their precious time with me 
and allowing me to discuss the issues in my thesis. They taught me not only the 
knowledge that I needed but also the attitude that a scholar should have. 
 
I also thank my officemates Shuai Li, Jason Park and visiting scholar Peng Mao. I 
really enjoyed our group meeting every week when we shared our research progress and 
sent good suggestions to each other.  
 
Last but not the least, thank all my dear brothers and sisters in Greater Lafayette 
Chinese Alliance Church (GLCAC). Without your spiritual support, I can’t overcome 
every big challenge in my life during the past two and a half years. 
iv 
 





LIST OF TABLES ............................................................................................................ vii 
LIST OF FIGURES ......................................................................................................... viii 
ABSTRACT ...................................................................................................................... xii 
CHAPTER 1 . INTRODUCTION ...................................................................................... 1 
1.1 Background ............................................................................................................... 1 
1.2 Motivation and Current Practice ............................................................................... 3 
1.2.1 Motivation .......................................................................................................... 3 
1.2.2 Current Practice ................................................................................................. 4 
1.3 Problem Statement .................................................................................................... 9 
1.4 Research Goal and Methodology ............................................................................ 12 
1.5 Contributions .......................................................................................................... 14 
1.6 Organization of the Thesis ...................................................................................... 15 
CHAPTER 2 . KEY NODE MODELING FOR CONSTRUCTION OBJECTS ............. 17 
2.1 Key Node Model and Modeling ............................................................................. 19 
2.1.1 Definition of key node model .......................................................................... 19 
2.1.2 Characteristics of key node model ................................................................... 20 




2.2 Key Node Modeling for Construction Objects ....................................................... 24 
2.3 Key Node Model Template Library Training ......................................................... 26 
2.4 Key Node Model-based Object Detection .............................................................. 33 
2.4.1 Theoretical basis — Bayesian estimation ........................................................ 33 
2.4.2 Chamfer matching — Component feature matching ....................................... 35 
2.4.3 Cascade detector — Sum up component chamfer matching results ................ 36 
2.4.4 General workflow of key node object detection .............................................. 38 
2.5 Key Node Model-based Object Locating ............................................................... 41 
2.6 Key Node Model-based Object Tracking ............................................................... 43 
2.7 Summary ................................................................................................................. 50 
CHAPTER 3 . COLOR-DEPTH CAMERAS: WORKING PRINCIPLES AND DATA 
PRE-PROCESSING ......................................................................................................... 51 
3.1 Range Sensing Technologies on Construction Sites ............................................... 51 
3.1.1 GPS and WLAN .............................................................................................. 52 
3.1.2 RFID and UWB ............................................................................................... 52 
3.1.3 Vision-based Sensing Technologies ................................................................ 54 
3.1.4 Summary .......................................................................................................... 59 
3.2 Working Principles of SwissRanger SR4000 ......................................................... 62 
3.2.1 Field of View (FOV) ........................................................................................ 62 
3.2.2 Phase-Shift Principle ........................................................................................ 63 
3.2.2 Non-Ambiguity Range (dmax) ........................................................................ 65 




3.3 Data Pre-processing ................................................................................................ 67 
3.3.1 Output Data Formats ........................................................................................ 67 
3.3.2 Data pre-processing ......................................................................................... 69 
CHAPTER 4 . IMPLEMENTATION: KEY NODE MODELING OF AN EXCAVATOR
........................................................................................................................................... 72 
4.1 Indoor Experiment Setup ........................................................................................ 72 
4.2 Experimental methodology ..................................................................................... 75 
4.3 Key Node Object Detection .................................................................................... 76 
4.4 Key Node Object Locating ..................................................................................... 78 
4.6 Discussions and following work ............................................................................. 87 
CHAPTER 5 . CONCLUSIONS AND FUTURE WORK ............................................... 88 
5.1 Conclusions ............................................................................................................. 88 
5.2 Limitations and Discussions ................................................................................... 88 
5.3 Future Work ............................................................................................................ 89 
5.3.1 Multiple Objects Tracking ............................................................................... 89 
5.3.2 Behavioral Prediction....................................................................................... 90 
LIST OF REFERENCES .................................................................................................. 91 
vii 
 




Table                Page 
Table 3.1 Comparison of various popular sensing technologies ...................................... 60 
Table 3.2 Function for each filter in SwissRanger SR4000’s driver ................................ 69 
Table 4.1 Key Node 5x5 Boundary Box Matrices ............................................................ 81 










Figure                                                                                                                             Page 
Figure 1.1 Main causes of deaths in construction (BLS 2013) ........................................... 1 
Figure 1.2 Comparison of construction productivities to that of all non-farm industries 
(Teicholz 2013) ................................................................................................................... 2 
Figure 1.3 Poor safety and low productivity performance on construction sites ................ 3 
Figure 1.4 Logic flow to detect, locate and track objects ................................................... 4 
Figure 1.5 Webcam monitoring systems installed on construction sites ............................ 7 
Figure 1.6 Key node model to represent the geometries of construction objects ............. 10 
Figure 1.7 Key node model to incorporate the spatial constraints of kinematic 
components ....................................................................................................................... 11 
Figure 1.8 Framework for detecting, locating and tracking construction objects ............ 13 
Figure 1.9 Brief outline of this thesis................................................................................ 16 
Figure 2.1 Organization of this chapter ............................................................................ 17 
Figure 2.2 A chair and its key node model ....................................................................... 19 
Figure 2.3 A tower crane and its key node model ............................................................ 20 
Figure 2.4 Shanghai Oriental Pearl TV Tower and two key node models ....................... 20 
Figure 2.5 Three key-node model for a dump truck ......................................................... 21 
Figure 2.6 Three key node model for a ladder truck......................................................... 22
ix 
 
Figure                                                                                                                              Page 
Figure 2.7 Three stages of key node modeling ................................................................. 24 
Figure 2.8 Two dump trucks in different poses with the same skeleton structure ............ 25 
Figure 2.9 Truck crane with the stretchable booms and a flexible chain ......................... 25 
Figure 2.10 Features of the key node model — Geometrical shape and kinematic 
characteristics .................................................................................................................... 27 
Figure 2.11 Geometrical feature points along the object boundary .................................. 28 
Figure 2.12 Training process of the edge descriptor of an excavator ............................... 28 
Figure 2.13 Structured component model of the human face ........................................... 29 
Figure 2.14 Working ranges for CAT 336D L hydraulic excavator (CAT) ..................... 30 
Figure 2.15 Generating synthetic data under supervision ................................................. 31 
Figure 2.16 A simple training test based on one key node model .................................... 31 
Figure 2.17 Data structure of the key node model ............................................................ 32 
Figure 2.18 Partition of B by mutually exclusive and exhaustive Ai’s ............................. 34 
Figure 2.19 Chamfer matching between model boundary and nearest image edge ......... 35 
Figure 2.20 Chamfer matching for detecting the stick of an excavator ............................ 36 
Figure 2.21 Cascade classifier-based matching mechanism ............................................. 37 
Figure 2.22 Edge image getting from original color images ............................................ 39 
Figure 2.23 General workflow of detecting an excavator ................................................. 40 
Figure 2.24 Mapping image pixel value to 3D point cloud coordinate ............................ 41 
Figure 2.25 Nearest Neighbor Search (NNS) ................................................................... 42 
Figure 2.26 Comparison of two popular tracking strategies ............................................. 44 
Figure 2.27 Mixed vision-based tracking strategy ............................................................ 45 
x 
 
Figure                                                                                                                              Page 
Figure 2.28 Generic Workflow of Frame Difference ....................................................... 46 
Figure 2.29 Background subtraction example .................................................................. 46 
Figure 2.30 Drawbacks of image difference algorithms (Migliore et al. 2006) ............... 47 
Figure 2.31 Basic optical flow estimation (H: previous image; I: current image) ........... 48 
Figure 2.32 Lukas & Kanade optical flow estimation ...................................................... 50 
Figure 3.1 Applications of Range Sensing Technology on Construction Site ................. 51 
Figure 3.2 Basic principle of RFID................................................................................... 53 
Figure 3.3 Georg Wiora's data model of photogrammetry (Wiora 2001) ........................ 55 
Figure 3.4 Basic operating principle of a Lidar (Shan and Toth 2008) ............................ 56 
Figure 3.5 Two types of ToF cameras .............................................................................. 57 
Figure 3.6 Example of structured light sensor technique using speckle pattern ............... 58 
Figure 3.7 Standard Field of View of SwissRanger SR4000 ............................................ 63 
Figure 3.8 Time of Flight sampling of returned modulated signal (Mesa Imaging) ........ 63 
Figure 3.9 The electric charge of four sampling signals(Kang et al. 2011) ...................... 64 
Figure 3.10 Non-ambiguity range (Mesa Imaging) .......................................................... 65 
Figure 3.11 Multiple reflections path ................................................................................ 66 
Figure 3.12 Output Data structure of SwissRanger SR4000 ............................................ 67 
Figure 3.13 Relationships between four types of the output data formats........................ 67 
Figure 3.14 Confidence Map ............................................................................................ 68 
Figure 3.15 Depth-colored 3-D point cloud for measuring a white wall at a            
constant distance of 1m. .................................................................................................... 70 
Figure 4.1 Indoor experiment setting ................................................................................ 73 
xi 
 
Figure                                                                                                                             Page 
Figure 4.2 The dimension of indoor environment ............................................................ 74 
Figure 4.3 Top view (A-view) of the camera and the crawler belts of the excavator ...... 74 
Figure 4.4 Side view (B-view) of the excavator ............................................................... 74 
Figure 4.5 Whole processes for detecting, locating and tracking an excavator ................ 76 
Figure 4.6 Whole workflow of key node detection of an excavator using                      
sum-and-max algorithm .................................................................................................... 78 
Figure 4.7 3D coordinates of the key nodes ..................................................................... 80 
Figure 4.8 Intensity image (left) and depth image (right) ................................................. 85 
Figure 4.9 The pixel value of the boundary box ............................................................... 85 
Figure 4.10 Tracking the key node when the excavator doesn’t change its poses ........... 86 
Figure 4.11 Tracking the key node when the excavator changing its poses ..................... 86 









Yuan, Chenxi. M.S.C.E., Purdue University, August 2014. Tracking dynamic 
construction objects — A key node modeling approach using color-depth cameras. 




A construction site presents a dynamic scenario. Locations of multiple objects are 
continuously changing and a lot of objects enter and exit the site in high frequencies. 
Meanwhile a construction activity consists of a large amount of stochastic operations, 
many uncertainties occur when making decisions. Believing that detecting, locating and 
tracking dynamic construction objects in real time improve construction productivity and 
enhance construction safety, a large number of studies have applied a variety of sensing 
technologies to construction sites. Hybrid image-point cloud sensing technologies, such 
as color-depth cameras, have a great potential in achieving real time object recognition 
and tracking in an efficient manner. However, there is one big challenge unsolved which 
is caused by the complexity and variety of construction objects — lacking a generic 
modeling approach to analyze varying objects, and a follow-up “seamless” workflow to 
automated detecting, locating and tracking dynamic objects in real-time or near real-time. 
This study proposes a key nodes modeling approach to facilitate the detecting, locating 
and tracking process. First, a supervised training process is designed based on key nodes 
model which can lead to a standard templates library for typical construction objects.
xiii 
 
Then the key nodes model abstracts the distinguished characteristics of object’s 
geometric shape, meanwhile incorporates the kinematic constraints for adjacent parts of 
objects. Object detection is realized by comparing the real object components and 
segmented contour templates in a traversal order of the tree structure of the key nodes. 
Since color-depth cameras capture not only images, but also the distance between 
detected objects and the camera itself in a format of three-dimensional (3D) point clouds, 
the 3D spatial location of the detected key node is obtained by linking its image pixel 
value with corresponding 3D point coordinate. Therefore, the objects  can be dynamically 
located and tracked in a very smooth and efficient manner. 
 
The key nodes modeling approach is proved to be efficient for detecting, locating 
and tracking key nodes of objects, which also has great potential for interactive analysis 







Construction is a high hazard industry where construction workers engage in 
many activities that may expose them to serious hazards (OSHA 2012). In the past five 
years, approximately three construction workers died every working day. In 2012, 
construction industry continued to have the highest number of fatalities among all 
industries (BLS 2013), with the fourth highest fatality rate (CFOI 2012). The total annual 
cost of fatalities and injuries in 2012 for construction industry amounted to nearly $13 
billion (CPWR 2008). Figure 1.1 illustrates that the leading causes of the total of 775 
deaths on construction sites in 2012 were falls (36%), struck-by (10%), electrocution 
(9%), and caught-in/between (2%). 
                               
Figure 1.1 Main causes of deaths in construction (BLS 2013) 
CHAPTER 1. INTRODUCTION 
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Construction is also a low productivity industry. It is the only industry that has a 
gradually declining productivity (with some modest exceptions) since 1964 (Teicholz 
2013). Teicholz (2013) (Figure 1.2) compared the construction labor productivities from 
1964 to 2012 based to the productivity for all non-farm industries. The general decline 
rate of construction labor productivities is about -0.32% per year. This is particularly 
alarming when compared to that of all non-farm industries, which have experienced an 
increasing productivity of 3.06% per year. The net impact of low productivity thus leaves 
the construction industry with undesired consequences such as project delays, cost 
overruns, resource wastes, and etc. 
 
Figure 1.2 Comparison of construction productivities to that of all non-farm industries 
(Teicholz 2013) 
 
The root cause of the poor safety and low productivity performance is that the 
objects in construction site are not at the right locations at the right times, and not 
Construction labor productivities 
based on various deflators 
All non-farm industries 
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interacting with each other in the right manner. For example, Figure 1.3(a) presents a 
dangerous scene that is common in construction site. The dangling hook of a truck tower 
is close to two construction personnel working on a roof. Under such circumstances, fall 
down and struck-by accidents are most likely to occur. Figure 1.3(b) illustrates that a 
steel beam hovers above a batch of protruding scaffold bars, making it difficult for the 
site workers to reach and install the steel beam. This is a very common scenario in the 
hoisting and installation process, which decreases the construction productivities.  
 
Figure 1.3 Poor safety and low productivity performance on construction sites 
 
1.2 Motivation and Current Practice 
 
1.2.1 Motivation 
Automated detecting, locating and tracking construction objects in real time is a 
promising way to improve safety and productivity in construction sites. The implications 
of the term “detecting, locating and tracking” is illustrated in Figure 1.4. “Detect” refers 
to discern the objects from their surroundings and recognize what objects they are, e.g., 
the type and category of the object. “Locate” refers to determine the 3D position of the 
detected object at a specific time point informing where is the detected object. Most of 
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objects in construction are dynamic with continuous changing locations, such movements 
are also need to be tracked and monitored. “Track” refers to record and monitor the 
movement or the trajectory of the detected objects indicating from where to where the 
objects move. With the attributes of the detected objects and the associated spatial and 
temporal information, the construction site managers can make decisions in an informed 
and real time manner. As a result, many avoidable accidents can be prevented and 
notorious low productivity can be improved. 
 
 
Figure 1.4 Logic flow to detect, locate and track objects 
 
1.2.2 Current Practice 
Believing that detecting, locating and tracking dynamic construction objects in 
real time improve construction productivity and enhance construction safety, a large 
number of studies have applied a variety of sensing technologies to construction sites. 
 
Tag-based sensing technologies: One of the most widely used strategies is 
attaching various types of tags to identify, locate and track materials and equipment on 
construction sites. The basic principle is: (1) The necessary information (such as object id, 
status, vendor name, shipping date, etc.) is written into the chips of the attached tags. (2) 
The receivers can capture the electromagnetic signals which carry the data from the tags 
via the wireless local network at radio or microwave frequency, such as Radio Frequency 
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Identification (RFID) and Ultra-Wideband (UWB). As the data carried by the signals to 
the receivers already contains rich information of the target objects, it is a very 
straightforward manner to recognize objects. (3) Different locating algorithms are applied 
to compute the locations of tags based on detected information from multiple receivers or 
readers in the wireless network. 
 
Currently, many research efforts have been made in automated detecting, locating 
and tracking construction site objects using tag-based sensing technologies. For example, 
tag-based Radio Frequency Identification (RFID) (Andoh et al. 2012a; Kumar and 
Sommerville 2012) and Ultra-Wideband (UWB) (Teizer et al. 2013; Zhang and Hammad 
2012) have been used for recognizing and tracking heavy equipment, labors and 
construction materials.  
 
However, as the electromagnetic signals are easily disturbed by various obstacles 
under such congested construction environment, the low accuracy in localization and 
unstable performance in detection hinder its application in construction site (Khoury and 
Kamat 2007). Besides, it is uneconomical to attach a tag (such as a RFID tag, a GPS 
logger, etc.) to each site object and keep maintaining the information stored in each tag 
(Navon and Goldschmidt 2003; Teizer et al. 2007). 
 
Light Detection and Ranging (LIDAR) & Infrared Detection and Ranging 
(IRDAR): LIDAR or IRDAR are very similar to Radio-wave Detection and Ranging 
(RADAR) except that it emits laser or infrared respectively instead of radio and 
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microwave. Basically, a laser or infrared signal is sent out of a transmitter and the emitted 
pulses are scattered back to the receiver. According to the speed of light, the time of 
flight or the phase shift between the emitted signal and returned signal, the distance 
between the sensor and the scanned surfaces can be calculated. It outputs a very dense 
point cloud vision of the scanned environment with high accuracy, Therefore, as long as 
the target objects can be segmented from the environment, the performance of location 
and tracking is quite satisfactory.  
 
As it requires substantial post-processing to manually segment objects from the 
dense point clouds in current practices, such as three-dimensional as-built reconstructions 
(Argüelles-Fraga et al. 2013; Bosché 2012; Gilsinn et al. 2005; Tang and Alaswad 2012; 
Yue et al. 2006), it is still a big challenge in automating the process of object 
segmentation and even more difficult to implement such technologies for object detection, 
location and tracking at real-time or near real-time. 
 
Camera/camcorder: As an traditional vision-based sensing technology, digital 
cameras and camcorders are emerged on construction site. This sensing technology is 
easily accepted by people owing to its “what you see is what you get” impression in an 
format of 2D images. A large amount of image processing algorithms have been 
developed by computer vision field aiming at automated detecting and tracking specific 
objects from 2D images or video frames. Besides, in order to tell the 3D location of the 
detected objects, photogrammetry/videogrammetry, which is another important branch, 
has investigated the relationship between 2D image space and 3D object space, and 
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designed specific algorithms for different scenarios to restore the 3D information from 
the 2D images or video frames.  
 
Therefore, many studies have investigated existing algorithms to detect, locate 
and track construction objects. For instance, Zou and Kim (2007) used image color space 
to detect hydraulic excavators. Rezazadeh Azar and McCabe (2012) used Haar-histogram 
of Oriented Gradients (HOG) to extract the features of dump trucks and used Haar–HOG 
cascade method to detect dump trucks. Another example is the webcam systems offered 
by EarthCam Inc. (see Figure 1.5) which have been used for construction site monitoring 
and progress recording. Based on such webcam systems, 2D image processing algorithms 
can be applied for object recognition (Gai 2012; Rezazadeh Azar and McCabe 2012; 
Uslu et al. 2011).  
 
Figure 1.5 Webcam monitoring systems installed on construction sites 
 
However, owing to the limitations of existing algorithms, there are still two big 
challenges in (1) automated object detection process — because of the low accuracy of 
objects detection, especially for objects with kinematic movement (such as an excavator) 
and (2) real-time locating and tracking processes — owing to low performance of 3D 
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spatial coordinate’s reversed calculation from 2D images (Gore et al. 2011; Uslu et al. 
2011). 
 
Hybrid image-point cloud sensing technologies: Emerging hybrid range sensing 
technologies, such as color-depth cameras, have a great potential in achieving real time 
object recognition and tracking in an efficient manner. Color-depth cameras capture both 
color (grey or RGB) images and point clouds at high frame rates. As color-depth cameras 
can detect depth information in point cloud format, dynamic tracking will be simplified 
without any intermediate transformation between image space and object space (Teizer et 
al. 2007). For object recognition, image processing algorithms and three dimensional 
point cloud algorithms can be combined and supplement each other. For instance, 
Liefeng et al. (2011) proposed a set of depth kernel descriptors (such as size, shape, edges, 
etc.) to improve the accuracy of object recognition using RGB-depth cameras.  
 
The hybrid image-point cloud sensing technologies have minimized the 
challenges from either image-vision based sensors (such as camera/camcorder) or point-
cloud vision based sensors (such as LIDAR/IRDAR). However, there is still one big 
challenge unsolved which is caused by the complexity and variety of construction objects 
— lacking a generic modeling approach to analyze varying objects, and a follow-up 
“seamless” workflow to automated detecting, locating and tracking dynamic objects in 




For example, current studies using hybrid image-point cloud sensing technologies 
can’t detect the construction object with kinematic movement (such as an excavator) as a 
whole model. Instead, the excavator was divided into separate components (stick, boom 
and bucket, etc.) and were detected separately, which missed the connection information 
between adjacent components and thus reduced the accuracy of detection. For the 
followed-up locating and tracking processes, most studies adopted the existing algorithms 
from the point cloud processing library directly, which missed one of the biggest merits 
of linking mechanism offered by the hybrid image-point cloud sensors themselves. 
Therefore, in the following section 1.3, the complexity and variety of construction objects 
will be investigated and meanwhile a key node model will be introduced aiming at 
solving the challenges above. 
 
1.3 Problem Statement 
Despite the advancement of computer vision applications in detecting, locating 
and tracking construction objects, there still lacks a model that can supply a unified 
modeling approach for different types of construction objects, especially for the objects 
with kinematic poses, e.g., the excavator. There are two main challenges in designing 
such a model to facilitate the process of detecting, locating and tracking construction 
objects. 
 
First, the geometries of construction objects are manifold and complex. To 
address this challenge, an abstract and easy-to-understand key node model is suggested in 
this study to represent the complicated geometries. A key node model is a model that is 
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constructed of connected key nodes to represent physical objects. Figure 1.6 illustrate this 
key node model concept with four examples, in which the complicated construction 
objects are represented by a set of key nodes connected by lines. For example, a beam or 
a column can be represented by two key nodes connected by a line. A dump truck can be 
modeled as three nodes connected by two lines. An excavator can be modeled as four 
nodes connected by three lines. This simplified representation facilitates the locating and 




Figure 1.6 Key node model to represent the geometries of construction objects 
 
Second, most construction objects have kinematic joints (e.g., the joint connecting 
the boom and stick of an excavator). The various kinematic poses impose a great 
challenge for object detection and tracking because an object can take on different shapes. 
Therefore, a component-based detection approach is proposed in this study to capture the 
kinematic movements of each component and the spatial interactions between them. For 
instance, the angle β between the stick and the boom of an excavator is confined to a 
certain range (see Figure 1.7). The kinematic movements and the associated spatial 
11 
 
interactions of each component are incorporated into the aforementioned key node model 
to enhance its applicability and practicability.  
 
 
Figure 1.7 Key node model to incorporate the spatial constraints of kinematic 
components 
 
The role of the proposed key node model is to: 
 
 1) provide an effective representation mechanism that integrates the detecting, 
locating and tracking processes in a simplified manner; 
 
2) simplifies the complex geometries of construction objects as a set of key nodes 
and connecting lines to facilitate the locating and tracking processes; and 
 
3) incorporate kinematic constraints and spatial interactions between components 
of the construction object into the modeling of complex object.  
 
In order to use the key node model to detect, locate and track construction objects, 
three specific research questions are detailed as follows. 
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1) How to link the object in images to the key node model? In this study, the 
object is divided into several components. Edge of the component is used to represent its 
geometrical characteristic. Adjacent components can be concatenated following the order 
of the key nodes structure. Therefore, the image and the key node model can 
communicate very well by using component-based edge descriptor. 
 
2) How to continuously locate and track the detected key nodes in a dynamic and 
noisy environment that is common in construction site? Errors will arise in positioning 
these key nodes. In this study, a small region around the detected key nodes will be 
referred to enhance the accuracy of the locating process. 
 
3) How to restore the object from the abstract key nodes model? This reverse 
modeling process from the key node model to the real object appearance is desired to 
present an intuitive visualization. 
 
1.4 Research Goal and Methodology 
The overarching goal of this research is to create a new framework (see Figure 1.8) 
to automate the object recognition and dynamic tracking process using key node models. 




Figure 1.8 Framework for detecting, locating and tracking construction objects 
 
1) The training phase aims to extract the geometrical features of objects from a 
number of images (i.e., training data) and then generate a library of templates based on 
the kinematic constraints and spatial interactions.  
 
1.1) The training data is collected from several representative 2D images captured 
in multi-views. The boundary/edge of the object is extracted from the context and each 
component is manually segmented. 
 
1.2) The kinematic constraints between adjacent components are incorporated into 
the key node model.  
 
2) The detection of construction objects is achieved by the comparison of the 
components’ edge between the object in 2D image captured by color-depth camera and 
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object in the template library. The comparison and matching process is based on a 
traversal order of the tree structure of the key node model. 
 
3) Key node locating aims to retrieve the location of the detected object by 
mapping the image pixels of detected key nodes into 3D coordinates of the point cloud 
based on the nearest neighbor search (NNS) method. 
 
4) Key node tracking: The key node position in 2D images can be tracked using 
Lucas-Kanade optical flow estimation, and then its 3D coordinates can be obtained using 
the same approach in step 3). If the targeted key node is missing, go back to step 2) to re-
detect the object and locate the key node again. 
 
5) and 6) Trajectory prediction and warning mechanism for feedback are two 
potential applications and will be briefly discussed in the last chapter. 
 
The hardware system consists of color-depth cameras and wireless router that 
connects the cameras to a central computer server via Wifi. 
 
1.5 Contributions 
This study proposed a new framework to detect, locate and track objects in 
construction site. It is generic to incorporate varieties of vision-based data from different 




This study creates a key node model to detect, locate and track construction 
objects and it has four merits: 
 
1) An abstract and easy-to understand way to represent complex objects. 
2) A supervised training process based on the key node model that has great 
potential to generate a standard templates library for construction objects. 
3) A novel method to allow interactive analysis based on several key nodes. A 
novel method to process image and point cloud to detect, locate objects in 3D space. 
4) A framework that establishes the base for efficient vision-based object tracking 
in construction. 
 
The use of color-depth camera facilitates the data fusion of 2D image and 3D 
point cloud. And the linking algorithm between image and point cloud is easy to 
implement. 
 
1.6 Organization of the Thesis 
In Chapter 2 the new-designed key node model and modeling approach for 
construction object is firstly introduced. Based on the key node models, relevant follow-
up processes for object detection, locating and dynamic tracking are discussed in detailed. 
In Chapter 3, one type of the color-depth cameras is introduced as an example. It covers 
the detailed working principles and error elimination approaches. In Chapter 4, an 
implementation using an excavator scale model to demonstrate key node model of 
construction object’s detection, locating and tracking. In the final chapter, the 
16 
 
experimental results and current limitations will be given, and followed by conclusions, 
limitations and future work. Figure 1.9 outlines the organization of this thesis. 
 




This chapter first introduces the concept of key node model and modeling, then 
analyzes the key node modeling for various construction objects. Following sections 
discuss how to implement the key node model in the process of object template training, 
feature matching for object detection, key nodes locating and tracking in the construction 
domain. Figure 2.1 below outlines the organization of this chapter. 
Key Node Model and 
Modeling
Key Node Model 
Template Library 
Training
Key Node Modeling for 
Construction Objects
Key Node Model-based 
Object Detection
Key Node Model-based 
Object Locating
Key Node Model-based 
Object Tracking
 
Figure 2.1 Organization of this chapter 
 
 
CHAPTER 2. KEY NODE MODELING FOR CONSTRUCTION OBJECTS 
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2.1 Key Node Model and Modeling  
 
2.1.1 Definition of key node model 
A key node model is a symbolic representation that uses a number of key nodes to 
describe the geometric characteristics of an object in real world. For instance, a chair can 
be simplified as a model with ten key nodes connected by lines to represent its skeleton 
(see Figure 2.2); a tower crane can be described using a model with eight key nodes 
connected by lines to track its movement (see Figure 2.3). Figure 2.4 shows that 
Shanghai Oriental Pearl TV Tower can be simplified as a sixteen-key node model for 
wind vibration analysis, or abstracted as a four-key node model for labeling the 
construction elevation at different transformation floors. It can be found that for different 
purposes, the configuration of the key node model for an object is varied. Therefore, in 
the next section, we will discuss what types of characteristics our key node model should 
have in order to facilitate the process of detecting, locating and tracking objects in this 
study. 
 





Figure 2.3 A tower crane and its key node model 
 
 
Figure 2.4 Shanghai Oriental Pearl TV Tower and two key node models 
 
2.1.2 Characteristics of key node model 
First, the key node model needs to be simple yet without missing any key features 
of the objects to: 1) extract the entire kinematic feature of the target object; and 2) save 
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computational efforts in detection, locating and tracking the target object. The criteria to 
evaluate the structure of the key nodes is to see whether it can be simplified any further. 
For instance, a dump truck can be represented as a three-node model (see Figure 2.5). If 




Figure 2.5 Three key-node model for a dump truck 
 
Second, the key node model should be representative. It needs to be sufficient to 
distinguish the target object from others. For most cases, we can differentiate two objects 
based on different key node structure. For example, a dump truck and a chair have totally 
different key node model structure. However, there is always such a scenario that two 
objects may have the same or similar key node model structure. For instance, a ladder 
truck can also be simplified as a three-key node model (see Figure 2.6). Therefore, it’s 
difficult to distinguish them merely via the structure of key nodes. The extra features of 
each component of the object needs be considered to enhance the model. For instance, the 
geometrical shape of the ladder in a ladder truck is quite different from the dump box of a 
dump truck. Their geometrical features can be incorporated to the overall key node model 







Figure 2.6 Three key node model for a ladder truck 
 
Third, the key node model should be robust. No matter how the object changes its 
poses, the composition and structure of key node model should not change. Still take the 
dump truck (Figure 2.5) as an example, the intersection key node I is defined as a pin 
joint, and two lines AI and BI can rotate around the node I. Therefore, the key node 
model can represent different poses of the dump truck. 
 
In the following section, the general stages for building a key node model will be 
introduced based on three characteristics above. 
 
2.1.3 Three stages of key node modeling 
Key node modeling is the process to build key node model. It consists of 
following three stages. 
 
1). Abstraction. 
The task of this stage is to identify the essential structure of an object via 
analyzing the kinematic movement of the object at a qualitative level. It aims to build up 
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a “backbone” key node structure of the object, symbolically illustrating how individual 
component assembles to an entire body. 
 
2). Modification. 
This is the process to import the quantitative geometric features of individual 
component to the key node model. In order to guarantee the objects with similar key node 
structure can be easily distinguished (e.g., the dump truck and the ladder truck), 
additional features information (e.g. the geometrical shape) needs to be incorporated to 
enhance the key node model derived from stage 1). 
 
3). Transformation. 
Once the key node model is built up, it will be transformed into different poses to 
check whether it can satisfy the requirement of flexibility. From these transformation, 
nodes will be classified according to different functionalities (e.g., end node, pin joint, 
etc.). Meanwhile the angle can be quantified to constraint the rotation transformation. In 
such a way, one key node model can fit different transformations. 
 
These three stages and their relationship to one another are illustrated in Figure 
2.7. For this modeling process involves various human judgments and other prior 
knowledge, it is quite difficult to carry out in an automatic way. Manual modeling will 





Figure 2.7 Three stages of key node modeling 
 
 
2.2 Key Node Modeling for Construction Objects 
A construction project involves a variety of objects such as equipment, 
construction products, materials, field crew, and temporary facilities. All these objects 
have geometric shapes and many of them possess kinematic characteristics. For example, 
the bucket and stick of an excavator can rotate around their joint, while the telescopic 
boom of a truck crane can stretch in or out. Knowing the positions of these joints, the 
poses can be determined and the movement can be continuously tracked. Based on the 
kinematic constraint, construction objects can be classified into two categories: rigid 




(the truck body and the open-box bed) needs at least three nodes to describe its kinematic 
poses. The solid lines represent the rigid connection between three nodes. The angle α 
between the truck body and the open-box of the dump truck is confined to a certain range. 
Figure 2.9 shows that the truck crane can be represented by five nodes. Two solid lines 
stand for rigid connections, and two dashed lines indicate stretchable connections. The 
angle β between the stretchable booms and the base boom of the truck crane is fixed to 
180º. 
 
Figure 2.8 Two dump trucks in different poses with the same skeleton structure 
 
 






2.3 Key Node Model Template Library Training 
In order to build up the aforementioned key node model, representative 
characteristics need to be incorporated to guarantee the accuracy and efficiency of object 
detection. In this study, the training phase aims to extract the geometrical features of 
objects from a number of images (i.e., training data) and then generate a library of 
templates based on the kinematic constraints and spatial interactions. First, the training 
data is collected from several representative 2D images captured from multi-views. The 
boundary/edge of the object is extracted from the context and each component is 
manually segmented. Then the kinematic constraints between adjacent components are 
incorporated into the key node model. 
 
A number of popular algorithms have been investigated to recognize construction 
objects. For example, Gai (2012) used Surf feature from video images to detect the hook 
of an excavator. Kim and Caldas (2013) used SIFT to detect human actions in specific 
construction activities. In Rezazadeh Azar and McCabe (2012)’s research, they used 
HOG features to detect the excavators and dump trucks. However, all of these studies 
didn’t consider the kinematic characteristics and changing poses of the construction 
objects. Their approaches were limited to detect individual component of an object 
separately, or limited to detect the same pose which already existed in the training 
templates. Therefore, the training process for the key node model in this study considers 
both the geometrical relationship of individual component and their kinematic 
characteristics. Figure 2.10 shows a key node model of an excavator, which can be 
segmented as a bucket, a stick and a boom. It incorporates two kinds of features, one is 
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edge descriptor and the other is kinematic rules. In the following of this section, the 
training procedure of edge descriptor and kinematic rules will be discussed, and the data 
structure will be summarized in the end.  
 
 
Figure 2.10 Features of the key node model — Geometrical shape and kinematic 
characteristics 
 
Geometrical shape — Edge descriptor 
Edge, as an intuitive shape descriptor, gives a direct expression of what an object 
looks like, and it is more reliable than color features in the vision-based object 
identification. Generally most of the representative geometrical features can be found at 
joint points, high curvature and equally spaced intermediate points along the object 




Figure 2.11 Geometrical feature points along the object boundary  
(Cootes et al. 2000) 
In this study, the component-based edge descriptor is represented by several 
evenly distributed points along the edge. Figure 2.12 is an example of the training process 
showing how to extract an edge descriptor of an excavator. First, the color image is 
manually binarized. Second, the binary image is converted to edge points based on 0 and 
1 value in each pixel. Third, the edge points are manually segmented into individual 
components (bucket, stick and boom) and the joints are manually designated which can 
be used to connect adjacent components of the key node model. 
 
 
Figure 2.12 Training process of the edge descriptor of an excavator 
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Kinematic characteristics — Kinematic rules 
The design of kinematic characteristics in this study is initially inspired by the 
structured component model, The core of the structured component model is the 
combination of several deformable parts which is designed by Girshick (2012), and each 
individual part can be detected by using different feature representation approaches 
(SIFT, HOG, Hough transform, etc.). Thereby it is very robust in detecting the objects 
with large deformation, such as human face or human poses. Figure 2.13 illustrates a 
human face model with a collection of components (hair, eye, mouth, etc.) and several 
springs to connect each component (Fischler and Elschlager 1973). Based on this model, 
pre-training will be tested to find the relationship between connected components of the 
objects. After that, the model can be used as the template to detect human heads. 
 
 
Figure 2.13 Structured component model of the human face  
(Fischler and Elschlager 1973) 
 
Generally, the most difficult part in training a structured component model is to 
find the optimal parameters which can represent the relationship between connected 
components. However, as most of the construction objects are rigid bodies, the 
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relationships can be viewed as rotation angles (e.g., the angle between bucket and stick of 
an excavator) or stretching length (e.g. the stretchable boom of a truck crane). All these 
kinematic rules/constraints can be found from the equipment specification or simply from 
our experience. Here, the specification of CAT 336D L hydraulic excavator (CAT) will 
be referred to as an example. One of the scale-invariant features for object recognition in 
2D images is the angles of the joints which connect the operator station, boom, stick and 
the bucket. Figure 2.14 shows the ranges for angles α, β, γ from the spec (CAT), which 
can be used as the rotation constraints in the key node model. 
 
 
Figure 2.14 Working ranges for CAT 336D L hydraulic excavator (CAT) 
 
By rotating or stretching the edge descriptor of each component obtained from the 
previous step, more synthetic component data can be generated. Still take the excavator 
as an example (see Figure 2.15). The components are rotated around the key nodes (A or 
B) within the reasonable range of each angle, and thereby more component descriptors 
31 
 
can be obtained. This process can be either offline which is pre-built in the database, or 




Figure 2.15 Generating synthetic data under supervision 
(Left: relation between edges and key nodes; 
Right: different angles of three edge components) 
 
Figure 2.16 shows a simple training test which extracted the edge features based 
on one key node model using one node-based training procedure proposed by Xinggang 
et al. (2012). In future study, more key nodes should be concatenated. 
 
 






Key node model — Data structure and database details 
Once the training process is completed, the construction object can be abstracted 
as a mathematical key node model. Behind the model, three kinds of data formats are 
stored in the database: 
 
1) Points representing the edge components, 
2) Points showing the key node positions, and 
3) Range value indicating the kinematic constraints. 
 
Figure 2.17 shows the data structure of an excavator. It is a four-node tree 
structure with three joint nodes (A, B, C) and one end node (D). Joint B is designated as 
the root node based on our observation that B is easier to be seen than A and C in most 
scenarios. The tree structure and related data formats will complement each other, and 
contribute to the following detection part. 
 
Figure 2.17 Data structure of the key node model 
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2.4 Key Node Model-based Object Detection  
In this section, the theoretical basis and relevant feature matching algorithm will 
be explained first, then canny edge detector is introduced, followed the general workflow 
of key node object detection. 
2.4.1 Theoretical basis — Bayesian estimation 
Bayesian estimation offers a statistical theory for decision making in contexts of 
uncertainty (Bernardo and Smith 2009). The theory updates the prior probability to 






       (1) 
 
From the perspective of the sets and graphs in mathematics, the Bayesian 
estimation can be expressed as below: 
 
Let A1,A2,…,Ak be a collection of k mutually exclusive and exhaustive events 
with prior probabilities P(A) (i=1,…,k). Then for any other event B for which P(B)>0, 
the posterior probability of Aj given that B has occurred P(Aj|B) can be calculated using 
Equation 2, which can also be illustrated in Figure 2.18.  
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Figure 2.18 Partition of B by mutually exclusive and exhaustive Ai’s  
(Devore 2012) 
In this study, we use  to indicate the probability that given an image, 
the component template i at location j of an object can be detected. As the key node 
model  (our prior knowledge) can be represented by the shape  and kinematic 
rule  (e.g., angle and scale length), the probability of  can be written as 
. According to the Bayesian theory, it can be estimated by using the Equation 
3.1 below. Consider the denominator is a constant, Equation 3.1 is proportional to 
. Assuming each location has the same probability, it can be finally 
simplified to , which indicates the probability that given the model , the 
image can be found (see Equation 3.2). In order to quantify the probability , 
the difference between the edge image  and the model  should be measured 
first, and then all component-based differences will be summed up to arrive a final 
similarity estimation for an entire object (see Equation 4,(Wu et al. 2010)). In the 
following section, the chamfer matching algorithm and cascade strategy will be discussed 
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2.4.2 Chamfer matching — Component feature matching 
Chamfer matching is a very useful feature matching method for silhouette (i.e., 
edge) detection. Figure 2.19 illustrates the basic process for chamfer matching. Given an 
edge template, the sample points pi are distributed along the edge. For every edge point pi, 
compute the distance to the nearest image edge intersection point qi. And then sum up all 
these distances. This process continues until finding the minimum sum of all these 
sample points (see Equation 5). In order to improve the efficiency of chamfer matching, 
many searching acceleration approaches are studied either converting the global chamfer 
matching to a small regions (Thayananthan et al. 2003) or designing an organized 
hierarchical searching scheme (Borgefors 1988). 
 




    (5) 
 
Figure 2.20 shows an example using chamfer matching for detecting the stick of 
an excavator. As the edge of the stick is very similar to the edge of the track, it’s possible 
to detect the track as the stick by mistake (see the white dashed rectangle). Therefore, it’s 
error-prone if only relying on the individual component’s matching. In the next section, 
the cascade mechanism is adopted which combines individual component-based 
matching results together to enhance the accuracy of the detection. 
 
 
Figure 2.20 Chamfer matching for detecting the stick of an excavator 
 
2.4.3 Cascade detector — Sum up component chamfer matching results 
Individually the feature matching of each component using chamfer matching 
provides only a weak estimation about which part of the object the pixel belongs to, but 
in combination in a decision chain, they are sufficient to accurately disambiguate all 
trained parts. In this study, the cascade detector is used to sum up all the component-
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based chamfer matching results to arrive an estimation for detecting an entire target 
object. 
 
Cascade was first published by Viola and Jones (2001) and then improved by 
Lienhart and Maydt (2002) in both classification performance and computing complexity. 
Cascade classifier is based on multiple adaboot weak classifiers for different features to 
achieve the final decision on object recognition. Figure 2.21 shows a general mechanism 
for cascade classifier matching. Three adoboost classifiers are cascaded, and multiple 
sliding windows store different features. Then each sliding window will be tested by 
three adaboost classifiers. If all the classifiers give positive answers (T), then it will claim 
the object is detected, otherwise, this sliding window will be rejected. In this study, the 
chamfer matching results for each component will substitute the adoboost classifiers, that 
is to say, only the idea of classic cascade detector will be used. 
 
Figure 2.21 Cascade classifier-based matching mechanism  





2.4.4 General workflow of key node object detection 
The previous three sections have introduced the basic theory and relevant 
algorithms, a general workflow of key node object detection will be given in this section 
to illustrate the details of how the key node object detection works, and still the excavator 
is taken as the example. It can be viewed as the following four steps: 
 
Step 1. Image Preprocessing — Edge image generation 
Compared with manually segmenting the object from an image in the training 
phase, the task of the detection phase is how to identify the target object from an edge 
image which extracts all edges from the entire image in an efficient and automatic way. 
Currently, many different kinds of edge detection algorithms have been used in the image 
processing, such as Sobel Operator (Sobel 1968), Prewitt Operator (Prewitt 1970), 
Roberts Cross Operator (Roberts 1963), Canny Operator (Canny 1986), and Laplacian of 
Gaussian methods (Marr and Hildreth 1980). Among these edge detection methods, 
Canny edge detector is the most rigorously defined operator (Ding and Goshtasby 2001). 
In this step, the canny detector is used to extract the edge from a whole image. Figure 





Figure 2.22 Edge image getting from original color images 
 
Step 2. Boom detection 
Finding one of the edge components from training data which connects to joint B, 
then do chamfer matching based on reference point and optional rotation angles and 
scales (S1,Θ1) (see Figure 2.23). 
 
Step 3. Stick detection 
Based on the joint B found in Step 2, finding another edge component connected 
to B and then use chamfer matching again at optional rotation angles and scales (S2,Θ2) 






Step 4. Bucket detection 
Based on the joint A found in Step 3, finding another edge component connected 
to A and then use chamfer matching again to find D at optional rotation angles and scales 
(S3,Θ3) (see Figure 2.23). 
 
 






2.5 Key Node Model-based Object Locating 
After the object is detected, the following task is to find the 3d coordinates of 
these key nodes in the point cloud dataset. As the color-depth camera gives organized 
point cloud data which already matched with the image pixel data structure, it makes the 
process of 3d locating much easier (see Figure 2.24). However, as both environmental 
interference and motion blur will cause estimation errors, the pixel value estimated from 
the detection step may be biased. In order to get more confidential pixel value of the key 
nodes, the region of interest (ROI) will extent to a small area around this estimated pixel 
value. 
 
           
Figure 2.24 Mapping image pixel value to 3D point cloud coordinate 
 
Nearest Neighbor Search (NNS) is to be used to estimate the key node location in 
both 2d image and 3d point cloud spaces. Nearest Neighbor Search (NNS) is a very 
commonly used approach to find the closest points to the target point. Figure 2.25 
illustrates the basic idea of implementing NNS. Given a set P of n points and a candidate 
key node q, the task is to find several nearest neighbor pi of q. According to the distance 















Figure 2.25 Nearest Neighbor Search (NNS) 
 
In this study, three possible ways to implement the NNS are considered and 
compared. 
 
Option 1: 2DNNSMean3D 
Implementing NNS only in 2D image, we average their value and directly find the 
3D coordinate of the key node in point cloud.  This strategy is quite fast, but ignore the 
useful information from 3D point cloud. The result will be less accurate especially the 
region is close to the edge of the image. 
 
Option 2: 2D3DNNSMean 
Implementing NNS only in 3D point cloud, we remove the outliers and average 
the remaining points to find the 3D coordinate of the key node in point cloud.  This 
strategy is error-prone because once the pixel value of the key node from 2D image is 





Option 3: 2DNNS3DMean 
As the trade off between computing time and accuracy, option 3 is finally chosen. 
It first estimates the NNS points in 2D image, then maps all these pixel values into 3D 
point cloud. By removing the outliers and less confident points according to the 
distribution pattern of the 3d points cloud, we finally average all the remaining points to 
estimate the key node coordinate. The accuracy and the optimal NNS window size will 
be tested in Chapter 4. 
 
2.6 Key Node Model-based Object Tracking 
Tracking is a task of estimating the trajectory of an object motion in image 
sequence (Yilmaz et al. 2006). Real-time object tracking is a critical task in many vision-
based applications such as surveillance, augmented reality, and traffic monitoring and 
vehicle navigation. It is a hot topic recently in the construction community to find the 
most suitable tracking approach in the harsh construction environment (Gong and Caldas 
2011).  
 
Generally speaking, there are two popular ways to track movement objects (see 
Figure 2.26). One is frame detection-based tracking that detects the object in each frame 
individually. Its performance is stable but time-consuming. The other method is frame to 
frame tracking that considers the correlation between consecutive frames. In frame to 
frame tracking, the tracking mechanism relies on the movement relationship between two 
consecutive frames to estimate the trajectory. As it doesn’t require detecting object in 
each frame, this approach is relatively faster. However, one drawback is that the tracking 
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will be terminated if the detected target is missing and then appearing again in the field of 
view. Therefore, this study combines two approaches together to guarantee both 
reliability and efficiency of the dynamic tracking. Figure 2.27 shows the mixed vision-
based tracking strategy. Compared with frame-frame tracking in Figure 2.26, this 
tracking approach considers the target missing case. Once the frame-frame tracking fails, 
the individual frame tracking will be brought in to initial the detection of the target again. 
In such a way, the tracking process turns to be more reliable than frame-frame tracking 




































































Figure 2.27 Mixed vision-based tracking strategy 
 
As the object detection part is already discussed in section 2.2, its methodology 
also applies for detecting moving objects in individual frame. Therefore, the following 
part of this section will only discuss on frame-to-frame tracking by reviewing some 
popular long-term tracking approaches and algorithms.  
 
1) Frame Differences Method  
Frame differences approach compares the differences between consecutive 
captured image frames in order to segment moving object detection from the environment. 
Figure 2.28 shows the generic workflow of frame difference approach. First, the previous 
image and current image are compared and the subtract operation will delete the 
unchanged part and thereby only changed part remains. Second, a binary process will 
implement on the difference frame to distinguish the moving objects and noise. Finally, 




Figure 2.28 Generic Workflow of Frame Difference 
 
2) Background Subtraction Method 
Background subtraction is implemented by comparing of an image with a static 
referenced one (Spagnolo et al. 2006). The only difference between frame differences 
method and background subtraction method is whether the reference image is 
dynamically captured from video (frame differences) or predefined (background 
extraction). Figure 2.29 is an example that a human showing in current frame can be 
extracted by comparing with reference background frame which is predefined. 
 
 
Figure 2.29 Background subtraction example  
(Martínez-Martín and del Pobil 2012) 
 
Frame differences and background subtraction are both image difference-based 
approaches which segment the object via comparing two images or two frames in the 
video. Although the principle is easily understood, it has two drawbacks (foreground 
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aperture and ghosting) that caused by high frame rate and low speed of object (Collins et 
al. 2000). Figure 2.30 illustrates two drawbacks using a moving circle. The left circle 
indicates the object in actual frame, while the right circle represents the object in previous 
frame. When two frames are compared with each other, there exists an overlay region 
which is called as foreground aperture. The remaining region of the previous frame (right 
circle) is called as ghosting. The overlay phenomenon (foreground aperture and ghosting) 
obscure the differentiation between two frames. 
 
 
Figure 2.30 Drawbacks of image difference algorithms (Migliore et al. 2006) 
 
3) Lucas-Kanade Optical Flow Estimation 
Optical flow is a dense field of displacement vectors projected on the image plane 
which defines the translation of each pixel in a region (Horn and Schunck 1981). In 
computer vision, optical flow is commonly used as a feature in motion-based 
segmentation and tracking applications (Yilmaz et al. 2006). Several fundamental 
techniques have been proposed in 1980s for computing dense optical flow. For instance, 
Horn and Schunck (1981)  optimized an optical flow function that based on the residuals 
from the brightness constancy constraint. Lucas and Kanade (1981) proposed an affine 
model regarding image patches for the flow field, Buxton and Buxton (1984) built a 
motion model based on the edge features in image sequences. Since optical flow 
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approaches are focusing on small regions around pixels, it’s promising to be used for the 
key nodes tracking. The algorithm will be investigated in detailed in the following part of 
this section. 
 
Figure 2.31 shows an optical flow example of four points indicated by four 
different colors. By comparing the offset of the points in two consecutive images H(x,y) 




Figure 2.31 Basic optical flow estimation (H: previous image; I: current image) 
 
In order to implement the basic optical flow estimation, two assumptions are 
made, i.e., the brightness of the target point/region is constant and the motion of the 
target point is small. two Equations are formulated based on the two assumptions, see 
Equation 6 and 7. In equation 7, only the first derivatives are kept in the Taylor expansion 
since the motion of target point is small. Substitution of Equation (6) to Equation (7) 





Assumption 1 Brightness constancy:   (6) 
Assumption 2 Small motion:  (7) 
  
           (8) 
where  indicate the x/y-component of the gradient vector,  indicates the 
time derivative of the image at (x,y). 
 
In Equation (8), there are two unknown variables u and v but only one equation. 
In order to solve this Equation, another assumption is made that the values of u and v are 
the same for the neighbors of the targeted pixel. 
 
Assumption 3: Assuming locally constant motion and pretend the pixel’s 
neighbors have the same (u,v) (see two rectangles in Figure 2.31). E.g., if using a 5x5 
boundary box, that gives us 25 equations per pixel (Equation 9). 
 





Figure 2.32 Lukas & Kanade optical flow estimation 
 
As the equations are far enough to determine u,v, the solution converts to an 






        (10) 
 
2.7 Summary 
This chapter defines a key node model as a symbolic representation that uses a 
number of key nodes to describe the geometric characteristic of an object in real world, 
and divides the key node modeling as a three stage process to build the key node model. 
The concept of key node model and modeling was tested using daily examples as well as 
construction objects. A detailed investigation was taken to represent the dump truck and 
excavator based on their edge/geometry and kinematic constraints.  
 
The specific implementation for construction object detection and tracking will be 






3.1 Range Sensing Technologies on Construction Sites 
In principle, most of the popular range sensors used on construction sites can emit 
specific bands of frequency within electromagnetic spectrum. Figure 3.1 illustrates the 
electromagnetic ranges for commonly encountered sensors being used in construction 
including Light Detection and Ranging (Lidar), Ultra Wideband (UWB), Global 
Positioning System (GPS), Radio-frequency identification (RFID), and color-depth 
cameras. Some technologies such as RFID require pre-recognition, that is, they require 
attaching tags with necessary information to the objects before they are shipped and 
detected on sites. The others are posterior-recognition that require no tag-attaching, and 
can detect feature (e.g., size, shape, color, etc.) from the acquired data. 
 
Figure 3.1 Applications of Range Sensing Technology on Construction Site




The following part in this section will review some representative applications 
that use range sensing technologies for object recognition on construction sites. Both 
advantages and limitations will be briefly summarized for each range sensing technology. 
 
3.1.1 GPS and WLAN 
Global Positioning System (GPS) is a global positioning system depending on 
multiple satellites and ground base stations. It’s widely used for outdoor localization and 
tracking on construction sites (Andoh et al. 2012b; Li et al. 2005; Pradhananga and 
Teizer 2013). Wireless Local Area Network (WLAN) is a wireless local area network 
that uses microwave signals to transmit and receive data based on Ethernet protocol (e.g. 
Wi-Fi is one of the widely-used standards). As its signal propagation is quite stable 
(Xiang et al. 2004) within a large range, it complements GPS under indoor environment 
(Khoury and Kamat 2007). GPS and WLAN supply two universal coordinate reference 
systems for other separate local coordinate data collected from the following ranging 
sensing technologies.  
 
3.1.2 RFID and UWB 
Radio-frequency identification (RFID) is a contactless sensing technology that 
uses radio or microwave frequency to transmit signals (see Figure 3.2). Ultra-wideband 
(UWB) is similar except that it emits microwave at specific time intervals and occupies a 
large bandwidth. As RFID tags respond to radio frequency wave and have a unique 
identification number, RFID and UWB are adopted in tag-based system to detect and 





Figure 3.2 Basic principle of RFID 
 
For example, Teizer et al. (2013) proposed a system to track ironworker trainers 
and trainees in real-time using Ultra Wideband (UWB). Su et al. (2012) developed a 4D 
topology system considering the temporal spacial conflicts. Andoh (2012) demonstrated 
one dynamic tracking approach using radio frequency identification devices (RFID) and 
Global Positioning System (GPS). 
 
This sensing technology has a lot of advantages such as: (1) it doesn’t require 
line-of-sight between tags and readers, (2) additional object attributes can be stored in 
some tags besides the identification data, and (3) tags can be capsulated from damage in 
harsh environment. However, it’s impossible to expect every object carries along with its 
own tag. Another limitation is that many raw materials (uncut steel, concrete, sand, etc.) 
need to be processed into components on site, it’s inefficient and error-prone to ask 
labors to attach tags to these objects once finished. 
 
Therefore, it’s fit for as-design or as-plan resources identification, localization and 
tracking, but lacks the flexibility for newly-built, newly-emerging or temporarily-existing 
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objects without tags on site. The difference between the real status and the information 
stored in tags will bring a potential safety hazard and misleading. 
 
3.1.3 Vision-based Sensing Technologies 
Vision-based sensing technologies typically work at the infrared and visible 
regions of the electromagnetic spectrum. This section covers the ones that are commonly 
used in construction applications, namely, camera/camcorder, Lidar, color-depth cameras, 
and thermal cameras. 
 
1). Camera/camcorder: 
Photogrammetry and videogrammetry build up the relationship between 2D 
image space and 3D object space, by which the three-dimensional information can be 
approximated for object recognition. Figure 3.3 illustrates the data model of 
photogrammetry proposed by Wiora (2001). First, necessary parameters of the camera 
(such as lens focus and calibration, camera’s orientation, etc.), pixels’ coordinates in 
image space and some additional observation constraints need to be known. Then the data 
will be processed by specific methods according to different conditions (Mikhail et al. 
2001). Uslu et al. (2011) proposed an approach using semantic texton forest (STF) 
algorithm for highway assets recognition considering color, shape and texture, etc., and 
then realized three dimensional reconstruction based on three dimensional point clouds 





Figure 3.3 Georg Wiora's data model of photogrammetry (Wiora 2001) 
 
Although image processing for object recognition is quite mature and fast, before 
the process of recognition, extra efforts need to be made to estimate the relationship 
between image pixels and real spatial positions of objects, which is obviously not an easy 
task for real time tracking or three dimensional as-built reconstruction (Gore et al. 2011; 
Uslu et al. 2011) 
 
2). Light Detection and Ranging (Lidar): 
Light Detection and Ranging (Lidar) is very similar to radio-wave detection and 
ranging (Radar) except that it emits laser instead of radio and microwave. Figure 3.4 
illustrates the operating principle of a Lidar. Basically, a laser signal is sent out of a laser 
transmitter and the emitted pulse (photons) are scattered back to the receiver. Meanwhile 
two photodiodes collect the emitting signal and receiving signal respectively. According 
to the speed of light, the time of flight or the phase shift between two signals, the distance 
that the photons have traveled round trip is calculated. Although it has high accuracy and 
can measure a long distance, it is costly and requires substantial post-processing for dense 
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point clouds. Therefore it’s only worthwhile to do three dimensional as-built 
reconstructions (Argüelles-Fraga et al. 2013; Bosché 2012; Gilsinn et al. 2005; Tang and 
Alaswad 2012; Yue et al. 2006). 
 
 
Figure 3.4 Basic operating principle of a Lidar (Shan and Toth 2008)  
 
3). Color-Depth cameras:  
Color-depth camera is an emerging “active” range sensing technology capable of 
providing synchronized videos of both color and depth. Traditional stereo imaging is a 
“passive” technique that uses two or more common cameras, and attempts to find the 
correspondences between image points in order to triangulate depth. There are many 
limitations for this passive stereo imaging technique, such as unknown object scales, 
variable lighting conditions and widely varying foreground and background colors and 
textures(Fossati et al. 2012). Color-depth cameras overcome these obstacles by design.  
 
There are two main types of active depth sensors. One is time of flight (ToF) (see 
Figure3.5), whose principle is very similar to Lidar except that the entire scene is 
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captured with each laser or light pulse (e.g. infrared is the most used light pulse), as 
opposed to point-by-point with a laser beam in Lidar system (Piatti and Rinaudo 2012). 
Then the distance is calculated by either measuring the run time of a travelled light pulse 
(Figure3.5a) or by measuring the phase-shift between a radiated signal and the reflected 
signal (Figure3.5b). The other is structured light, which uses a pattern projector to emit a 
known spatially permanently or temporally varying pattern of light, such as gray codes 
pattern, sine waves pattern (Scharstein and Szeliski 2003), or speckle pattern (Shpunt and 
Zalevsky 2007), and then triangulate based on the image of the reflected light to find the 
depth (see Figure3.6). 
 
 





(a: distance by measuring the run time of a travelled light pulse (Iddan and Yahav 




Figure 3.6 Example of structured light sensor technique using speckle pattern 
(a: key components for kinect sensors; b: structured light projection; c: depth image with 
speckle pattern) 
 
The color-depth camera captures not only images, but also the varying distance 
between scene objects and the camera itself in a format of three-dimensional (3D) point 
clouds at the same time. No extra effort or additional processing is needed to align 
resulting 2D images and 3D point clouds. Another merit is that a depth camera can 
capture relatively high frame rate video. For instance, SwissRanger SR4000 can reach up 









4). Thermal cameras: 
Thermographic cameras detect radiation in the infrared range of the 
electromagnetic spectrum. The amount of radiation emitted by an object increases with 
temperature; therefore, thermography is widely used for monitoring thermal energy 
related environment, such as military, chemical imaging, building energy 
surveillance(Balaras and Argiriou 2002), steel or concrete surface cracking detection 
(Aggelis et al. 2010; Ahlborn et al. 2012). However, thermal feature is not an obvious 




Besides the electromagnetic spectrum- based range sensing technologies, there are 
also some other techniques. For example, ultrasound technique, which is based on sound 
waves, can be used for cracking inspection (Aggelis et al. 2010). Another auxiliary 
device is inertial measurement unit (IMU), which can be integrated into many other range 
sensing technologies for orientating usage. 
 
3.1.4 Summary 
This section puts together a comparison table to summarize the advantages and 
disadvantages of various sensing technologies in the content of real-time object 
recognition and dynamic tracking (see Table 3.1). 
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Widely used positioning 
reference for outdoor areas 
Signal will be attenuated by obstacles; 
no signal for indoor environment 
WLAN 
Promising positioning 
reference for indoor areas 
Limited within a local distance and the 
signal will be affected by obstacles. 
RFID/UWB 
No need for line-of-light; 
 
tags can store additional 
information; tags can be 
capsulated from damage in 
harsh environment 
Inefficient and error-prone to attach 
tags to the newly-built, newly-




Low cost and visual; 
 
2D image processing for 
object recognition is mature 
and fast 
Extra efforts are needed to estimate 
the relationship between image pixels 
and real spatial positions of objects 
Lidar 
High accuracy and can 
measure a long distance 
Costly and requires substantial post-





synchronized videos of both 
color and depth at high rate 
Low data quality 
Thermal 
Widely used for monitoring 
thermal energy related 
environment 
Thermal feature is not an obvious 
characteristic to determine an object, 
it’s not suitable for object recognition 




From the table, we can find that the color-depth camera, as an inexpensive range 
sensing technology, owns several advantages for object recognition and dynamic tracking. 
First, many useful features can be extracted from the color images. Second, the pixels in 
color image can be easily matched with the depth image or three dimensional points, 
which means both location and geometrical information, can be integrated without any 
post processing. Third, it can output high rate frame continuously and make the dynamic 
tracking more fluent. And successive movement capture itself can feedback some route 
information and therefore can improve the accuracy of the movement-based tracking 
algorithms. 
 
This study used one of the TOF depth cameras – SwissRanger SR4000, to 
implement the proposed framework. The detailed working principle and data pre-
processing are discussed in next section.  
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3.2 Working Principles of SwissRanger SR4000 
 
3.2.1 Field of View (FOV) 
SwissRanger SR4000 is one of the TOF color-depth cameras. The sensor has a 
resolution of 176×144 pixels. Its standard field of view is 43°(h)×34°(v). Figure 3.7(a) 
shows two different regions of FOV. The repeatability (1σ) in Region 1 is less than 120% 
of maximal value for central pixels, while the repeatability (1σ) in Region 2 is less than 
200% of maximal value for central pixels. Figure 3.7(b) shows the measurement regions 
in polar dimensions that region 1 is within 0 ~ ±17°, while region 2 is within ±17°~ ±27°. 
Figure 3.7(c) gives the corresponding locations of region 1 and region 2 in sensor grid, 
and each grid square represents 16×16 pixels. As the indoor environment in this 
experiment is quite stable and the movement of the excavator is relatively slow, both 







Figure 3.7 Standard Field of View of SwissRanger SR4000  
(Mesa Imaging data sheet) 
 
3.2.2 Phase-Shift Principle 
This section will illustrate the detailed working principle of phase-shift 
measurement. Figure 3.8 shows the sampling of the returned modulated signal at selected 
delays of τ0, τ1, τ2, τ3, then the phase φ, the offset B and the amplitude A of the reflected 
signal are computed according to equations (1)~(3) (Oggier et al. 2004).  
 
 
Figure 3.8 Time of Flight sampling of returned modulated signal (Mesa Imaging) 
 
Radiated signal 








( ) ( )
tan










       (1) 
0 1 2 3( ) ( ) ( ) ( )
4
c c c c
B
     
       (2) 
2 2
3 1 0 2[ ( ) ( )] [ ( ) ( )]
2
c c c c
A
     
      (3) 
 
Where ( )ic  represents the amount of electric charge by comparing reflected 
signal and radiated signal at each i  phase (see Figure 3.9). 
 
 
Figure 3.9 The electric charge of four sampling signals(Kang et al. 2011) 
 
Then the distance is calculated by measuring the phase-shift between a radiated 



















Where c is the speed of light, f is the modulation frequency and L represents the 
non-ambiguity distance range. For instance, at a modulation frequency of 30MHz, this 
distance is 4.997m at a speed of light 299792458m/s.  
 
3.2.2 Non-Ambiguity Range (dmax) 
Due to the periodicity of the signal, measurement should confine to a full 
2 phase distance L which is mentioned in equation (4). Here, L is called the non-
ambiguity range. Figure 3.10 shows two common non-ambiguity ranges — 5m at 
f=30MHz and 10m at f=15MHz respectively. If the distance is out of the non-ambiguity 




Figure 3.10 Non-ambiguity range (Mesa Imaging) 
 
In construction site, some fields of view are obstructed by buildings or temporary 
components (e.g. a wall at the distance of less than 5m). In that case 5m range’s setting 
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will deliver more reliable measurement than 10m range. Another case is the signal 
interference by some far and bright objects. The solution is to filter those values out by 
setting an amplitude threshold. This filtering mechanism works well using a 10m range, 
as some previous practice by Mesa Imaging has shown that most objects situated farther 
than 10m meters have relatively low intensities. 
 
3.2.3 Multiple Reflections 
The total distance traveled by the light is about twice the distance from the camera 
to the object. However, in most cases the emitting light will undergo multiple reflections 
by multiple surfaces before it returns to the receiver (see the red polyline in Figure 
3.11(a)). In this case, the distance will be overestimated. 
 
 
Figure 3.11 Multiple reflections path 
(a) multiple reflections path; (b), (c) examples to avoid multiple reflections 
 
In order to avoid errors from multiple reflections, the camera should be set in a 
suitable position. For instance, Figure 3.11b and 3.11c show two examples about how to 




3.3 Data Pre-processing 
 
3.3.1 Output Data Formats 
This section describes the data output of the camera. Generally, four kinds of data 
formats can be acquired: spherical distance r (r = φ dmax/2
14); (x, y, z) coordinate 
(Cartesian coordinates); amplitudes (similar to gray-level data); and a confidence map 
(data related to reliability estimation). Figure 3.12 indicates that four data formats have 
been indexed to the pixel grid (176x144 for SwissRanger sr4000), which makes the data 
structure well organized and easily retrieved. 
 
 
Figure 3.12 Output Data structure of SwissRanger SR4000 
 
Moreover, four types of the output data are not independent to each other. The 
relationship is illustrated in Figure 3.13. 
 
Figure 3.13 Relationships between four types of the output data formats 
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(1). First, (x, y, z) coordinates can be derived from the original spherical distance 
r using the transformation equation which has been hard coded to the driver.  
 
(2). Second, amplitude data represents illumination and is rectified by multiplying 
two factors: one is proportional to the square of the measured distance r, and the other 
compensates the attenuation in strength of the illumination away from the center of the 
field of view (see the four corners of the rectangle in Figure 3.14). 
 
 
Figure 3.14 Confidence Map 
(a) 3D representation of the σi over the whole sensor (the color-bar is 
in meters) and (b) amplitude image (the color-bar is in arbitrary units) for data acquired 
with the auto acquisition time (distance between camera and wall: 1.30 m; IT = 11 ms) 
(Piatti and Rinaudo 2012) 
 
(3). Third, the confidence map is calculated in the driver of the host PC using a 
combination of distance and amplitude measurements and their temporal variations. It 
represents a measure of probability or confidence which indicates the accuracy level of 
the distance measurement. 
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3.3.2 Data pre-processing 
As the measuring accuracy and deviation will be influenced by many factors such 
as relative movement between objects and the camera, different reflectivity from various 
materials, and changes of the ambient lights, the ultimate goal of data pre-processing is to 
improve the data quality by either compensating the system bias in the raw data or 
eliminating the random noise. However, as it is quite difficult to define the pattern for the 
system bias under such a dynamic and complex construction environment, the practical 
solution is to remove the random noise by setting a threshold value. This study treats 
values with high system bias (i.e. low confidence value) as random noise and they are 
removed by setting a certain threshold based on the confidence map. 
 
1). Selective Filters in the driver 
The driver of SwissRanger SR4000 already incorporates several filters to help 
remove the random noise such as Median filter, Convert gray mode function and adaptive 
neighborhood filter. The function for each filter is listed in the table below: 
 
Table 3.2 Function for each filter in SwissRanger SR4000’s driver 
Filter type Filter function 
Median Filter 
Smoothing each 3x3 patch of pixels with the 
median of the patch value 
Convert gray mode 




Adaptive Neighborhood Filter 
Reduce noise while preserving detail such as edges 
or small structures, with no computational cost to 
the host PC. Combines amplitude and distance 
information in a 5x5 neighborhood. 
 
2). Optimal Integration Time (IT) 
The integration time is the measuring time allowing electron charging for four 
sampling signals (see Figure 3.8) which includes multiple repeated cycles. Figure 3.15 
shows an experiment given by Foix et al. (2011) to compare different deviations of the 
measurement under different integration time. It can be found that setting a smaller 
integration time will result in larger deviation in depth measurement (see z-axis in Figure 
3.15), i.e., longer integration time allows to capture a larger amount of reflected light, 
which results in lower random noise. 
 
 
Figure 3.15 Depth-colored 3-D point cloud for measuring a white wall at a constant 
distance of 1m. 





However, as a longer integration time will decrease the frame rate of the data 
acquisition, there should be a trade-off between increasing integration time and keeping a 
minimum frame rate to avoid movement artifacts from moving objects. Here the 
following three aspects need to be considered in order to set the optimal integration time: 
 
 Acquisition speed 
 Accuracy requirement 
 Type of measured objects 
 
In this study, its detection range is set as 0.1~5.0m at 30MHz with an absolute 






This chapter introduces an indoor experiment, its results and analyses. The indoor 
experiment setup is introduced first, followed by the experimental methodology. A series 
of experiments are conducted to validate the processes of detection, locating and tracking 
respectively. Finally, the results in both accuracy and efficiency are discussed.  
 
4.1 Indoor Experiment Setup 
Figure 4.1(a) shows the indoor environment for the experiment: a SwissRanger 
SR4000 color-depth camera mounted on a tripod, an excavator model on the table, a 
laptop, one power cable and one crossover data cable. Figure 4.1(b) shows the front side 
of the SwissRanger SR4000. It includes the illumination LED which emits the infrared 
lights and the optical filter for the inside receiving sensor. Figure 4.1(c) shows the laptop 
installed the user interface supplied by the Mega Imaging for real time data visualization.
 




Figure 4.1 Indoor experiment setting 
 
The dimensions of the camera, excavator and table, and their distances in 3D 
space are measured before tests as the value of the ground truth (see Figure 4.2). The 
local 3D Cartesian systems lie in the center of lens (about 11mm from the front plate into 
the housing) and the x and y are rotated around z positively about π/2 (Mesa Imaging). 
The brown dashed line c-c in the table is the projected centerline of boom and stick of the 
excavator. The A-view gives the detailed dimensions to help locate the excavator in this 
local Cartesian coordinate systems (see Figure 4.3). The B-view shows the relative 









Figure 4.2 The dimension of indoor environment 
 
 
Figure 4.3 Top view (A-view) of the camera and the crawler belts of the excavator 
 
 










4.2 Experimental methodology 
As the sampling data is not sufficient enough to build up a comprehensive 
template library, this experiment focuses on validating the detecting, locating and 
tracking movable construction objects based on the assumed existing key node model 
template libraries. Figure 4.5 illustrates the entire experiment workflow and it consists of 
the following three steps: 
 
1) The detection of construction objects is achieved by the comparison of the 
components’ edge between the object in 2D image (amplitude image) captured by color-
depth camera and object in the template library. The comparison and matching process is 
based on the structure of the key node model. 
 
2) Key node locating aims to retrieve the location of the detected object by 
mapping the image pixels of detected key nodes into 3D coordinates of the point cloud 
based on the nearest neighbor search (NNS) method. Therefore, the initial information of 
the key nodes in both space (x1, y1 ,z1) and time t1 can be obtained. 
 
3) Key node tracking: the key node position in 2D images can be tracked using 
Lucas-Kanade optical flow estimation, and then its 3D coordinates can be obtained using 
the same approach in step 2). If the targeted key node is missing, go back to step 2) to re-
detect the object and locate the key node again. In such a way, the key nodes can be 





Figure 4.5 Whole processes for detecting, locating and tracking an excavator 
 
In the following sections, the key node object detection (4.3), locating (4.4) and 




4.3 Key Node Object Detection 
Feature matching process retrieves the edge template of each individual 
component of the objects according to the tree structure of the key node model. 
Considering the template library of the key node model is not comprehensive yet, this 
section will focus on using a specific algorithm to illustrate the process of the object 




Figure 4.6 only shows the whole workflow of the detection process using sum-
and-max algorithm (Bai et al. 2009). An edge image of the excavator is used to 
demonstrate this concept. Starting from the root node of the tree (B node), edge 
components are matched by maximizing the similarity (Sum1) between detected image 
and edge template components. Maximum responses of the candidate templates 
connecting to the current node are kept (Max1). Then the process moves to the next node 
(joint nodes A and C) in the tree structure to match with other components (Max2, 3). As 
C is the end node in the right branch, once retrieved, the right process is done. For left 
branch, after A is searched, the process will move to the next node D. As seen in Figure 
4.4, node D is represented using a hollow circle, while other key nodes A,B and C are 
displayed as solid red circle. The reason is that D is defined as an optional node, while 
the excavator is in work state, and the bucket is digging into the soil and becomes 
invisible, the node D will be disregarded in the matching process above. After all 
branches are retrieved, these local maximum responses will sum up to an overall 
matching result (SUM). 
 
Finally, the matched templates of each component are determined and the key 




Figure 4.6 Whole workflow of key node detection of an excavator using sum-and-max 
algorithm 
 
4.4 Key Node Object Locating 
From the above step, we can obtain the key node pixel value in images or video 
frames. The final task is to determine the 3D coordinates of these key nodes by linking 
the image pixel value and 3D point cloud depth value. However, as the influence of both 







algorithms in real scenario, the returned pixel value is most likely to be biased. In order to 
minimize the error from the detection process, a region around the detected key node 
pixel is to be used. In this situation, we need to determine the size of this region first. By 
visually observing the boundary box size and the region around the key node of the 
adjacent components of the excavator, 5x5 box is recommended in this study. For the 
future tests under the real construction sites, the size of the boundary box may vary owing 
to different proportion between pixel resolution and the object occupation in the image 
layout.  
 
To find the most confident value in the corresponding point cloud dataset, as 
mentioned in Chapter 2, the Nearest Neighbor Search will be used in such an order: 
2DNNS3DMean. It first estimates the NNS points in 2D image, then maps all 
these pixel values into 3D point cloud. By removing the abnormal depth value, all the 
remaining points are finally averaged to estimate the key node coordinate of each key 
node. The criteria to determine whether the value within the boundary box is abnormal or 
not is the key issue in this mapping process. One possible way is to analyze the pattern of 
this small group of points in 3D point cloud dataset, and setup a series of rules or 
thresholds to categorize these points into acceptable point or abnormal point. In this test, 
we have already assumed the key node position obtained from the previous detection 
process is accurate enough, therefore the rules can be simply defined as: If the difference 
between the 3D coordinate value of the neighboring point and the center point is larger 




Figure 4.7 is the demonstration to show the whole NNS searching process. Once 
the object is detected by matching the component edge templates and the edge images, 
three 5x5 boundary boxes around B, A and C are extracted. Table 4.1 lists the matrices of 
these three boundary boxes with corresponding values of x, y and z coordinates in the 
local 3D Cartesian systems. The cells in red indicate the abnormal value, the cells in 
black bold is the pixel of the key node detected from the previous detection step, and the 
cells in simple black show the confident value. 
 
 





Table 4.1 Key Node 5x5 Boundary Box Matrices 
Key node A 
    
 
 Z Value 0.858971 
 0.8338 0.8392 0.8401 0.8484 0.965 
0.832 0.835 0.8472 0.88 1.3795 
0.8316 0.8391 0.871 0.8802 1.6492 
0.8339 0.8387 0.8736 0.8982 1.7345 
0.8336 0.8416 0.8702 0.906 1.7812 
     
Key node A 
    
  
X Value 0.21784 
 0.2171 0.2138 0.2128 0.2167 0.3316 
0.2171 0.215 0.2189 0.2169 0.3962 
0.2179 0.2151 0.2197 0.2215 0.4169 
0.218 0.216 0.219 0.2236 0.4284 
0.219 0.216 0.2191 0.2236 0.4285 
     
Key node A 
    
  
Y Value -0.08339 
 -0.0738 -0.0739 -0.0748 -0.0775 -0.1207 
-0.0774 -0.0779 -0.0807 -0.0814 -0.1512 
-0.0813 -0.0816 -0.0847 -0.0869 -0.1665 
-0.0849 -0.0855 -0.0882 -0.0916 -0.1786 
-0.0889 -0.0892 -0.092 -0.0955 -0.1863 
 
 
Key node B 
    
  
Z Value 0.850713 
 0.8532 0.847 0.8477 0.8484 0.8518 
0.853 0.8469 0.8476 0.8441 0.849 
0.846 0.8467 0.8388 0.8395 0.8404 
0.8459 0.8466 0.8503 0.8396 0.8409 
0.8418 0.85 0.9512 1.0205 1.1492 
     
Key node B 
    
  
X Value 0.165206 
 0.1736 0.1686 0.1649 0.1605 0.1577 
0.1722 0.1686 0.1633 0.1597 0.1561 
0.1723 0.1686 0.1655 0.1598 0.1563 
0.1715 0.1693 0.185 0.1938 0.2129 
0.1837 0.2748 0.3316 0.3292 0.3254 
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Key node B 
    
  
Y Value -0.03666 
 -0.0307 -0.0305 -0.0304 -0.0303 -0.0304 
-0.034 -0.034 -0.0336 -0.0336 -0.0336 
-0.0376 -0.0375 -0.0377 -0.0371 -0.0371 
-0.0409 -0.0413 -0.046 -0.0493 -0.0554 
-0.0476 -0.0727 -0.0897 -0.091 -0.0919 
 
 
Key node C 
    
  
Z Value 0.862792 
 0.8511 0.8544 0.8577 0.8582 0.8681 
0.8509 0.8509 0.8572 0.858 0.8613 
0.8522 0.8525 0.857 0.8554 0.8532 
0.886 0.8523 0.8522 0.8528 0.853 
0.9965 0.8861 0.8523 0.8526 0.8479 
Key node C 
    
  
X Value 0.060965 
 0.068 0.0645 0.0614 0.058 0.0547 
0.0681 0.0646 0.0614 0.0578 0.0542 
0.0708 0.0646 0.0611 0.0577 0.0542 
0.0795 0.0672 0.0612 0.0577 0.0539 
0.1029 0.0677 0.0614 0.0578 0.0542 
Key node C 
    
  
Y Value -0.05061 
 -0.0437 -0.0437 -0.044 -0.044 -0.0441 
-0.0473 -0.0473 -0.0475 -0.0474 -0.0472 
-0.0527 -0.0507 -0.0507 -0.0507 -0.0507 
-0.0633 -0.0563 -0.0542 -0.0542 -0.0539 
-0.0871 -0.0604 -0.0579 -0.0578 -0.0576 
 
Table 4.2 shows the comparison between the ground truth and 3D coordinate 
value of B, A and C estimated using NNS approach. It can be found that error of y value 
is relatively larger than the error of x and z, however the maximum error is still no more 




Table 4.2 Key nodes locating accuracy 
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4.5 Key Node Object Tracking 
Two experiments are designed to test the mixed tracking algorithm. Test 1 aims at 
finding all the useful information which can help improve the accuracy and reliability of 
dynamic tracking, and test 2 compares the tracking performance for movement with only 
one pose and movement with changing poses. The coding part refers to the OpenCV 
library (OpenCV Developers Team) and the Tracking-Learning-Detection demo from 
Kalal et al. (2012)’s PhD dissertation. 
 
Test 1:  
In this test, the video based on intensity images is first used to track the key node 
B. We manually selected a boundary box around the node B as the imaginary result from 
the previous detection stage. The algorithm will use the boundary box as the initial target 
to track the object movement. The boundary box used here is different from the one we 
used in the locating step. As mentioned in Chapter 2, the boundary box here is to add 
more equations to solve the unknown variables of the movement. The larger the boundary 
box is chose, more equations will be included and thus more accurate the result will be. 
However, considering the computing issue which should satisfy the real time tracking 
need, there will be a trade-off between efficiency and accuracy when selecting the size of 
the tracking boundary box. In this section, the test chose 10x10~ 20x20 range of the 
window size.  
 
First, the intensity video frame is used to test the performance of the key node 
tracking. Next, the depth image derived from the z value of the point cloud coordinates 
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will be added as another video frame image to enhance the tracking process. From the 
visual observation, we can find that latter method is more reliable as additional depth 
information is helpful to distinguish the object from the background. 
 
Figure 4.8 shows the screenshot of intensity image (left) and the depth image 
(right), and the pixel value (row and column) at the left up corner and right bottom corner 
of the boundary box can be recorded in a txt file shown in Figure 4.9. 
 
 
Figure 4.8 Intensity image (left) and depth image (right) 
 
 







In this test, we first tracked the movement of the excavator without changing 
poses, and the result is quite stable (see Figure 4.10). While the poses were changing 
during its movement (see Figure 4.11), the boundary box would be reliable, sometimes 
changing its size in order to cover more searching area and sometimes even lost the target. 
 
The reason is that there lacks enough templates in the library. Once the pose 
changes, the algorithm can’t find the corresponding template in the library and will give 
wrong estimation.  
 
 
Figure 4.10 Tracking the key node when the excavator doesn’t change its poses 
 
 





4.6 Discussions and following work 
The indoor experiments show that key node modeling approach has potential to 
be applied on construction site for tracking objects with changing poses in real time. The 
key node modeling approach is capable of representing complicated objects in a 
simplified manner, which facilitates the process of object detecting, locating and tracking. 
 
The algorithm was tested in a separate manner in detecting, locating and tracking 
objects respectively. However, the reliability of putting individual process together has 
not been tested yet. Therefore, the following work includes building up a more 
comprehensive template library, and concatenating the process of detection, locating and 






5.1 Conclusions  
The newly created framework enables the vision-based object tracking on 
construction sites. It is compatible with a variety of image-point cloud hybrid vision-
based sensing technologies. 
 
The key node modeling approach is capable of representing complicated objects 
in a simplified manner, which facilitates the process of object detecting, locating and 
tracking.  
 
The indoor experiments show that key node modeling approach has great 
potential to be applied on construction site for tracking dynamic objects in real time.  
 
5.2 Limitations and Discussions 
The tracking reliability greatly depends on the quantity of representative training 
data. For a comprehensive database, the initial training is intensive (e.g., images from 
different perspectives should be covered in training phase in order to detect objects in 
different view angles). How to automate the training process, such as automatically 
collecting training data from the 3D scale model or even real object in different view 
CHAPTER 5. CONCLUSIONS AND FUTURE WORK 
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angles, and then automatically extracting the key features from the samples and building 
up the key node model, is expected as the extension part of current study. Once the 
database is built up, it can be reused and benefits the following work. Another thought is 
when Lucas-Kanade Optical Flow Estimation is used for dynamic tracking, the image 
patch of the boundary box around the key node can be incorporated into the key node 
model database online. It will extend the training to the whole process of detection, 
locating and tracking, and definitely contribute to the efficiency and accuracy of the 
dynamic tracking. 
 
5.3 Future Work 
 
5.3.1 Multiple Objects Tracking 
The parallel computing approach (such as MPI) can be implemented to analyze 
the image captured from the sensor simultaneously for different types of objects. In such 
a way, there is no need to design a complicated decision mechanism to distinguish 
different objects in a single thread. 
 




5.3.2 Behavioral Prediction 
Behavioral prediction is another promising application domain using key-node 
vision-based detection, locating and tracking framework. If the object can be 
continuously tracked on construction site, the movement pattern can be analyzed based 
on the its trajectory, and then its near-future behavior can be estimated or “predict”. This 
can help site engineers or workers earn more time to take action or broadcast warning 
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