ABSTRACT: Genomic selection involves the assessment of genetic merit through prediction equations that allocate genetic variation with dense marker genotypes. It has the potential to provide accurate breeding values for selection candidates at an early age and facilitate selection for expensive or diffi cult to measure traits. Accurate acrossbreed prediction would allow genomic selection to be applied on a larger scale in the beef industry, but the limited availability of large populations for the development of prediction equations has delayed researchers from providing genomic predictions that are accurate across multiple beef breeds. In this study, the accuracy of genomic predictions for 6 growth and carcass traits were derived and evaluated using 2 multibreed beef cattle populations: 3,358 crossbred cattle of the U.S. Meat Animal Research Center Germplasm Evaluation Program (USMARC_ GPE) and 1,834 high accuracy bull sires of the 2,000 Bull Project (2000_BULL) representing infl uential breeds in the U.S. beef cattle industry. The 2000_BULL EPD were deregressed, scaled, and weighted to adjust for betweenand within-breed heterogeneous variance before use in training and validation. Molecular breeding values (MBV) trained in each multibreed population and in Angus and Hereford purebred sires of 2000_BULL were derived using the GenSel BayesCπ function ) and cross-validated. Less than 10% of large effect loci were shared between prediction equations trained on (USMARC_GPE) relative to 2000_BULL although locus effects were moderately to highly correlated for most traits and the traits themselves were highly correlated between populations. Prediction of MBV accuracy was low and variable between populations. For growth traits, MBV accounted for up to 18% of genetic variation in a pooled, multibreed analysis and up to 28% in single breeds. For carcass traits, MBV explained up to 8% of genetic variation in a pooled, multibreed analysis and up to 42% in single breeds. Prediction equations trained in multibreed populations were more accurate for Angus and Hereford subpopulations because those were the breeds most highly represented in the training populations. Accuracies were less for prediction equations trained in a single breed due to the smaller number of records derived from a single breed in the training populations.
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INTRODUCTION
Genomic selection (GS) exploits linkage disequilibrium (LD) between QTL and SNP genotypes to derive EBV (Meuwissen et al., 2001) . Increased EBV reliability in Holstein cattle through GS has been achieved using the Illumina Bovine SNP50 BeadChip in the United States, Australia, the Netherlands, and New Zealand (Hayes et al., 2009a; VanRaden et al., 2009) , and expansion of GS to multiple dairy breeds is in progress using the Illumina BovineHD chip (Illumina Inic., San Diego, CA; Hayes et al., 2011) . In contrast to the dairy industry, the beef cattle industry is characterized by populations with diverse and admixed breed compositions. Genetic improvement should target commercial crossbred populations (Dekkers, 2007) . Beef cattle genomic predictions could be developed for each breed independently, but large reference populations would need to be developed for each breed separately, which may be diffi cult for smaller breeds and mask additive differences between breeds for genomic prediction in crossbred animals. Another approach is to develop genomic predictions that are accurate in multiple breeds through training on multibreed populations of purebred or crossbred animals. This has the advantage of allowing small populations to be pooled to create reference populations of the scale required to derive accurate genomic predictions. These predictions could be incorporated into national cattle evaluation for many breeds, and they are more likely to be predictive of commercial populations (Thallman, 2004) .
Our objective in this study was to derive genomic predictions by training and cross-validating using 2 beef populations of diverse breed composition, specifi cally the U.S. Meat Animal Research Center Germplasm Evaluation Program (USMARC_GPE) and purebred bulls in the 2000 Bull Project, both genotyped with the Illumina BovineSNP50 genotyping platform and determine their utility as accurate predictors of genetic merit for selected growth and carcass traits across multiple breeds.
MATERIALS AND METHODS

Description of Data
Summary statistics of the populations used for the derivation of genomic prediction equations and their validation are presented in Table 1 . Traits analyzed included birth BW (BBW), weaning weight (WW), yearling weight (YW), hot carcass weight (HCW), rib-eye area (REA), and marbling score (MRB). Breed composition of each population is provided in Table 2 .
The USMARC provided phenotypic data from the GPE Cycle VII and continuously sampled GPE (2007 GPE ( -2008 cattle populations (USMARC_GPE), composed of F 1 and F 1 × F 1 (F 1 2 ) crosses and backcrosses of 16 breeds. As part of the 2000 Bull Project, instituted by USMARC to evaluate genetic merit and provide molecular breeding values (MBV) to the most widely used beef cattle breeds in the United States, 16 beef cattle breed associations provided DNA, pedigrees, and individual and (2000_BULL) parent EPD for over 2,000 infl uential sires from their respective breeds. At the time of this analysis, data were available for 13 breeds. For each trait, bulls with EPD that did not include more than parent average information were removed. To ensure that USMARC_GPE and 2000_BULL were as independent as possible and prevent sire-progeny genetic relationships from increasing the apparent accuracy of prediction equations, bulls in the 2,000 Bull Project that sired USMARC_GPE cattle (n=234) were excluded from genomic prediction and validation analyses, leaving a population of 1,834 bulls with EPD for at least 1 trait (2000_ BULL).The 13 breeds analyzed included 3 Bos indicus or Bos taurus × Bos indicus composite breeds (Brahman, Brangus, and Beefmaster) and 1 breed with <1% representation (i.e., Braunvieh). Analyses were performed using the subset of 2000_BULL which excludes these groups (2000_BULL taurine ), due to divergence between taurine and indicine breeds; however, because this training set did not result in improved MBV accuracy in validation, single breed validation analyses were not conducted. Angus and Hereford breeds, as the largest breed subsets (>20% each of the total population), were used for single breed genomic prediction. Angus evaluations were repeated with Red Angus included to determine whether the inclusion of this breed improved predictive ability in Angus. All animals were genotyped using the Illumina BovineSNP50 BeadChip assay (50K; Illumina). Genotypic data included 52,156 polymorphic markers. Markers were not excluded for low minor allele frequency. Missing genotypes were replaced with breed average allele frequency for that marker (weighted breed averages for admixture cattle). Garrick et al. (2009) provided methodology for improving the use of EBV for genomic selection by a combination of deregression (akin to dividing by EBV reliability) and adjusting for ancestral information (i.e., parent average). Deregression removes shrinkage present in EBV, and by accounting for parental contribution, deregressed EBV can be considered the equivalent of the information provided by the records of each bull and those of their descendants. The 2000_BULL EPD provided by breed associations were deregressed according to this procedure, and the resulting deregressed breeding values were treated as phenotypic equivalents in the training of genomic prediction equations and in validation. To account for the heterogeneous variance of deregressed breeding values due to differences in breeding value accuracy of individual bulls, a weighting factor (w i ) was used on the diagonal of R-inverse in train- ing and validation ). The R-inverse weighting factor for animal i was defi ned as [1] in which h 2 is the breed-specifi c heritability of the trait, r i 2 is the reliability of the breeding value for animal i, and c is the proportion of genetic variance not accounted for by the markers or the lack of fi t of the prediction equation.
Deregression of 2000_BULL EPD
Lack of fi t is included in this approach because the residuals for the genomic prediction model include both nongenetic residual and genetic variance unaccounted for due to lack of fi t. In training, the lack of fi t takes values from 0 to 1 because the genomic prediction equations have variable accuracy; in validation, lack of fi t is 0 as all of the genetic variance is accounted for in the animal model. Because lack of fi t is unknown in advance, the appropriate value was determined by using a range of lack of fi t values to determine genomic prediction accuracy and calculating lack of fi t as 1 minus the reliability of the genomic prediction from the validation analysis. Lack of fi t (c) values of 0, 0.25, 0.5, 0.75, and 1 were used, and the resulting prediction equations evaluated to determine the proportion of genetic variance they explained in the USMARC_GPE dataset; priors for the genetic and residual variances were GenSel preprogrammed defaults ). Then, a fi nal, trait-dependent c value was estimated, equal to the mean proportion of genetic variance not explained by the MBV derived using the range of c values, and priors for the genetic and residual variances were updated using the posteriors from the previous runs. The proportion of genetic variation explained was generally low and the effect of c on MBV accuracy was minimal; therefore, the reported prediction equations were derived with c = 1.
To account for heterogeneous variance due to differences in breed-specifi c variance components, deregressed breeding values and weighting factors were scaled to a pooled, breed average genetic variance using the ratio of the genetic variance of each breed (Koots et al., 1994; Moser et al., 1998; North American Limousin Federation, 2000; Riley et al., 2002; Phocas and Laloë, 2004; MacNeil and Northcutt, 2008; American Shorthorn Association, 2009; American Hereford Association, 2010; Beef Improvement Federation, 2010; American International Charolais Association, 2011 ; personal communications with individual breed associations, at the request of several associations, phenotypic and genetic variances are not presented herein) to average genetic variance across all breeds, an adaptation of the approach taken by Wiggans and VanRaden (1991) . When heritability or genetic variance was unknown, no scaling was performed, and the pooled, breed average value was used in single-breed evaluation.
Training of Genomic Prediction Equations
Genomic prediction equations were derived using the BayesCπ function of GenSel ), delivered via the Bioinformatics to Implement Genomic Selection (BIGS) platform (http://bigs. ansci.iastate.edu/). The BayesCπ function fi ts a mixture model similar to Bayes-B (Meuwissen et al., 2001 ) with the addition of the estimation of the proportion of uninformative loci in the model (π) and the assumption of a common variance for all loci with nonzero effects rather than individual locus variances . The prior distribution of the loci variance was a scaled inverse chi-square with scale parameter S a 2 and ν a degrees of freedom. The prior distribution of π was Uniform (0,1). The total number of iterations was set initially to 41,000 without a burn-in; both total number of iterations and burn-in were increased as needed to obtain convergence or a maximum of 110,000 iterations with 100,000 burn-in iterations. Convergence was assessed using Heidelberger and Welch's (Heidelberger and Welch, 1983 ) and Geweke's (Geweke, 1992) convergence diagnostics for each parameter [genetic variance, residual variance, "genomic heritability," or the proportion of phenotypic variance accounted for by the genomic prediction (Janss and Shariati, 2010) , and π] using the coda package of R version 2.12.0 statistical programming language (Plummer et al., 2006 ) and the correlation with the solutions resulting from the previous chain length. The proportion of uninformative loci, π, did not converge in all cases. The total number of iterations was increased to attempt to correct this problem, but if the stationarity of the distribution of π did not improve, solutions for the longest chain length were accepted. To determine whether estimation of π and any convergence issues with this parameter negatively infl uenced the accuracy of the resulting predictions, predictions equations were also derived using Bayes A (π = 0). Genetic variance, residual variance, and genomic heritability converged in all analyses.
Genomic heritabilities and π posteriors are provided in Supplementary Tables 1a and 1b (see online version of the article at http://journalofanimalscience.org). Other diagnostic parameters provided by GenSel included "t-like," the marker effect divided by its SD and the frequency it was represented in the genomic selection model , and the posterior 
marker genetic variances. Correlations between these parameters are provided in Supplementary Tables 2a and  2b (see online version of the article at http://journalofanimalscience.org). We would expect that if prediction equations derived from different training sets found the same markers to be similarly associated with the underlying QTL, similar posterior means and variances for marker effects would be observed and the correlations among these parameters would be high. For analysis of USMARC_GPE, the genomic prediction model was as follows: [2] in which y are vectors of USMARC_GPE phenotypes, 1 is a vector of one's, μ is the phenotypic mean, X is an incidence matrix relating data to fi xed effects, β is a vector of fi xed effects, M is an incidence matrix for marker genotypes, a is a vector of marker substitution effects, ε is a vector of genetic lack of fi t residuals, and e is a vector of residual effects. Genomic predictions or MBV result from the product Ma. Fixed effects were age, sex, contemporary group, heterosis, and covariates for proportion of each breed (ranging from 0 to 1 for each breed for each animal) in accordance with Beef Improvement Federation guidelines (Beef Improvement Federation, 2010) .
The genomic prediction model for 2000 Bull Project data was as follows: [3] in which K is a vector of EBV r -2 , ĝ are EBV, g are true breeding values, and all other values are as defi ned previously. The default model fi tted breed effects for the 2000_BULL population as a fi xed categorical variable, generating pooled, breed average genomic predictions. A second approach was taken to account for breed by the linear adjustment of EPD before deregression [the subset of 2000_BULL for which across-breed adjustment could be performed (2000_BULL ADJ )] using across-breed adjustment factors (Kuehn et al., 2010) , which were available for all traits except HCW. In this method, breeding values (and deregressed breeding values; see Appendix 1) for non-Angus breeds included the deviation in breed mean relative to Angus, and breed was excluded from the genomic prediction model, generating genomic predictions that include prediction of breed differences. Across-breed adjustment factors for carcass traits were not available for all breeds, reducing the number of records for those traits (Table 1) .
Preliminary genomic analyses were performed for the trait backfat thickness; however, this trait was removed from the analysis due to diffi culties developing prediction equations. Specifi cally, the proportion of chains with π = 1 was above the threshold allowed by GenSel (genomic heritability = 0; Fernando and Garrick, 2009 ), causing premature program termination, when 2000_BULL data were scaled to a common genetic variance. This result suggests a problem with the model used or structure of the data, either breed-specifi c variance components used to scale the data or heterogeneity of variance between breeds.
The locus effects in prediction equations were compared using the correlation between locus effect estimates. Because the proportion of uninformative loci, π, was generally high, the majority of loci have very small effects; therefore, prediction equations were also compared on the basis of loci of larger effect. Loci as the sum across windows of 5 by chromosomal location were ranked by the absolute value of substitution effect size, and the top 2,500 (5% of 50,000) were compared for the proportion in common for each pair of prediction equations.
Validation of Genomic Prediction Equations
In this context, validation is defi ned as the estimation of MBV accuracy, defi ned as the genetic correlation between genomic breeding values and the respective trait in an independent population. Accuracy of MBV was determined by fi tting USMARC_GPE phenotypes or 2000_BULL deregressed breeding values and MBV as correlated traits in a bivariate animal model (Kachman, 2008) 
[4]
For validation of all other 2000_BULL-derived MBV with USMARC_GPE data:
For validation of USMARC_GPE-derived MBV with 2000_BULL data:
in which y, X, , e, K, , and g -ously; MBV is a vector of genomic predictions; Z is a design matrix relating data random animal effects for phenotypes, deregressed breeding values, and MBV; Q is a design matrix assigning animals to genetic groups; W and S are design matrices relating data to random dam and permanent environmental effects; u is a vector of random animal effects for phenotypes, deregressed breeding values, and MBV; and m and pe are vectors of random dam and permanent environmental effects, respectively.
Random animal effects were modeled with a numerator relationship matrix constructed using known pedigree relationships, including both breed association -rived prediction equations, scaled R-inverse weighting factors were used, and the genetic and residual variances -average when each breed was adjusted to a common genetic variance as previously described. 
RESULTS
Genomic Prediction Validation Results
Accuracies for MBV from multibreed training populations are reported in Tables 4A, 4B , and 5. The USMARC_GPE-trained predictions had pooled, breed average accuracy ranging from 0.37 for BBW to 0.19 for WW. The USMARC_GPE BBW and REA MBV were more predictive across breeds whereas for the other traits at least 1 breed was predicted with ≤0.10 accuracy. Charolais in particular was not well predicted, with low accuracy predictions for WW, YW, HCW, and MRB. The 2000_BULL-trained pooled, breed average predictions were generally more consistently accurate, with a smaller range in breed-specifi c accuracies and fewer cases of ≤0.10 accuracy within a single breed. However, because these predictions were validated in USMARC_GPE crossbred individuals where Angus and Hereford breeds were more highly represented relative to 2000_BULL, greater accuracies may refl ect Angus or Hereford representation in crossbred animals rather than predictive ability in the other breeds represented. The USMARC_GPE, 2000_BULL, and 2000_BULL-ADJ MBV performed better in Angus or Hereford populations relative to the less represented breeds. Generally, greater accuracies were observed for growth traits (BBW, WW, and YW) relative to carcass traits (HCW, REA, and MRB), refl ecting differences in training population size and 2000_BULL EBV accuracy (Table 1) . Differences between average EBV accuracies between subpopulations of 2000_BULL infl uenced accuracy observed in validation. For example, the average accuracies of Hereford EBV for carcass traits were less than for 2000_BULL, 2000_BULL AN , and 2000_BULL AN+AR , contributing to less accurate genomic predictions in validation. Comparing 2000_BULL and USMARC_GPE as training populations, neither consistently surpassed the other in predictive ability.
The 2000_BULL training was conducted using 2 models for breed effects, 1) including breed in the genomic prediction model to generate pooled breed average predictions or 2) including breed mean differences in the form of across-breed adjustment factors in EPD before deregression, thus generating predictions that included breed differences. The latter were validated in USMARC_GPE both including and excluding breed from the model. For growth traits, no differences were observed between MBV accuracies, and for REA and MRB the genomic prediction of breed differences accounted for increases of 0.09 and 0.11 in accuracy, respectively, relative to a pooled breed average validation model. To determine whether the presence of Brahman and indicine cross breeds (Brangus and Beefmaster) or low representation (<1%, Braunvieh) negatively impacted the accuracy of genomic predictions, training was performed excluding them (2000_BULL taurine ). No improvement in accuracy was observed relative to the full 2000_BULL population, likely because the indicine representation in this population, especially for carcass traits, was extremely small. The prediction equations resulting from training on 2000_BULL Angus, Angus + Red Angus, and Hereford bulls were evaluated in multibreed populations and within breeds of training (in populations composed of ≥25 or ≥50% of each breed; Table 5 ). Accuracy was greatest in breed of training with a few exceptions although populations of 50% or greater proportion of breed of training tended to be less accurate than those of 25% due to diffi culty in estimating variance components in a smaller population (Table 2 ). For example, 983 cattle were ≥50% Angus in USMARC_GPE compared with 2,066 cattle that were ≥25% Angus. To determine whether the combination of a small number of closely related breeds would generate greater within breed accuracy relative to a larger, more diverse multibreed population, prediction equations were trained on a combined population of 2000_BULL Angus and Red Angus. This did not improve accuracy in Angus cattle above that of training on only black Angus.
Genomic Prediction Training Results
The BBW, with the largest number of records, had consistently greater genomic heritability than all other traits, ranging from 0.57 to 0.84 (Supplementary File  Table 1a ). The USMARC_GPE-trained predictions had greater genomic heritability than 2000_BULL-trained predictions for WW, YW, and HCW. For BBW, REA, and MRB, 2000_BULL ADJ had the greatest genomic heritabilities. Generally, single-breed predictions had smaller genomic heritabilities than multibreed predictions, likely due to smaller sized training populations. Posterior means for π were generally large, with those of multibreed-trained predictions ranging from 0.91 to 0.998 with the exception of 2000_BULL ADJ WW and 2000_BULL HCW, which had not converged after 110,000 iterations. In these cases, the distribution of π 1 Training population = data used to train genomic prediction equations used to calculate MBV; Validation population = data used to estimate the genetic correlation between MBV and phenotypes; USMARC_GPE = USMARC_GPE phenotypic records; USMARC_GPE B = USMARC GPE phenotype records with breed effects not accounted for in the model; 2000_BULL = deregressed EBV from the 2000 Bull Project; 2000_BULL ADJ = deregressed EBV from the 2000 Bull Project where across-breed adjustment factors were applied to account for breed effects. AN = Angus; AR = Red Angus; HH = Hereford; CH = Charolais; GV = Gelbvieh; LM = Limousin; MARCIII = composite of one-fourth Angus, one-fourth Hereford, one-fourth Gelbvieh, and one-fourth Simmental; SM = Simmental.
2 Weighting factor for R-inverse in the genetic model to account for the variable accuracy of deregressed EBV. Where weighting factor was used, lack of fi t (c) is reported.
3 The genetic correlation, estimated in a multivariate genetic model, between MBV and phenotypes. 4 BBW = birth BW; WW = weaning weight; YW = yearling weight; REA = rib-eye area; MRB = marbling score. 5 w i = weighting factor; c = the proportion of genetic variance not accounted for by the markers or the lack of fi t of the prediction equation.
was multimodal with highly autocorrelated results even after 100,000 iterations, suggesting π convergence may improve from training on larger datasets. Even though this lack of convergence was troubling, when validation results were compared with Bayes A (π = 0) trained predictions (data not presented), accuracy of genomic predictions was similar. Convergence problems were exacerbated when training sets were limited to smaller subsets of breeds (2000_BULL taurine , 2000_BULL AN , 2000_BULL AN+AR , and 2000_BULL HH ) . In these cases, π did not converge in many cases, yielding either small posterior means and large SD or becoming fi xed near 1, in which case genomic heritability and MBV accuracy in validation decreased substantially. The low accuracies in validation observed in this study may be indicative of lack of consistent LD between 50K SNP markers and QTL across populations. Comparing the large effect loci (top 2,500 by absolute value of effect size), the greatest number were shared by prediction equations derived from the same population (2000_BULL and 2000_BULL ADJ ) and closely related traits, such as WW, YW, and HCW (Table 6A and 6B). This suggests that LD was consistent within but not across populations for markers of large and small effect. Strong correlations between prediction equations suggest similar direction and distribution of locus effects. Shared directionality is important for across-breed prediction because it suggests persistence of phase. We found a small proportion of shared loci between prediction equations and a small to moderate correlation between prediction equations trained in different populations. This fi nding is consistent with the idea that only loci in LD with QTL throughout the training population remained in the model; loci in partial LD with QTL across all breeds were fi ltered. Further evidence of this is available in Supplementary Tables 2a  and 2b , which provide the correlation between prediction equation t-like parameters (marker effect divided by its SD and the frequency it was represented in the genomic selection model; Fernando and Garrick, 2009 ) and marker genetic variance. As with the correlation between raw marker effects, the correlation between t-like parameters for prediction equations derived from different populations were of similar magnitude within and between traits, with greater correlations observed between predictions for different traits derived from the same population.
DISCUSSION
The accuracies of MBV are dependent on the size of the training set, effective population size of the target population, marker density, statistical method, heritability of the trait, and genetic architecture of the trait (Goddard, 2009). The larger population size of USMARC_GPE was counterbalanced by greater reliability for 2000_BULL deregressed breeding values relative to USMARC_GPE phenotypes, resulting in similar MBV accuracies for both populations. The USMARC_GPE and 2000_BULL traits were found to be moderately correlated (Table 3) , with genetic correlations ranging from 0.58 to 0.95. Departures from 1 may be due to uncertainty in the estimates, as evidenced by SE ranging from 0.06 to 0.14, due to number of records (i.e., the fewer number of HCW records in 2000_BULL relative to other traits) or pedigree ties because the closest pedigree relationships are the 234 sires of USMARC_GPE out of 2000_BULL that were excluded from training. Another possible explanation for smaller correlations between USMARC_GPE and 2000_ BULL for carcass traits may be that 2000_BULL EPD partially derive from correlated traits, such as ultrasound data, rather than purely from abattoir records. The moderately high correlations suggest that low MBV accuracy may be due to factors other than the product of trait differences between phenotypes and deregressed breeding values derived from industry data. The multibreed training and validation performed here represent pooled, breed average predictions, which are biased toward the most highly represented breeds. In USMARC_GPE, Angus, Red Angus, and Hereford breeds represented 57.6% of the genetic background of the population and included 98.4% of USMARC_GPE animals. The remaining 42.4% of the genetic background was derived from 13 breeds of both taurine and indicine origin, 8 breeds of which each represent 1% or less of the total population. This distribution aided in prediction of composites composed of the highly represented breeds (e.g., MARCIII) but provided little power for prediction in smaller breeds, which are likely to have breed-specifi c LD, resulting in less overall accuracy. This result is consistent with fi ndings of Toosi et al. (2010) , who reported that the reduction in withinbreed accuracy due to training on admixed breeds is dependent on their proportion in the training population and the time since breed divergence. This is particularly pertinent for the breeds that are not represented in both populations, specifi cally Beefmaster, Brangus, ChiAngus, MARCII (composite of one-fourth Angus, onefourth Hereford, one-fourth Gelbvieh, and one-fourth Simmental.), MARCIII, Salers, and Santa Gertrudis ( Table 2 ). As demonstrated in Australian Holstein and Jersey populations by Hayes et al. (2009b) , MBV accuracy decreases substantially when the target population is not included in the training population. , and varying the assumed lack of fi t (c) in the R-inverse weighting factor. The use of acrossbreed adjustment factors to allow breed differences to be estimated in the genomic predictions did not consistently improve MBV accuracy beyond the range of the SE. It is expected that proportion of variance accounted for by MBV prediction equations will vary by breed, proportional representation of breed in the training populations, and genetic distance from the training population. For example, Brahman, a genetically distant breed that is lowly represented in the training populations (<5%), consistently exhibited the least proportion of variance explained in the training data (data not shown), suggesting that linkage between QTL and loci of nonzero effect for more highly represented breeds was inconsistent in Brahman animals and, therefore, not informative. This is likely true to some extent for the other breeds. To address the presence of indicine breeds and breeds of very low representation, 2000_BULL training sets were limited to well represented taurine breeds, with no improvement in the accuracy of validation. This suggests the skewed representation of taurine relative to indicine breeds in the complete 2000_BULL training set generates predominately taurine-specifi c predictions rather than inclusive predictions for all breeds represented, which is consistent with the pooled, breed average approach to the genomic prediction model. It has been estimated that at least 300,000 evenly spaced loci would be required to fi nd markers that maintain persistent phase across Angus, Holstein, and Jersey populations (De Roos et al., 2008) ; therefore, it is unlikely that the markers present on the 50K panel are suffi ciently dense for consistent marker-QTL phase in a diverse set of breeds such as those present in USMARC_GPE and 2000_BULL. By contrast, MBV accuracies of single breed-trained results were very low, likely due to the reduction in training set size, which, combined with the computational demands of the BayesCπ model, generated more cases of failure to converge. Failure of π to converge when using the BayesCπ algorithm was also observed by Wolc et al. (2011) using commercial layer chicken data, in which the posterior distribution of π for some traits was fl at. Wolc et al. (2011) chose to terminate after 160,000 iterations if π did not converge and concluded that lack of convergence had almost no impact on MBV accuracy. The consistency of MBV accuracies between Bayes A and BayesCπ predictions agree with this conclusion. In one case, moderate accuracies were obtained from training in a single breed: Hereford-trained BBW predictions were of greater accuracy in validation than Angus-and multibreed-trained predictions.
We were interested in determining the persistence of marker-QTL LD across populations. Our approach was to compare prediction equations estimated in each population (Tables 6A and 6B ) to determine whether they were associating genetic variance with the same locations in the genome. A high proportion of large effect loci shared between prediction equations would indicate persistent linkage with QTL in those regions. This would be desirable for predictions for the same trait trained in different populations or for correlated traits infl uenced by similar sets of genes, such as the growth traits WW, YW, and HCW, because it would suggest similar genetic architecture. However, shared loci could also indicate identity by descent regions derived from high performing ancestors, which could be in long range linkage with QTL and would therefore be unlikely to be consistent across breeds. This was apparent in the fi ndings in German Holstein cattle in which MBV accuracies for 50K prediction equations were correlated with genetic relationship between the training and validation populations (Habier et al., 2010) .
We found that whereas there was were commonalities in the top 2,500 effect size loci, and the correlations between marker effects, marker genetic variance, and tlike parameters were moderate between correlated traits in the same population, there was less similarity between prediction equations for the same trait (as well as correlated traits) derived in different populations, suggesting the LD was not persistent across these populations.
Inconsistent LD across breeds produces less across-breed accuracy (Hayes et al., 2009b) and is exacerbated with time since breed divergence (Toosi et al., 2010) . Increasing marker density to reduce the average distance between SNP markers and QTL may improve multibreed MBV accuracy. High density genotyping platforms such as the Illumina BovineHD BeadChip or the Affymetrix Axiom Genome-Wide BOS 1 Array (Santa Clara, CA) may provide suffi cient marker density to obtain markers with complete LD with QTL in crossbred or multibreed beef populations. If accurate genomic predictions cannot be achieved using these high density platforms, it is likely that whole genome sequencing and imputation from low and high density to sequence will be the next avenue to explore. Even though the 2000_BULL prediction equations were trained on deregressed breeding values, they accounted for less phenotypic variation in the training data than the USMARC_GPE equations (Supplementary File  1) . The independent genetic evaluation of each breed association contributing to 2000_BULL created breed-specifi c heterogeneity of variance because variance components and heritabilities were not consistent across breeds. We attempted to correct for this by scaling deregressed breeding values and weighting factors to a common genetic variance. However the presence of heterogeneity may have negatively impacted the accuracy of genomic prediction equations derived with these data, and it is not clear from this study to what extent this was impacted by using a Bayesian genomic prediction model. An avenue of future research in genomic prediction in beef cattle using pooled multibreed populations could include comparative analysis with other models. For example, some success has been achieved in Australian dairy populations using multibreed genomic relationship matrices (Hayes et al., 2009b; Pryce et al., 2011) .
Accuracies of MBV derived from deregressed breeding values were found to be subtly infl uenced by the c assumed in the R-inverse weighting factor (Supplementary Table 4 ; see online version of the article at http://journalofanimalscience.org). As discussed in Garrick et al. (2009) , the effect of c is the relative weighting of less accurate EBV to more accurate EBV. Using too large a c value results in overemphasis on less accurate records, and using too small a c value results in underemphasis. Because the c of the genomic prediction equation is not known in advance, updating may be advisable if the heterogeneity of the information content of the training data makes the genomic prediction results sensitive to this parameter. As shown in Supplementary File 4, the MBV accuracy observed in validation using different c values was fairly insensitive to assumed c, suggesting that the variability in 2000_BULL EPD reliabilities was not suffi cient to cause the amount of weighting given to more or less accurate records to be important. This is likely due to the preselection of bull records to be used in training because the participating breed associations selected the most infl uential bulls for inclusion in this population and any low accuracy bulls were excluded from the dataset before genomic prediction analysis. To determine the most appropriate c value, a range of values were tested and given the accuracy of those breeding values in validation with the US-MARC_GPE population, estimated c ranged from 0.84 to 0.98. Change in accuracy as a result of c was within the SE of the estimates, and very little if any change in accuracy was observed between c values of 0.25 to 1. Because estimated c values were close to 1 and varying assumed c seemed to have little effect on MBV accuracy, we adopted an assumed c value of 1.
The MBV accuracies achieved in this study were similar to the fi ndings from a simulation study by Kizilkaya et al. (2010) , in which genomic predictions using a marker panel excluding QTL or markers in high LD with QTL (which is likely to be the case for the Bovine SNP50 BeadChip), trained in Angus and validated in an 8-breed beef cattle population, generated accuracies from -0.026 to 0.511, depending on breed and number of QTL. By contrast, the across-breed MBV accuracies found in this study are substantially smaller than those reported for Angus-specifi c genomic predictions released by IGENITY (IGENITY, Duluth, GA) for carcass traits, which ranged in accuracy from 0.50 ± 0.04 to 0.65 ± 0.03 (MacNeil et al., 2010) , and Pfi zer Animal Genetics HD 50K Angus Molecular Value Predictions (MVP; Pfi zer Animal Health, Kalamazoo, MI) for 13 traits, which ranged in accuracy from 0.33 to 0.63 for in-house validations using U.S. Angus cattle (Pfi zer Animal Genetics, 2010). In validations performed by the American Angus Association, Pfi zer MVP for BBW, WW, YW, HCW, REA, and MRB ranged in accuracy from 0.48 to 0.64; IGENITY genomic predictions for these traits were of similar scale (0.34 to 0.65; Northcutt, 2011) . The accuracies of Pfi zer MVP were reduced in Australian Angus cattle, for which accuracy estimates ranged from 0.35 to 0.40 for BBW, 0.35 to 0.44 for WW, 0.36 for HCW, 0.45 for REA, and 0.20 for MRB (Johnston et al., 2010) . We would expect that MBV developed for use in 1 breed, trained on populations of similar size to the multibreed populations used here, would generate greater accuracies. Because MBV accuracy is directly related to genetic relationship with the training population (Habier et al., 2007 (Habier et al., , 2010 , singlebreed training may maintain greater average relationship than multibreed training populations.
The prediction equations derived in this study varied substantially in accuracy by trait and by breed but were generally low accuracy, and less than 10% of the top 2,500 of markers by effect size were shared between different training populations. However, prediction equations trained on deregressed breeding values did achieve similar and in some cases greater accuracy to those trained
