We study the special class of equations in words of type (R, w), where R is a two variable generalized regular expression, without constant, and where w is a constant word. We show that the problem may be solved by applying a O(|w| ln 2 |w|) time algorithm.
J. Néraud
Approximate pattern matching is also concerned, and led to a lot of challenging combinatorical algorithms (e.g. [26] , [21] , [18] ).
Languages described by "generalized regular expression" (GRE for short), a more general class of languages, are also concerned. Practically, this notion of GRE is illustrated in the commands of the text editors of the UNIX system. Formally, given two finite disjoint sets, say Σ, the alphabet of the "constants", and ∆, the alphabet of the "variables", we consider a regular expression, say R, over ∆ ∪ Σ. Given a third alphabet Γ, we define the (Γ, Σ)-language described by R, namely L (Γ,Σ) (R), as the set of all the words φ(t) ∈ Σ * , which satisfy the two following conditions :
• t is an arbitrary word in the regular language described by R over Σ ∪ ∆.
• φ stands for any morphism from (∆ ∪ Σ) * into (Σ ∪ Γ) * satisfying φ(a) = a, for every "constant" a ∈ Σ.
For instance, take Γ = Σ = {a, b}, ∆ = {X} and consider the GRE R = X * abX * . By definition, for every integer pair (n, p), the word W = X n abX p belongs to the regular subset described by R in (∆ ∪ Σ)
* . As a consequence, the words (aba) 2 ab(aba) 3 , and a 5 aba 2 belong to L (Γ,Σ) (R). Indeed, such strings may be constructed by substituting aba to X, or a to X, in the word W ∈ L ∆∪Σ (R).
From the point of view of the computational complexity, as shown in [1] (p. 289), given R, an arbitrary GRE, and given an input word w, deciding whether w ∈ Σ * L (Γ,Σ) (R)Σ * is NP-complete. The best known results concerning restrictions relate to "periodicities", i.e. patterns of type X q . Notice that, in this case, the morphim φ which defines the substitution, must be non-erasing, i.e. φ(X) must be different of the empty word. With such a type of GRE, several efficient O(|w| ln |w|) algorithms have been implemented ( [8] , [4] , [20] , [24] ).
As another example, the problem of deciding whether the "rank" of a finite set of words E ⊆ Σ * is not greater than an arbitrary integer k, comes down to decide whether E may be described by a pattern of type (X 1 +X 2 +...+X k ) * . For instance, consider the set E = {abcba, abcbaabc, abcbaabcbaabc}. Since E ⊆ {abc, ba} * , the rank of E is at most 2. In the general case, this problem of "rank" is also NPcomplete [22] . When considering an arbitrary set of words E ⊆ Σ ∪ Σ 2 , (i.e. a set of words w, with |w| ∈ {1, 2}), the question may be easily decided in quadratic time moreover, in the case where we fix the integer k to 2, we constructed a O(n ln m)-time algorithm [23] , where n stands for the sum of the lengths of the words in E, and where m stands for the length of the longest word in E.
Another "difficult" question consists in computing a "descriptive" pattern for a finite set of words [2] . For instance, take Σ = ∆ = {a, b} and consider the pattern R = XabXa. By substituting ba (aba, a) to X, it is easy to verify that R allows to describe all the words in the finite set E = {baabbaa, abaababaa, aabaa}. Moreover, it can be shown that, given another GRE, say S, if E ⊆ L (Σ,Σ) (S), then the language L (Σ,Σ) (S) cannot be a strict subset of L (Σ,Σ) (R), the language described by R. Unformally, R is a "closer" pattern describing the set of words E. As in the preceding case, the problem of computing such a pattern is NP-complete, moreover, we notice that in the case of a constant number of variables, it may be solved in polynomial time [2] , [15] .
The framework of equations in words is also concerned. Such an equation consists in fact in a pair of star-free GRE, (R, S), and given a third alphabet Γ, the problem consists in deciding whether the corresponding languages L(R) and L(S) have a non-empty intersection. Once more, as shown in [2] , this is an NP-complete problem, moreover, in the general case, only a five exponential height time algorithm allows actually to compute a solution [19] .
Our paper consists in a contribution, for drawing the limit of equations which may be solved by fast time algorithms. We present a O(|w| ln 2 |w|)-time algorithm for solving an arbitrary equation of type (R, w), where R ∈ {X, Y } * , and where w is a constant word.
Choosing such a class of instances must not appear as arbitrary. Indeed, our method allows to decide whether a finite language E may be "generated" by a two variable pattern R : a question directly connected to the preceding "pattern language". Moreover, our method is a first step for solving more general classes of equations. The two fundamental combinatorical concepts of "overlapping" and "repetitions" (Section 2) play a prominent part in the constructions. Another important feature consists in describing the solutions by solving associated linear diophantine systems. In Section 3, we study the case where the GRE R belongs to the set
We show how to compute candidates for the "periods" of the "solutions" φ(X), φ(Y ). -indeed, we establish that these periods allow to compute each solution. The case of a GRE of type XY ∆ * ∩ ∆ * XY is studied in Section 4. Once more we determine candidates for the solutions by examining the overlaps of w. As a conclusion of our study, in Section 5 we draw the scheme of our main algorithm for solving an arbitrary two unknown equation (R, w) (R ∈ {X, Y } * , w ∈ Σ * ). This algorithm takes account of the special cases which were avoided in Section 3 and Section 4.
Preliminaries

Definitions and notations
We adopt the standard notations of the free monoid theory : given a word w in Σ * (the free monoid generated by Σ ), we denote by |w| its length, the empty word being the word of length 0. Given two words u, w ∈ Σ * , we say that u is a factor (resp. prefix, suffix) of w iff we have w ∈ Σ * uΣ * (uΣ
, we say that u is an interior factor (proper prefix, proper suffix). If u is a prefix (suffix) of w, then we denote by u −1 w (wu −1 ) the unique word v such that w = uv (w = vu). An overlap of w is a factor which is both proper prefix and suffix of w. Given a non-empty word p ∈ Σ * , we say that it is a period of w iff w is a prefix of a word in p + . The overlaps of w and its periods are in one-to-one correspondence (cf e.g. [16] ). The primitive root of a non-empty word w is the shortest word r such that w ∈ r + (if w = r, we say that w is a primitive word). As a direct consequence of the Defect theorem (cf e.g. [17] 
A special class of equations in words
Consider the following general problem :
Instance :
-∆, a finite alphabet of "variables" -Σ , a finite alphabet of "constants", with ∆ ∩ Σ = ∅ -Γ, a third alphabet -R, S, two regular expression upon ∆ ∪ Σ Question : Decide whether or not there exists a non-erasing morphism
) such that the two following conditions hold :
-for every letter a ∈ Σ , we have
As shown in [1] , this problem is NP-complete. The pair (R, S) is called an equation, and we say that the preceding mapping φ is a solution of the equation (R, S).
In our paper, we consider EQUA2, the restriction which corresponds to the following instances :
• ∆ is two-variable alphabet {X,Y}
• R ∈ ∆ * , and S = w is a single word, in Σ * With such equations, the solutions are necessarily morphisms from ∆ * into Σ * . Clearly, such a morphism φ is completely determined by the words φ(X) and φ(Y ). Without loss of generality, we shall assume that we have R ∈ X∆ * .
Convention of implementation
Clearly, we may assume that |R| ≤ |w|. From an algorithmic point of view, we represent words by linked lists of characters, sets of words being represented by lists of words.
In a similar way, linear diophantine equations (inequations) will be represented by linked lists of integers. Linear systems will be implemented by lists of equations. With these representations, binary operations like union of sets, concatenation of words, conjunction or disjunction of linear systems will be easily done by concatenating lists.
Equation in lengths
Let φ be a solution of Equation (R, w). Denote by |R| X the number of occurrences of the letter X in the word R ∈ ∆ * . Clearly the lengths of the words φ(X), φ(Y ) satisfy the following "equation in lengths" :
As a consequence : 
The case of "non-coding" solution
According to the Defect theorem, given a solution φ, if φ(∆) is not a unique decipherable set, then the words φ(X) and φ(Y ) have a common primitive root, say x. More precisely, there exists a pair of positive integers, namely (i, j), such that φ(X) = x i and φ(Y ) = x j . As a consequence, solving Problem EQUA2 comes down to decide whether there exists an integer pair (i, j), such that w = x |R| X i+|R| Y j , x being the primitive root of w. Trivially, this will be done in time O(|w|) (indeed, the corresponding pairs (i, j) are the solutions of following diophantine equation :
In Section 3, and Section 4, we shall restrict our search to "unique decipherable" solutions, i.e. morphisms φ such that φ(∆) is a unique decipherable set (or, for short a "code").
Special cases of equations
In this section, we consider two special cases of equations which may be easily solved. In Section 3 and Section 4, we shall avoid these particular cases.
Equations of type
First, we notice that if n = m = 1, then the solutions are all the morphisms φ such that φ(X) = u, φ(Y ) = v, with uv = w. Now, we assume that max{m, n} > 1. Given a word v ∈ LSQR(w) (RSQR(w)), we denote by n(v) (m(v)) the greatest integer such that v n(v) (v m(v) ) is a prefix (suffix) of w. Exactly one of the three following cases may occur :
• If n ≥ 2, and m = 1, then the problem consists in deciding whether there exists a word x ∈ LSQR(w) and a positive integer i such that ni ≤ n(x) (we shall have φ(X) = x i , and φ(Y ) = x −ni w). According to the properties which were mentioned above, the method requires time O(|w| ln |w|).
• Clearly, a similar result holds if n = 1, and m ≥ 2.
• Now, assume that m, n ≥ 2. With this condition, the problem consists in deciding whether there exists a pair of words (x, y) ∈ LSQR(w)×RSQR(w), and a pair of positive integers (i, j) such that both the three following properties holds :
Clearly, it is decidable in time O(|w| ln 2 |w|).
Equations of type ((XY ) n , w)
Trivially, such an equation has solutions iff there exists a word t such that w = t n . The corresponding solutions are all the morphisms φ such that φ(X) = u, φ(Y ) = v, with t = uv. 
The cases where R
We say that the tuple (φ, i, j, j , k) satisfies Condition 3.4, with respect to the tuple of words (u, v, r, s) . In fact, given a non-erasing morphism φ, there exists at least one tuple (u, v, r, s) such that Condition 3.4 holds. Indeed, let x be the shortest period of φ(X), let u be the shortest word such that φ(X) ∈ x + u, and let v = u −1 x. Define the following words y, y , y : -y is the shortest word such that φ(Y ) ∈ (vu) * y . -y is the shortest word such that y ∈ y (uv)
* . -If y = ε, then y is the shortest period of y . Otherwise, we set y = ε. With the condition y = ε, we set r = s = ε, otherwise, let r be the shortest word such that y ∈ y + r, and let s = r −1 y ∈ Σ + . By construction, the tuple (u, v, r, s) satisfies Condition 3.3. Moreover, we have φ(X) ∈ (uv)
The case where the tuple (u, v, r, s) is given
We shall establish two lemma. i . According to Claim 2.5, there exists at most two corresponding candidates for the pair (φ(X), φ(Y )). Let I 0 be the set with elements these pairs of words. Now we assume that i ≥ 2. Moreover, we assume that k ≥ 2 (we set K 0 = {0, 1}), and we set y = (rs) k r. Since φ(∆) is a unique decipherable set, it is the same for the set {v, y}. Moreover, since the word φ(R) belongs to {v, y} * , there exists a unique sequence of non-negative
Since we assume that i ≥ 2 : 
a) A constraint on the integer h 0
First, we notice that at least one of the integers m a is positive (otherwise, we should have R ∈ Y * , which corresponds to a one-unknown equation). Let p be the smallest positive integer such that h p > 0. According to Claim 3.6, exactly one of the two following cases may occur :
• (3.6.i) The case where h p ≥ 2
With this condition, the word v h 0 y p v 2 is a prefix of φ(R) (recall that we assume that R is not prefix of a word in X + Y + , this type of equation being studied in Section 2.7). Two cases may occur : -If |v| ≤ |y| then, since v cannot be a prefix of y, the integer h 0 is necessarily the greatest integer such that v h 0 is a prefix of w. -If |v| > |y| then, according to the theorem of Fine and Wilf, since {v, y} is a unique decipherable set, the longest common prefix between y p and a word in v + is necessarily a proper prefix of v 2 . Moreover, according to Claim 2.1, the word v cannot be an interior factor of v 2 (cf Figure 1) . As a consequence, in each case the following property holds :
where q 0 stands for the greatest integer such that v q 0 is a prefix of w. Set h 0 = m 0 i + j, w = v −h 0 w and denote by p max the greatest integer such that (rs) pmax r is a prefix of w .
• ( 
This leads to determine precisely at most two candidates for the integer i thus, according to Claim 2.5, a corresponding set I 2 , with
In the next of the proof of our Lemma, we shall assume that h p ≥ 2.
b) The case where r = ε
hp is a prefix of w . Moreover, recall that assume h p ≥ 2. Consequently, since v cannot be a prefix of y, and since v is a primitive word, we have pk = z, where z stands for the unique integer such that s z v 2 is a prefix of w . Set
c) The case where r = ε
If h 1 = 0, since (rs) 2 is prefix of y, the word (rs) k r(rs) 2 is a prefix of w . Since rs = sr, we have k = p max . Set K 2 = {p max }. Now, we assume that h 1 = 0 thus, according to Claim 3.6.(i), p = 1 and h 1 ≥ 2. Necessarily, the word (rs) k rv is a prefix of w . According to the theorem of Fine and Wilf, we may define a unique integer q cycle , as indicated in the following : 
If there exists a word
where q 0 stands for the greatest integer such that v q 0 is a suffix of w. This leads to determine at most 9 pairs of integers (q 0 , q 0 ), thus at most 9 corresponding candidates for the word y = v −q 0 wv −q 0 . Since we have y = (rs) k r, once more, this determines a corresponding set K 3 , with |K 3 | ≤ 9.
-The case where
is a prefix of φ(R) This condition implies that the word (rs)
k rv h 1 (rs) 2 is a prefix of w . In fact, we are in a condition similar to the preceding condition of Section a) in the proof, Case (3.6.i) (by substituting v to y and sr to v). Consequently, we obtain k ∈ K 3 = [p max − 2, p max ]. Finally, we substitute to K 3 the union of the preceding sets K 3 , K 3 .
• Condition h 1 = q cycle With the condition (i) of Claim 3.6, the integer q cycle is necessarily greater than 1. According to Theorem 2.1, this implies that we have τ ≤ 1, thus |v| < |rs|.
Moreover, long prefixes of w may belong to (rs) + r ∩ (yv h 1 ) + . A clever examination of these prefixes leads to consider the following new cases :
+ r. Consequently, we obtain :
This implies that the integer k satisfies the following condition :
This leads to determine a new set of integer, namely K 4 , with |K 4 | ≤ 2.
with k 2 > 0, and k 3 < k 1 With this condition, the word w = (yv q cycle ) k 2 yv j +k 3 i is a prefix of w . As in the preceding case, the word v j +k 3 i is a prefix of the word v q cycle . Consequently the integer k satisfies Equation (4), thus it belongs to the preceding set K 4 .
is also a prefix of w . According to Claim 2.1, the word rs (v) cannot be an interior factor of (rs) 2 (v 2 ). Moreover, we have (rs) * ∩ v * = ∅. As a consequence, we have (yv q cycle ) k 2 = (rs) z 0 , where z 0 stands for the greatest integer such that (rs) z 0 is a prefix of w . Consequently, the integer k satisfies the condition :
This leads to determine a corresponding set K 4 .
Moreover, exactly one of the three following cases occurs :
the integer z 0 being defined as indicated above. Let K 1 be the set of the corresponding integers k.
As a consequence, the integer k satisfies the following equality :
Moreover, since q cycle > 1, and since v q cycle = (sr) τ s, we have |v| < |sr|. According to Condition 3.3, the word v k 3 i−j cannot be a prefix of rs, and rs cannot be a prefix of v k 3 i−j . This implies that the integer k satisfies Condition (7). Let K 3 be the set of the corresponding integers k. Moreover, we set
Now, we denote by K the union of the preceding sets K a (0 ≤ a ≤ 4) which were defined above, for each of the integers h 0 ∈ [q 0 − 2, q 0 ]. Moreover, we set I = I 0 ∪ I 1 ∪ I 2 . By construction the sets K and I satisfy the conditions of Lemma 3.1. This completes the proof of our lemma.
We now consider the case where u is not the empty word. The following result is similar to Lemma 3.1
Lemma 3.2 With the condition of Section 3, let w
Assume that one of the three following conditions holds : 
Given a tuple of words
(u, v, r, s) satisfying Condition 3.3, with u = ε, there exist : -a finite set of positive integers(i) k ∈ K (ii) (φ(X), φ(Y )) ∈ I.
Proof of Lemma 3.2
As for Lemma 3.1, the case where i = 1 (k = 1) leads to define a corresponding set I 0 (K 0 ). In the next, we assume that i, k ≥ 2, and we set y = (rs)
1) The case where X
2 is a prefix of R With this condition, the word (uv) i u(uv) 2 is necessarily a prefix of w. According to the Defect theorem, we have in fact vu = uv. As a consequence, i is necessarily the greatest integer such that (uv) i u is a prefix of w. This determines a unique word φ(X). According to Claim 2.5, this leads to determine a unique singleton
2) The case where R ∈ XY ∆ * ∩ ∆ * Y X First, we notice that since vu is a primitive word, and since it cannot be a prefix of y, as in the proof of Lemma 3.1, necessarily, we have :
where q 0 stands for the greatest integer such that (uv) q 0 u is a prefix of w. By examining the suffixes of R and w, we get a similar property :
where q 0 stands for the greatest integer such that (uv) q 0 u is a suffix of w. As a consequence, we get a constant number of candidates (at most 9) for the pair of integers (h, h ) = (i + j, i + j ). We now consider one of these candidates (h, h ). First, we notice that according to the preceding equalities, if j ≤ 1 or j ≤ 1, we directly get the integer i. According to Claim 2.5, this leads to define a set I 1 with elements the corresponding pairs of candidates (φ(X), φ(Y )). Now, we assume that both the integers j, j are greater than 1. Let w 0 = ((uv) h u) −1 w, and let w = w 0 ((uv) h u) −1 . According to the structure of the word R ∈ XY ∆ * ∩ ∆ * Y X, different cases may occur :
1 Clearly, if X 2 is a suffix of R, a similar conclusion may be obtain by considering the suffixes of w a) The case where R ∈ XY 2 ∆ * With this condition, the word y(uv) j (vu) j y is a prefix of w .
• pmax r is a prefix of w ). -Otherwise, once more according to the theorem of Fine and Wilf, j is the greatest integer such that (uv) j is a prefix of (sr) 4 . This leads to determine a unique integer i, thus a corresponding singleton
b) The case where R ∈ XY X∆ * With this condition, the word y(uv)
2 is necessarily a prefix of w . Consequently, if |uv| ≥ |sr|, according to Claim 2.1, k is the unique integer such that (rs) k r(uv) 2 is a prefix of w . Now, we assume that |uv| < |sr|.
As in the proof of Lemma 3.1, if (uv)
* u ∩ (sr) * = ∅, the we denote by q cycle the unique integer (if it exists) such that (uv) q cycle u ∈ (sr) * . We shall distinguish the following new different cases :
2 is a prefix of w . As a consequence : -If (uv) j +i+j u does not belong to (sr) + s then, necessarily, the integer k belongs to the interval K 1 = [p max − 2, p max ] (as indicated above, p max stands for the greatest integer such that (rs) pmax r is a prefix of w ). -If (uv) j +i+j u ∈ (sr) + s then, according to the theorem of Fine and Wilf, there exist a unique positive integer q cycle such that (uv) q cycle u ∈ (sr) * s. As a consequence, the tuple (i, j, j ) satisfies the linear diophantine system :
Clearly, this system has a unique solution (i, j, j ). As a consequence of Claim 2.5, this determines a unique singleton I 1 , such that the pair of words (φ(X), φ(Y )) belongs to I 1 .
• 
As a consequence, i is the unique integer such that the primitive root of r is equal to φ(X) = (uv) i v. This leads to determine a corresponding singleton I 1 , with (φ(X), φ(Y )) ∈ I 1 . * Now, we consider the case where f is a prefix of (sr) 2 s, that is f = s or f = srs. Since we get the integer pair (h, h ), we obtain two candidates for the word g = ((uv)
Since we get the integer p, this leads to determine a unique integer i, thus a new set I 1 with elements the corresponding candidates (φ(X), φ(Y )). We finally substitute I 1 to the union of I 1 and I 1 .
-Now, we assume that we have f ∈ (sr) + s. Since rs is a primitive word, and since yf(rs) 2 is a prefix of w , as for Relation (8), we obtain k ∈ K 2 , with
• R ∈ XY X 2 Y ∆ *
With this condition, the word f = (uv) h u(uv)
h u is a prefix of y −1 w . -First, we consider the case where f does not belong to (sr) + s. In a similar way, we obtain k ∈ K 2 = [p max − 4, p max ].
-Now, we assume that there exists an integer τ such that f = (sr) τ s (according to the theorem of Fine and Wilf, we have τ ≤ 4). We notice that since the integers h, h were given, no new constraints on the tuple (i, j, j ) may be directly obtained.
Let d be the greatest integer such that (XY X)
d is a prefix of R. Set T = (XY X) −d R. According to the structure of the word T ∈ ∆ * , exactly one of the following cases occurs : 
Since we have j < h , and since j ≥ 2, the word (uv) j (vu) j cannot belong to the set (sr) + s. According to the theorem of Fine and Wilf, the greatest integer n such that (sr) n is a prefix of (uv) j (vu) j is not greater than 2. Consequently, we have (yf
As in the preceding case, this determines a corresponding set K 2 of candidates for the integer k.
Since we have vu = uv, the word (uv) h +j cannot be a prefix of f thus it cannot be prefix of a word in (sr)
+ . Moreover, according to the theorem of Fine and Wilf, the longest common prefix between (uv) h +j , and an arbitrary word in (sr) + s, is a prefix of (sr) 2 . As a consequence we have (yf
Once more, this determines a two element set of candidates K 2 with k ∈ K 2 .
Let K = K 0 ∪ K 1 ∪ K 2 , and I = I 0 ∪ I 1 . Clearly the sets I and K satisfy the conditions of our lemma. This completes the proof.
We notice that the preceding study leads to an effective construction of the preceding set K and I. Moreover, according to (3) , (8) (9) 
Moreover, the set H is depends only of the pair (u, v).
By definition, given an integer k ∈ K, we directly get the word y. We now explain how y, and the preceding pair of words (r, s), allow to compute corresponding candidates for the words φ(X) and φ(Y ).
The case where the tuple (u, v, y) is given
As we shown it above, given a candidate for the period of φ(X), and a candidate for the period of φ(Y ), there exist two sets, with constant cardinalities, namely I and K, such that either (φ(X), φ(Y )) ∈ I, or the preceding integer k belongs to K. In the first case, by computing the word φ(R), it will be easy to verify whether the corresponding morphism φ is a solution.
In the case where only the integer k is given (thus the word y = (rs) k r is given), the following result gives precisions concerning the pair (φ(X), φ(Y )).
Lemma 3.4 With the condition of Section 3, given w
∈ Σ + , R ∈ {X, Y } * ,
and given the set K of Lemma 3.1 or Lemma 3.2, the following property holds :
Given an integer k ∈ K, there exist :
with constant cardinality, -and a linear system of diophantine constraints (T ), such that, if φ(R) = w then one at least of the following conditions holds : (i) the tuple (i, j, j ) satisfies System (T ). (ii) the pair (φ(X), φ(Y )) belongs to J . Moreover, with Condition (i), if the system (T ) has more than one solution then all the corresponding morphisms φ are solutions of Problem EQUA2.
Proof of Lemma 3.4
Let k ∈ K, and let y = (rs) k r. If the condition (i) of Lemma 3.3 holds, then we directly get the set J . Without loss of generality, we may assume that only the condition (ii) in Lemma 3.3 holds. With this restriction, we notice that if 0 ≤ j ≤ 1 or 0 ≤ j ≤ 1 then, as a consequence of System (11), we determine directly the integer i thus, according to Claim 2.5, the pair (φ(X), φ(Y )). Let J 0 be the corresponding set of candidates for the pair (φ(X), φ(Y )) (we have |J 0 | ≤ 4|H|). In all the next of our proof, we assume that both the integers j, j are greater than 1. • With the notation of Lemma 3.3, we have h 0 = h.
• For each integer a ∈ [1, n − 1], h a is the unique integer such that v ha yv 2 is a prefix of the word (v h 0 y...yv h a−1 y) −1 w.
• We have j + m n i = h n (= h ).
As a consequence, the tuple of integers (i, j, j ) satisfies the following system of linear diophantine equations :
First, we consider the case where :
With such a condition, our system (T ) is equivalent to :
and it is esay to see that each solution of (T ) leads to determine a corresponding solution of Problem EQUA2. In all the other cases, System (T ) has at most one solution (i, j, j ). Clearly, this solution leads to determine a unique set J 1 , such that the corresponding pair of
With this notation, we obtain the conclusion of Lemma 3.4.
b) The case where u = ε, with y = v. Since we assume that the condition (ii) of Lemma 3.3 holds, necessarily, we have max{m, m } ≤ 1, hence the word R belongs to XY ∆ * . We notice that if XY X is a prefix of R, the word (uv) h uy(uv) h u is a prefix of w. Howether, no other constraint than System (11) may be directly obtained. Let d be the greatest integer such that the word (XY X) d is a prefix of R and let S = (XY X) −d R. According to the structure of S, different cases may occur :
• If S = ε, then every tuple (i, j, j ) which is solution of System (11) leads to determine a solution φ of Problem EQUA2.
• Assume that S ∈ Y ∆ * . Notice that necessarily, we have d ≥ 1 (indeed, the word XY is a prefix of R).
h u, and w = (w 1 w 2 ) −1 w. With this notation, the word y(uv) h +j uy(uv) 2 is a prefix of w . Denote by q 1 the greatest integer such that y(uv) q 1 u is a prefix of w . Trivially, we have 2 ≤ h + j ≤ q 1 .
-The case where |uv| ≥ |y|.
Assume that we have h + j ≤ q 1 − 2. With this condition, since the word y(uv) h +j uy(uv) 2 is a prefix of w", necessarily, the word yuv is a proper prefix of vuv. But according to Claim 2.1, since uv is a primitive word, we have y = v, a contradiction with the condition of Case b). Consequently, we have h + j ∈ {q 1 − 1, q 1 }.
-The case where |uv| < |y|.
Since vu cannot be a prefix of y, we obtain h + j = q 1 .
In each case, according to Claim 2.5, we determine a unique set J 1 , with |J 1 | ≤ 1, and such that (φ(X), φ(Y )) ∈ J 1 .
•
is a prefix of w . Since uv = vu, we have i = q 2 , where q 2 stands for the greatest integer such that y(uv) h u(uv) q 2 u is a prefix of w . This determines a corresponding singleton J 1 .
• The last case corresponds to XY 2 being a prefix of R (indeed, since the integer d is maximal, the word XY X cannot be a prefix of S). Let w 1 = ((uv)
h uy(uv) h u) d , and let w 1 = (w 1 w 2 ) −1 w. Since the word y(uv) j (vu) j y is a prefix of w 1 , with j ≥ 2, and since vu = uv, we have j = q 3 , where q 3 is the greatest integer such that (uv) q 3 is a prefix of w 1 . Once more, this determines a new singleton J 1 such that (φ(X), φ(Y )) ∈ J 1 .
We set J = J 0 ∪ J 1 , and (T )=(11). Once more we obtain the conclusion of our lemma. i+j+1 . There exists a unique sequence of words (Z a ) 1≤a≤n , which satisfies the following properties :
• for each a ∈ [1, n − 1] :
For each integer a ∈ [1, n], we set w a = φ(Z a ). Since uv and vu are primitive words, and since we assume that both the integers i, j are greater than 1, we obtain the following property :
, with d > 0, then the pair (i, j) satisfies the equation (12) ( (13), (12), (14)), which is defined as indicated the following :
Let (T ) be the conjunction of the corresponding equations for all the integers a ∈ [1, n] . By definition, if Z n = X (Y ) then, necessarily we have
• If Z a = X and Z a+1 = X, then the preceding integer i is the greatest one such that (uv) i u is a prefix of (w 1 ...w a−1 ) −1 w. Let J 1 be the singleton with element the corresponding pair of words (φ(X), φ(Y )).
• If Z a = Y and Z a+1 = Y , then we have j = q 1 , where q 1 is the greatest integer such that (vu) q 1 is a prefix of (w 1 ...w a−1 ) −1 w. Let J 1 be the corresponding set of candidates (φ(X), φ(Y )).
• Now, we assume that Z n ∈ {X, Y }.
+ , the system (T ) is equivalent to one of the preceding equations (12), (13), (14) . Conversely, each solution of (T ) leads to a corresponding solution of EQUA2.
-Otherwise, the resulting system has at most one solution (i, j). This determines a unique singleton
Set J = J 0 ∪J 1 . With these notations, once more we obtain the conclusion of Lemma 3.4. This completes the proof.
Notice that if (T ) has a unique solution then, by computing the word φ(R), it will be easy to decide whether the corresponding morphism φ is solution of Problem EQUA2. 
Example 3.5 Let
The tuple (i, j, j ) is solution of the linear system : 4i + j = 5, j + 2i + j = 6, j + 3i = 6. This system has a unique solution : (i, j, j ) = (1, 1, 3) , which corresponds to the following morphism : 
How to obtain candidates for the pairs of words (u, v), (r, s)
Let w ∈ Σ + , and R ∈ {X, Y } * , and let φ be a solution of Equation (R, w). In Section 3.1, we have seen that there exist a tuple (u, v, r, s) , and a tuple of integers (i, j, j , k), such that (φ, i, j, j , k) satisfies Condition 3.4 with respect to (u, v, r, s) . We have also explained how to determine the integers i, j, j , k, given the tuples (u, v, r, s) . Now, we shall see how to compute candidates for the tuple (u, v, r, s). More precisely, given the equation (R, w), and a solution φ, we shall prove that there exists a set Q, with |Q| = O(ln 2 |w|), and such that the preceding tuple (u, v, r, s) belongs to Q.
• First, we assume that R ∈ XY ∆ * ∩ ∆ * Y X. By definition, the word φ(X) is necessarily an overlap of w. According to Condition 2.1 :
Claim 3.7 Given a solution φ of Problem EQUA2, there exists a pair of words
• Now, assume that R ∈ X 2 ∆ * . Since (φ(X)) 2 , is a prefix of w, there exists a primitive word v such that the word φ(X) belongs to v + .
Claim 3.8 Given a solution of EQUA2, there exists a (primitive) word
• Clearly, if R ∈ ∆ * X 2 , a similar conclusion holds by considering the suffixes.
, by exchanging the letters X and Y , a similar study may be done.
In all the cases, according to Claim 2.2 or Claim 2.3, we get a set Q, such that there exists a pair of words (u, v) ∈ Q, with φ(X) ∈ (uv) * u.
Now, we assume that we get the preceding pair of words (u, v). As in Section 3.1, we may define corresponding words y , y , y and a pair of words (r, s) such that the tuple (u, v, r, s) satisfies Condition 3.3, and such that the morphism φ satisfies Condition 3.4 with respect to (u, v, r, s) . Given an instance of Problem EQUA2, and given the preceding pair of words (u, v), we shall explain how to determine a set T (u,v) , with elements candidates for the pair (r, s). In fact, two cases may occur : -Assume that y = v. Clearly, we have (r, s) ∈ OV L(v).
-Now, we assume that y = v, moreover, without loss of generality, we may assume that the condition (ii) of Lemma 3.3 holds (otherwise, we directly get the pair (φ(X), φ(Y )) ). According to Lemma 3.3, given the pair of words (u, v), there exists a set H, with constant cardinality, such that (mi + j, j + m i) = (h, h ) ∈ H. Moreover, it is important to recall that the set H depends only of the pair (u, v) .
we get a constant number of candidates for the word w ). By construction, the word y is an overlap of one of these candidates. Consequently, by definition, the pair of words (r, s) belongs to the union of the corresponding sets OV L(w ), namely U. Now, we denote by T (u,v) the union of the preceding set OV L(v) with the set U. According to Claim 2.2, we have |T (u,v) | ∼ ln |w| moreover, by construction, the pair (r, s) belongs to T (u,v) .
Let Q (u,v) be the set of the corresponding tuples (u, v, r , s ) for all the pairs of words (r , s ) ∈ T (u,v) , and let Q be the union of the preceding sets Q (u ,v ) for all the words (u , v ) ∈ OV L(w). By construction : 
Algorithmic interpretation
With the conditions of Section 3, Claim 3.9 leads to an algorithm for deciding if Problem EQUA2 has a solution. Indeed, for each candidate (u, v, r, s) ∈ Q, we shall apply the results of Section 3.1 and Section 3.2 for computing the corresponding tuple of integers (i, j, j , k).
The main sheme of the corresponding algorithm is described bellow. This algorithm makes use of two functions, namely TEST1 and TEST2. The main feature of these functions is to verify whether the candidates φ, which was determined by the preceding sets H, I, J , is a solution of our equation (R, w). (a) Given two words t, t , determine the greatest integer n such that t n is a prefix of t .
(b) Given three words t, t , t", determine a (minimal) integer n such that t n t is a prefix of t (this last operation being done by applying the KMPalgorithm). We also notice that if the preceding system (T ) has more than one solution, then we may complete our algorithm in such a way that all the corresponding tuples (i, j, j ) are computed. This allows in fact to give a representation of all the solutions of the input equation, the candidates (φ(X), φ(Y )) being examined in an exhaustive way. As a consequence : 
The case where φ(XY ) is given
We may "simplify" our equation, as indicated in the following result : 
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By construction, the word S belongs to (X 2 +Y 2 )∆ + . Moreover, since φ is a solution of the equation (T 1 , t 1 ), it is also a solution of the equation (S, t). This completes the proof of our lemma. 
Algorithmic interpretation
Assume that we get both the word φ(XY ), and a primitive word v such that φ(X) ∈ v + . With the notation of Condition 3.4, we have φ(X) = v i and φ(XY ) = v j yv j , with v not a prefix of y, nor a suffix of y. Since y is the shortest word such that φ(Y ) ∈ v + yv + , it is easily computable. After that, we may apply the construction in the proof of Lemma 3.4 for computing the correspondings set J and the corresponding system T . have rv = vr, thus r = v, a contradiction with the fact that φ is a unique decipherable morphism). Moreover, we have φ((XY ) d X) = v n r. This leads to directly get the word φ(XY ). We set K 1 = {v
