Abstract. In this paper we propose a numerical method for Reflected Backward Stochastic Differential Equations (RBSDE). This method is based on the simple random walk, and the convergence is related to the Skorohod topology.
Introduction
In this paper we are interested in the following backward stochastic differential equation with reflection (in short RBSDE).
( 1.1) where f is called the coefficient, ξ the terminal condition, and S t is the process representing the reflecting barrier. It is assumed that ξ ≥ S T .
It is well known in the case without reflection, that the RBSDE (actually a BSDE)
has a unique solution under the usual assumptions on the generator f and the final condition ξ, see e.g. the work of Pardoux and Peng [30] and [31] . For RBSDE and under the Lipschitz assumption of f , El Karoui, Kapoudjian, Pardoux and Quenez in [10] stated the first existence and uniqueness result, for which the solution is constrained to stay above an obstacle {S t , 0 ≤ t ≤ T }.
The solution of a RBSDE with obstacle S, terminal condition ξ and coefficient f , consists of a triple of a progressive measurable process (Y, Z, K),taking values in

IR, IR d
, IR + , respectively, where K is an increasing process introduced in order to force the solution Y within a boundary area, satisfying:
iii) {K t } is a continuous increasing process, K 0 = 0 and
Several works have been made to prove existence and uniqueness under different assumptions on f . For instance, in [20] Lepeltier and San Martín proved the existence of a solution for BSDEs with a coefficient which is only continuous with linear growth.
In [17] Kobylanski studied the case of BSDEs without reflection and proved an existence result in the case when the coefficient is only linear growth in y, and quadratic in z. In [21] Lepeltier and San Martín generalized the result to a superlinear case in y.
In Matoussi [28] established the existence of a solution for RBSDEs with continuous and linear growth coefficient. Cvitanic and Karatzas [7] generalized there results for two reflecting barriers, in which the solution process of BSDE has to stay within two pre-specified limits U and L. In this situation see also Xu [36] , Lepeltier and Xu [22] , among others. In [16] Kobylanski, Lepeltier, Quenez and Torres proved existence of a reflected solution of the one-dimensional BSDE when the coefficient is continuous, has a superlinear growth in y and quadratic growth in z. In [19] Lepeltier, Matoussi, and Xu gave results on existence under monotonicity and general increasing growth conditions. For Reflected backward doubly stochastic differential equations see [1] Bahlali, Hassani, Mansouri, and Mrhardy, [13] Huang, Lepeltier, and Wu and the references therein.
In [32] , Reng proved existence and uniqueness of a solution for RBSDE driven by Teugels martingales associated with a Lévy process. For RBSDE driven by a
Lévy process see Ren and Hu [33] , Ren, Hu and Lin [34] , Ren and Fan [35] , and the references inside. Finally, to better understand the penalization and apriori method in BSDE see Fan and Ma [9] and Lepeltier and Xu [23] .
RBSDE's are a useful tool for the pricing of American options. In a complete market, the process Y of an American option associated with payoff {S t , 0 ≤ t ≤ T } is a solution of a RBSDE such as (1.1). On the other hand, in [18] , El Karoui and
Rouge studied the problem of pricing European options via exponential utility. In the case of an incomplete market, they stated that the price of such option is a solution of a quadratic BSDE. Thus, if we are concerned with American options instead of European options, we are naturally led to the study of reflected quadratic BSDEs.
See [11] El Karoui and Quenez for Imperfect market and BSDEs. For a survey on the developed theory of forward-backward stochastic differential equations (FBSDEs) see
Ma and Yong, [26] .
A long-standing problem in the theory of BSDEs is to find an implementable numerical method. For example, in the Markovian case, Douglas, Ma and Protter [8] established a numerical method for a class of forward-backward SDEs, based on a four step scheme developed by Ma, Protter and Yong [25] . On the other hand, Chevance [5] proposed a numerical method for BSDEs. In [37] , Zhang proposed a numerical scheme for a class of backward stochastic differential equations (BSDEs) with possible path-dependent terminal values. For a class of decoupled forward-backward stochastic differential equations Bouchard and Touzi [2] , proposed a discrete-time ap-proximation, and the convergence is related with the L p norm. In [12] , a regression method to solve BSDE was developed by Gobet, Lemor and Warin. In the case of a random walk instead of a Brownian motion see [3] , and [24] , in the case of BSDEs and [14] , [15] , Jańczak, and Mémin, Peng and Xu [29] for the RBSDE case.
This paper is organized as follows. In section 2, we present some preliminaries. In Section 3, we introduce the numerical method for solutions of RBSDE. Section 4 is devoted to the proof of the convergence of the numerical scheme proposed in section 3. Finally, in section 5 we give an alternative procedure to compute the solution of a RBSDE, using the ideas of Ma and Zhang's given in [27] .
Preliminaries
In this section we will use the following space: A hilbert space lH
A Banach space S,
Let W be a Brownian motion. Throughout this article we denote by c n (t) =
[nt]/n. Then there exists a family of independent random variables ζ n k such that
ζ n i converges uniformly in probability to W .
We will consider the following standing assumptions:
• (A1) the function f is continuous and bounded.
• (A2) the function f is uniformly Lipschitz with respect to variables (y, z) with Lipschitz constant K.
• (A3) the Barrier S is assumed to be almost surely constant.
Remark 1 For simplicity we assume that T ≡ 1. 
Remark 2 The assumption
2) 
Numerical Method for RBSDE
In this section we define the numerical scheme for RBSDE. The method is based in two steps:
• Step I: The penalization term and Picard's ieration procedure in the continuous case. In this case we follow with the main ideas given in [10] .
• Step II: The penalization term and Picard's iteration procedure in the discrete case. In this step we will follow the ideas given in [3] and/or [4] .
3.1
Step I: The penalization term and Picard's iteration procedure in the continuous case 
where ξ and f satisfy the above assumptions (A1), (A2). In this famework, we define
Proposition 1 Assume the standard conditions (A1), (A2), (A3) and (H). Then, we have that
Proof. We follow the proof given in [10] . 
Proof. We follow again the proof given in [10] . 
In particular, for each p ∈ lN, 9) and this inequality permits to understand the influence of the initial condition used for Picard's iteration method. In conclusion,
Step II: The penalization term and Picard's iteration procedure in the discrete case.
In this step we are interested in the following discrete RBSDE. Let 0 = t 0 < t 1 < . . . < 
Penalization term
where K ε,∞,n 0 = 0 and for t ∈]t i−1 , t i [ and we define
Proposition 2 Assume the standard conditions (A1), (A2). Then, we have that
(3.14)
) is the unique solution of the equation (3.11) .
Proof. See the proof in [29] , for RBSDE and [3] in the BSDE case.
In this section we follow the ideas given in [3] , in order to get the exact solution of the discrete equation (3.12). For each fixed ε > 0, we introduce the following implicit discrete-time scheme BSDE :
Bernouilli symmetric sequence, and ξ n is a square integrable random variable, mea-
Picard's iteration procedure
An explicit solution of (3.15) can be found using a discrete Picard's iteration method.
Let us set Y
) by induction as the solution of the iterated discrete-time scheme BSDE : (3.16) for i ∈ {n − 1, . . . , 0}. Remember the definition of Picard's iteration procedure (3.16) and the definition of our scheme as a solution of (3.15) . Just like in the continuous setting, we begin to show the following lemma :
Proof. We follow again [3] .
Just like in the continuous case, we can use the Cauchy criterion and the preceding lemma to get the following result :
Following the notations of (3.15) and (3.16) , for each fixed
we have that
4 Main Result Theorem 1 Under the assumptions (A1), (A2), (A3) and (H) we have
in the Skorohod topology, where (ξ, Y, Z, K) is the solution of the RBSDE (1.1).
Proof. We shall prove the convergence of Y ε,∞,n towards Y . The convergence of the other terms follows along the lines of the proof given in [10] .
The main idea of the proof is the following decomposition for the error:
where the first term corresponds to the penalization term in the continuous setting, the second one is the Picard's iteration procedure for the continuous BSDE, the third term correspond to the discretization of a BSDE by using a random walk instead of the Brownian motion, and the last term is related to a Picard's iteration procedure in the discrete case. The proof follows from the next result in which the main technical point is to control the limit in n of
In order to established convergence in probability we consider that all the processes are defined in the same probability space. 
Lemma 3 Let the assumptions (A1), (A2), (A3), and hypothesis (H).
Proof. The proof will be done by induction on p. For the sake of clarity, we express everything in continuous time, so that equation
where c n (s) = 
Moreover, we have the representation 
(where we have used triangular inequalities together with |u
Now using the fact that f is Lipschitz with constant K,
and using the recurrence assumption, this last term tends to zero in probability and then in L 
in the sense that
→ 0 in probability.
Since we want to prove
The theorem will be demonstrated if we prove that
) ds → 0 in probability (4.19) and that
We begin to check (4.20) . We have that
The first term in (4.21) tends to 0 as n tends to ∞ in probability because of (H) and the recurrence assumption.
For the second term in (4.21), we have :
The first term on the right side of (4.22) tends to 0 with n in probability because of (H) and the recurrence assumption. The second term tends to zero lP-a.s. because
is an almost surely finite random variable. We can apply the same method to get (4.19): thanks to Corollary 3.2 in [3] , we may use the fact that
s ds → 0, as n → ∞ in probability.
(4.23)
A new procedure: Ma and Zhang's method
Let us introduce the following 2-step scheme given in [27] page 562 in the discrete case:
• for i = n, n − 1, . • for each i and
Clearly, K n is predictable. And observe also that we have
In the appendix we prove that (Ỹ n , Z n ) is contraction and then it converges towards (Y, Z) the unique solution of (1.1).
Now we define a modified Picard's iteration procedure for a penalization discrete BSDE. This is the numerical algorithm that we propose to approximate (Y, Z).
We defineŸ ε,p+1,n
where we have set for 0 ≤ i ≤ n, 
Remark 5 The main difference between this approximation and the Picard's iteration procedure is that instead of p we use p + 1 in the last term of (5.26). This makes the method explicit. In fact, the equation to be solved has the form y = a + b(S − y)
The proof of Proposition 4 relies on the following two lemmas that control the
Lemma 4 For all n ∈ lN, p ∈ lN and 0 ≤ i ≤ n,
Proof.
We have that
Conditioning w.r.t. G n i , from this equality we get that :
≤S .
Now, recall that by construction, we know that (Y p+1,n t i+1
− S) ≥ 0 (and in particular
which implies inequality (5.30).
Lemma 5 Suppose that H is satisfied. Then
Proof. Consider the auxiliary process (X
In fact, this property holds for i = n. Assume that it holds for i ≥ k + 1 and we want to prove it for i = k. Recall that if y = IE Ÿ ε,p+1,n t k+1
On the other hand, the same result gives for x = IE X ε,n t k+1
The induction hypothesis gives x ≤ y. Now, if x ≥ S clearly also y ≥ S and in this
. On the other hand, if x < S and y ≥ S we have X ε,n t k
and the claim is proven.
In particular we have for all
It is straightforward to prove, using induction on i, the inequality
As n tends to infinity (X ε,n ) converges in the Skorohod topology to the unique solution of
Again it is direct to prove that (S − X ε t )
In particular, if ψ is any continuous bounded function such that
From Lemma 1 (which is Lemma 6.1 p.723 in [10] ) applied to (X ε ) ε we obtain the result.
Proof. Proposition 4:
The proof is based on an induction argument on the variable p. For any > 1 consider β = 1/n and p ∈ lN, we introduce the following induction hypothesis :
Note that H 0 is satisfied for any choice of . Our choice of (independent of ε, p, n) will be done latter. For all ε, p, n we define
Since ∆v
ε,p+1,n n = 0, we have, for k = 0, . . . , n − 1, that
We know that
Since f is Lipschitz in (y, z) with constant K, we have for each α > 0,
and from (5.32)
As a by product of this discussion, we deduce that
,
, which is negative if is large enough.
We have
Our aim is now to study the term β sup
We have the following technical lemma:
Proof. We will distinguish four cases, where we denote ∆K
Let us set
Recalling the definition of U ε,p+1,n t i+1
, we see that
Convergence of the first and second terms :
For the first term, by definition of ∆K ε,p+1,n i
, it is easily seen that
we obtain for every fixed ε > 0
For the second term, note that ifŸ
so we just need to consider the caseŸ
which includes both cases. We get using Lemma 4
, which converges to zero by Lemma 5 by letting n → ∞, and then ε → 0.
Convergence of last term :
First notice that IV ∪ II = S >Ÿ we have thaẗ
where the last inequality follows from Lemma 4. Then
Using (5.36) we control the first term in this inequality. So we need to control
. Using BDG inequalities we obtain that
In the last inequality, the first term is uniformly bounded and the second converges to 0 according to Lemma 5. We now prove the induction step. Let k = 0 in (5.34), and taking expectation we obtain (recall that A < 0)
This inequality, Lemma 6 and the induction hypothesis H p show that
In the inequality 5.34 we take supremum and expectation to get
(5.38)
Let us study the last term in the previous inequality. We use again BDG inequality to get the upper bound
We use the inequality 2xy ≤ µx
, for any µ > 0, which gives The only thing left to show is how to choose . This is done by imposing that
and let us take n large enough such that 
Appendix
In this Appendix we prove the convergence for the Picard method associated to the Ma and Zhang procedure, in the discrete setting. This is the aim on the next Lemma.
Lemma 7 Let K the lipschitz constant of f and 0 < γ < 1 any fixed number.
Take A large enough such that 32K 
