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Abstract. This paper analyses the asymptotic behaviour of the so-called aposteriori probabilities in
the Multiple Model method when applied for cahange d tection of autoregressive processes. The con- 
vergence properties of a posterlorl probabilities are deduced by application of martingale convergence 
theor~nl$. 
1. MULTIPLE MODEL METHOD 
The Multiple Model (MM) method was originally developed for problems of system identifi- 
cation and adaptive control (see, for example, in [2], [3]), then it was adapted for detection of 
abrupt events (see, for example, in [5], [6]). Our aim is to analyse the use of MM method for 
detection of changes in AR processes. 
We are dealing with the following problem. We can observe the outputs y(k), k= 1,2,. . .  of 
an AR process which is assumed to be one of a given finite set of onedimensional AR processes, 
indexed by i - 1, 2,. . -  , N : 
y(k + 1) = Aiy(k) + w,(k), (1) 
where wi(k) is zero-mean Gaussian white noise process with 
Ewi(k)wi(j) = Qibjk. 
The values ] Ai l< 1 and Qi > 0 are assumed to be known. 
Assuming that one of these N models is correct, we now have a standard multiple hypothesis 
testing problem. That is, let Hi denote the hypothesis that the real system corresponds to the 
i th model, and let pi(O) denote the a priori probability that Hi is true. We assume that pi(0) > 0 
for all i = 1,2, . . .  ,N  . Similarly, let pl(k) denote the probability that Hi is true based on 
measurements through the k th measurement, i.e. given {y(1), - . . ,  y(k)}. Then Bayes' rule yields 
the following reeurs ive formula  for the probabilities pi(k) 
pi(k + 1) = p(y(k + 1) [ Hi, y(1),. . .  , y(k)), pi(k) 
z _lp(y(k + iy] : (2) 
where p(y(k+l) ] Hi, y(1) , . . . ,  y(k)) is the conditional probability density based on measurements 
{y(1) , . . - ,  y(k)}, that is the one step prediction density under the i th model. It is trivial that 
under the hypothesis Hi and conditioned on measurements {y(1),...  , y(k)} the output y(k + 1) 
is Gaussian with mean Aiy(k) and variance Qi. Thus we have the conditional probability density 
1 { 7Qi } 
p(y(k + l) l Hi,y(1),... ,y(k)) - ~ e x p  - (y(k + l ) -  Aiy(k)) 2 . (3) 
2. ANALYSIS OF PROBABILITIES OF MODELS 
Our main results are concerned with the behaviour of the a posteriori probabilites pi(k) wich 
are simply measures of how well each of the models are tracking relative to each other. 
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THEOREM 1. Under the hypothesis Hi, the sequence 
(p l (k ) , ' " ,pN(k ) ,y (k ) ) ,  k=0,1 ,2 , . - -  
is a Markov process with state space 
Zi , "  "" ,xN,y) E 1~ N+l  : z i  > 0 , . - -  , x  N > 0, Z i = 1 . 
i=1 
THEOREM 2. Under the hypothesis Hi, the sequences 
\p l (k ) ]  ' " ' \p - -~)  , k=O,  1,2, . . .  
are  
- -  martingales, if a = 1; 
- - supermart inga les ,  ifO < a < 1; 
- -  submartingales, ira < 0 ors  > 1 (assuming in this case that the expectations of (pj ( k ) /pl ( k ) ) ~ 
are finite for j ~ 1) 
with respect to the increasing family of ~r - fields 
• T'k =v'{y(/) ;1 < l<k},  k=0,1 ,2 , . . . .  
THEOREM 3. Under the hypothesis H1 , there exists a ~, 0 < ~ < 1, such that, for an arbitrary 
~>0,  
P{pj (k) >_ ~} _< c(s). ~o k, j # 1, (4) 
where c(~) > O. 
THEOREM 4. Under the hypothesis Hi , 
P ~ l im p l (k )= 1} = 1, 
[. k-*oo 
lim p j (k )= 0[  = 1 /'or j # P 1. 
I.k--.oo ) 
REMARK 1. It is interesting to note that from Theorem 2 it follows that, under the hypothesis 
Hi , 
E(PJ (k)~" " ""  _p j (O)  for a l l k= 1,2. . .  
pl(0) 
although Theorem 4 states that pj(k) ---, O, pl(k) ---, 1, so that pj (k) /p l (k)  ---, 0 with probability 
1. Moreover, by the method of the proof of Theorem 3 , it can be shown that for a > 1 
E ~p l (k ) ]  -+ c~ as k -+ 
for all j # 1. 
REMARK 2.  The statement of Theorem 3 can be formulated in other words as follows : for j :/: 1, 
the sequence pj(k) tends to 0 in probability with exponential rate of convergence. From the proof 
of Theorem 3 it follows that for Qj # Q1 
where 
d2 = @~/(Q-'), @ = @a/@~. 
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Therefore, the rate of convergence to 0 in (4) will be close to 1 when Q is nearly 1, and will be 
close to 0 when Q tends to 0 or oo. When Q = 1, that is Qj = Qt, the previous estimation can 
not be used. But one can compute the minimal value of the function ~(a) in (10) in the proof of 
Theorem 3 to get the rate of convergence in (4). It is interesting to note that ~(a) > 1 /v~ in this 
case, so the rate of convergence to 0 in (4) can not be better then 1/V~ even if, for example, A~ 
is close to 1 and Aj is close to - 1 ! In other words, it is easier to detect changes in the variance 
of the noise process than in the coefficient of the autoregression. 
3. PROOFS 
PROOF OF THEOREM 1. For the proof it is enough to note that, under the hypothesis H1 , we 
have y(k + 1) - Ajy(k) = (At - Aj)y(k) + wt (k), and wl(k) is independent of {g(1) , . . . ,  y(k)}. 
PROOF OF THEOREM 2. Straightforward calculation yields for j ¢ 1 
E{ (p j (k+l )~a ~'k}= 
\P l  (k + 1) ) 
t 
(p'(~)~a(Ol)a/2 ~(exp{-~((AliAj)y(k)+')2))aexp{-~ "2) 
= ~p1(k)]  ~' j  -oo  exp { -  ~--~ u2 } ~ du 
= t -77 s +1-x 
{o( ) ) x exp --~--~j 1 1 1 + i"-~9.X (A~ - Aj)2y2(k) 
a Ql /  
= ¢(Q1,A1,Qj ,A  s ,y(k)) \p l (k ) )  ' 
where 
PROOF OF 
))~'/ =1 i fa=l  
¢(Q1,A1,Qj ,A  s ,y(k E (0,1] if 0 < a < 1 
E [1,oo) i f a<Oora>l .  
THEOREM 3. For the sake of simlicity, we shall assume that the observed output 
process y(k) starts from 0. Similar computation can be carried out for all y(0) = Y0 E It, so that 
the Theorem is valid for arbitrary initial distribution of y(0). 
Let 0 < ot < 1 be fixed. First we shall show that 
E (PJ(k)~ '~ < c(~)~k(c~), (5) 
t ,v , (k ) )  - 
where 0 < ~(ot) < 1 and c(ot) > 0 for all 0 < o~ < 1. Then Chebyshev's inequality gives 
P{pj(k) > ,} _< z(p~(k))"c~ -<c(~)ek,, (4). 
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Now we start to prove inequality (5). Using the recursive formula (2) and the conditional prob- 
ability density (3) we get the following expression: 
Taking into account he assumption y(0) -- 0 and using (1) we can write 
y(1)  = w, ( i -  1) + Alw, ( l -  2) +. . .  + A~-lWl(0) 
so 
y( l) -  A jy ( l -  1) = wl(1- 1) + (A, - A j )wl( l -  2) +. . .  + A~-2(A1 - Aj)wl(O). 
It is easy to show that, if we use notation W(l) = (w~(l- 1),. .-  , wl(0)) T, we can write 
(y(l) - Ajy(l - 1)) 2 w~(l- 1) _ wW(l)U(l)W(l), 
Qj Q1 
where the matrix U(I) has the following form: 
u(l) = 
I 1 1 A1-A i AI(A1-Ai) . . .  Azl-"(A1-A~) 
Qj Q, Qj QJ Qj 
I - -2  2 A1-A~ (A1-A~) 2 AI(A,-A,~) :a . . .  A! (A,-A~) 
QJ Q~ Qj q~ 
AI (A , -A .1 )  A I (A1-A~)  2 A? (A I -A i )  2 . . .  A!i-I(AI-Ai)2 
Q~ QJ Q, qj 
• . . * .  " 
A'F" ( . , ; . , -A0  " 
QJ QJ Q~ •.. Qj 
Using notations Q = Q1/Qj and A = A1 -- Aj, we have finally the following representation for 
the expectation: 
(pj(k).~o, (pj(0),~,~ (Q,~k,~12 c~A2 T 
(6) 
where the matrix S(k) has the following form: 
A -1 A1A-1 
A-I O,-1QA~ + 1 A -1 + A1 
A1A -1 A -1 q- AI Q-A} + 1 + A~ 
A~-2A -1 A~-3(A -1 + A1) A~-4(A -1 + AI + A~) 
A~-2A-1 
Alk -3 (A-1  "gr A1) 
A~-4(A -1 + A1 -~- A31) 
• 2k - -2  Q-I I-A I 
QA 2 + 1-A~ 
Since the process wl (k) is a zero-mean Gaussian white noise process with Ewe(k) = Q1, we can 
continue the computation i  the following way: 
{ )} exp - Wr(k)S(k)W(k = E 
/ { aA2 T } l {_~_~lu }du= -- exp --~-~ju S(k)u exp 1 T 
(2~rQ1)k/2 
Rk 
R k 
(7) 
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where I(k) is the k-dimensional unit matr ix.  
Now we shall show that  all subdeterminants  of the determinant 
in the left upper  corner are positive. For the computat ion of the determinant  D(k) first subtract  
the k - 1"  row mult iplying by A1 from the k th row, then the k - 2 Èd row mult iplying by At 
f rom the k - 1"  row, ... etc., in the last step subtract  the second row mult iplying by At from 
the third row. After doing the same with the columns, the determinant can be rewritten in the 
D(k) = 
following way: 
where 
do ~(A,-Af) 0 . . .  0 0 
Qs 
~(A,-A.f) 2 ~t(A1--A$) do Jr -d t  " "  0 0 QJ qJ 
0 -d t  do + d2 0 0 
: : : ".. : : 
0 0 0 . . .  do+d2 -dr  
0 0 0 . . . .  dt do + d2 
A( A 1 
dl = a --J + (1 - a)~-~l for 1 = 0, 1, 2. 
Expanding the determinant  with respect to the last row we get the following recursive formula: 
D(k) = (do 4- d2)D(k - 1) - d~D(k - 2). (8) 
This formula is valid even for k = 2 if we consider D(0) = 0. The characteristic equation of the 
recursive formula (8) is the following: 
~2 _ (do 4- d2)A 4- d~ = O.  (9) 
It is easy to show that  the equation (9) has two real roots At > As > 0. Using the initial values 
D(0) --- 1 and D(1) = do it can be proved that  
where at > 0 and a2 > 0. From this it follows that  D(k) > 0 for all k = 1, 2, .... Therefore, the 
matr ix  aA~Q'ftS(k) + Ql t I (k)  is a positive definite, invertible matr ix,  so that  we can compute 
the integral in (7) as follows: 
Rk 
1 \'X - t /2 
Now we can use the est imation D(k) > atA1 k, so that  we get finally the following est imation for 
the expectation: 
E tpt(k))(P  < i OtW( ) - tpt(O) J
where 
= 
= 
Qo,/2 v,,~Qo,/2 
(do(~) 4- d2(~) 4- q(do(~) 4-d2(~)) 2 - 4(l~(a)) ,/2 
(10) 
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and 
It is easy to show that 
dz(a) = o~QA} + (1 - cQA~ for l = 0, 1,2. 
Q,~ I 2 Q,~ /2 
 (o0 <_ - -  - < 1 
+ 1 - - 
and the equalities hold only for A s = A1 and Q - 1 , respectively, and the proof is complete. 
To prove Remark 2 it is enough to compute the minimal value of the function Q'~/(o~Q + 1 - o~) 
in the interval [0,1]. 
For the Theorem 4 we give two proofs. The first is based on Theorems 2 and 3. 
FIRST PROOF OF THEOREM 4. From Theorem 2 we know that, under the hypothesis H1 , the 
sequence {pj(k)/pl(k)} is a non-negative martingale for j ¢ 1. Thus, it has a finite limit with 
probability 1 (see [1]). Taking into account hat 
p¢(k) = pl(k) 1+ p -~ 
it follows that there exists limk--.oo pj(k) with probability 1 for all j = 1 , - . . ,  N. Now from 
Theorem 3 we know that limk--.oo pj(k) = 0 in probability, and the result follows. 
For the second proof of Theorem 4 we need the following lemmas, which can be found, for 
example, in [4]. 
Lemma 1. Let {X(k), k = 0, 1 ,2, . . .  } be a homogeneous Markov process with state space 
R m . Suppose that for some open set G C R '~ there exist a non-negative function V : G --* R 
and some ~ > 0 such that 
E{V(X(1) ) -  V(X(O)) IX(O) = x} <_ -~,  Yx E G. 
Then the process {X(k)} leaves the set G in finite time with probability 1. 
PROOF OF LEMMA 1. Let x E G be an arbitrary point. Let v denote the first exit time of the 
set G: 
J" min{k> l :X (k ,w)•G} i f3k> l suchthatX(k ,w)~G 
T(0.)) 
+oe if X(k,w)  E G for Vk >_ 1. 
Let us consider the function 
For x E G we have 
E{W(k  + 1,X(k + 1) ) -  W(k,X(k ) )  [ X(k)  = x} = 
= E{V(X(k  + 1)) + (k + 1)fl - V(X(k))  - kfl [ X(k)  = x} 
= E{V(X(k  + 1) ) -  V(X(k))  I X(k)  = x} + fl <_ 0 
so that the process (W(r  A k ,X( r  A k ) ) ,a (X(1) , . . -  ,X(k))) ,  k = 0, 1 ,2, . . .  is a non-negative 
supermartingale (see e.g. [1]). Thus it has a finite limit with probability 1. Since Y(x) is non- 
negative, the limit limk--oo k A r(w) exists and is finite with probability 1. From this we get the 
statement of the lemma. 
Let d denote the metric of the space R "~, and define the distance of a point x E R m from a 
set B C R m in the usual way 
d(x, B) = inf d(x, y). 
yEB 
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Lemma 2. Let {X(k), /¢ = 0, 1,2, . - .  } be a homogeneous Markov process with state space 
R m. Suppose that for some subset B C 1% m there exist non-negative functions V, ~o : 1~ m --~ R 
such that 
E{V(X(1)) - V(X(O)) IX(0) = x} _< -~o(x), Vz • I t "  
and for all ¢ > 0 
Then 
inf ~o(x) > 0. 
{~ld(~,B)>e} 
P {likm~f d(X(k),B) = O} = l. 
PROOF OF LEMMA 2. Let us fix a sequence ~, --* 0 . To prove the statement i is enough to 
apply Lemma 1 for the sets 
o .  = e Rm:  d(x,B)  > 
SECOND PROOF OF THEOREM 4. (Assuming that Qj # Q1 forj = 2, ... , N .) As in the first proof 
of the Theorem we can derive that there exists limk--.oo pj (k) with probability 1 for all j = 1, ..., 
N. 
Consider now the Markov process {(pl(k) , . . .  ,pg(k),y(k)), k = 0 ,1 ,2 , . . .} .  Let us fix a 
number j # 1. Since Qj # Q1, we know from the proof of Theorem 2 that Lemma 2 can be applied 
with function V(x l , " ' , zN ,y )  = (x j /x l )  a,0 < a < 1, with subset B = {(Xl, . , .  ,xN,y)  I zj = 
0}, and with 
tO(Xl,"" ,ZN, y) = ~1 1-- . 
It is easy to check that d((pl(k),... ,pN(k), y(k)), B) : pj (k), so that we get 
P {likm~fpj(k) = O} = 1. 
Taking into consideration that limk--.oo pj (k) exists with probability 1, the proof is completed. 
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