We present experiments on mono-lingual and cross-lingual articulatory feature recognition for English and German speech data. Our goal is to investigate to what extent it is possible to derive and reuse articulatory feature recognizers, whether particular features are better suited to this task. Finally whether this goal is practically achievable with the chosen machine learning technique and the selected set of speech signal descriptors.
Introduction
Earlier results on articulatory feature recognition suggest that Support Vector Machines perform better than Hidden Markov Models (HMM) (Macek et al., 2005) . In frame based articulatory feature recognition the HMM approach does not benefit from its ability to model probabilistic dependencies, which makes it very useful in the task of speech recognition based on phone level descriptions (Kanokphara et al., 2006) . This is due to limited dependency between adjacent frames in articulatory feature recognition.
We present experiments with support vector machines that use different types of kernels, a linear and two polynomial of different orders. All parameters were automatically extracted using the PRAAT analysis tool (Boersma and Weenink, 2006) . Extraction of descriptive attributes was performed to obtain values of MFCCs with first and second order differences, formants with first order differences and bandwidths, distance between adjacent formants (F3−F2, F2−F1, F1−f0), and fundamental frequency. To extract these values we analyzed the data as sequences of 25ms windows with 10ms step length. We used the TIMIT corpus for English and the Phondat2 corpus for German. Both corpora are based on read speech.
In this paper, for TIMIT only dialect region 3 is used as the training set (102 speakers, 10 sentences each) while the whole core test set is used as the test set. The core test set, which is the abridged version of the complete test set, consists of 8 utterances from each of 24 speakers.
The Phondat2 corpus was split up into 11 speakers for training and 5 speakers for testing. Only sentences for which manual annotations were available were used (64 sentences per speaker).
Experiments
In this paper, SVMs with polynomial kernel were used for extraction of articulatory features from the speech signal. SVMs (Schoelkopf and Smola, 2002) learn separating hyperplanes to classify instances in the feature space that are mapped from the input space of the classified data. The mapping from input space to feature space is performed with application of a kernel. The dimension of the feature space is typically much higher than that of the original input space which allows for separability of the data.
The performance of the SVMs on feature recognition in German and English was compared. Performance of other methods on the same task was reported in (Kanokphara et al., 2006; Macek et al., 2005) . The SVM classifiers were run with the SVMLight implementation (Joachims, 1999) .
The speech signal was classified in a frame-by-frame manner, where every 10 ms for each frame of 25 ms length a set of descriptors was extracted. The non-speech parts, such as silence, are excluded in both feature sets in the training and evaluation. The performance of the articulatory feature recognition was evaluated for different orders of polynomial kernels of the SVMs up to order 3. The performance improved consistently with increasing order of the kernels. In this work we experimented with two sets of descriptors. The first consisted of 12 MFCC values, its first and second order differences, 5 formants (F1−F5) with first order differences and bandwidths, and pitch (f0). The second set of attributes extended the first one by distance in frequency between formants (F3−F2, F2−F1) and lowest formant and pitch (F1−f0).
The comparison of the two sets showed only negligible differences. The results presented in Table 1 are for the second set of descriptors used together with SVMs with polynomial kernel of order 3.
Results and Discussion
To evaluate the performance of the recognizers we used two measures, namely the accuracy that gives overall performance regardless of the class distribution in the data, and the F 1 -measure, which is the harmonic mean of the class dependent values of precision and recall. The F 1 -measure gives a better picture of the actual performance of the recognizer for the relevant class. The F 1 -measure is given priority for reasoning about the results.
In the mono-lingual setting, there are large differences in the performance, e.g.
robust features such as [CONSONANTAL], [CONTINUANT], [SONO-RANT] and less well recognized features as [DORSAL], [LABIAL], [LATERAL].
In most cases a feature that is robustly recognized in the monolingual English setting is recognized robustly in the monolingual German setting, and nonrobust features are nonrobust in either of the two languages. In the cross-lingual settings, the most obvious pattern is that a recognizer that performs poorly in the mono-lingual setting will perform even worse in the cross-lingual setting. However, good performance in the mono-lingual setting is not general indicator for good cross-lingual performance. The features [CONSONANTAL] , [VOCALIC] , [VOICED] and [SONORANT] are the only ones that appear to be robust across all language combinations. As can be seen in Table 1 accuracy can be a misleading measure of performance in the case of highly uneven class distribution in the data, an extreme example is the feature [LATERAL] .
Although the original motivation for the articulatory features is their language independence, the comparison of performances on different features here suggests that some of the features are more language independent than others. However, studies such as that presented here do provide indications as to how features could be suited for the purposes of multilingual speech recognition.
