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ABSTRACT
The tidal disruption of a star by a massive black hole is expected to yield a luminous flare of thermal
emission. About two dozen of these stellar tidal disruption flares (TDFs) may have been detected
in optical transient surveys. However, explaining the observed properties of these events within the
tidal disruption paradigm is not yet possible. This theoretical ambiguity has led some authors to
suggest that optical TDFs are due to a different process, such as a nuclear supernova or accretion
disk instabilities. Here we present a test of a fundamental prediction of the tidal disruption event
scenario: a suppression of the flare rate due to the direct capture of stars by the black hole. Using
a recently compiled sample of candidate TDFs with black hole mass measurements, plus a careful
treatment of selection effects in this flux-limited sample, we confirm that the dearth of observed TDFs
from high-mass black holes is statistically significant. All the TDF impostor models we consider fail
to explain the observed mass function; the only scenario that fits the data is a suppression of the
rate due to direct captures. We find that this suppression can explain the low volumetric rate of the
luminous TDF candidate ASASSN-15lh, thus supporting the hypothesis that this flare belongs to the
TDF family. Our work is the first to present the optical TDF luminosity function. A steep power law
is required to explain the observed rest-frame g-band luminosity, dN/dLg ∝ L−2.5g . The mean event
rate of the flares in our sample is ≈ 1×10−4 galaxy−1 yr−1, consistent with the theoretically expected
tidal disruption rate.
1. INTRODUCTION
A stellar tidal disruption event (TDE) happens when
a star passes within the Roche radius of a massive black
hole. As the streams of stellar debris circularize and are
accreted by the black hole, we can expect a luminous
flare of thermal emission (Rees 1988). The first (can-
didates) of these stellar tidal disruption flares (TDFs)
were discovered with X-ray surveys (Bade et al. 1996;
Komossa & Bade 1999), followed by UV-selected flares
(Gezari et al. 2006, 2009). The detection of new TDFs is
currently dominated by optical surveys (van Velzen et al.
2011; Gezari et al. 2012; Arcavi et al. 2014; Holoien et al.
2014). About two new candidates are found each year,
and this number is certain to increase in the near future
as larger optical surveys (ZTF, LSST) become opera-
tional.
Stellar tidal disruption flares can be considered a mul-
tipurpose tool for extragalactic astrophysics. First of all,
they can be used as probes to signal the existence of
black holes in quiescent galaxies, potentially including
intermediate-mass black holes in dwarf galaxies (Maksym
et al. 2013; MacLeod et al. 2014). The dynamics of the
TDE itself are also interesting; the rapid increase of the
fallback rate of the stellar debris (from super- to sub-
Eddington in a few years) presents a new domain to test
our understanding of accretion physics. In particular,
the detection of radio emission following TDFs (Zaud-
erer et al. 2011; Bloom et al. 2011; Levan et al. 2011;
van Velzen et al. 2016b; Alexander et al. 2017) can shed
new light on the conditions required for the launch of
relativistic jets.
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While TDFs appear to be promising tools, their op-
tical emission has proven to be difficult to model self-
consistently. The observed temperature is too low to
originate from a compact accretion disk near the pericen-
ter of the stellar orbit (Strubbe & Quataert 2011; Lodato
& Rossi 2011; van Velzen et al. 2011). Reprocessing of
high-energy photons from the compact accretion disk by
material at larger radii (Guillochon et al. 2014; Metzger
& Stone 2016) and emission due to shocks caused by in-
tersecting debris streams (Piran et al. 2015; Krolik et al.
2016) have both been proposed as explanations for opti-
cal TDF emission. Neither explanation is completely sat-
isfactory. The intersecting-stream scenario suffers from
a “missing energy problem” (Piran et al. 2015), whereas
the reprocessing scenario appears at odds with the (ten-
tative) discovery that the X-ray emission lags the UV
emission (Pasham et al. 2017).
Contrary to the optical emission, the X-ray proper-
ties of TDF candidates generally fit within the canon-
ical TDE picture of Rees (1988); see Komossa (2015);
Auchettl et al. (2017a) for reviews. Since very few X-
ray selected TDFs have received optical follow-up near
peak (Saxton et al. 2017), it could be possible that X-
ray-selected and optically selected TDF candidates are a
separate class of tidal disruptions (Dai et al. 2015). Some
authors have gone one step further and proposed that
most optically selected TDF candidates are, in fact, not
due to the tidal disruption of a star. Supernovae (SNe)
in AGN accretion disks (Saxton et al. 2016), collisions of
stars on bound orbits around the black hole (Metzger &
Stone 2017), black hole accretion disk instabilities (Sax-
ton et al. 2016), or flares from accreting supermassive
black hole binaries with subparsec separations (Tanaka
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2013) have been proposed as potential TDF impostors.
The hypothesis that flares from active galactic nu-
clei (AGN) are TDF impostors perhaps has the most
observational support because relatively rapid changes
of AGN luminosity and spectral type have been ob-
served (Storchi-Bergmann et al. 1993; Shappee et al.
2014; LaMassa et al. 2015; Gezari et al. 2017). While the
observed properties of these changing-look AGN are dif-
ferent from candidate TDFs (Ruan et al. 2016; MacLeod
et al. 2016), their existence demonstrates that the lumi-
nosity of AGN can increase beyond what is expected from
the power spectrum that accurately describes the light
curves of mundane AGN (MacLeod et al. 2012; Graham
et al. 2017).
The mechanism that triggers the accretion rate in-
crease in changing-look AGN could be similar to the
thermal-viscous instability (Meyer & Meyer-Hofmeister
1981; Smak 1983) that is known to operate in disks
around stellar-mass compact objects that accrete from
a donor star (van Paradijs 1996; Lasota 2001). For black
holes with a mass of 108M, a similar mechanism (Mi-
neshige & Shields 1990; Siemiginowska & Elvis 1997;
Janiuk et al. 2002) could lead to outbursts with a re-
currence time of 103−6 yr (Hatziminaoglou et al. 2001;
Czerny et al. 2009). However, Hameury, Viallet, & La-
sota (2009) argue that due to the high Mach number in
AGN accretion disks, this quiescent time could be much
shorter, and therefore large outbursts due to limit-cycle
oscillations may not be expected for AGN.
The tidal disruption of a star can also occur in a
Seyfert galaxy (e.g., Drake et al. 2011; Blanchard et al.
2017)—perhaps such events could explain some of the
changing-look AGN (Merloni et al. 2015; Wyrzykowski
et al. 2017). Identifying observations that can discrimi-
nate between an AGN disk instability triggered by a star
passing through the disk and a TDE inside a galaxy that
also harbors an AGN is very challenging; these events are
a mix of two phenomena that are not yet completely un-
derstood even if they occur in isolation. Fortunately, we
can largely avoid this problem if we consider only TDF
candidates from galaxies that are not classified as AGN
before the optical outburst.
One signature is unique to a TDE and can thus be
used to rule out most—or perhaps all—TDF impostor
scenarios. A TDE requires that the star passes within
the tidal radius,
Rt = Rstar
(
M•
Mstar
)1/3
∼ 25Rs
(
M•
106M
)−2/3
. (1)
Here we expressed the tidal radius for a solar-type star
in units of the Schwarzschild radius (Rs ≡ 2GM•/c2).
For a black hole mass of M• ≈ 108M the tidal radius
of a solar-type star is equal to the Schwarzschild radius,
and the results of the disruption will not be visible to an
observer outside the black hole event horizon (Hills 1975).
This critical black hole mass is sometimes referred to as
the Hills mass.
Repeating the calculation behind Eq. 1 within in the
framework of General Relativity, one finds that the Hills
mass increases with black hole spin (Kesden 2012). For
spinning black holes, the outcome of the disruption also
depends on the orientation between the black hole angu-
lar momentum vector and the star’s orbital plane; after
averaging over all inclinations, Kesden (2012) finds that
the effect of the black hole horizon yields a superexpo-
nential suppression of the TDF rate for M• > MHills.
The goal of this work is to use the expected suppression
in the flare rate due to a black hole horizon to demon-
strate that optically selected TDF candidates are indeed
due to the tidal disruption of a star.
The outline of this paper is as follows. We will first
present our compilation of TDF candidates in Sec. 2.
Next, we compute the luminosity function (LF) and host
galaxy mass function for this sample (Sec. 3). We then
use forward modeling to reproduce the observed distri-
bution of black hole mass and galaxy mass (Sec. 4). We
discuss the implications of this result (Sec. 5) and close
with a list of conclusions (Sec. 6). We adopt a flat cos-
mology with ΩΛ = 0.7 and H0 = 70 kms
−1 Mpc−1. All
magnitudes are in the AB (Oke 1974) system.
1.1. TDE or TDF?
In the literature, both tidal disruption event (TDE)
and tidal disruption flare (TDF) are used to label tran-
sients due to stellar disruptions. In this work, we use
TDE to refer to the general concept of the disruption of
a star by a black hole, while TDF is used only for the
electromagnetic result of this disruption. This distinc-
tion is subtle, yet useful, since not every TDE may lead
to a TDF (e.g., Guillochon & Ramirez-Ruiz 2015).
2. OBSERVED TDFS
We will restrict our sample of candidate TDFs to nu-
clear flares found in optical/UV imaging surveys. The
first motivation for this choice is the fact that candi-
date TDFs from optical imaging surveys show a number
of common properties (discussed below), which justifies
treating these flares as one class in our analysis. Further
motivation for restricting to optical surveys is that other
methods to find TDFs, X-ray surveys, or extreme coro-
nal line emitters in spectroscopic galaxy samples (Ko-
mossa et al. 2008) require more assumptions to estimate
the event rate. For these surveys, the cadence is (much)
lower than the duration of the flare and estimating the
volumetric flare rate requires a light-curve model (or one
could measure the snapshot rate; see Auchettl, Ramirez-
Ruiz, & Guillochon 2017b).
We exclude flares found in galaxies that can be classi-
fied as a broad-line AGN or Seyfert, but we include flares
from LINERs (Heckman 1980), leaving 17 sources (Ta-
ble 1). Our selection requirements and final sample are
similar to the candidate TDF samples presented recently
(Hung et al. 2017; Wevers et al. 2017). The only differ-
ence is that this earlier work used stricter requirements
on either the TDF light-curve sampling (to be able to
measure the decay rate) or the host brightness and Dec-
lination (to allow efficient spectroscopic follow-up).
These 17 flares share a number of properties: a high
blackbody temperature (T = [1− 3]× 104 K) and nearly
constant colors (e.g., Hung et al. 2017, Fig. 11). Also the
optival/UV light curves of the TDFs in our sample are all
consistent with a power-law decay rate; in all cases where
monitoring observations cover more than one year of the
light curve, an exponential decay rate can be ruled out
(van Velzen et al. 2011; Arcavi et al. 2014; Gezari et al.
2015; van Velzen et al. 2016b; Brown et al. 2016, 2017).
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TABLE 1
Sample of 17 candidate TDFs.
name R.A. Decl. mmax Lg T Lbb z zmax
(J2000) (J2000) (log10 erg s
−1) (×104 K) (log10 erg s−1)
GALEX-D1-9 02:25:16.96 −04:32:59.1 22.4 (NUV) 42.3 5.6 44.1 0.326 0.554
GALEX-D3-13 14:19:29.78 +52:52:06.3 22.2 (NUV)∗ 42.7 4.9 44.3 0.370 0.821
GALEX-D23H-1 23:31:59.53 +00:17:14.5 20.9 (NUV) 42.3 4.9 43.9 0.185 0.517
SDSS-TDE1 23:42:01.40 +01:06:29.2 21.0 (r)∗ 42.7 2.4 43.5 0.136 0.174
SDSS-TDE2 23:23:48.61 −01:08:10.2 20.3 (r)∗ 43.5 1.8 44.0 0.256 0.469
PS1-10jh 16:09:28.27 +53:40:23.9 19.8 (g) 43.2 2.9 44.2 0.170 0.409
PS1-11af 09:57:26.81 +03:14:00.9 21.4 (g) 43.3 1.9 43.9 0.405 0.426
PTF-09ge 14:57:03.18 +49:36:40.9 17.7 (r) 43.4 2.2 44.1 0.064 0.155
PTF-09axc 14:53:13.07 +22:14:32.2 19.1 (r) 43.2 1.2 43.5 0.115 0.138
PTF-09djl 16:33:55.97 +30:14:16.6 19.6 (r) 43.5 2.6 44.4 0.184 0.179
ASASSN-14ae 11:08:40.11 +34:05:52.2 17.0 (g)∗ 43.2 2.1 43.9 0.044 0.051
ASASSN-14li 12:48:15.23 +17:46:26.4 16.8 (g)∗ 42.6 3.5 43.8 0.021 0.025
ASASSN-15oi 20:39:09.14 −30:45:20.6 16.2 (g)∗ 43.6 2.5 44.4 0.048 0.082
ASASSN-15lh 22:02:15.44 −61:39:34.5 16.5 (g) 44.8 2.5 45.6 0.233 0.347
iPTF-15af 08:48:28.13 +22:03:33.4 – – – – 0.079 0.101
iPTF-16axa 17:03:34.34 +30:35:36.6 18.5 (r)∗ 43.5 3.0 44.5 0.108 0.135
iPTF-16fnl 00:29:57.05 +32:53:37.2 17.4 (r) 42.3 3.0 43.4 0.016 0.034
Note. — The third column, mmax, lists the maximum observed apparent magnitude and the relevant filter for each survey;
an asterisk indicates that the peak of the light curve was not resolved. The forth and fifth columns give the rest-frame g-band
luminosity, as computed using the observed blackbody temperature (T ) to make the k-correction. The last column lists the
maximum redshift where this flare could have been detected given the survey effective flux limit.
TABLE 2
Properties of the TDF host galaxies.
name mg mr mK Mr Mg gal. mass σ M• zmax,σ
(log10M) (km s−1) (log10M)
GALEX-D1-9 22.01± 0.12 20.92± 0.05 19.29± 0.01 −20.5 −20.0 10.3 − − 0.324
GALEX-D3-13 21.97± 0.07 20.45± 0.03 18.40± 0.01 −21.5 −20.8 10.7 133± 6 7.4± 0.4 0.375
GALEX-D23H-1 20.09± 0.03 19.24± 0.02 17.81± 0.07 −20.7 −20.1 10.3 77± 18 6.4± 0.6 0.395
SDSS-TDE1 20.27± 0.02 19.24± 0.02 17.93± 0.07 −19.9 −19.2 10.1 126± 7 7.3± 0.4 0.275
SDSS-TDE2 20.79± 0.05 19.50± 0.02 18.02± 0.07 −21.3 −20.6 10.6 − − 0.410
PS1-10jh 21.91± 0.08 21.05± 0.05 19.88± 0.02 −18.6 −18.1 9.5 65± 3 6.1± 0.4 0.170
PS1-11af 22.89± 0.23 21.35± 0.09 19.59± 0.23 −20.7 −20.1 10.1 − − 0.284
PTF-09ge 17.91± 0.01 17.13± 0.01 16.71± 0.10 −20.2 −19.5 10.1 72± 6 6.2± 0.4 0.330
PTF-09axc 18.66± 0.01 18.04± 0.01 17.60± 0.15 −20.7 −20.2 10.0 60± 4 5.9± 0.4 0.411
PTF-09djl 20.57± 0.03 19.70± 0.02 18.54± 0.11 −20.2 −19.6 10.1 64± 7 6.0± 0.5 0.323
ASASSN-14ae 17.27± 0.01 16.64± 0.01 16.23± 0.08 −19.9 −19.2 9.8 53± 2 5.7± 0.4 0.291
ASASSN-14li 15.98± 0.00 15.47± 0.00 14.98± 0.04 −19.3 −18.8 9.6 78± 2 6.4± 0.4 0.249
ASASSN-15oi 17.44± 0.01 16.79± 0.02 15.90± 0.07 −19.9 −19.3 9.9 − − 0.301
ASASSN-15lh 19.59± 0.10 18.32± 0.10 17.01± 0.12 −22.2 −21.4 10.8 225± 15 8.3± 0.4 0.571
iPTF-15af 18.36± 0.01 17.49± 0.01 17.02± 0.11 −20.4 −19.6 10.2 106± 2 7.0± 0.4 0.341
iPTF-16axa 19.33± 0.02 18.46± 0.01 17.92± 0.17 −20.1 −19.4 10.1 82± 3 6.5± 0.4 0.314
iPTF-16fnl 15.22± 0.00 14.72± 0.00 14.18± 0.07 −19.5 −19.0 9.8 55± 2 5.8± 0.4 0.277
Note. — The apparent magnitudes (mr, mg , and mK) are corrected for Galactic extinction using the Schlafly & Finkbeiner
(2011) extinction maps. Uncertainties on the apparent magnitudes include only the statistical uncertainty. The absolute magni-
tudes are computed in the rest frame of the host galaxy. The total stellar mass of the galaxy is estimated from the broadband
(ugrizJHK) photometry. The velocity dispersion (σ) measurements are from the sample of Wevers et al. (2017) (with the ex-
ception of ASASSN-15lh). The last column lists the maximum redshift for inclusion of the galaxy in the Wevers et al. (2017)
sample.
In Table 1 we summarize the observed properties of the
flares in our sample. To measure the rest-frame g-band
luminosity (Lg) we used the observed blackbody lumi-
nosity to compute the k-correction (Hogg et al. 2002).
Measurements of the velocity dispersion of the host
galaxy have been obtained by Wevers et al. (2017) for
12 of the 17 TDFs in our sample. This sample includes
only sources at Declination > 0 and is complete for a
host galaxy flux limit of mg < 22 and mr < 21.
The stellar mass of the TDF host galaxies is esti-
mated from broadband optical to near-IR photometry
using kcorrect (Blanton & Roweis 2007). The same
software and wavelength range was used to estimate the
mass of galaxies that are input for our synthetic sample
of potential TDF host galaxies (see Sec. 4). We use the
SDSS (York et al. 2000) Petrosian (Blanton et al. 2001;
Stoughton et al. 2002) magnitudes (the treatment of the
few flares outside the SDSS footprint is discussed below).
The IR flux in the J, H, and K bands is measured from
images of 2MASS (Skrutskie et al. 1997; Jarrett et al.
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TABLE 3
Survey properties.
Survey NTDF mlim band zmax∗ (A× τ)∗
(deg2 yr)
GALEX 3 23.0 NUV 0.393 17
SDSS 2 21.5 r 0.140 202
PS1 2 21.5 g 0.168 120
PTF 3 19.5 r 0.054 3000
iPTF 3 19.5 r 0.054 5032
ASAS-SN 4 17.3 g 0.023 82637
Note. — The second column lists the number of
candidate TDFs from each survey. The typical maxi-
mum redshift for each survey (zmax∗) follows from the
requirement that a flare with a peak luminosity of Lg =
1042.5 erg s−1 is detectable above the effective flux limit
(mlim). From this redshift we can compute (Eq. 2) the
effective area times the survey duration.
2000) using a circular aperture with a radius equal to the
90% light radius in r-band. When available, we substi-
tute the 2MASS images with UKIDSS images (Lawrence
et al. 2007; Hambly et al. 2008) since the latter provide
a better signal-to-noise ratio.
The TDFs in our sample were discovered by different
surveys, each with their own selection function and de-
tection efficiency. Since the detection efficiency of most
of these surveys is unknown, we cannot use our sample
to obtain an absolute measurement of the event rate or
luminosity function. However, since each survey discov-
ers events from the same parent distribution, we can use
the detected number of TDF candidates in each survey
to compare the selection efficiencies and thus obtain the
relative luminosity function.
The detected number of flares in a given imaging sur-
vey is a linear function of the survey area, efficiency, and
survey duration and a nonlinear function of the survey
effective flux limit (mlim). Because multiple detections
or spectroscopic follow-up observations of the flare are of-
ten required to identify a transient as a candidate TDF,
the effective flux limit is typically larger than the single-
epoch detection limit of the survey images. We estimate
mlim from the observed distribution of the flare’s appar-
ent magnitude near peak in each survey.
The effective flux limit can be used to compute the
maximum redshift, zmax, for the detection and identifi-
cation of a flare with a given peak luminosity (Lg) and
temperature. For each of the five surveys in our sam-
ple we can thus compute the volume in which a typical
TDF can be detected. Here we define a typical TDF as
a flare with a peak luminosity of L∗g = 10
42.5 erg s−1 and
temperature T ∗ = 2.5× 104 K. The number of detected
TDFs in each survey can now be estimated as
NTDF, detected ≈ N˙ V (zmax∗) Asurvey × τsurvey . (2)
Here Asurvey × τsurvey is used to label the product of the
effective survey area and duration. V (zmax∗) denotes the
comoving volume (per solid angle) corresponding to zmax.
Since the flares in our sample span a relatively narrow
redshift range, we may assume that each survey is sen-
sitive to the same event rate (N˙), and thus the number
of TDFs found in each survey can be used to estimate
Asurvey × τsurvey. In Table 3 we summarize the results
of this exercise. To set the normalization of Asurvey, we
adopted a mean rate of N˙ = 5× 10−7Mpc−3yr−1, which
was chosen to match the volumetric rate based on SDSS
and ASAS-SN data (van Velzen & Farrar 2014; Holoien
et al. 2016b).
Comparing the value of Asurvey×τsurvey obtained from
Eq. 2 with the area and duration of each survey yields an
estimate of the mean detection efficiency. For example,
our estimate of (A× τ)∗ for the ASAS-SN and GALEX
TDF searches is similar to the total area and duration
of these surveys, implying a high efficiency for detecting
and identifying TDFs.
2.1. Input Surveys
In the following subsections we briefly discuss the sur-
veys that provided the input for our compilation of TDF
candidates.
2.1.1. GALEX
Three flares in our sample were found by searching
for transients in GALEX (Martin et al. 2005) multi-
epoch imaging in the near-UV (NUV) and far-UV (FUV)
bands: GALEX-D3-13 (Gezari et al. 2006) GALEX-D1-9
(Gezari et al. 2008), and GALEX-D23H-1 (Gezari et al.
2009). The search was conducted using≈ 5 yr of GALEX
observations of four extragalactic fields (each covering
∼ 1 deg2 of the sky). Candidate TDFs were selected
as transient UV sources from inactive galaxies. Active
galaxies were identified using the large body of archival
spectroscopic observations that are available for these
fields, complemented by spectroscopic follow-up obser-
vations where necessary (Gezari et al. 2008). For this
survey, we adopt an effective flux limit of m < 23 in the
NUV band. The source D3-13 is located in the CAN-
DLES (Grogin et al. 2011; Koekemoer et al. 2011) foot-
print, and we use the WIRCam data (Bielby et al. 2012)
cataloged by Stefanon et al. (2017) to measure the near-
IR flux of its host galaxy.
2.1.2. SDSS Stripe 82
Two flares in our sample, TDE1 and TDE2 (van Velzen
et al. 2011), were found by searching for transients in
SDSS Stripe 82 multi-epoch imaging data (Frieman et al.
2008; Abazajian et al. 2009), covering about 300 deg2.
This search used the SDSS u, g, and r filters and selected
nuclear transients from inactive galaxies. Active galaxies
were identified using SDSS spectra, colors, and optical
variability (van Velzen et al. 2011). For this survey, we
adopt an effective flux limit of 21.5 in the r band.
2.1.3. Pan-STARRS
Two flares in our sample originate from the Pan-
STARRS (Chambers 2007; Chambers et al. 2016)
Medium Deep (PS1 MD) fields: PS1-10jh (Gezari et al.
2012) and PS1-11af (Chornock et al. 2014). These two
candidate TDFs did not originate from a single search,
but since the PS1 MD fields all have a similar single-
epoch flux limit, we will treat them as originating from
one survey. For this survey, we adopt an effective flux
limit of 21.5 in the g band.
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2.1.4. PTF
Three flares in our sample originate from the analysis of
Arcavi et al. (2014) using the Palomar Transient Factory
(PTF; Law et al. 2009): PTF-09ge, PTF-09djl, and PTF-
09axc. These TDF candidates were obtained by select-
ing nuclear transients from PTF imaging data that have
received spectroscopic follow-up observations and have
peak R-band luminosity in the range −21 < Mr < −19.
For this survey, we adopt an effective flux limit of 19.5
in the r band. Since the PTF search has a restriction
on the TDF luminosity, our method will underestimate
the effective area (Asurvey via Eq. 2) if the rate decreases
with increasing flare luminosity. The TDF LF (discussed
in the next section) indeed has a negative slope, and we
modify our estimate of Asurvey (listed in Table 3) to take
this into account.
Besides the three sources presented by Arcavi et al.
(2014), the PTF survey has yielded one more TDF can-
didate: PTF10iya (Cenko et al. 2012). We exclude this
source from our compilation since the WISE (Wright
et al. 2010) colors provide strong evidence for a persis-
tent AGN. Using the flux measured by Lang, Hogg, &
Schlegel (2014), we find W1 − W2 = 0.8 ± 0.1, simi-
lar to colors of low-redshift quasars (Stern et al. 2012).
Furthermore, the mid-infrared light curve of this source,
derived by including the NEOWISER catalog (Mainzer
et al. 2014), shows variability both before and after the
discovery of the optical transient, which is unlike the ob-
served WISE light curves of other TDFs in our sample
(van Velzen et al. 2016a; Jiang et al. 2016).
2.1.5. iPTF
Three flares in our sample originate from iPTF, which
is the successor of PTF: iPTF-15af (N. Blagorodnova et
al. in prep) iPTF-16axa (Hung et al. 2017), and iPTF-
16fnl (Blagorodnova et al. 2017). The iPTF search was
conducted with the same telescope and camera as PTF,
but cadence and follow-up strategy were different. Con-
trary to the PTF search by Arcavi et al. (2014), the three
flares from iPTF were not selected based on their lumi-
nosity, but based on their color and spectral similarity to
previous TDFs. For iPTF we adopt m < 19.5 in the r
band as the effective flux limit. For the flare iPTF-16fnl,
we use the blackbody temperature reported by Brown
et al. (2018).
2.1.6. ASAS-SN
Four flares in our sample originate from ASAS-SN
(Shappee et al. 2014): ASASSN-14ae (Holoien et al.
2014), ASASSN-14li (Holoien et al. 2016b), ASASSN-
15oi (Holoien et al. 2016a), and ASASSN-15lh (Dong
et al. 2016). The nature of the fourth flare, ASASSN-
15lh, is controversial: both a supernova (Dong et al.
2016; Godoy-Rivera et al. 2017) and a TDF (Leloudas
et al. 2016; Margutti et al. 2017) have been proposed.
In this paper we will consider both possible origins sep-
arately. For ASAS-SN we adopt an effective flux limit
that is similar to the image flux limit, m < 17.3 in the g
band.
Two flares from this survey are outside the SDSS foot-
print. For ASASSN-15oi we use the Pan-STARRS cata-
log (Flewelling et al. 2016) to obtain the host photometry.
For ASASSN-15lh we use the host galaxy magnitudes
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Fig. 1.— The TDF luminosity function (LF). The number of
sources in these five bins is {4, 2, 3, 3, 1} (low to high). The last
bin contains the TDF candidate ASASSN-15lh. The dashed lines
show two a power-law fits (Eq. 4) while the dotted line shows a
Gaussian LF (Eq. 5). The solid line presents our default model for
the TDF luminosity function (see Sec.4.1).
from the best-fit population synthesis model of Leloudas
et al. (2016). The measurement of the velocity disper-
sion of the host galaxy of ASASSN-15lh is presented in
Kru¨hler et al. (2017).
3. LUMINOSITY/MASS FUNCTIONS
For a survey of sources with a constant flux, the LF
(e.g., the number of quasars per Mpc3 as a function of
luminosity) can be estimated by weighting each source
by the maximum volume, Vmax, in which the source can
be detected (Schmidt 1968). For transients, we are in-
terested in the volumetric rate (e.g., the number of SNe
per cubic Mpc per year as a function of peak luminosity).
To estimate the volumetric rate from a survey for tran-
sients, we can also use the “1/Vmax” method, but now
the weight should include the duration of the survey. We
therefore define
Vmax ≡ V (zmax) Asurvey × τsurvey . (3)
Here Asurvey × τsurvey denotes the product of the effec-
tive survey duration and survey area, and V (zmax) is the
volume (per unit solid angle) corresponding to the maxi-
mum redshift. As explained in Sec. 2, the product of the
effective survey duration and survey area follows from
the detected number of TDF candidates, while the max-
imum volume follows from the survey flux limit and the
peak luminosity of the transient. In Figs. 1 and 2 we
show 1/Vmax binned by the peak g-band luminosity and
galaxy mass, respectively.
Since the PTF search for TDFs (Arcavi et al. 2014)
used a luminosity selection (see Sec. 2.1.4), we exclude
these events when we compute the rate as a function of
Lg. We also have to exclude iPTF-15af since the photo-
metric data of this flare have not been published yet. We
are thus left with 17 − 4 = 13 sources. For TDFs with
a measurement of the host galaxy velocity dispersion,
the black hole mass is estimated from the M–σ relation
(Ferrarese & Merritt 2000; Gebhardt et al. 2000). We
adopt the relation of Gu¨ltekin et al. (2009), obtained us-
ing both early-type and late-type galaxies. For the TDF
host galaxies that have measured velocity dispersions, we
compute the maximum volume using the lower value of
zmax from the flux limit for the detection of the flare
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Fig. 2.— The TDF host galaxy stellar mass function. The num-
ber of sources in these three bins is {5, 7, 3, 1} (low to high). The
highest-mass bin contains the TDF candidate ASASSN-15lh. The
dashed line shows a galaxy mass function (Baldry et al. 2012),
multiplied with a constant TDF rate of 10−4 galaxy−1 yr−1.
and the host galaxy flux limit for measuring the veloc-
ity dispersion—the former is the limiting factor for most
sources (see the last column of Table 1 and Table 2).
The uncertainty on each bin of
∑
1/Vmax is estimated
from
∑
1/V2max (Schmidt 1968). This yields a typical un-
certainty of 0.3 dex for each bin, which is comparable to
the Poisson uncertainty. For bins that contain only one
source, we compute the uncertainty on the volumetric
rate using the 1σ confidence interval for Poisson statis-
tics, [0.17, 3.41].
The sum of 1/Vmax for all 13 TDF candidates that we
use for the LF yields a rate of (8±4)×10−7 Mpc−3yr−1.
The volumetric rate as a function of Lg (Fig. 1) shows
a steep decrease that can be parameterized as
dN˙
d log10 L
= N˙0 (L/L0)
a (4)
For L0 = 10
43 erg s−1, a least-squares fit yields N˙0 =
(1.9 ± 0.7) × 10−7 Mpc−3 yr−1 and a = −1.6 ± 0.2. If
we exclude the luminous TDF candidate ASASSN-15lh,
we find a more shallow slope with a larger uncertainty:
a = −1.3± 0.3 and N˙0 = (2.3± 0.8)× 10−7 Mpc−3 yr−1.
When excluding ASASSN-15lh, a Gaussian function
dN˙
d log10 L
= N˙0′ exp[−(log10(L/L0′)2/2b2] (5)
with L0′ = 10
42.5 erg s−1, b = 0.4, and N0′ = 1 ×
10−6 Mpc−3 yr−1, also provides a reasonable description
of the LF (Fig. 1).
To convert our measurement of the volumetric TDF
rate to a rate per galaxy, we compute the volumetric
rate as a function of total stellar mass and divide by
the stellar mass function of Baldry et al. (2012). For a
stellar mass in the range 109.5 < Mgalaxy/M < 1010.5
a constant rate of 10−4 galaxy−1 yr−1 is consistent with
our observations (Fig. 2).
The rate as a function of black hole mass (Fig. 3) is
also observed to be roughly constant for M• < 107.5M.
However, the high luminosity of the TDF candidate
ASASSN-15lh yields a very large Vmax and thus implies a
rapid decrease of the volumetric rate for M• & 107.5M.
The decrease of the rate toward the highest-mass bin
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Fig. 3.— The TDF host galaxy black hole mass function. The
number of sources in these four bins is {5, 4, 2, 1} (low to high).
The highest-mass bin contains the TDF candidate ASASSN-15lh.
In the top panel, the dashed line shows the Shankar et al. (2004)
black hole mass function multiplied with a constant TDF rate of
6 × 10−5 per black hole per year. The solid line shows the result
of using this mass function as input to our model of the TDF rate
(Eq. 10). The dotted line indicates the mass function that would
be obtained if the wait time between flares scales linearly with
black hole mass. In the bottom panel, we compare four different
predictions for the scaling of the disruption rate below the Hills
mass (Sec. 4.3).
is at least 3 orders of magnitude. Arguably the only
conceivable mechanism that can yield such an extreme
turnover is the suppression of the flare rate by the black
hole horizon. We can thus conclude that if ASASSN-
15lh is a member of the TDE family, the population of
observed TDFs as a whole is consistent with the pre-
dicted suppression of the rate due to the direct capture
of stars by the black hole. However, if ASASSN-15lh
is not due to a TDE, the mass function of the remain-
ing TDFs in our sample is not a useful tool to measure
rate suppression. Instead, we need to compare the ob-
served mass distribution to the expected distribution in
a flux-limited sample. This requires a forward-modeling
approach, which is explained in the next section.
4. FORWARD MODELING
In the previous section we used the 1/Vmax method to
reconstruct the TDF LF and mass function. In this sec-
tion, we start with a model for the flare luminosity func-
tion and event rate and try to reproduce the observed
distribution of luminosity and host galaxy mass. This
forward-modeling approach has two advantages over a
1/Vmax reconstruction. First of all, we can include addi-
tional selection criteria beyond the survey flux limit (e.g.,
the contrast between the flux of the host and flare). Sec-
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Fig. 4.— Demonstrating the difference between a luminosity
function (LF) and a flux-limited sample. The solid line shows the
LF obtained from the 1/Vmax method (Fig. 1). The dashed line
shows the result of our forward analysis: a mock TDF sample ob-
tained after drawing flares from a power-law LF and applying the
selection criteria of each survey.
ond, we can assign a significance to the apparent lack of
events from high-mass black holes.
Our forward-modeling method consists of four steps:
(i) draw flares with a peak luminosity from a model LF;
(ii) insert these flares into a flux-limited galaxy sample;
(iii) assign each flare a weight based on the event rate in
its host galaxy; (iv) sum these weights for the simulated
flares that pass the requirement for detection in each
survey. In the following four subsections we provide the
details of these steps.
4.1. Model Luminosity Functions
Ideally, a model for TDFs or TDF impostors would
yield a prediction for the LF of these events that can
be tested using the observed luminosity distribution
(Fig. 4). However, these models are not yet mature
enough to predict an LF from first principles. We there-
fore use a more empirical approach and only consider
LFs that are known to reproduce the observed luminos-
ity distribution. We will consider two different LFs: one
for SNe and one for AGN flares and TDFs.
The observed LF from the 1/Vmax method (Fig. 1) pro-
vides a good starting point for our empirical LF mod-
els. Indeed, if we draw TDFs from a power-law LF with
a = −1.5 (see Eq. 4) and apply the survey selection crite-
ria (see Sec. 4.4) we reproduce the observed distribution
of Lg, see Fig. 4. We therefore use this power law as the
model LF of nuclear SNe.
A simple power law is unlikely to provide a correct de-
scription of the LF of transients that are due to massive
black holes, i.e., TDFs or AGN flares. Due to the abun-
dance of low-mass galaxies, a power-law LF will yield
too many transients with super-Eddington luminosities.
Motivated by the observation that the observed distribu-
tion of the Eddington ratio peaks near unity (Fig. 7), we
define the LF for AGN flares and TDFs as follows. We
draw from the same power law that is used to model SNe,
but we only accept flares with an Eddington ratio in the
range −3 > log10(fEdd) < 0.3. Here fEdd ≡ Lbol/LEdd,
with LEdd = 1.3× 1038M• erg s−1. To assign a bolomet-
ric luminosity (Lbol) to each simulated flare, we com-
pute the blackbody luminosity by drawing a blackbody
temperature from a lognormal distribution centered on
2.5×104 K with a standard deviation of 0.15 dex (which
provides a good description of the observed blackbody
temperatures of the TDF candidates in our sample). The
resulting LF for TDFs and AGN flares using this ap-
proach is shown in Fig. 1.
The next step is to insert the simulated flares into a
host galaxy sample.
4.2. Synthetic Galaxy Sample
While large galaxy surveys like SDSS provide a good
census of galaxy properties at z < 0.1, many TDFs are
found at higher redshift, where galaxy properties are
more difficult to observe directly. We therefore need to
construct a synthetic galaxy sample.
We use the galaxy LF measured by Cool et al. (2012)
to find the number of galaxies in bins of redshift and ab-
solute magnitude, for blue and red galaxies separately.
We populate each bin using the properties of real galax-
ies from the NYU-Valued-Added Galaxy Catalog (NYU-
VAGC; Blanton et al. 2005), again for red and blue galax-
ies separately. In each bin, we compute the apparent
magnitude using the median k-correction of the galaxies
in that bin. We keep only bins with an apparent magni-
tude mr < 22.
Because we use a redshift-dependent LF for blue and
red galaxies (Cool et al. 2012), our synthetic flux-limited
galaxy sample contains most effects of galaxy evolution
(e.g., the increase of the quiescent-galaxy density to lower
redshift). Our approach also accounts for the fact that
blue galaxies are easier to detect at higher redshift (due
to the k-correction). And finally, because we use real
galaxies to populate each absolute magnitude bin, corre-
lations of galaxy properties (e.g., mass or size) with lumi-
nosity are part of our sample. We confirmed that the me-
dian redshift of our synthetic galaxy sample, 〈z〉 = 0.47,
is consistent with the median photometric redshift of real
galaxies (also selected with mr < 22) in the co-add of
SDSS Stripe 82 (Reis et al. 2012; Annis et al. 2014).
The total stellar mass of each galaxy in NYU-VAGC
is estimated from the 2MASS and SDSS broadband pho-
tometry using the kcorrect software (Blanton & Roweis
2007). To estimate the starformation rate (SFR), we
use the specific SFR within the SDSS spectroscopic fiber
as measured by the MPA-JHU group (Kauffmann et al.
2003; Brinchmann et al. 2004). To estimate the bulge
mass, we use the bulge-to-total ratio (B/T ) measured in
r band by Lackner & Gunn (2012). These measurements
are not available for all NYU-VAGC galaxies, so we as-
signed each galaxy in our synthetic sample a B/T using
the nearest match in the 3D vector space spanned by Mr,
g − r, and r − i.
The last quantity we wish to assign to our synthetic
galaxy sample is the velocity dispersion. Unfortunately,
the resolution of the SDSS spectrograph limits reliable
measurements to σ & 100 km s−1, which is larger
than the typical velocity dispersion of TDF host galaxies
(Wevers et al. 2017). Following the approach of Bezan-
son et al. (2011), we use the virial theorem to estimate
the velocity dispersion of each galaxy,
σ =
√
GM
kK(n)re
. (6)
Here re is the effective radius, k is a scale factor that
accounts for the mean difference between the dynamical
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TABLE 4
modeling scenarios
N˙ ∝ L−2.5 −3 < log10 fEdd < 0.3
N˙ ∝ const SNe AGN flares
N˙ ∝ SFR SNe –
N˙ ∝ mass SNe –
N˙ ∝M−1• – AGN flares
Eq. 10 – TDFs
Note. — The cells of this matrix show which
combinations of event rate (rows) and luminosity
function (columns) are considered as a description
for AGN flares, nuclear SNe, or TDFs. The two lu-
minosity functions have the same power-law index,
but the function used for TDFs and AGN flares is
capped based on the ratio of the blackbody lumi-
nosity to the Eddington luminosity (fEdd).
mass and the stellar mass estimated from the photometry
(Taylor et al. 2010), and K(n) is a virial constant (Bertin
et al. 2002) that depends on the Sersic index (n),
K(n) =
73.32
10.465 + (n− 0.94)2 + 0.954 . (7)
Using the stellar mass, effective radii, and Sersic indices
reported in the NYU-VAGC (Blanton et al. 2005), we
find that k = 0.560 is required to match the observed
velocity dispersion to the estimate from Eq. 6. This cal-
ibration is consistent with the value of k reported by
Bezanson et al. (2012). For σ > 100 km s−1, the scatter
between the observed value of the velocity dispersion and
the value from Eq. 6 is 0.08 dex.
The bulge mass and velocity dispersion can be used
to estimate the mass of the black hole at the galaxy’s
center. We use the Gu¨ltekin et al. (2009) M–σ relation
for their sample of “all” galaxies (i.e., both early-types
and late-types):
log10M• = 8.13 + 4.24 log10(σ/200 km s
−1) . (8)
To estimate the black hole mass from the bulge mass,
we adopt the Gu¨ltekin et al. (2009) M–LV relation, and
we use the NYU-VAGC galaxies to measure the small
correction to the power-law index due to the luminosity
dependence of the mass-to-light ratio, which yields
log10M• = 8.40 + 1.16 log10(Mbulge/10
11M) . (9)
We apply Gaussian noise with a standard deviation of
0.4 dex (Gu¨ltekin et al. 2009) when assigning the black
hole mass based on the host galaxy properties. We find
that the two methods to estimate the black hole mass
agree reasonably well; the difference between using the
velocity dispersion and the galaxy bulge mass roughly
scales as 0.2 log10(M − 7.5) dex, with M the mass from
the M–σ relation. Since reliable B/T measurements are
not available for most of the TDF candidates in our sam-
ple, we will use the black hole mass estimate from the
M -σ relation as the default value in our analysis.
We simulated 107 galaxies. This sample is available
online (see Table A1).
4.3. Model Event Rates
We consider four possible models for the scaling of the
event rate with galaxy properties. First of all, the sim-
plest assumption is a galaxy-independent rate. Next, we
consider an event rate proportional to the SFR. This scal-
ing could be expected if current optical TDF candidates
are due to a new type of stellar explosion in galactic nu-
clei (Saxton et al. 2016).
To model flares caused by AGN disk instabilities, we
consider an event rate that is inversely proportional to
central black hole mass, N˙ ∝ M−1• (i.e., the wait time
between outbursts is proportional to the black hole mass;
see Sec. 5.2). Finally, to estimate the rate of flares due
to TDEs, we use the following equation:
N˙ ∝Mβ• e−(M•/10
8M)2 . (10)
The power-law index β parameterizes how the disruption
rate changes due to the dynamics of the host galaxy; pre-
dictions for this index range from +0.3 (Brockamp et al.
2011), to −0.2 (Wang & Merritt 2004; Kochanek 2016),
and −0.5 (Stone & Metzger 2016). All of these predic-
tions are broadly consistent with the observed mass func-
tion derived from the 1/Vmax method, but steeper power
laws can be ruled out (see Fig. 3, bottom panel). For
our fiducial TDF model, we adopt β = −0.2, the relation
predicted for an isothermal sphere (cf. Wang & Merritt
2004, Eq. 29). Our parameterization of the turnover in
the TDF rate approximates the curve of Kesden (2012,
, Figure 4) for a solar-type star disrupted by a black
hole with a spin of a = 0.9. Finally, in Fig. 3 we also
compare our estimate of the TDF rate as a function of
mass with the result of Graur et al. (2017), who conclude
that this rate is proportional to Σ/σ, with Σ the galaxy
surface mass density. For this comparison, we computed
Σ/σ for the galaxies in our mock sample and binned the
result as a function of black hole mass.
4.4. Mock TDF Samples
The last step of our forward-modeling analysis is ap-
plying the selection criteria of the surveys. Summing
the event rate of simulated flares that pass the selection
criteria yields the final output: a mock version of our
flux-limited TDF sample (Table 1).
Besides the obvious requirement that the peak flux
of the simulated flare is larger than the effective sur-
vey flux limit, we also require that the magnitude dif-
ference between the simulated flare and the host galaxy
(mpeak−mhost) is less than 3 mag (which corresponds to
the lowest host-flare contrast in our sample of candidate
TDFs). For simulated flares observed by the PTF survey
we also apply their luminosity cut (−19 > Mr > −21;see
Sec. 2.1.4). Similar to our method for normalizing the
effective area in the 1/Vmax analysis, we require that the
ratio of the simulated flares detected by each survey is
equal to the ratio of detected TDF candidates for these
surveys (see Table 3).
We now compare the observed distribution2 of galaxy
mass or black hole mass of the host galaxies of our TDF
candidates with the distribution obtained for a simu-
lated sample with and without a correction for captures
(Fig. 5). We find that the simulation without a correction
2 In Figs. 5–7 we show the observed distributions without
ASASSN-15lh.
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Fig. 5.— Cumulative distribution of host galaxy stellar mass and black hole mass. We show the observed distribution, compared to
the distribution for two different mock TDF samples. The black solid line is our fiducial TDF model, using Eq. 10 to account for the
suppression of the TDF rate due to the capture of stars by black holes. The dashed line shows the distribution that is obtained if the
event rate is independent of mass. This second scenario clearly is inconsistent with the observations, as it predicts too many flares from
high-mass host galaxies.
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Fig. 6.— Identical to Fig. 5, but showing three more models for the event rate and flare luminosity function (see Table 4). We see
that both the AGN flare scenario and SNe that trace the starformation rate (SFR) or galaxy mass are inconsistent with the observed
distributions. While an SN model with a rate that is independent of galaxy properties is consistent with the observed mass distribution,
this scenario is not consistent with the observed distribution of the Eddington ratio (Fig. 7).
for captures overpredicts the number of flares from high-
mass black holes. Using a Kolmogorov–Smirnov (KS)
test, the hypothesis that the host galaxy stellar mass of
the mock sample without captures and the host galaxy
mass of observed candidate TDFs are drawn from the
same distribution can be rejected with p = 2 × 10−3.
If we apply the same test to the distribution of black
hole mass, we again reject the null hypothesis, but with
slightly lower significance (p = 2 × 10−2, due to the
smaller sample size). Repeating this exercise using a
Gaussian LF (Eq. 5) instead of an power-law LF (Eq. 4)
does not change the significance of the detection of rate
suppression by black hole event horizons.
Since we use the number of detected TDF candidates
in each survey to normalize the contribution of the dif-
ferent surveys to the final sample of mock TDFs, the
small number of flares in each survey introduces a statis-
tical uncertainty that is not captured in a single KS test.
To estimate this uncertainty, we compute multiple mock
samples, drawing the number of candidate TDFs in each
surveys from a Poisson distribution centered on NTDF.
For each of these samples, we compute the p-value for
rejecting the null hypothesis. The distribution of the re-
sulting p-values follows a lognormal distribution with a
standard deviation of only 0.2 dex. We can thus con-
clude that Poisson fluctuation in the number of detected
TDF candidates will not lead to a false detection of hori-
zon suppression (a 9σ fluctuation of NTDF is required to
reach p > 0.1).
The simulated distributions of galaxy mass and black
hole mass for the other three scenarios that we consider
(see Table 4) are shown in Fig. 6.
5. DISCUSSION
5.1. TDFs Are Not Due to Stellar Explosions
We find that our fiducial TDF model correctly repro-
duces the distribution of host galaxy total stellar mass,
host galaxy black holes mass, and Eddington ratio (see
Fig. 5 and Fig. 7).
From Fig. 6, we conclude that if the observed TDFs are
due to a hypothetical new class of nuclear SNe, the rate of
these events needs to be independent of host galaxy mass
or SFR. This requirement could be considered unlikely,
because the rate of most types of known SNe either scales
with the host galaxy surface brightness or is limited to a
particular subset of galaxies (e.g., Fruchter et al. 2006).
The strongest evidence against the possibility that ob-
served optical TDF candidates are a new class of SNe
is the observed distribution of the Eddington ratio. The
Eddington limit for photons does not apply to stellar
explosions, but for each simulated SN we can still com-
pute the Eddington ratio based on the central black hole
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Fig. 7.— Cumulative distribution of the Eddington ratio. We
show the observed distribution for TDF candidates with black hole
mass measurements based on the host galaxy velocity dispersion,
compared to the distribution predicted for a TDE scenario and
three different SNe scenarios (see Table. 4). If observed TDF are
due to SNe, we would not obtain a luminosity distribution that is
capped near the Eddington luminosity.
mass of its host galaxy. If the flare rate is indepen-
dent of galaxy properties and not constrained by the
Eddington limit, more than half of the observed optical
TDF candidates should have super-Eddington luminosi-
ties (Fig. 7). The luminosity of candidate TDFs, how-
ever, is observed to be capped near the Eddington lu-
minosity. The probability that a flux-limited SN sample
would produce this skewed distribution of fEdd is small
(KS test yields p = 6 × 10−4). We find the same result
if we use a Gaussian distribution (Eq. 5) to draw the
luminosity of the simulated SNe.
5.2. TDFs Are Unlikely Due to AGN
An instability in an AGN accretion disk could lead to
a rapid increase of the accretion rate and may there-
fore mimic a TDF. This scenario has several problems,
such as the observed evolution of the broad emission lines
of known candidate TDFs, which get more narrow with
time, while AGN show the opposite behavior (Ruan et al.
2016; Holoien et al. 2016b). But such problems are not
insurmountable because the parameter space of AGN
disk instabilities has not been fully explored yet. Our
work provides a test of the AGN flare scenario with min-
imal requirements. The only model prediction that is
needed is the scaling of the flare rate with black hole
mass.
The wait time between AGN outbursts depends on the
black hole mass and the accretion rate. If the accre-
tion rate normalized to the Eddington limit is constant
over the mass range relevant for our TDF sample, the
wait time between outbursts from active black holes is
predicted to scale as τ ∝ Mp• , with p ∼ 1 (Mineshige
& Shields 1990; Siemiginowska & Elvis 1997). The in-
creased wait time and longer flare duration reduce the
rate of detected AGN flares from massive black holes, po-
tentially explaining the lack of TDF candidates at high
mass. However, we find that a scenario with p = 1 pre-
dicts too many flares at the low-mass end (Figs. 3 &
6). If instead the rate of AGN flares is independent of
mass (p = 0), a flux-limited sample of AGN flares should
contain many more events from black holes with a mass
> 107.5M (Fig. 5). We can thus conclude that most
AGN flare scenarios are inconsistent with the observed
mass distribution of TDF host galaxies. One caveat is
that most AGN outburst models assume that the disk
remains radiatively efficient between outbursts. It would
be interesting to compare predictions for the rate of sub-
Eddington AGN (e.g., LINERs) going into outburst.
Besides instabilities, stellar collisions near the tidal
radius could also produce TDF impostors (Metzger &
Stone 2017). These collisions happen between stars that
accrete onto the central black hole via Roche lobe over-
flow, and therefore they are only possible when the Roche
radius lies outside the innermost stable circular orbit.
The rate of these collisions will therefore diminish above
a mass scale similar to the Hills mass of TDEs and could
thus explain the observed turnover in the TDF mass
function (Fig. 3). However, multiple grazing collisions of
the same stars are required to get a sufficiently high rate
of these events, and around larger supermassive black
holes, stars are often destroyed by their relativistic colli-
sion velocities. As a result, rate suppression in the stel-
lar collision model likely occurs at an order of magnitude
lower black hole mass (M• ∼ 107,M; Metzger & Stone
2017), which is inconsistent with our observations.
5.3. Detection of Horizon Suppression
The only scenario that can explain both the distribu-
tion of the Eddington ratio and the distribution of black
hole mass requires a roughly constant rate up to a black
hole mass of M• ∼ 107.5M, followed by a rapid decrease
toward higher mass. This, indeed, is a fundamental pre-
diction of the TDE paradigm.
The location of the turnover scales with black hole spin
and the density of the disrupted star. Assuming that
for black holes with a mass of ∼ 108M most of the
disrupted stars are similar to the Sun (e.g., Kochanek
2016), our mass function appears to imply a relatively
high mean spin of black holes in this mass regime—
perhaps similar to the spins inferred using observations
of the iron fluorescence line in nearby AGN (Risaliti et al.
2013; Reynolds 2014). The detection of more events sim-
ilar to ASASSN-15lh will be key to making a more robust
inference of black hole spin from the TDF black hole mass
function.
Our measurement of the turnover in the black hole
mass function relies on the M -σ relation to estimate this
mass, and therefore it is subject to the systematic un-
certainty associated with the calibration of this relation.
However, the turnover is also clearly detected in the dis-
tribution of total stellar mass (Figs. 2 and 5): for the
event rate to be independent of galaxy mass, 50% of the
TDFs in our compilation should have a host galaxy mass
Mgalaxy > 10
10.5M. Instead, only 3 out of 17 (includ-
ing ASASSN-15lh) are found above this host galaxy mass
limit. The stellar mass of TDF host galaxies and the syn-
thetic host galaxy sample are calculated using the same
method; hence the systematic uncertainty of this result
is negligible.
At the low end of the host galaxy mass spectrum, we
find no significant decrease of the number of flares com-
pared to what is expected in a flux-limited survey. This
could be considered surprising, since circularization and
accretion of the stellar debris for disruptions around low-
mass black holes are predicted to be less efficient (Guil-
lochon & Ramirez-Ruiz 2015). Our observations thus
support a constant black hole occupation fraction for
TDFs are due to TDEs 11
M• & 105.5M.
Post-starburst galaxies (characterized as quiescent
galaxies with strong Balmer absorption lines; Dressler
& Gunn 1983; Zabludoff et al. 1996) are overrepresented
among TDF hosts (Arcavi et al. 2014; French et al. 2016,
2017; Law-Smith et al. 2017; Graur et al. 2017), which
could be explained by a short relaxation time caused by
a high central density in these galaxies (Stone & van
Velzen 2016; Graur et al. 2017). An overrepresentation
of post-starburst galaxies is unlikely to significantly in-
fluence the distribution of total stellar mass of the mock
TDF sample because the relative mass increase in the re-
cent star-formation episode of these galaxies is modest,
10–50%, (Kaviraj et al. 2007; D. French et al., in prep).
Since we use the total stellar light to estimate the galaxy
mass (including the old stars as measured by the near-IR
flux), a post-starburst phase of TDF host galaxies will
not lead to a significant change of the total stellar mass
in the mock sample.
Our results are consistent with the recent work by Lu,
Kumar, & Narayan (2017), who used the lack of TDF
candidates from high-mass black holes to rule out the
hypothesis that supermassive black holes have a surface
(at some small fraction above the Schwarzschild radius).
5.4. The Luminosity Function of TDFs
Our work is the first to measure the shape of the LF of
optical/UV-selected TDFs. We find that a steep power
law provides a good description, dN/dL ∝ L−2.5 (Eq. 4).
About one-third of the candidate TDFs in our sam-
ple were discovered after the peak in the light curve and
this introduces a systematic uncertainty to the LF. If
the true peak luminosity of all of the sources discovered
after maximum light is a factor of 2 higher than the ob-
served maximum luminosity, the power-law index of the
LF decreases by about 10%.
While the TDF LF is steep, both the observed rate
as a function of black hole mass (Fig. 3) and the peak
luminosity of the flare (Hung et al. 2017) appear to be
independent of black hole mass (for M• < 107.5M).
Here we speculated that this might imply that the wide
range in TDF peak luminosity is determined by the mass
of the star that got disrupted. For a main-sequence
mass–radius relation, the peak of the fallback rate of
stellar debris is expected to scale as M0.8star (e.g., Guil-
lochon & Ramirez-Ruiz 2013). If the peak luminosity
is proportional to this fallback rate, a Kroupa et al.
(1993) initial mass function (dNstar/dMstar ∝M−2.3star for
Mstar . 1M) would yield a steep decrease of the event
rate with peak luminosity. Since the Hills mass is propor-
tional to the mass of the disrupted star, this scenario im-
plies that low-luminosity TDFs, such as iPTF-16fnl, only
occur in relatively low-mass host galaxies, while high-
luminosity TDFs can occur across a wider host galaxy
mass range.
The steep flare LF also explains why our measurement
of the average per-galaxy rate (≈ 10−4 galaxy−1 yr−1;
Fig. 2) is higher than the rate based on SDSS data (van
Velzen & Farrar 2014) or ASAS-SN data (Holoien et al.
2016b). In the SDSS analysis, the per-galaxy rate follows
from NTDF/ 〈gal〉, with gal the search efficiency times
the number of galaxies that were surveyed. Because the
average TDF rate was computed using the mean of this
efficiency, the brightest flare contributes more to the per-
galaxy rate (the difference in gal between SDSS-TDE1
and SDSS-TDE2 is factor of 4; see van Velzen & Farrar
2014, Table 1). The efficiency-weighted mean luminos-
ity of the two SDSS flares is ≈ 1043.4 erg s−1. The rate
from our LF (Fig. 1) at this relatively high luminosity is
≈ 10−7.3 Mpc−3 yr−1, which is consistent with the volu-
metric rate reported from the SDSS search.
Our measurement of the per-galaxy flare rate (Fig. 2)
is consistent with the theoretical predictions of the dis-
ruption rate by Stone & Metzger (2016), who find ∼
few × 10−4 galaxy−1 yr−1. As forecasted by Kochanek
(2016), it appears that the tension between earlier mea-
surements of the TDF rate and the theoretically expected
rate could simply be due to the relatively high luminos-
ity of the TDFs in these surveys. When accounting for
our observation that faint TDFs occur more frequently,
the discrepancy between the observed and predicted rate
disappears.
The total rate of TDFs depends on the low-luminosity
turnover of the LF, which is not constrained by our cur-
rent sample of flares. However, if the bolometric lu-
minosity of TDFs is capped near the Eddington limit,
the LF should start to flatten just below the luminos-
ity of the faintest flares in our sample (for a typical
bolometric correction of ∼ 10, a g-band luminosity of
Lg ∼ 1042.5 erg s−1 exceeds the Eddington limit for black
holes with M• < 105.5M). For an Eddington-limited
emission mechanism, the peak of the luminosity distri-
bution in a flux-limited sample shifts to higher black
hole mass (Kochanek 2016). This could explain why the
turnover of the LF has not been detected yet.
6. CONCLUSIONS
Our main conclusions are as follows:
• We measured the luminosity function of TDFs
(Fig. 1), finding a steep decrease of the event rate
with luminosity (Eq. 4).
• For galaxies with a stellar mass of ∼ 1010M, the
observed per-galaxy rate is≈ 1×10−4 yr−1 (Fig. 2).
• We measured the black hole mass function of TDF
host galaxies (Fig. 3), finding an approximately
constant volumetric rate for M• < 107.5M.
• The sharp decrease of the volumetric rate above
M• = 107.5M, as implied by the high-luminosity
TDF candidate ASASSN-15lh, is consistent with
the suppression of the TDF rate due to the capture
of stars before they are disrupted.
• Rate suppression due to black hole event hori-
zons can also be detected while remaining agnos-
tic about the origin of ASASSN-15lh. Using for-
ward modeling to reproduce our flux-limited TDF
sample, we conclude that rate suppression at high
black hole mass plus an Eddington-limited emission
mechanism are both required to explained the ob-
served distribution of galaxy mass and Eddington
ratio (Figs. 5–7).
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TABLE A1
Columns of the synthetic galaxy catalog
column name unit comments
z Redshift
ra deg Right Ascension (of original galaxy)
dec deg Declination (of original galaxy)
mass M Total galaxy mass, from NYU-VAGC, based on ugrizJHK photometry
B300 yr−1 Specific SFR over the past 300 Myr, from NYU-VAGC, based on ugrizJHK photometry
B1000 yr−1 Specific SFR over the past Gyr, from NYU-VAGC, based on ugrizJHK photometry
sSFR yr−1 Specific SFR, from the MPA-JHU catalog (their specsfr_fib_p50 column)
BT Bulge-to-total ratio, based on Lackner & Gunn (2012) measurements in the r band
r50_kpc kpc Effective radius based on Sersic fit from NYU-VAGC
sersic_n Sersic index, from NYU-VAGC
sigma km s−1 Velocity dispersion as estimated using the virial theorem (Eq. 6)
sigma_SDSS km s−1 Velocity dispersion from SDSS pipeline (as reported in the NYU-VAGC)
sigma_SDSS_err km s−1 Uncertainty on sigma_SDSS
MBH_sigma M Black hole mass as estimated from the velocity dispersion (Eq. 8)
MBH_bulge M Black hole mass as estimated from the bulge mass (Eq. 9)
m_r AB mag Apparent magnitude in the r band
M_r AB mag Absolute magnitude in the r band (k-corrected)
m_g AB mag Apparent magnitude in the g band
M_g AB mag Absolute magnitude in the g band (k-corrected)
APPENDIX
A. SYNTHETIC GALAXY SAMPLE
Our synthetic galaxy sample, discussed in Sec. 4.2, is available at the journal website. In Table A1 we list the
columns of this catalog.
