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1. INTRODUCTION
For a number of years, many researchers have fo-
cused on the development of uncertainty quantification 
methodologies to estimate uncertainties on the responses 
of interest. The Best Estimate Plus Uncertainty (BEPU) 
method was introduced and developed in the 1980s fo-
cusing on the evaluation of the uncertainty on the figure 
of merit. The Code Scaling, Applicability, and Uncertain-
ty (CSAU) evaluation method was subsequently devel-
oped for application to the large break Loss of Coolant 
Accident (LOCA) in a pressurized water reactor [1]. The 
CSAU emphasizes a practical engineering approach that 
can be used to quantify code uncertainty. However, the 
code uncertainty determined by CSAU may be subjective 
since the physical model’s uncertainties are evaluated 
by expert judgment. More recently the concepts of data 
adjustment have been introduced by developing data as-
similation procedures in the geophysical sciences and the 
meteorological statistics to optimize engineering systems. 
Data assimilation suggests a mathematical methodology for 
best estimate uncertainties as well as best estimate values for 
parameters and responses following the calibration of model 
parameters and responses. To evaluate uncertainties on 
the physical model based upon the statistical approach 
rather than expert judgment, CEA proposed a statisti-
cal method of data analysis, called CIRCE (Calculation 
of the Uncertainties Related to the Elementary Correla-
tions) [2]. CIRCE is known to be a powerful method for 
the bias and uncertainty estimation of physical models, 
but currently inapplicable for the highly nonlinear sys-
tem. For nonlinear problems, where the response cannot 
be approximated as a linear function of the parameters, 
sampling approaches, e.g., Monte Carlo simulation, are 
performed directly. The Monte Carlo method is useful for 
the simulation of nonlinear problems, but usually not easy 
to apply if the simulation model requires substantial CPU 
time for execution, owing to the computational burden. 
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In order to minimize the computational efforts, numerous 
sampling techniques, e.g., Markov Chain Monte Carlo 
simulation, have been proposed for a number of years.
Nowadays BEPU methods are widely used, and new 
licensing BEPU methods are actively being developed by 
the industry. Even though many papers deal with uncer-
tainty evaluation methods to determine the uncertainty of 
the figure of merit, only limited articles present a compu-
tational tool that calculates uncertainty of the parameters, 
e.g., physical models, for both linear and nonlinear prob-
lems. This paper presents data assimilation capabilities 
for both linear and nonlinear systems to statistically and 
cost-effectively determine the biases and uncertainties of 
physical models, and subsequently uncertainties in re-
sponses. The experimental data used for the analysis are 
described in Section 2. Section 3 presents the linearity 
test performed to determine the linearity of the system. 
Bayes’ theorem, used throughout this paper, is reviewed 
in Section 4, with Section 5 presenting data assimilation 
technique developed based on the Bayesian statistics. 
Section 6 includes the results of data assimilation obtained 
utilizing both deterministic and probabilistic approaches. 
Finally, a summary and some conclusions are outlined in 
Section 7. 
2.  POST-CHF EXPERIMENTAL DATA
Data assimilation and uncertainty quantification were 
completed by defining the experiments, identifying the 
parameters, and determining the a posteriori uncertain-
ties of the responses. To perform data assimilation by 
calibrating models in the simulation code, post Critical Heat 
Flux (CHF) experiments were utilized. The CHF condition 
corresponds to a termination of good thermal contact be-
tween the surface and the liquid phase. Various empirical 
correlations have been developed to predict the CHF, but 
they predict the CHF only to a limited level of accuracy 
due to the uncertainties on the correlations. To estimate 
uncertainties on the physical models, Bennett’s Heated Tube 
Experiment [3], [4], [5] and Becker’s Post Dryout Heat 
Transfer Experiment [6] were used for the system simu-
lation code. The simulations were performed using the 
Safety and Performance Analysis Code (SPACE) [7] de-
veloped at multiple research institutes in South Korea to 
predict the thermal hydraulic system responses of nuclear 
power plants.
3.  LINEARITY TEST FOR THE SYSTEM
Since a mathematical approach for data assimilation is 
dependent upon whether the system is linear in the pa-
rameters, a linearity test is required to evaluate the degree of 
linearity of the target system. Suppose a response vector 
r that contains all of the system responses considered is 
a function of the parameter vector p, i.e., r = F(p). If the 
system is linear, the responses can be linearized by the 
following first-order Taylor series expansion:
where F'|p0 are the derivatives of r with respect to p, and 
δp ≡ p − p0. According to the above equation, a linear 
system is a system that produces output equal to the linear 
combinations of the input variables. This gives an idea 
that if the parameter distributions are Gaussian and the 
system responds linearly over the range of the parameter 
values, then the system response distributions are Gaussian as 
well. In order to determine the linearity of the system, 
a random sampling was employed to develop response 
distributions by mapping from parameters to system re-
sponses assuming Gaussian distributions for the parame-
ters. For the Chi-Squared goodness of fit, the distribution 
of the response is divided into K bins, each bin spanning 
a range of data values, and the test statistic is defined as:
where Oi and Ei are the observed and the expected frequen-
cies for bin i, respectively. Using a Gaussian distribution 
to obtain the values for Ei and the SPACE calculation to 
obtain the values of Oi, Chi-Square values can be obtained 
for the responses. If the degree of discrepancy between 
the response and the Gaussian distribution is small, the 
Chi-Square value is also small, implying that the system 
is linear. To obtain the response distributions, simulations 
for several calculations were completed for 100 samples 
of the parameters using Latin Hypercube sampling. Note 
that since it was observed that the Chi-Square values do not 
change much for 100 or more samples of the parameters, 
only 100 samples are utilized for developing the response 
distributions. Figure 1 shows the selected results of the 
Fig. 1. Temperature Profile Obtained using 100 Samples of 
Parameters
(1)
(2)
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level of the Chi-Square value, i.e., the acceptable range of lin-
earity. Needless to say, it is appropriate to use a nonlinear sys-
tem solver using sampling technique to treat the nonlinearity, 
but both linear and nonlinear problem solvers were used for a 
comparison between deterministic and probabilistic methods.
4.  BAYESIAN STATISTICS
Bayesian statistics initially proposed by Thomas 
Bayes [8] indicates how the degree of belief changes after 
utilizing the additional information. The probability density 
function f(x) that reflects the level of certainty about the 
value x before using any existing data about x is called the a 
priori distribution of x. After additional information has been 
gathered, the belief in the certainty of x can be improved by 
the impact of the information provided, e.g., empirical data. 
The probability density function f(x ǀ Y) that reflects a new 
level of certainty about x given observed Y is called the a 
posteriori distribution of x. The probability density function 
f(Y ǀ x), also called likelihood function, is the probability that 
Y will be observed given that x is known to be true. The a 
posteriori distribution of x is then calculated as follows:
where the probability density function f(Y) is the probability 
that Y will be observed independent of x. The a posteriori 
distribution is thus proportional to the product of the likeli-
hood function and the a priori distribution. The above forms 
simulation for Bennett run no. The distribution of the wall 
temperature at the selected locations, as displayed in Figure 
2, shows that the shape of the temperature distribution is not 
always near Gaussian. The non-Gaussian distributions are 
observed frequently, especially at the middle of the pipe 
owing to a discontinuous behavior. Figure 3 demonstrates 
this showing the Chi-Squared values of the wall tempera-
ture as a function of distance for the Bennett experiment. 
The figure shows that the Chi-Square values for the responses 
at 2 m and below are close to the desired level, i.e., 5% level 
Chi-Squared value. However the Chi-Squared values of the 
observables at 2 m and above, especially at the middle of 
the pipe, show that not all observables are within the desired 
Fig. 3. Chi-Squared Values at Each Node for the Wall 
Temperature for Bennett Run no. 5271
Fig. 2. Temperature Distributions at Different Locations of the Pipe
(3)
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Then the vector r which contains all of the system responses 
is:
Following the Bayesian approach, the a posteriori distri-
bution for parameter vector p is derived as [10]:
where c is the normalization constant. As described in 
Section 3, the mathematical approach used to solve the 
above equation depends on the linearity of the system. 
The outline of this analysis is illustrated in Figure 4. Af-
ter identifying uncertainties in the measurements and the 
given physical model, a linearity test will be conducted 
to determine whether the system responses are, or are not, 
linearly dependent upon the parameters. A deterministic 
approach will be used for a linear system to obtain the 
mean value and standard deviation of the parameters, 
and a probabilistic method will be utilized for a nonlin-
ear system to estimate the a posteriori distributions of 
the parameters. Finally, uncertainty quantification will be 
followed to complete the safety analysis of the system.
5.1 Deterministic Method for the Linear Problems
A discussion based upon the parameter and observa-
bles uncertainties being Gaussian, and the system sensi-
tivity equations being mildly nonlinear, is presented in 
this section. If the system is linear, the system response 
can be approximated as follows:
of Bayes’ theorem provide a statistical approach for data as-
similation indicating how prior knowledge is updated by ad-
ditional experimental data. To refine the knowledge about 
the parameters, the repeated application of Bayes’ theorem 
for the model calibration is introduced throughout the paper. 
5.  DATA ASSIMILATION
Thermal hydraulic system design must accommodate 
the uncertainties in predicting system performance. Those 
uncertainties originate from the initial conditions, boundary 
conditions, numerics, and physical models. Assuming that 
uncertainties on the parameters including initial conditions, 
boundary conditions, and physical models are the major con-
tributors [9] to response uncertainties compared to any other 
sources of uncertainties, they were refined through data assim-
ilation to develop a higher fidelity model. Using the adjusted 
thermal hydraulic parameters and their reduced uncertainties, 
subsequent reactor simulation improves the prediction of the 
system responses. To accomplish this, given measurements 
of the observables and a priori distributions of the parameters, 
one can calibrate the target model by adjusting the parameter 
values to achieve better agreement between measured and 
predicted response values. This process is called data assimi-
lation, and the calibrated parameter distribution is called the 
a posteriori distribution of the parameters. Data assimilation 
thus integrates experimental data and computational results, 
including their mean values and uncertainties, for the purpose 
of updating the parameters of the computational models.
Mathematically, the distribution of the parameters 
(assumed Gaussian), whose mean is p0 and whose covari-
ance matrix is Cp, is given by:
where the constant c1 serves as the normalization constant. 
In this work, the a priori parameter covariance matrix 
is assumed to be diagonal and the variance values were 
determined by expert judgment. The distribution of the 
observations whose uncertainties can be represented by a 
Gaussian probability distribution and with measurement 
error covariance matrix Cm is given by the conditional 
probability density function:
where rm denotes the measured data vector. The constant c2 
is again the normalization constant. For Nj distinct sensors 
and Nt discrete times, each system response vector rj can 
be represented as follows:
(4)
(6) (9)
(7)
(8)
(5)
Fig. 4. Algorithm Flow Chart
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where, K ≡ [STCm −1S + α2 Cp prior −1]
−1STCm −1. An approxi-
mation is involved in the derivation of Equation (14) 
since the parameter-response covariance matrices, i.e. Cpr 
and Crp, which appear in the derivation are removed. 
Given a posteriori parameter uncertainties, one can prop-
agate the uncertainties through the simulation model to 
predict a posteriori uncertainties on the responses. For the 
linear system, the a posteriori covariance matrix of the 
system response is given by:
where Sp0 post is the sensitivity matrix obtained about the 
nominal values of the a posteriori parameters. Equation 
(16) is referred to as the sandwich rule and is used to 
propagate the a posteriori parameter uncertainties. 
5.2 Probabilistic Method for the Nonlinear Problems
The above discussion is based upon the distributions 
of the parameters being Gaussian and the system being 
linear with respect to the parameters. However according 
to the linearity test, for certain responses nonlinear and 
discontinuous behaviors were observed especially at the 
middle of the pipe where the CHF condition occurs. The 
deterministic approach, based upon a first-order truncated 
Taylor series for the responses, is inappropriate to treat this 
behavior owing to the nonlinear relationship between the 
system responses and the parameters, hence the potential 
for a non-Gaussian nature of the a posteriori distributions. 
This provides a motivation in that the simulations that gen-
erate nonlinear system responses should be differentiated 
from those that behave relatively linearly. To address the 
nonlinear responses in both data assimilation and deter-
mining the a posteriori uncertainties of the parameters, 
a sampling approach was employed by propagating the 
parameter uncertainties through the simulation model to 
predict the a posteriori distributions of the parameters. 
This is conducted using the Markov Chain Monte Carlo 
(MCMC) method [14], [15] which seeks to determine the 
steady-state Markov distribution by generating Markov 
chains that coincide with the target distribution, i.e., the 
a posteriori distribution of the parameters in our case. 
MCMC simulation searches the original target distribution 
by generating sequences of random samples from the target 
distribution, and subsequently visualizes the distribution 
utilizing all accepted chains obtained during the simulation.
To determine the a posteriori distribution for the 
parameter vector p, given by Equation (8), the Metropo-
lis algorithm was used for a MCMC implementation, 
which is presented as follows:
1. Initialize the parameter vector by guessing its value
2.  Given that the current parameter vector is pi, generate 
a new parameter vector p* by perturbing pi in [pi − m, 
pi + m], where m is a trial space vector.
3.  Compute the Metropolis acceptance probability using 
the following expression:
where Sp0 is the sensitivity matrix computed about the 
nominal values of the a priori parameter. The a priori co-
variance matrix of the system response is then calculated 
by the sandwich rule as follows:
where Cp prior ≡ E﴾[p − p0][p − p0]T﴿ is the a priori param-
eter covariance matrix. To determine the parameter vector 
that maximizes the likelihood, i.e., to determine the mean 
values of the a posteriori parameters, the parameter vector 
that minimizes θ is sought:
where the regularization parameter α controls the amount 
of parameter adjustments allowed indicating the degree 
of weighting between the mismatch term, i.e. {rm − r}
TCm −1{rm − r} and the regularization term, i.e. {p − p0}
TCp −1{p − p0}. The regularization parameter was selected 
based on the characteristic L-curve [11]. Plotting the mis-
match term versus the regularization term as the regulariza-
tion parameter value is varied, produces the characteristic L 
curve. The value of the regularization parameter is chosen 
at a corner where the mismatch term increases rapidly with-
out any significant change in the regularization term. If the 
system is linear, the solution to the minimization problem is 
accomplished by differentiating the above equation with re-
spect to p and setting the result equal to zero as follows [12]: 
Solving for the a posteriori parameter value gives: 
A posteriori distributions of the parameters for the linear 
system are characterized by the mean values and the co-
variance matrix. The a posteriori parameter covariance 
matrix is computed by:
Substituting Equation (13) for the posteriori parameters 
into Equation (14) produces the following expression for 
Cp post [13]:
(11)
(13)
(14)
(15)
(16)
(12)
(10)
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distributions of the wall temperature for each of the 
cases can be determined by either a linear or nonlinear 
approach. The a priori and posteriori standard devia-
tions for the system responses were obtained based on 
the assumption that the system responds linearly. The 
experimental data, the a priori and the a posteriori values, 
and their standard deviations for the wall temperatures are 
presented in Figure 5. The figure indicates that the un-
certainties on the responses are reduced so that the pre-
diction of the system responses is improved as more ex-
periments are conducted for data assimilation. However, 
the a posteriori response distributions do not effectively 
cover the experimental data for certain cases since lin-
earity of the system was assumed for the nonlinear and 
discontinuous system in calibrating the parameters and 
determining the a posteriori uncertainties. This can be 
eliminated by working with nonlinear system solvers.
The MCMC simulation was completed for the wall 
temperature simulation utilizing Bennett and Backer post-
4.  Define selecting 
 which value to assign via a random number in [0,1]
5. Return to step 2.
 The acceptance rate of the trial vector p* is defined as 
the total number of accepted chains divided by the to-
tal number of chains generated. If the acceptance rate 
is much less or much more than 50%, one can alter the 
size of the perturbation by decreasing or increasing its 
trial space.
6.  RESULTS
Employing the post-CHF experimental data, including 
measurement errors for each experiment, the a posteriori 
distributions for both parameters and responses were ob-
tained using deterministic and probabilistic methods and 
presented in this section.
The inverse problem using regularization and the iter-
ation method to address mild nonlinearity was solved and 
a posteriori values were obtained. Tables 1 and 2 present 
the physical models and boundary conditions, respec-
tively, that were selected to have their values adjusted 
through data assimilation. The best estimate a posteriori 
parameters and their standard deviations obtained using the 
Bennett and the Backer post-CHF experimental data for 
data assimilation are presented in Table 2. It is shown 
as expected that a larger reduction in uncertainty can be 
achieved for the parameters if data from multiple experi-
ments are utilized for data assimilation. Utilizing the a 
posteriori distributions of the parameters, the a posteriori 
pi+1   =  { p*  with probability α              pi  with probability 1+α
Index Physical Models
1 Interfacial Friction Coefficients between Vapor-Droplet
2 Interfacial Friction Coefficients for Bubbly Flow
3 Interfacial Friction Coefficients for Annular Flow
4 Heat Transfer Coefficients for Single Phase Liquid
5 Heat Transfer Coefficients for Single Phase Vapor
6 Chen Heat Transfer Coefficient - macro
7 Chen Heat Transfer Coefficient - micro
8 Critical Heat Flux Model
9 Minimum Film Boiling Temperature
10 Interfacial Heat Transfer Coefficient in Annular Regime
11 Interfacial Heat Transfer Coefficient in Inverted Slug Flow
Table 1. Physical Models Selected for Data Assimilation
Boundary 
Condition Index Boundary Condition
1 Mass Flow Rate
2 Pressure
3 Temperature
4 Power for time interval 1
5 Power for time interval 2
6 Power for time interval 3
7 Power for time interval 4
Table 2.  Boundary Conditions Selected for Data Assimilation
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Fig. 5-1. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Bennett Run no. 5271
Fig. 5-4. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Bennett Run no. 5336
Fig. 5-2. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Bennett Run no. 5294
Fig. 5-5. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Bennett Run no. 5358
Fig. 5-3. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Bennett Run no. 5312
Fig. 5-6. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Becker Run no. 196
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CHF experimental data. The simulation had run on 8 In-
tel Core processors with a memory consumption of about 
2.3 GB and a simulation time of approximately 20 days. 
Figure 6 presents the a priori and a posteriori distribu-
tions for the critical heat flux model computed using about 
3,500 MCMC samples. The figure shows that the degree 
of belief regarding the location of the parameter value is 
increased as predictions about the system responses come 
closer to the experimental data. It can be thus concluded 
that the experimental data are essential for enhancing the 
simulation fidelity for a thermal hydraulic system. The a 
posteriori distributions for all parameters and boundary 
condition values were computed as well, and the results 
are presented in Figure 7 and Table 3. Uncertainties were 
observed to be reduced, but non-Gaussian distributions 
occurred due to the nonlinearity of the system. Param-
eters influencing the responses most strongly undergo the 
largest calibration. The results indicate that the optimum 
models that maximize the uncertainty reduction on the 
responses are heat transfer coefficients for single phase 
vapor and critical heat flux model. Thus for future work, 
additional effort can be given to improve these two physical 
models. Figure 8 shows the experimental data and a priori 
code responses together with the a posteriori values for 
the wall temperatures obtained using the best estimated 
physical models/boundary conditions for the sampling 
method. The expression defined as follows shows the mis-
match between the experiment data and the a posteriori 
responses:
The “mismatch” obtained using the sampling and deter-
ministic methods are 9.0458E+03 and 1.2593E+04, re-
spectively. The solution for the sampling method is thus 
better than that obtained using the deterministic approach 
since the sampling approach does not approximate the 
responses during the model calibration. 
Fig. 5-7. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Becker Run no. 251
Fig. 5-8. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Becker Run no. 277
Fig. 6. A priori and A posteriori Uncertainty in Model 
Prediction for the Critical Heat Flux Model
Fig. 5-9. Uncertainty Bands of the A priori and the A posteriori 
Responses for the Becker Run no. 334
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Fig. 7. A posteriori Distributions of the Parameters
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were observed at the middle of the pipe. Physical models 
and boundary conditions were adjusted using both linear 
and nonlinear problem solvers to compare these two meth-
ods, and their a posteriori parameter uncertainties were 
propagated through the simulation model to determine a 
posteriori uncertainties of the system responses. In order to 
accomplish this, first of all, the Bayesian approach modified 
by regularization is used for the linear problem to incor-
porate available information in quantifying uncertainties. 
7.  SUMMARY AND CONCLUSIONS
The goal of this work is to estimate the uncertainties of 
the physical model by completing experiments and con-
ducting data assimilation. Chi-square linearity tests were 
completed for each case using 100 parameter samples to 
determine the degree of nonlinearity of the system re-
sponses with respect to the parameters. The tests showed that 
nonlinear behaviors over the range of parameter values 
Fig. 7. A posteriori Distributions of the Parameters
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learned from experimental data to enhance the prediction of 
the responses as well as the degree of belief regarding the 
location of the parameter value. The MCMC method was 
used for the highly nonlinear system. Due to the com-
The best estimated parameters, i.e., a posteriori param-
eters, and their estimated uncertainties, i.e., a posteriori 
standard deviations, were obtained using the a priori in-
formation and the experimental data. A great deal was 
Index A priori Values A posteriori Values
A priori 
Standard Deviations 
(assumed)
A posteriori Standard 
Deviations
Physical Models
1 1.0 0.976345 0.35 0.345976
2 1.0 1.001305 0.35 0.349936
3 1.0 0.975834 0.35 0.348647
4 1.0 1.067779 0.35 0.312147
5 1.0 0.790880 0.35 0.052614
6 1.0 1.012594 0.35 0.323012
7 1.0 1.037544 0.35 0.344276
8 1.0 0.945589 0.35 0.019952
9 1.0 1.506954 0.35 0.182568
10 1.0 0.648008 0.35 0.260279
11 1.0 0.842104 0.35 0.271845
Boundary 
Conditions
1 1.0 0.991907 0.02 0.009527
2 1.0 1.003663 0.02 0.022984
3 1.0 1.001818 0.02 0.006678
4 1.0 1.000000 0.02 0.020000
5 1.0 0.999998 0.02 0.020000
6 1.0 1.003738 0.02 0.008046
7 1.0 1.000028 0.02 0.020000
Table 3.  Mean Values and Standard Deviations for the Physical Models/Boundary Conditions
Fig. 8-1. A priori and A posteriori Responses for the Bennett 
Run no. 5271
Fig. 8-2. A priori and A posteriori Responses for the Bennett 
Run no. 5294 
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Fig. 8-3. A priori and A posteriori Responses for the Bennett 
Run no. 5312
Fig. 8-6. A priori and A posteriori Responses for the Becker 
Run no. 196
Fig. 8-4. A priori and A posteriori Responses for the Bennett 
Run no. 5336
Fig. 8-7. A priori and A posteriori Responses for the Becker 
Run no. 251
Fig. 8-5. A priori and A posteriori Responses for the Bennett 
Run no. 5358
Fig. 8-8. A priori and A posteriori Responses for the Becker 
Run no. 277
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ity of the responses with regard to dependencies on the 
parameters. Using MCMC, non-Gaussian a posteriori 
distributions of the parameters were obtained owing to 
the nonlinearity of the system. As expected, parameters 
affecting the system most strongly undergo the largest 
calibration. Based on the reduced parameter uncertain-
ties, each model’s fidelity was identified to determine the 
major sources of the modeling uncertainties, which will be 
used to discuss further model development. Heat transfer 
coefficients for single phase vapor and the critical heat 
flux model are selected for the important variables such 
that their larger reduction in uncertainties will contribute 
to the uncertainty reduction on the responses. For future 
work, additional effort can be given to improve these two 
physical models.
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putational burden, this method will not be applicable if 
there are many parameters, but it can provide the best 
solution since the algorithm does not approximate the re-
sponses while the deterministic approach assumes linear-
Fig. 8-9. A priori and A posteriori Responses for the Becker 
Run no. 334
Index A priori Values A posteriori Values
A priori 
Standard Deviations 
(assumed)
A posteriori Standard 
Deviations
Physical Models
1 1.0 1.126528 0.35 0.182365
2 1.0 0.901266 0.35 0.167440
3 1.0 0.916307 0.35 0.236190
4 1.0 0.846357 0.35 0.206216
5 1.0 0.863410 0.35 0.086014
6 1.0 0.946515 0.35 0.197992
7 1.0 1.018436 0.35 0.213516
8 1.0 0.980052 0.35 0.070929
9 1.0 1.334039 0.35 0.239880
10 1.0 0.667317 0.35 0.299791
11 1.0 0.958590 0.35 0.187320
Boundary 
Conditions
1 1.0 0.981018 0.02 0.009784
2 1.0 0.988793 0.02 0.017965
3 1.0 1.002637 0.02 0.006339
4 1.0 0.996223 0.02 0.018975
5 1.0 1.000372 0.02 0.019816
6 1.0 1.018730 0.02 0.013701
7 1.0 0.996857 0.02 0.018842
Table 4.  Mean Values and Standard Deviations for Physical Models/Boundary Conditions obtained by MCMC Simulation
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NOMENCLATURE
Acronyms:
BEPU Best Estimate Plus Uncertainty
CHF Critical Heat Flux
CSAU Code Scaling, Applicability, and Uncertainty
LOCA Loss of Coolant Accident
MCMC Markov Chain Monte Carlo
SPACE Safety and Performance Analysis Code
Symbols:
r0  Nominal values of the responses
r  Simulation response vector
p0  Nominal values of the parameters
p  Parameter vector
rm   Experiment data vector
Cm  Measurement error covariance matrix
Cp   Parameter covariance matrix
χ2  Chi-Square value
SP0   Sensitivity matrix computed about the nominal 
values of the parameters
Cr prior  A priori response covariance matrix
Cp prior  A priori parameter covariance matrix
Cr post  A posteriori response covariance matrix
Cp post  A posteriori parameter covariance matrix
α	 	 Regularization parameter
p0 post  A posteriori parameter vector
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