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ABSTRACT 
Infrared (IR) detectors are well established as a vital sensor technology for military, 
defense and commercial applications. Due to the expense and effort required to 
fabricate pixel arrays, it is imperative to develop numerical simulation models to 
perform predictive device simulations which assess device characteristics and design 
considerations. Towards this end, we have developed a robust three-dimensional 
(3D) numerical simulation model for IR detector pixel arrays. We used the finite-
difference time-domain technique to compute the optical characteristics including the 
reflectance and the carrier generation rate in the device. Subsequently, we employ the 
finite element method to solve the drift-diffusion equations to compute the electrical 
characteristics including the I(V) characteristics, quantum efficiency, crosstalk and 
modulation transfer function . 
We use our 3D numerical model to study a new class of detector based on the 
Vll 
nBn-architecture. This detector is a unipolar unity-gain barrier device consisting of a 
narrow-gap absorber layer, a wide-gap barrier layer, and a narrow-gap collector layer. 
We use our model to study the underlying physics of these devices and to explain the 
anomalously long lateral collection lengths for photocarriers measured experimentally. 
Next , we investigate the crosstalk in HgCdTe photovoltaic pixel arrays employing a 
photon-trapping (PT) structure realized with a periodic array of pillars intended 
to provide broadband operation. The PT region drastically reduces the crosstalk; 
making the use of the PT structures not only useful to obtain broadband operation, 
but also desirable for reducing crosstalk, especially in small pitch detector arrays. 
Then, the power and flexibility of the nBn architecture is coupled with a PT structure 
to engineer spectrally filtering detectors. 
Last, we developed a technique to reduce the cost of large-format, high perfor-
mance HgCdTe detectors by nondestructively screen-testing detector arrays prior to 
their final hybridization onto expensive silicon read-out integrated circuit (ROIC) 
chips. The approach is to temporarily hybridize each candidate HgCdTe detector 
array to a standard reusable ROIC for complete screen testing. We tested the tech-
nique by temporarily hybridizing LPE grown HgCdTe test chips to fan-out boards 
and characterizing their performance. 
Vlll 
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Chapter 1 
Introduction 
Infrared radiation was first discovered by F. W. Herschel in 1800 (Herschel, 1800). 
Herschel performed experiments using thermometers to measure the amount of per-
ceptible heating power from the sun rays after passing through a prism. He deduced 
that the "maximum heating power is vested among the invisible rays . . . beyond the 
last visible ones" and thus infrared (IR) radiation was discovered. Following Her-
schel's discovery of infrared radiation considerable scientific development was under-
taken to understand infrared radiation. In fact , the first half of the 19th century 
saw considerable effort devoted to demonstrating the fundamental similarity between 
infrared and visible radiation; whereas the second half of the century saw consider-
able development in the techniques used for the measurement and control of infrared 
radiation (Barr, 1960). The later half of the 19th century saw the introduction of 
the first equipment that could reliably and accurately measure infrared absorption 
such as the thermocouple and thermopile. These early detectors were in fact ther-
mal detectors and it was not until the early 20th century that photon detectors were 
first discovered when in 1917 the first infrared photoconductor was demonstrated by 
T .W. Case (Rogalski , 2002) . Today's high performance infrared detectors are com-
plex bandgap engineered semiconductor devices that are routinely used to investigate 
solar and stellar phenomena in astronomy, to perform environmental monitoring and 
industrial facility inspections in the civilian market as well as military applications 
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such as target acquisition, surveillance, and night vision. 
1.1 Sources of Infrared Radiation 
All objects emit radiation when they are heated. The spectrum of this radiation for a 
black body (perfect emitter) is governed by Planck's radiation law, which defines the 
spectral exitance (emitted flux density) of a blackbody as a function of the objects 
temperature (Daniels, 2007) 
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Figure 1·1: Planck's radiation law plotted in energy units (lefty-axis, 
dashed lines) and photon units (right y-axis, solid lines) for tempera-
tures ranging from 300-1200 K. Figure based off of (D 'Orsogna, 2010, 
Figure 1 · 1). 
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in photon units where h is Planck's constant , c is the speed of light in vacuum A is 
the wavelength, kB is Boltzmann's constant and Tis the temperature. Eqs. (1.1) and 
(1.2) are plotted in Fig.1·1 as dashed and solid lines respectively. 
From Fig. 1·1 it is seen that the shape of the blackbody curves is identical for 
all temperatures, that the exitance is inversely proportional to wavelength and that 
Table 1.1: Infrared spectral windows. Note that there is a level of 
ambiguity in declaring the range of each spectral window as each gov-
ernment agency has a different set of specifications. 
Spectral Region Range 
Near IR (NIR) 0. 7 - 1 f.-LID 
Short wavelength IR (SWIR) 1- 3 f.-LID 
Mid wavelength IR (MWIR) 3- 5 f.-LID 
Long wavelength IR (LWIR) 8 - 14 f.-LID 
Very long wavelength IR (VLWIR) 14- 1000 gm 
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the individual curves never cross each other. Furthermore, the magnitude of the 
spectral exitance increases with increasing temperature and the peak shifts towards 
shorter wavelengths as the temperature is increased. In fact, for objects near room 
temperature, the spectral exitance peaks in the long wavelength IR. It is also seen 
that the emission of infrared radiation is continuous throughout the electromagnetic 
spectrum and decreases steadily at longer wavelengths. However, in actuality infrared 
radiation is absorbed in the atmosphere by H2 0 and C02 molecules (see Fig.1·2 for 
a plot of atmospheric transmission through the atmosphere). Consequently, infrared 
detectors are most often designed to operate in the windows of peak transmission. 
The names of these windows and their corresponding spectral range are tabulated in 
Table 1.1. 
1. 2 Infrared Detector Historical Development 
Early infrared detectors such as the thermocouple and thermopile mentioned pre-
viously were in fact primitive thermal detectors with more modern examples being 
micro-bolometers. Thermal detectors operate on the premise that incoming radiation 
heats the device which causes a change in a temperature-dependent mechanism such 
as the voltage or resistance (Ciupa and Rogalski, 1997). Thermal detectors have the 
advantage that they are generally wavelength independent as well as inexpensive and 
relatively easy to build. Unfortunately, they usually suffer from modest sensitivity 
and slow response. The second class of infrared detectors are photon detectors. In 
photon detectors the incident radiation is absorbed within the detector by interac-
tions with electrons which can be observed by measuring the electrical output signal 
from the altered electronic energy distribution. Contrary to thermal detectors which 
are in general wavelength independent, the response of photon detectors is highly 
dependent on the wavelength dependence of the incident power. Photon detectors 
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have the advantage that they can exhibit near ideal signal-to-noise performance and 
very fast response. Unfortunately, this is at the expense of difficult device processing 
and fabrication as well as expensive cryogenic cooling. In spite of these limitations, 
photon detectors remain the dominant choice for high performance applications and 
will be the focus of this work. 
Development of photon infrared detectors in the first half of the 20th century 
focused almost exclusively on lead salts, especially Lead Sulfide (PbS) photoconduc-
tive cells (Lovell, 1969). Interest in PbS first begin in the 1930s by the militaries 
of the United States and Germany and extended into World War II. After World 
War II there was additionally interest in other lead salts including Lead Selenide and 
Lead Telluride which offered longer wavelength response. Subsequently, by the end 
of the 1950s photoconductivity was well understood and lead salt photoconductive 
cells could be produced reliably. 
The next major breakthrough in infrared detector technology occurred at the 
Royal Radar establishment in England in 1958 by a research group led by W. D. 
Lawson when they synthesized Mercury Cadmium Telluride (Hg1_xCdx Te) for the 
first time (Lawson et al., 1959). The HgCdTe alloy exhibited both photoconductive 
and photovoltaic properties. The goal of this work was to engineer a direct-bandgap, 
intrinsic semiconductor for detection in the LWIR spectral region. This discovery led 
to extensive research into HgCdTe in countries such as England, France, Germany, the 
former Soviet Union and the United States (Norton, 2002). In fact , HgCdTe research 
was classified in the United States until the late 1960s (Norton, 2002). HgCdTe 
has the advantage that it's bandgap can be tuned to detect radiation from 0.7 to 
25 p,m which includes the entire infrared spectrum from the NIR to VLWIR (Norton, 
2002). Furthermore, HgCdTe has large optical coefficients that enable high quantum 
efficiency ( QE) and favorable recombination mechanisms that lead to long carrier 
6 
lifetimes. Additionally, HgCdTe can be tailored to have both low and high carrier 
concentrations, high electron mobility and low dielectric constant (Rogalski et al., 
2009). These characteristics make HgCdTe a near ideal material for use in infrared 
detectors and have made it the dominant material of choice for infrared detectors for 
the later half of the 20th century. Indeed, it is impossible to chronicle modern infrared 
detector development without extensively discussing HgCdTe since the evolution of 
the field was fueled by HgCdTe detector development. 
The first HgCdTe infrared detectors were photoconductors fabricated from bulk 
grown HgCdTe using a quench-anneal process (Capper and Garland, 2011). Unfortu-
nately, the growth of bulk HgCdTe is very difficult due to the high vapor pressure of 
Mercury (Hg) at the crystal melting point ( ~ 950° C). This process is also undesir-
able as it requires the HgCdTe to be annealed for several weeks. The 1970s saw the 
initialization of bulk HgCdTe growth by Bridgman growth and solvent growth. High 
pressure Bridgman growth was pursued in an attempt to contain the high Hg vapor 
pressure but was abandoned after several years (Norton, 2002). At the same time sol-
vent growth techniques were explored that could be carried out at lower temperatures 
and remained the dominant bulk growth technique until the early 1990s, when bulk 
growth was abandoned. Bulk growth resulted in thin rods generally up to 15 mm in 
diameter and up to 20 em in length with a nonuniform composition (Rogalski et al., 
2009). A significant drawback was the need to thin the bulk wafers. Bulk wafers 
were typically cut to a 500 p,m thickness and needed to be thinned to approximately 
10 p,m. The wafers then needed to be polished, mounted to suitable substrates and 
polished again to the final device thickness. All of these steps were very labor in-
tensive (Rogalski et al., 2009) and must be performed without damaging the devices. 
Despite the limitations of bulk growth it was sufficient to usher in the first-generation 1 
of HgCdTe detectors. 
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First-generation devices were one-dimensional (1D) linear arrays for scanning sys-
tems. These systems were comprised of a linear photoconductive array. Each element 
of the multi-element array is electrically connected from the cryogenically cooled focal 
plane to the outside, where there is one electronic amplifying channel at ambient tem-
perature for each element if the array. These detectors entered production in the late 
1970s where the United States common-module HgCdTe arrays employed anywhere 
from 60 to 180 photoconductive elements (Rogalski et al., 2009) . 
While bulk growth was suitable for production of linear arrays the wafers were not 
large enough for second-generation two-dimensional (2D) arrays. Second-generation 
systems are staring systems comprised of large format two-dimensional arrays of pho-
tovoltaic elements. Such arrays must be grown on larger substrates than are available 
from bulk growth. The need for larger wafers spawned the development of epitaxial 
growth techniques. Development of liquid phase epitaxy (LPE) growth of HgCdTe 
began in the 1970s. LPE is a single crystal growth process in which growth from 
a cooling solution occurs onto a substrate. Growth can occur in one of two ways. 
Tellurium (Te) solutions with dissolved Cadmium (Cd) and saturated with Hg vapor 
could be used in small volume melts with slider techniques at growth temperatures 
of 420- 600° C. Alternatively, Hg melts could be used instead of Te melts. However, 
Hg-melts required larger quantities of Hg, approximately 20 kg due to the limited sol-
ubility of Cd in Hg and as such required large dipping vessels (Rogalski et al. , 2009) . 
LPE has become a very mature technique with the benefit that very high quality 
epitaxial layers can be grown. Material grown by LPE does not possess sharp abrupt 
interfaces between regions of different alloy compositions or doping levels. Instead, 
region boundaries tend to follow a graded composition from one alloy composition 
or doping level to another. This can be a benefit when growing photodiodes used in 
second-generation systems, however, it also means that LPE is not suitable for many 
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third-generation systems utilizing multilayer bandgap engineered structures. 
Third-generation detectors are not as well defined as first-generation or second-
generation detectors. First-generation detectors are composed of 1D linear arrays 
while second-generation detectors are composed of 2D arrays. According to the 
United States Army, third-generation detectors include high-performance, large for-
mat cooled imagers with two-to-three color bands; medium- to high-performance 
uncooled imagers; or very low cost, expendable uncooled imagers (Norton, 2006; 
Rogalski et al. , 2009). A unique third-generation detector architecture that is also 
seeing considerable interest is HgCdTe avalanche photodiodes (Norton, 2006) . The 
need to produce third-generation detectors has propelled the development of vapor 
phase epitaxial growth of HgCdTe. Vapor phase epitaxial growth of HgCdTe began in 
parallel in the mid 1980s with metalorganic chemical vapor deposition (MOCVD) and 
molecular beam epitaxy (MBE). Both growth techniques offer the ability to control 
in situ n-type and p-type doping as well as composition and interface profiles allow-
ing for the fabrication of complex layer structures with sharp and abrupt junctions. 
The growth temperature of MOCVD is around 350° C, but that of MBE is less than 
200° C. MBE requires a post-growth high temperature ~ 450° C anneal to activate 
the p-type Arsenic acceptors followed by a conventional post-growth Hg vapor an-
neal at 250° C to remove the Hg vacancies. Additionally, there has historically been 
some difficulty in achieving low p-type doping concentrations in MBE. On the other 
hand, MOCVD does not require an anneal to activate acceptors. MOCVD does still 
require the Hg vacancy reduction anneal due to the formation of Hg vacancies at the 
higher growth temperature (Reine, 2009; Reine, 2014). For reasons that are unclear 
MBE has emerged as the dominant method of the two in the United States, while 
MOCVD is prevalent in the United Kingdom. Both epitaxial growth techniques allow 
for the fabrication of third-generation detectors such as avalanche photodiodes and 
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triple layer heterojunction photodiodes that operate in two spectral regions allowing 
for color discrimination. Such detectors cannot be fabricated using LPE due to the 
requirement to abruptly change growth parameters. 
Absent thus far is a discussion on substrates. LPE, MOCVD and MBE all require 
suitable substrates on which to grow the epitaxial layers. LPE growth initially used 
Cadmium Telluride ( CdTe) substrates which are commercially available in relatively 
large wafer sizes. CdTe does not suffer from the bulk growth problems that HgCdTe 
does and it is transparent to infrared radiation out to 30 J.-lm. Furthermore, CdTe is 
more robust than HgCdTe, but is still more fragile than Silicon (Si) or Germanium. 
However, there exists a few percent lattice mismatch between CdTe and HgCdTe. In 
the mid 1980s it was discovered that by adding a few percent Zinc Telluride (ZnTe) to 
CdTe the resulting Cadmium Zinc Telluride (CdZnTe) substrate was lattice matched 
to HgCdTe. CdZnTe has emerged as the preferred substrate for HgCdTe growth. 
CdZnTe crystals are grown by modified Bridgman technique. The material is poly-
crystalline, but does possess large grain boundaries. The largest grain is selected 
and oriented for sawing into wafers (Norton, 2002). Furthermore, CdZnTe substrates 
suffer from small area (currently limited to ~ 50 cm2 , are prohibitively expensive 
($10,000 for a 7 x 7 cm2 substrate compared to ~ $100 for a comparable Si sub-
strate (Rogalski et al. , 2009)) and has a different thermal expansion coefficient from 
the Si read-out integrate circuit (ROIC). At such small wafers, no more than two 
1024 x 1024 pixel arrays can be grown in a single growth run on one wafer. There-
fore, due to the shortcomings of CdZnTe, a massive effort is underway to develop 
the capability to grown HgCdTe on alternative substrates, most notably Si (Smith 
et al., 2006) and GaAs (Hipwood et al., 2012). However, there is an extremely large 
19% lattice mismatch between CdTe and Si (Rogalski et al., 2009). Si substrates have 
the advantages that they are available in very large diameters (~ 12 in) , strong and 
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have the same thermal expansion coefficient has the ROIC. Development of HgCdTe 
growth on Si substrates began in the 1980s and by properly utilizing buffer layers 
defect densities have been reduced to approximately 106 cm-2 (~ 102 cm-2 higher 
than on CdZnTe substrates) (Norton, 2002) . While HgCdTe detectors grown on Si 
substrates still suffer from a higher dark current than those grown on CdZnTe sub-
strates (due to the larger defect density resulting in a shorter Shockley-Read-Hall 
(SRH) lifetime) the advantages of Si (significantly reduced cost) are driving a major 
effort to yield production devices grown on Si substrates rather than HgCdTe. 
A significant technological hurtle that has not be mentioned thus far is passivation. 
Si has the major benefit that is has a native oxide (Si oxide) which can be used 
for passivation, not such is the case with HgCdTe. HgCdTe photoconductors were 
passivated with anodic oxide (Norton, 2002). Anodic oxide passivation was sufficient 
for photoconductors due to a large fixed positive charge that was introduced at the 
surface which repelled away carriers. However, when applied to photodiodes, the 
fixed charge from anodic oxide would short out the junction by inverting the p-type 
layer (Rogalski, 2005). This led to the development of CdTe passivation during the 
1980s. CdTe would not short out the junction as anodic oxide would and proved to be 
stable in both atmospheric and space environments (Rogalski, 2005). CdTe continues 
to be the dominate material used as a passivation layer in HgCdTe photodiode to this 
day. 
Thus far the focus has been nearly exclusively on HgCdTe development as it is the 
dominant material system for high performance devices for at least the last 50 years. 
However, HgCdTe still suffers from a number of limitations. All of the detectors 
must be cryogenically cooled. MWIR HgCdTe detectors typically operate at 150 K 
while LWIR detectors typically operate at 77 K. Such low operating temperatures 
are required to reduce the thermal generation, current which is substantial due to 
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the very narrow bandgap. Such . stringent cooling requirements require the use of 
costly and bulky cryogenic coolers. This limitation has spurred development into 
so called high operating temperature detectors. Furthermore, HgCdTe remains an 
extremely expensive material to grow and as such is not the most ideal material for 
applications where performance is less of a requirement compared to cost. Due to 
the limitations and disadvantages of HgCdTe, a number of different material systems 
and architectures are being explored. A number of these alternatives are shown in 
the cartoon in Fig. 1·3. 
Indium Gallium Arsenide (In0.53Gao.47As) lattice-matched to Indium Phosphide 
with a cutoff wavelength of Ac = 1.7 J.Lm (Hoffman et al., 2005) capable of being 
fabricated into large format arrays has long been a competing material to HgCdTe in 
the SWIR. Furthermore, by increasing the In concentration the cutoff wavelength of 
InGaAs can be extended to cover most of the SWIR (Ettenberg et al., 1999). However, 
this is at the expense of lattice mismatch between the InGaAs and the InP substrate, 
introducing misfit dislocations which leads to additional generation-recombination (G-
R) current that increases the dark current and inhibits device performance. Therefore, 
for cutoff wavelengths > 1.7 J.Lm, while InGaAs is a possibility, HgCdTe currently 
offers unmatched superior performance. Lattice-matched InGaAs detectors also have 
the advantage that they can be operated at room temperature without the need for 
cryogenic cooling. Additionally, Indium Antimonide (InSb) with a cutoff wavelength 
of 5.4 J.Lm at 77 K (that increases with temperature) can be fabricated into arrays that 
span the entire MWIR(Klipstein et al., 2003). 
Considerable development is being invested into bandgap engineered infrared 
detectors based on III-VI materials such as Gallium Arsenide/ Aluminum Gallium 
Arsenide (GaAs/ AlGaAs) multiple quantum-well detectors (QWIPs), Indium Ar-
senide/Gallium Indium Arsenide (InAs/GainSb) strained layer superlattices (SLS), 
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Figure 1·3: Cartoon depicting the various alternative technologies to 
HgCdTe. Cartoon originally produced by Dr. Gerard Destefanis at 
CEA-LETI-Minatec and the original version of the cartoon was cour-
tesy of Dr. Paul Norton (Norton, 2013). 
and InAs/ Aluminum Arsenide Antimonide ( AlAsSb) and Indium Arsenide Anti-
monide (InAsSb) / AlAsSb nBn barrier detectors. All of these detector architectures 
have the advantage that they are III-VI materials that can take advantage of exist-
ing III-VI processing techniques, utilizing inexpensive large diameter lattice matched 
substrates and as such are considerably cheaper than HgCdTe. All of these structures 
are bandgap engineered devices that require the use of sophisticated MBE machines 
which has prevented the development of these technologies until only within the last 
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15-20 years. Furthermore, some have the potential to offer reduced dark current, 
higher operating temperature or multiband detection. Many of these detector archi-
tectures are represented in Fig. 1·3. Furthermore, one of the focuses of this work will 
be on device simulations of InAs/ AlAsSb and InAsSb/ AlAsSb nBn barrier detectors. 
1.3 Infrared Detector Architectures Evaluated in this Work 
As stated previously, the standard and most widely used IR technology is based on a 
conventional photodiode architecture. These structures consist of a substrate followed 
by an n-type absorber layer and terminated with a p-type cap layer as is shown in 
Fig. 1·4 (left). A typical band diagram for such a detector, whether it be HgCdTe or 
InAsSb, is shown in Fig. 1·5 (left). Fundamentally, the devices operate in the following 
way: consider a single photon incident on the detector, assuming zero reflection losses 
the photon will pass through the substrate and into then-type absorber layer. That 
photon will be absorbed and create a single electron-hole pair. The hole will then 
diffuse towards the cap layer where it will be collected by the p-contact and the 
electron through drift will travel to the n-contact . This process produces a signal in 
the form of photocurrent that is measured. Note that in actuality the contribution 
due to drift in the absorber region is significantly less than diffusion (and is in fact 
negligible) since all of the voltage is dropped across the depletion region. 
Unfortunately, photodiodes t::an suffer from a number of limitations that inhibit 
device performance. Most notably is a relatively large dark current due to defect G-R 
current, diffusion current and surface leakage current. Fortunately, for HgCdTe it is 
possible to engineer very high quality epitaxial layers on lattice matched substrates 
and the G-R contribution can be significantly minimized to the point where it is no 
longer a dominant factor. The only way to minimize the diffusion current (due to fun-
damental mechanisms such as Auger and radiative recombination) is through cooling 
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Photodiode nBn 
Contacts 
Infrared Radiation 
Figure 1·4: Schematic representation of a infrared detecting photodi-
ode (left) and nBn detector (right) . 
to cryogenic temperatures (typically 77 K for LWIR HgCdTe and 150 K for MWIR 
HgCdTe) to subsequently lower the diffusion current and improve the signal to noise 
ratio. The surface leakage current is only weakly temperature dependent and thus is 
Photodiode 
InAsSb 
~ 
Diffusion 
InAsSb 
+ 
Diffusion 
Figure 1·5: Representation of the band diagrams of a infrared detect-
ing photodiode (left) and nBn detector (right). The influence of the 
substrate to the right of the InAsSb AL is not shown in these band 
diagrams. 
+ 
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not effected by cooling. However, this effect is reduced through properly passivating 
the surface. For HgCdTe photodiodes grown on lattice matched CdZnTe substrates, 
passivated with CdTe and cooled to cryogenic temperatures, the devices are diffusion 
limited with near ideal performance. InAsSb diodes face similar difficulties. InAsSb 
with a 9% Antimony content is lattice matched to GaSb, however, other compositions 
are not, which can lead to defect G-R current. The devices must also be cooled to 
reduce the diffusion current. However, as the temperature is reduced significantly 
below 100 K they show evidence of a strong G-R current that becomes dominant, and 
there are no further benefits from additional cooling. Therefore, it is very desirable 
to design new detector architectures that reduce the diffusion current and will allow 
for much higher operating temperatures (:?: 140 K) to avoid costly cryogenic cooling. 
In an effort to resolve many of the issues with photodiodes, and to subsequently 
reduce the dark current allowing for operation at higher temperatures, a new type of 
quantum semiconductor detector was introduced relatively recently (Klipstein, 2003; 
Maim on and Wicks, 2006), referred to as an nBn detector. This detector consists of a 
narrow-gap n-type absorber layer (AL), a wide-gap depleted barrier layer (BL), and 
a narrow-gap n-type contact layer (CL). The device geometry is shown in Fig.1·4 
(right) and the corresponding band diagram in Fig.1·5 (right). The BL presents a 
large barrier to electron flow, making holes the dominant source of current. Therefore, 
the nBn detector operates as a unipolar unity-gain minority carrier device. The 
detector requires that the valence bands of the three layers line up closely to allow 
hole transport between the AL and CL, and this requirement has so far restricted 
applications of the nBn detector to InAs or InAsl-xSbx ALs and AlAsxSb1_x BLs, 
where the valence bands line up. It is technologically fortuitous that the valence 
bands align with the all-lattice-matched combination of an InAs0.91Sb0.09 AL and 
an AlAs0.18Sb0.82 barrier layer grown on a GaSb substrate, which provides a cutoff 
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wavelength of about 4.1 Jlm at 200 K. 
A key benefit of the nBn architecture is that, for a wide range of design parameters, 
there is no depletion region in the narrow-gap layers, thereby eliminating the space-
charge G-R dark currents that have plagued conventional InAs and InAsSb junction 
photodiodes and severely limited their applicability for high sensitivity requirements 
to lower temperatures. Another key benefit of the nBn architecture is self-passivation. 
The narrow-gap AL is buried beneath a wide-gap BL effectively eliminating surface 
effects. Furthermore, the III-VI nBn is in practice considerably less expensive and 
much easier to fabricate than MWIR HgCdTe photodiodes. 
An alternative approach to improve detector performance is to consider a pho-
todiode or nBn with a micro-structured photon-trapping (PT) structure etched into 
the detector AL. The PT structure has the benefit that it enables higher operat-
ing temperatures, decreased reflectance losses and wide spectral bandwidth. Begin 
by considering HgCdTe photodiodes. HgCdTe-based detectors are normally backside 
illuminated where the incident light is absorbed through the transparent CdZnTe sub-
strate on which the detector array is grown. Such conventional detectors suffer from 
significant reflection losses at the air/HgCdTe or air/CdZnTe interface. Consequently, 
an anti-reflection (AR) coating is incorporated to reduce these losses. Unfortunately, 
it is very difficult to engineer an AR coating that works effectively over a wide spectral 
range. Additionally, an AR coating can introduce stress into a detector limiting its 
interoperability or lifespan. An alternative approach is to instead remove the CdZnTe 
substrate and etch aPT structure directly into the HgCdTe detector absorber layer. 
A representation of a HgCdTe 3 x 3 pixel array with 8 J-Lm pixels incorporating the 
PT structure is shown in Fig. 1·6. When properly engineered, the PT structure will 
significantly reduce reflection losses, negating the need for an AR coating (Hobbs and 
MacLeod, 2005; MacLeod and Hobbs, 2008; Keasler and Bellotti, 2011a) . Further-
Doping Concentration [em·'] 
1.0x 10" 
7.6 X 1014 
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Figure 1·6: Three dimensional view of the geometry of the 3 x 3 pixel 
array with 8 J-Lm pixels incorporating a PT structure used in this work. 
Figure taken from (Schuster and Bellotti, 2013) . 
more, by removing device volume, the detector dark current is potentially lowered 
and consequently higher operating temperature can be achieved. The technique of 
incorporating a PT structure is applicable to any type backside illuminated architec-
ture and in fact has already been extended to InAsSb nBn detectors (D'Souza et al., 
2011; D'Souza et al., 2012b). 
To simulate the infrared detectors that were previously described, a robust three-
dimensional (3D) numerical simulation model has been developed that takes into 
account the composition, doping and temperature dependence of the HgCdTe and 
InAsSb alloys. The simulation procedure is a two step process. First, the optical re-
sponse is computed by performing an electromagnetic analysis of the entire structure 
using the finite-difference time-domain (FDTD) method (Tafiove, 2005; Synopsys, 
2013a). Subsequently, the electrical analysis is performed using the finite element 
method (FEM) to solve the drift-diffusion equations (Selberherr, 1984; Synopsys, 
2013b) . 
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1.4 Hybridization Techniques for Focal Plane Arrays 
The previous section describes different types of pixel arrays, but no matter which 
array architecture is chosen, once the pixel array has been designed and fabricated it 
must be bonded to a Si ROIC, to form a focal plane array (FPA) , in a process called 
hybridization. There are a number of techniques that can be used to hybridize the 
pixel array to the ROIC, including the Indium bump technique (Thorn, 1977) and the 
loophole technique (Baker and Maxey, 2001) . Both techniques are depicted in Fig.1·7. 
These techniques yield a hybrid structure that is a combination of a semiconductor 
pixel array and a Si ROIC. The FPA is referred to a hybrid structure because the pixel 
array is composed of a different type of semiconductor compared to the ROIC. These 
techniques allow the pixel array and ROIC to be designed, optimized and fabricated 
separately and also allows for 100% detector volume fill factors since the detector 
pixel and readout electronics do not share the same unit cell. 
The hybridization techniques require that the pixel array architectures must be 
uniquely tuned to each technique and this has led to radical differences in arrays 
designed for each technique. The first technique is the back-illuminated (through 
the substrate) bump-interconnection technique (Thorn, 1977) (see Fig.1·7a). In this 
technique, mesas are etched into each pixel of the array to delineate the pixels. Then, 
an Indium bump is deposited onto each mesa in each pixel of the array and on each 
unit cell of the ROIC and the two are flip-chip bonded (hybridized) together under 
high force and/or temperature. A scanning electron microscope (SEM) image of the 
Indium bumps on the mesas of the array prior to hybridization is shown in Fig.1 ·7c. 
Note that Fig.1·7a only shows one Indium bump connecting each pixel of the array to 
the ROIC , but in fact there are two bumps per unit cell: one on the pixel array and 
one on the ROIC. To successfully bond the two, the Indium bumps must be perfectly 
aligned on top of each other, such that as pressure is applied the two Indium bumps 
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processor 
(a) (b) 
Figure 1·7: Hybrid IR FPA interconnect techniques between a detec-
tor array and Si ROIC: (a) Indium bump technique, (b) loophole tech-
nique, (c) SEM micrograph shows mesa photodiode array with Indium 
bumps. The original version of this figure was taken from (Rogalski , 
2012). The SEM micrograph (c) shows an LPE P-on-n HgCdTe mesa 
photodiode array with 60 x 60 p,m2 pixels and 33 x 33 p,m2 mesas and 
was adapted by Rogalski from (Reine, 2001). 
deform into each other (without sliding) . This is an extremely sensitive and exacting 
process due to the relatively small device dimensions (recall pixel pitches are much 
less than 20 J.Lm) . Also, the pixel array and ROIC must be aligned to be perfectly 
parallel to each other and every bump on the array must line up with every bump 
on the ROIC (potentially in excess of we~l over 1 million bumps). If the flip-chip 
bonder is not perfectly aligned and calibrated post hybridization, then significant 
mis-alignment can occur rendering the final FPA inoperable. 
The next technique is the front-illuminated loophole technique (Baker and Maxey, 
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2001) also known as the high-density vertically integrated photodiode (HDVIP) (Kinch, 
2001). In this technique, metal pads are deposited onto the ROIC. Then, the sub-
strate is removed from the pixel array and the pixel array is glued to the ROIC. 
Next, photoresist with a matrix of holes is deposited onto the pixel array and ion 
beam milling is used to erode away the HgCdTe creating holes (or vias) and exposing 
the metal pads. Next, the devices are coated with a metal to electrically contact the 
HgCdTe to the metal pads and then the photoresist is removed. 
This work will focus on pixel arrays designed and optimized for the Indium bump 
interconnection technique. However, very large area, large format , high resolution 
devices are extremely expensive and the yield of the pixel arrays and ROICs are each 
very low. Unfortunately, currently the only way to fully test each is to permanently 
bond them together. However, the hybridization process is a permanent one. Conse-
quently, if a "bad" pixel array was bonded to an operable ROIC (or vice versa), then 
both must be discarded. 
In an effort to tackle this problem and to reduce waste associated with discarding 
"good" components; and ultimately to reduce cost, a technique was developed to tem-
porarily hybridize the pixel array to the ROIC for testing purposes (Lamarre et al., 
2012). Using the temporary hybridization technique a "good" ROIC was to be iden-
tified and used as a "Master" ROIC. The "Master" ROIC would then be temporary 
hybridized to the pixel array for testing. The pixel array would then be tested as is 
normally done, and standard quantities such as the noise equivalent irradiance would 
be determined. Once the standard testing procedure has been completed, the "Mas-
ter" ROIC and pixel array would be separated (without damaging either component) 
and if the pixel array was deemed to be acceptable, it would then be permanently 
bonded (as is currently done) to a known "good" ROIC. This process will eliminate 
the waste and cost associated with discarding "good" components that have been 
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permanently hybridizing to "bad" components. 
1. 5 Organization of this Thesis 
This thesis is organized as follows . Chapter 2 describes the modeling techniques used 
in this work including the finite-difference time-domain method used to solve the 
electromagnetic problem and the finite element method used to perform the drift-
diffusion analysis. · The material models used in this work are then presented and 
finally the approach used to calculate infrared detector performance parameters is 
given. 
Chapters 3, 4 and 5 cover the numerical simulation of infrared detectors using the 
techniques outlined in Chapter 2. Chapter 3 covers the numerical simulation of nBn 
detectors. In section 3.3 two-dimensional simulations are performed of a single pixel to 
study the underlying physics of the nBn device, including the factors that contribute 
to the dark current and quantum efficiency, as well as the effect of the doping in the 
wide-gap barrier layer. In section 3.4 three-dimensional simulations are performed of 
a 3 x 3 pixel array to study the crosstalk as well as a new type of lateral collection 
mechanism that is only present in detectors based on the nBn architecture. In Chap-
ter 4 numerical simulations of HgCdTe pixel arrays incorporating a PT structure are 
performed. The effect of the PT structure on dark current , optical absorption, quan-
tum efficiency and crosstalk are analyzed. In particular the superior performance of 
the PT architecture over non-PT designs is demonstrated. The chapter ends with an 
analysis on surface passivation of the PT structure. Finally, Chapter 5 demonstrates 
the power of leveraging the nBn architecture coupled with the PT structure. In this 
chapter the PT structure is used to engineer a pre-determined spectral response. 
Chapters 6 and 7 focus on a new technique to temporary hybridize HgCdTe pixel 
arrays to ROICs. Chapter 6 covers the development of the technique on idealized 
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test chips that do not incorporate photodiodes. Particular emphasize was placed 
on determining the operable parameter space where the temporary hybridization 
technique would be effective. In Chapter 7 the technique was tested and verified 
on HgCdTe test chips. Finally, Chapter 8 summarizes this work and offers some 
concluding remarks. 
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Chapter 2 
Simulation Methods 
The procedure to simulate the infrared detectors described in section 1.3 is outlined 
in Fig. 2·1. The first step is to discretize the array into a grid of points or mesh. 
The FDTD and FEM simulations utilize two completely distinct meshes. The FDTD 
structured tensor mesh (Fig. 2·1a) is created based on the optical properties of the 
materials being used and is discretized using rectangular prisms. Unlike the struc-
tured tensor mesh, the finite element mesh (Fig. 2·1c) consists of triangular prisms of 
varying dimensions. Next, the optical characteristics are computed by performing an 
electromagnetic analysis of the structure using the FDTD method. The simulations 
use absorbing boundary conditions in the active direction and periodic boundary con-
ditions in the lateral direction which periodically replicates the 3 x 3 array to form an 
infinite array of pixels. Solving Maxwell 's equations at every node in the mesh at each 
point in time until a solution is reached yields the absorbed power density from which 
the optical generation rate is calculated. Specifically, a total-field scattered-field ap-
proach is employed to compute the reflected and transmitted power. Using the results 
of the FDTD simulation the optical generation rate is calculated in each pixel of the 
array, as well as the total reflectance when the array is illuminated with planewaves. 
Alternatively, the array can instead be illuminated with a Gaussian beam to compute 
the optical crosstalk by integrating the optical generation rate in each pixel of the 
array. The output from the FDTD simulation is shown in Fig. 2·1b and Fig. 2·1 box 
I. 
Perform FDTD 
Simulations 
FDTD Mesh 
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• Reflectance 
• Optical Crosstalk 
• Dark Current (II) 
• Photo Current 
• Quantum Efficiency 
• Diffusion Crosstalk 
• MTF 
Interpolate 
Opt. Gen. 
Rate Onto 
FEM Mesh 
Simulations 
Figure 2·1: Overview of simulation modeling steps. Input and output 
of individual steps include, but are not limited to (a) FDTD structured 
tensor mesh, (b) optical generation rate saved onto FDTD mesh, (c) 
FEM unstructured mixed element mesh, (d) optical generation rate 
interpolated from FDTD mesh onto FEM mesh and (e) hole current 
density. Figure taken from (Schuster and Bellotti, 2014). 
Subsequently, the electrical analysis is performed using the FEM to solve the 
drift-diffusion equations employing ideal Neumann boundary conditions. This re-
quires solving self-consistently the electron and hole continuity equations coupled 
with Poisson's equation. The optical generation terms in the electron and hole con-
tinuity equations are included by interpolating the optical generation rate evaluated 
from the FDTD simulations onto the finite element mesh (Fig. 2·1d). The FEM sim-
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ulations yield quantities such as the hole current density (Fig. 2·1e) and currents at 
the contacts from which the QE, crosstalk and modulation transfer function (MTF) 
can be calculated (Fig. 2·1 box II). A detailed description of the FDTD method is 
provided in (Tafiove, 2005). (Bellotti and D'Orsogna, 2006) and (D'Orsogna et al. , 
2008) discuss utilizing the FEM method to simulate infrared detectors and (Schuster 
and Bellotti, 2013) , (Keasler and Bellotti, 2011b) and (Schuster et al., 2013) exten-
sively cover the coupled usage of the FDTD and FEM methods to simulate infrared 
detectors. 
Furthermore, the model assumes ideal contacts with a common cathode imple-
mented as an external ring. Beneath the cathode contact is a heavily doped n-type 
region that extends 0.2 p,m into the detector absorber layer. This region serves to 
repel minority carries generated in the pillars away from the cathode. In realized 
arrays the first few rows of pixels along the edge of the array are shorted out through 
deposition of a metal contact to form the cathode. This metal contact extends along 
the outside boundary of the array. The PT structure is not etched into these edge 
pixels to allow for the placement of the cathode. In the simulations it is not re-
alistic to simulate these extra pixels solely to form the cathode. Consequently, we 
have placed the cathode directly on the active pixels of interest, which is why the 
heavily doped n-type region is incorporated to repel carriers away from the cathode, 
mitigating effects related to placing the cathode on the active pixels. Additionally, 
a perfectly reflecting gold layer is placed at the top of each mesa during the FDTD 
simulations to account for the presence of the metal contacts in a physically realized 
device. Furthermore, in simulating these structures vacuum is inserted above and 
below the array to allow for proper simulation of the interfaces and calculation of the 
electric fields extending beyond the device boundaries. 
It is important to point out the intricacies involved in generating the numeric 
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meshes for the structures considered in this work. The FDTD structured tensor mesh 
(Figs. 2·1a) used in the electromagnetic simulations is created based on the optical 
properties of the materials being used and is discretized using rectangular prisms. Due 
to the shape of the discretized volume the tensor mesh causes the device geometry to 
be periodically truncated along curved surfaces (compare Figs. 2·1b and Figs. 2·1d) 
The mesh is produced such that there are a specified number of nodes per wavelength 
in any given direction in the material. Then, Maxwell's equations are solved at every 
node in the mesh at each point in time until a solution is reached. In selecting the 
number of nodes per wavelength, there is a balance struck between numerical accuracy 
and the computational resources required. It has been found that optimal results are 
obtained using values between 15 and 20 nodes per wavelength. 
More attention is required in the generation of the non-structured FEM mesh 
(Figs. 2·1c). Unlike the structured tensor mesh used in electromagnetic simulations, 
the finite element mesh consists of triangular prisms of varying dimensions. This 
allows curved surfaces to be approximated with a much higher degree of accuracy, 
although doing so can require a significant amount of mesh points. As pointed out 
previously, the computational burden increases vastly as the size of the simulation do-
main expands. In particular, three-dimensional simulations require highly optimized 
meshes to maintain a reasonable computation time especially when considering multi-
ple pixels in a FP A. In general, it is essential that the structure be meshed more finely 
along the growth ( z) axis than in the lateral directions in order to properly capture 
the physics of the device. Heterojunctions and doping boundaries should be further 
refined to account for the rapid changes in physical quantities that occur across these 
borders. Also, mesh refinements should be applied near contacts in the direction 
perpendicular to the face of the contact since the carrier dynamics are perturbed by 
the presence of the contact. 
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The most important consideration when deciding on a lateral mesh spacing is the 
optical generation profile to be used in the simulation. When a planar structure is 
uniformly illuminated, the carrier generation rate will not vary in the lateral directions 
and therefore a coarse lateral profile can be employed to maintain a small simulation 
domain. However, when simulating a device with a patterned surface or using an 
illumination source with a spatial variation, the lateral mesh spacing will need to be 
refined to account for the variation of the profile in those directions. This refinement 
can be eliminated far from the surface of illumination. In addition, it has been found 
that the borders of pixels should be laterally refined during crosstalk simulations in 
which the inter-pixel physics are being examined. 
2.1 Calculation of infrared Detector Performance Parame-
ters 
There are a number of very important infrared detector performance parameters that 
can be simulated. A number of these are outlined in Fig. 2·1 box I & II. These perfor-
mance parameters are calculated in the following way. The first quantity considered 
is the reflectance (R). The reflectance is important because it is a measure of the 
effectiveness of the PT structure as an AR coating and it influences numerous other 
quantities such as the QE and responsivity. To simulate the reflectance the pixel was 
illuminated with an infinite planewave and the reflectance from the structure was 
calculated according to 
R = IR Io · (2.1) 
The incident intensity is equal to !0 = ¢he/>. where ¢is the incident photon flux, h 
is Planck's constant, c is the speed of light in vacuum and >. is the wavelength. The 
reflected intensity I R is computed from the simulations. 
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Consider next the dynamic resistance. From the knowledge of the current at the 
contacts it is possible to compute the dynamic resistance of the detector junction. 
This is given by (Schuster et al., 2013) 
(2.2) 
where AJ is the ju:nction area, Is is the junction saturation current and 1 the junction 
ideality factor. The benefit in computing the dynamic resistance is that it is very 
sensitive to the different current mechanism and consequently can be used to glean 
additional insight into diode behavior than the J (V) characteristics alone. 
Consider next the quantum efficiency TJ of the detector as a function of the op-
erating wavelength. To calculate the QE array is illuminated with a planewave 
and the photocurrent is computed. The QE for a uniform (un) illumination source 
(planewave) 'T/un is given by (Schuster and Bellotti, 2012) 
(2 .3) 
where Iph is the photocurrent, q is the elemental charge, ¢ is the photon flux and A 
is the illumination area. One should notice that although Eq. 2.3 does not formally 
include reflection losses, such losses are automatically incorporated when using the 
optical generation rate from the FDTD simulation to compute the photocurrent. 
Therefore, Eq. 2.3 is an expression for the total QE. 
Of great importance for pixel arrays is the inter-pixel crosstalk. To evaluate the 
crosstalk, it is necessary to use a localized optical excitation. A common experimental 
procedure for evaluating the crosstalk is to illuminate a small fraction of the array 
in question with a focused beam. A realistic simulation of a crosstalk experiment 
can be performed using a Gaussian beam ( G B) to illuminate the center pixel of a 
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virtual array. The beam should have a spot size small enough such that the majority 
of the beam's intensity is delivered to the center pixel. This can be achieved by 
selecting an appropriate beam radius w. Specifically, the beam radius defines the 
spatial coordinate at which the beam intensity is equal to Iw = (1/e)Imax, where 
I max= cphc/). is the maximum intensity, ¢is the photon flux, his Planck's constant 
and c is the speed of light in vacuum. However, the beam radius must be at least 
equal to or greater than the wavelength to minimize self-diffraction effects. Note that 
when the illumination source is a GB, as is considered here, Eq. 2.3 cannot be used 
since it does not account for the correct distribution of the incident power. 
In fact, when the illumination source is a GB, as it is in the case considered here, 
the formula for the QE must be modified to account for the correct distribution of 
the incident power. Using rJ = Iph/>.P(qjhc) where P = ~ JJ(EE*/Z0 )dA is the 
power, Z0 is the vacuum impedance and truncating the integral to the center pixel 
area, yields an expression for the QE as follows (Schuster and Bellotti, 2012) 
(2.4) 
where Ac is the area of the center pixel. 
This work considers two types of crosstalk: optical and diffusion crosstalk. The 
optical crosstalk has been defined as the ratio of the integrated optical generation in 
a pixel neighboring where the beam is centered to the integrated optical generation 
in the entire array and is given by (Schuster and Bellotti, 2012) 
;n L JJJ GoptdV 
p np 
nnp Crosstalkopt = ------;;---,;;--;;------!!! GoptdV 
Darray 
(2.5) 
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where the subscript np refers to either the nearest (edge) or next-nearest (corner) 
pixels, Nnp is the number of nearest or next-nearest pixels, Gopt is the optical carrier 
generation rate, nnp is the volume of the neighboring pixel and narray is the volume of 
the array. Obviously, the value of Nnp depends on the cross-sectional geometry of the 
pixels in question. In this work, we consider square pixels and therefore set Nnp = 4. 
The standard definition of diffusion crosstalk is the ratio of the photocurrent in a 
peripheral pixel to the photocurrent in the center pixel when only the center pixel is 
illuminated (Schuster and Bellotti, 2012): 
1 
N L Iph,p 
np P Crosstalkdiff = __ ....::.....__ _ 
fph,c 
(2.6) 
where the subscript c denotes the center pixel. The decaying tail of the GB illu-
mination causes some optical generation in the surrounding pixels and therefore Iph 
includes the contributions from both diffusion and optical crosstalk. 
As an additional analysis, the MTF is evaluated following the methodology out-
lined in (Boreman, 2001) and applied to the simulation of infrared detectors in (Pinkie 
et al., 2013). To calculate the MTF, a spot scan is performed by sweeping a Gaussian 
beam across the array and then taking the Fourier transform of the spot scan profile. 
It is desirable to compute the MTF because it is a far more widely used parameter 
by system designers to asses an infrared detector array's resolving ability than the 
crosstalk alone. Using the convolution theorem, the total sensor MTF is comprised 
of the following contributions:(Pinkie et al., 2013) 
MTFtotal = MTFFP X MTFcB X MTFoc X MTFD (2.7) 
where MTFFP is due to the spatial averaging caused by the footprint of the detector, 
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MTF GB is due to the finite size of the Gaussian beam, MTF oc is due to optical 
crosstalk, and MTFD is due to the lateral diffusion of photo-carriers. 
2.2 Finite-Difference Time-Domain Method 
The numerical methods outlined in Fig. 2·1 are now described in detail. To address 
the problem of computing the electromagnetic response of semiconductor photon 
detectors, it is necessary to solve Maxwell 's equations to determine the spatial field 
distribution inside the structure. This is instrumental in determining the spatial 
dependence of the optical generation rate inside the device. The electromagnetic 
analysis can be performed using a number of different techniques. In this work the 
FDTD approach has been employed and the following introductory material is based 
on (Taflove, 2005). 
2.2.1 Maxwell's Equations 
The goal of the FDTD method is to solve Maxwell 's equations inside the discretized 
device domain to obtain the electromagnetic properties of the device in question. 
To accomplish this, Maxwell's equations must be modified to reflect the type of 
discretization used. Begin by considering Maxwell 's equations 
8B 
-=-VxE-M 
8t 
an 
- = VxH-J 8t 
V·D=p 
(2.8a) 
(2.8b) 
(2.8c) 
(2.8d) 
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where 
B magnetic flux density [Wb/m2] 
E electric field [V/m] 
M equivalent magnetic current density [V/m2] 
D electric displacement flux density [C/m2] (2.9) 
H magnetic field [A/m] 
J current density [A/m2 ] 
p charge density [C/m3] 
Maxwell's equations are solved using the constitutive relations that describe the prop-
erties of the medium, which in the case of a linear, isotropic homogeneous medium 
are given by 
where 
E 
Er 
Eo 
J1 
J.lr 
J.lo 
B = J.LH = J1rJ1oH 
electric permittivity [F/m] 
relative permittivity [dimensionless scalar] 
free space permittivity [F/m] 
electric permeability [H/m] 
relative permeability [dimensionless scalar] 
free space permeability [H/m] 
(2.10a) 
(2.10b) 
(2.11) 
Consider now a region in which there are no electric or magnetic sources (p --+ 0), 
then Eq. (2.8c) reduces to V · D = 0. However, J and M still act as independent 
sources of electric and magnetic field energy. Also, materials with isotropic, non-
dispersive electric and magnetic losses attenuate the electric and magnetic fields via 
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heat conversion. Consequently, J and M are given by 
J = Jsource + aE 
M = Msource + a*H 
where 
a electric conductivity [S/m] 
a* equivalent magnetic loss [0/m] 
Plugging Eqs. (2.12a) and (2.12b) into Eqs. (2.8a) and (2.8b) yield 
&E 1 1 ~ = - V X H - - (J source + a E) 
ut E E 
&H 1 1 * ~ = - v X E - - (Msource + a H) 0 
ut f.-l f.-l 
(2.12a) 
(2.12b) 
(2.13) 
(2.14) 
(2.15) 
Eqs. (2.14) and (2.15) represent a system of six coupled scalar partial differential equa-
tions, one for each component of the electric and magnetic field vectors. These equa-
tions form the basis of the FDTD numerical algorithm for wave interactions in three 
dimensions. Note that the only material properties present in Eqs. (2.14) and (2.15) 
are Er which is included in E and f.-lr which is included in J.-l . In this work only non-
magnetic material are considered (f.-lr --+ 1). Therefore, the only material parameters 
necessary for the FDTD simulations are the refractive index n and the extinction 
coefficient k which are related to the electric permittivity by E = n2 - k2 . 
2.2.2 Yee Algorithm 
The electric and magnetic fields are now solved using the Yee algorithm, which pro-
vides the cornerstone of the FDTD algorithm.The system represented by Eqs. (2.14) 
and (2 .15) requires a suitable grid in which to be solved on. Such a grid was proposed 
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(i-1, j, k+1) 
(i-1, j+1, k+1) 
(i, j, k+1) 
(i-1, j+1, k) 
(i, j, k) 
(i, j+1, k) 
Figure 2·2: Schematic representation of the Yee-grid. The position 
of the electric and magnetic fields in relation to each other implicitly 
enforce the boundary conditions contained in Maxwell's equations. The 
electric and magnetic fields are solved at alternating grid points in 
space. Figure courtesy of Mr. B. Pinkie after (Yee, 1966). 
by (Yee, 1966) . The Yee grid requires the structure in question to be discretized into 
rectangular elements. The Yee grid allows for the electric and magnetic fields to be 
solved in time and space using the coupled system of Maxwell's equations given by 
Eqs. (2.14) and (2.15). Figure 2·2 shows the Yee grid. The grid is composed of rect-
angular prisms. Other types of discretization elements (such as triangular elements) 
are not possible . The strict use of rectangular element means that curved surfaces 
are approximated as staircases (see Fig. 2·1a for example). TheE and H components 
are centered in 3D space in such a way that each E component is surrounded by four 
circulating H components and each H component is surrounded by four circulating E 
components. This provides a picture in 3D space of interlinked Faraday and Ampere 
law contours. The Yee algorithm essentially simulates the point-wise differential and 
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t E(i-1h,q+1) E(i+1h,q+1) 
• 
E(i+11h,q+1) 
• 
fjf I 
E(i-1h,q) 
H(i,q+1h) 
0 
H(i,q-1h) 
E(i+1h,q) 
• 
H(i+1,q+1h) 
0 
E(i+11h,q) 
• 
H(i+1,q-1h) 
~------~+-----------------~~----~~x 
I..,. - - - - - - - - - ->I 
11x 
Figure 2·3: Schematic representation of the leapfrog scheme. The 
electric field is solved at integer time steps and the magnetic field at 
half integer time steps. Figure courtesy of Mr. B. Pinkie after (Yee, 
1966). 
macroscopic integral form of Maxwell's equations. 
The Yee space lattice uses finite difference expressions to approximate the space 
derivatives with central differences that are second order accurate. This approach 
naturally maintains the continuity of the tangential E and H components across 
material interfaces as long as the interfaces are parallel to one of the lattice coordinate 
axes. 
The Yee Algorithm algorithm also centers E and H in time in what is refereed to 
as a leapfrog arrangement. This is depicted graphically in Fig. 2·3. In the leapfrog 
arrangement the E components are computed in integer time steps and the H com-
ponents are computed in half-integer time steps. It begins by computing all of the 
E components, then those E component are used to compute the H component in 
a half integer time step later, then, the E components are computing using the H 
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components in an integer time step after the initial E were computed. This itera-
tive process continues until time-stepping has concluded and the numerical error is 
reduced to less than the specified threshold. 
2.2.3 Finite Differences 
The Yee algorithm uses finite differences, specifically central differences, to discretize 
equations Eqs. (2.14) and (2.15). Consequently, it is now necessary to briefly review 
finite differences. Consider a generic function u(x, tn) that is a function of position 
in 1D space and time. Expanding u(x , tn) in a Taylor series around the space point 
xi to the space point Xi+ (b..x/2) for a constant time tn yields 
(2.16) 
Expanding the same function around the space point Xi to the space point xi- (b..x/2) 
yields 
Taking the central difference, subtracting Eq. (2.17) from (2.16), and solving for 
8uj 8x I xi, tn yields 
(2.18) 
37 
where 0 [(.D.x) 2] is the remainder term. Eq. (2.18) is a central difference approxima-
tion to the first order partial space derivative of u. Denoting i as the space position 
subscript and n as the time point superscript yields, 
(2.19) 
Performing the same steps for the time derivative yields 
(2.20) 
Eqs. (2.19) and (2.19) are finite difference expressions for the 1D spatial and temporal 
partial derivatives au; ax and au; at respectively. 
Consider now three-dimensions using the Yee grid in Fig. 2·2. Generalizing the 
function u(x, tn) to three dimensions gives u(x, y, z, tn) where u is now dependent 
on three spatial dimensions and one temporal direction. Introducing the notation 
the notation (i , j , k) = (i.D.x , j.D.y, k.D.z ) where i, j, k and n are integers, .D.x, .D.y 
and .D.z are lattice increments in the x, y, and z directions respectively and .D.t is the 
increment in time. The function u is now given by 
u(i.D.x, j.D.y , k.D.z, n.D.t) = u~j,k· (2.21) 
Approximating the first derivative of x using central differences yields 
(2.22) 
Note that in Eq. 2.22 that i was incremented by 1/2. This has the effect that the 
function u is offset my ±1/2b.x. The offset is introduced since in the final formalism 
E and H must be offset by half a lattice interval. This will allow the algorithm to 
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step between simulating E and H. Similar expressions are obtained for aujay and 
aujaz by incrementing the subscript j and k by ±1/2~y and ±1/2~z respectively. 
Proceeding in exactly the same manner the expression for auj at is obtained 
(2.23) 
As before n has been incremented by 1/2~t to allow the electric and magnetic fields 
to be interleaved. 
2.2.4 Finite Difference Approximation to Maxwell's Equations 
The finite difference schemes of the previous section are now applied to the electric 
field. Recall that from Eq. (2.14) that the equation for the x-component of the electric 
field Ex is given by 
(2.24) 
Using the finite differences shown in Eqs. (2.22) and (2.23) for Ex(i, j+ 1/2, k+1/2, n) 
yield 
/
n+l/2 ,n-1/2 
Ex i,j+l/2,k+l/2- Ex i,j+l/2, k+l/2 
~t 
( 
Hz/~Ht , k+t/2- Hz /~j,k+l/2 _ Hy/~j+l/2 , k+l- Hy/~i+t/2 , k ) 
~y ~z 
-Jsourcex ~~j+l/2,k+l/2 - O"i,j+l/2,k+l/2Ex/~j+l/2,k+l/2 
1 
Ei,j+l/2, k+l/2 
(2.25) 
Notice that the right-hand side (RHS) yields the value of Ex at integer time steps n. 
However the left-hand side (LHS) requires Ex to be known at half integer time steps. 
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To resolve this issue the semi-implicit approximation is used which states 
E ln+l/2 + E ~n-1/2 
E In = x i,j+l/2,k+l/2 x i,j+l/2,k+l/2 
X i, j+l/2, k+l/2 2 (2026) 
Plugging this equation into Eqo (2025) yields 
l
n+1/2 ~n-1/2 
Ex i,j+l/2,k+l/2- Ex i,j+l/2,k+1/2 = 
Hz i~H1,k+l/2 - Hzl~j, k+l/2 Hyl~j+l/2,k+l - Hyl~j+l/2, k 
~y ~z 
Ei,j+1/2, k+l/2 
(2027) 
Collecting like terms and dividing both sides by (1 + ai , j+l/2,k+l/2 ~t/2Ei,j+l/2,k+l/2 ) 
gives the final equation for Ex I ~;~~2 , k+1; 2 
l
n+1/2 
Ex i, j+l/2, k+l/2 = 
2Ei,j+l/2, k+l/2 E n-1/2 
( 
1 _ ai,j+l/2, k+l/2~t) 
1 + ai,j+l/2,k+l/2~t x li,j+l/2,k+l/2 
2Ei,j+l/2, k+l/2 
+ Ei,j+l/2, k+l/2 0 
( 
~t ) 
1 + ai,j+l/2, k+l/2~t 
2Ei,j+l/2, k+l/2 
Hzl~j+l,k+l/2- Hzl~j,k+l/2 
~y 
_ Hyl~j+l/2,k+1- Hyl~i+l/2,k 
~z 
0 (2028) 
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l
n+l/2 ln+l/2 · The other E components: Ey i-1/ 2,j+l,k+l/2 and Ez i-1; 2, j+l/2, k+l are found m exactly 
l
n+1 ln+1 
the same manner, as are the H components: Hx i-1; 2, j+l,k+1' Hy i,j+l/2, k+l and 
l
n+1 . h H ln+1 . b Hz i ,j+l,k+l/ 2, Wit x i-1/ 2,j+l,k+l given y 
l
n+1 
Hx i-1/2,j+I,k+l = 
1 - a;_1/2, j+l, k+l.t.t 
2f-Li-1/ 2, j+l, k+l 
1 + a;_1/2,j+l, k+l.t.t 
2f-Li-1/2, j+l, k+l 
+ 
.t.t 
/-Li-1/ 2, j+l, k+l 
1 + a;_1/ 2,j+1, k+l.t.t 
2/-Li-1/2, j+1, k+l 
Hx ~~-1/2,j+l , k+1 
E I n+l/2 - E I n+l/2 
y i, j+l, k+l/2 y i, j, k+l/2 
.t.y 
l
n+l/2 ln+l/ 2 
Ez i , j+l/2,k+l- Ez i,j+l/2,k 
.t.z 
l
n+1/2 
- Msourcex i-1/2, j+1, k+1 
. (2 .29) 
Eqs. (2.28) and (2.29) represent a system of finite difference expressions that can be 
used to calculate the electromagnetic field vector at any lattice point. The solution 
only depends on its previous value, and the values of the other field components at 
adjacent lattice points. This system will then be solved incrementally in time until a 
solution is reached. 
Once the solutions of Maxwell's curl equations are available and the fields are 
known inside the device, it is possible to evaluate the carrier generation rate. From 
the values of the electric and magnetic field in the simulation region, the time-averaged 
Poynting vector is calculated 
Sav = ~ ?R (E x H*) . (2.30) 
Furthermore, the absorbed power, W , is then given by the divergence of the time-
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averaged Poynting vector 
W = -\7 · Sav (2.31) 
Finally, the optical carrier generation rate is given by 
w 
Gopt= 
Eph' 
(2.32) 
where Eph is the photon energy of the absorbed light. For the devices in this work 
the electromagnetic problem is solved using the TCAD Suite by (Synopsys, 2013a). 
2.3 Finite Element Method 
To simulate the electrical characteristics of infrared detectors it is necessary to si-
multaneously solve the electron and hole continuity equations coupled with Poisson's 
equation. This section outlines the derivation of these three equations and their 
subsequent discretization to be solved numerically. 
2.3.1 Drift Diffusion Model 
The first step is to derive Poisson's equation. If a quasi-electric field is assumed then 
E = -\7¢ (2.33) 
where¢ is the electrostatic potential in units of V. Plugging (2.33) into (2.8c) yields 
(2.34) 
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Reordering Eq. (2 .34) and expanding the charge density as such p = q(p- n + NJj-
N;;) + Ptrap where p is the hole density in units of em - 3 , n is the electron density in 
units of cm-3 , NJj is the ionized donor density in units of cm-3 , N"A is the ionized 
acceptor density in units of em - 3 and Ptrap is the charge density from traps and fixed 
charge density in units of C m-3 yields: 
(2.35) 
where q is the elemental charge in units of C and E is the dielectric constant in units 
of F m-1 . Eq. (2.35) is the standard version of Poisson's equation that relates the 
carrier concentrations to the electrostatic potential. 
The next step is to derive the continuity equations beginning with the Boltzmann 
transport equation (BTE) without using any approximations. The following deriva-
tion is based on (Brennan, 1999). The BTE describes the space, phase and time 
evolution of a particle using a probability density function. It consists of terms due 
to drift , diffusion and scattering and is given by 
BJ(~k, t) + F ext ·Y'vf(r,k, t)+v·Y'xf(r,k,t) = (8f(~k, t)) 
t m t collis ions 
(2.36) 
where 
f(r, k, t) 
Fext 
(F extfm) · V' vf(r , k, t) 
V · V' xf(r, k, t) 
(a f(r , k, t) I Bt)collisions 
non-equilibrium distribution function (probability) 
depending on location, momentum, and time 
contribution of all external forces acting on the system 
contribution due to drift 
contribution due to diffusion 
contribution due to carrier scattering 
(2.37) 
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Notice that f(r, k, t) is simultaneously a function of both position and moment . 
Therefore, Eq. (2.36) is strictly classical as it assumes position and momentum are si-
multaneously known, which violates the Heisenberg Uncertainty Principle. Therefore, 
the BTE cannot be used to described QM effects and only provides a macroscopic 
view of the system. 
The RHS of Eq. (2.36) is approximated using the relaxation-time approximation 
where the system is described by a characteristic time T . In this approximation 
the scattering term (8f(r, k, t)/8t)collisions in Eq. (2.36) is assumed to be inversely 
proportional to a lifetime T that characterizes the mean free time between collisions. 
Using this approximation, and for notational simplicity dropping the arguments from 
f(r, k, t) , yields 
8af + Fext. Vvf + v. Vxf = _f- fo. 
t m T 
(2.38) 
where fo is the equilibrium distribution function. The time T represents the average 
time in which the system, through collisions, relaxes from its non-equilibrium state 
to its equilibrium state. Eq. (2.38) is then solved using the method of moments where 
each side is multiplied by a moment generation function e. Each term is integrated 
over k-space and then each term is evaluated using the moment generating function. 
Using the method of moments Eq. (2.38) in integral form is given by 
j e~~ d3k + j e (F~xt · \lkf) d3k + j e (v · Vxf) d3k =- j e1 ~ fo d3 k. 
(2.39) 
Writing the BTE in terms of only e yields 
(2.40) 
where e is the equilibrium average of e. Consider the case when 8 1, then 
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Eq. (2.40) reduces to 
an n-no 
-at+ Y'x. (nv) = --T-, (2.41) 
where n is the carrier concentration. Recalling that U = Rn- Gn, Eq. (2.41) is now 
given by 
an 
at + Y'x · (nv) = -(Rn- Gn). (2.42) 
Assuming n is the charge density, multiplying both sides by q and reordering Eq. (2.42) 
yields the familiar form of the electron continuity equation 
an 1 
-a =Gn-Rn+-V'·Jn. t q (2.43) 
Following the same approach and recalling that holes diffuse in the opposite direction 
as electrons (thereby introducing a minus sign) yields the hole continuity equation 
(2.44) 
Eqs. (2.43) and (2.44) relate the current densities Jn and JP to the time variation 
of the carrier concentrations and recombination rates. The next step is to derive 
expressions for Jn and JP. Consider again Eq. (2.39) and performing a change of 
variables e --+ v yields 
After evaluating each term and assuming Tis independent of k, Eq. (2.45) reduces to 
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Utilizing the following relations for the energy and mass 
m n2 dk2 ' (2.47) 
in which the parabolic band approximation has been used, Eqo (2.46) reduces to 
!__(nv) + ]__E\lxn _ Fext(force)n = _ nv 
0 ot 3m m T 
Then, multiplying both sides by -qT yields 
Remembering that 
0 qT qT 
T-(-qnv)- -kBT\lxn- -qFn = -qnv 0 
ot m m 
qT 
Jl = -
m 
(2.48) 
(2049) 
(2050) 
and considering only zeroth order which allows the derivatives to be ignored yields 
(2051) 
for electrons and consequently for holes 
(2052) 
Plugging Eqso (2051) and (2052) into Eqso (2.43) and (2.44) and recalling Eqo (2035) 
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yields the final system to be solved in the drift diffusion analysis 
where 
q 
E 
p 
n 
Ptrap 
Gn,p 
Rn,p 
/1n,p 
\72¢ = _f_J_(p- n + Njj- NA.) + Ptrap 
E 
(2.53a) 
on 1 
Bt = q\7 · Jn + Gn - Rn Jn = qDn \7n- qjJ,nn\7¢ (2.53b) 
Bp 1 
Bt = -q\7. JP + GP- Rp JP = -qDP \7p- qf.J,pp\7¢ (2.53c) 
electrostatic potential 
elemental charge 
dielectric constant 
hole density 
electron density 
ionized donor density 
[V] 
[C] 
[Fm-1] 
[cm-3] 
[cm-3] 
[cm-3] 
ionized acceptor density [cm-3] 
charge density from traps and fixed charge density [C m-3] 
electron/hole generation rate 
electron/hole recombination rate 
electron/hole mobility 
electron/hole diffusion constant 
[cm3 s-1] 
[cm3 s-1] 
[cm2 y-1 s-1] 
[cm2 s-1] 
(2.54) 
These equations give a quantitative description of the operation of an electronic de-
vice. If there is also interest in thermal effects, that are particularly important in 
power devices, it is necessary to introduce in the expressions for Jn and JP additional 
terms due to the contribution to the diffusion current from the temperature gradient 
\7T. Furthermore, it is necessary to add a fourth equation describing the tempera-
ture T which becomes an additional unknown in the problem. Consequently, once 
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the geometry of the device is known and the boundary conditions established, the 
solution of the problem consists of computing the values of¢, n and p that satisfy 
the equations (2.53a), (2.53b) and (2.53c) above. In general a closed form solution 
is possible only in the case of devices with a simple geometry. For the analysis of 
realistic devices it is then necessary to use a numerical solution of the problem. The 
numerical analysis of the device can be subdivided into three distinct parts following 
the approach outlined in (Bellotti, 1989). The first part consists of substituting to 
the domain defined by the device a grid composed of nodes and segments and in 
approximating in a suitable way the solution of the problem inside each element of 
the grid. The next step consists of substituting to the system of differential equations 
another one in which the differential operators are substituted with algebraic expres-
sions containing the values of the different quantities at the nodes. The third and 
last step consists of solving the system of algebraic equations previously obtained. 
2.3.2 Discretization of the Domain 
Once the geometry of the device is known the next step is to proceed with the dis-
cretization. This operation should be carried out so that all the elements that con-
stitute the grid are not overlapping and completely cover the entire domain. For 
example it is possible to utilize lines perpendicular among each other, thus generat-
ing elements that are square or rectangular. This approach is useful only if the device 
has a rectangular geometry or can be decomposed into a finite number of rectangles. 
If this is not true then the domain can and must be divided into triangles. This 
approach does not impose particular limits to the form of the device. Furthermore, 
notice that in this case, given a certain distribution of nodes in the domain it is 
possible to generate the triangles in such a way that each node can be assigned a 
well defined control area and that the union of all these control areas cover the entire 
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device domain without overlapping. This area is determined by the intersection of 
the axis of a segment that converge into a given node. The control areas are used to 
discretize Eqs. (2.53a) , (2.53b) and (2.53c). 
2.3.3 Discretization of the Quantities in a Single Element 
In each element the exact solution is substituted by an approximation that contains 
the exact values at the nodes. According to the precision to which the solution is 
approximated there is a lower or higher complexity in the system. For example, 
the solution can be expanded with a complete orthonormal set of functions. Sub-
sequently, it is necessary to compute the expansion coefficient as a function of the 
values of the quantities at the nodes that are the unknowns of the problem. Another 
possible way is to approximate the solution in the control area using complete or 
incomplete polynomials. For example consider an approximation based on a second 
order polynomial (Selberherr, 1984) 
(2.55) 
In this case six coefficients must be determined a0 , a1 , ... a5 . Consequently, in every 
element six nodes are required on which to compute the value of the solutions (see 
Fig. 2·4) . 
In choosing any type of approximation it is mandatory that the solution be con-
tinuous going from one element to the other. The simplest type of approximation 
is based on linear functions. For example, consider the electrostatic potential and 
approximate the function cp(x, y) in the following way (Silvester and Ferrari, 1996) 
(2.56) 
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Uj = u(xi,yJ, i = 1, ... , 6 
Figure 2·4: Representation of a single element with six nodes used to 
solve u(x, y) in Eq. (2.55). Figure after (Selberherr, 1984). 
Since Eq. (2.56) only has three coefficients a0 , a1 and a2 it can be solved on an 
element with only three nodes (see Fig. 2·5). If </JI, ¢2 and ¢3 are the values for the 
exact solution of the potential at the nodes then 
</J1 = ao + a1x1 + a2Y1 
</J2 = ao + a1x2 + a2Y2 
¢3 = ao + a1X3 + a2y3 
Consequently, the coefficients are given by 
Figure 2·5: Representation of a single element with three nodes used 
to solve </J(x, y) in Eq. (2.56) . Figure after (Selberherr, 1984). 
(2.57) 
(2.58) 
50 
The potential inside each element can then be expressed as (Silvester and Ferrari, 
1996) 
(2.59) 
or as (Silvester and Ferrari, 1996) 
3 
¢(x, y) = L ¢iai(x, y), (2.60) 
i=l 
where the generic function ai is called the shape function. Recalling that 
(2.61) 
where Set is the area of the element. The shape functions ai are computed according 
to (Silvester and Ferrari, 1996) 
a~(x, y) = 2~el [(x2y3- X3Y2) + (Y2- Y3)x + (x3- x2)y] 
1 
a2(x, y) = 2Set [(x3Yt- XtY3) + (y3- Yt)x + (xt- X3)y] 
1 
a3(x, y) = 2Set [(XtY2- X2Y1) + (Yt- Y2)x + (x2- Xt)Y] 
(2.62) 
Furthermore, notice that since the solution between two nodes is approximated with a 
linear interpolation between the values of the two potentials, the complete solution is 
continuous moving between two elements that have in common the segment between 
the two nodes aforementioned. Once the form of the potential is known, the electric 
field corresponding to the element is computed. (Remember that the potential is a 
nodal quantity, whereas the electric field is an element quantity.) Recall that from 
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electrostatics the electric field is given by 
E=-\1¢. (2.33) 
Substituting in ¢ from Eq. (2.60) into Eq. (2.33) yields 
(2.63) 
Expanding the summation yields the electric fields in the x and y directions at the 
nodes 
1 
Ex=- 2Se1 [¢I(Y2- Y3) + ¢2(Y3- YI) + ¢3(Yl- Y2)] 
1 
Ey = --5 [¢1(x3- x2) + ¢2(x1- x3) + ¢3(x2- x1)]. 2 el 
(2.64) 
Consequently, the magnitude and direction of the vector electric field can also be 
computed. Furthermore, the electric field is constant inside each element and is dis-
continuous moving from one element to the other. Now consider the charge densities 
n and p. For these quantities it is not possible to utilize a linear approximation. In 
fact n and p are relat.ed to the potential through an exponential function. As a result, 
changing the potential from one node to the other in a linear fashion results in n and 
p changing exponentially. However, if the variation of the potential between the two 
nodes is sufficiently small then the variation of n and p can be approximated in a 
linear fashion 
n · = n · exp --'1 ( !:!..¢· •) • J Vr ' (2.65) 
where Vr (= ksT) is the thermal voltage. If l:!..¢ij « Vr then 
(2.66) 
Unfortunately, this is not possible nor realistic and it is necessary to proceed in a 
52 
Figure 2·6: Representation of the discretization showing a single node 
in the center. The control area ni bounded by the contour r n; and is 
shaded in red. 
different way, explicitly accounting for the exponential dependence of the charge on 
the potential. 
2.3.4 Discretization of the Equations 
It is now necessary to discretize the system of Eqs. (2.53a) (2.53b) (2.53c) using the 
triangular mesh shown in Fig. 2·6 following the approach derived in (Bellotti, 1989). 
Discretization of Poisson's Eq. 
Consider an element of the discretization and the control area of each node, in this 
case the node (J) is associated the control area ni (see Fig. 2·5). To start, consider 
Poisson's equation (2.53a) and integrate over the control area ni 
(2.67) 
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Using the divergence theorem the LHS of Eq. (2.67) will be converted from a volume 
integral over ni to a surface integral over the contour of ni which is r ni 
(2.68) 
where dS = n dS and n is the vector normal to the surface. Then, the integral on 
the RHS is approximated by using the charge density at node (]) in ni and utilizing 
the mean value theorem 
(2.69) 
where Ani is the area of ni and the subscript i on the concentrations refers to the 
concentration at node(]). Poisson's equation is now given by 
(2.70) 
Consider now a generic element among all those that have node (]) in common. 
This element will provide a contribution to the expression written above, specifically 
providing to the control area n i a portion of the volume and boundary. As a result , 
the contribution that each element provides to the control area of a given node that 
is in common with all the other nodes can be computed. Consequently, the integral 
in Eq. (2.70) is computed for each element that contributes toni 
~ J \7¢ · dS = -~~(Pi- ni + Nj)i- N;.i )bi , 
1 rni 1 
(2.71) 
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Figure 2·7: Representation of a single element of the discretization 
depicting the incremental areas bi , the lengths of the edges lij and 
the lengths of the perpendicular bisectors dij· Figure after (Selberherr, 
1984). 
where the summation j is over all nodes (}) that border the node (]) and contribute 
to the control region Oi. The quantity r ni is the contour of the control region of 
element i and bi is the incremental area within each element that borders the node 
(]) . Notice that for the following equation 
(2.72) 
where fnij is the portion of fni due to the element j and that the equal sign is only 
valid for the global equation of the control area. In general it is not valid for the 
contribution of the single element. The approach is to evaluate the terms on the LHS 
of Eq. (2.72) for each element and then sum over contributions of all elements that 
contribute to Oi. This total sum is then equal to the RHS of Eq. (2.72). Evaluating 
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the integral on the LHS of Eq. (2.72) and referring to Fig. 2·8 
(2.73a) 
(2.73b) 
= J acp dy - acp dx 
ax ay (2.73c) 
= - J acp dx + J a¢ dy 
ay ax (2.73d) 
Ax D.y 
a¢ a¢ 
= --.6.x + -.6.y. 
ay ax (2.73e) 
The simplification from Eq. (2.73c) to Eq. (2.73d) is from expressing Eq. (2.73c) in 
exact differential form and the simplification from Eq. (2.73d) to Eq. (2.73e) is because 
the derivatives are constant. Notice that .6.y = (Yi + Yi) /2- (Yk + Yi) /2 = (Yi - Yk) /2 
and .6.x = (xk- xi)/2. Then from Eq. (2.73e) the contribution from the element j to 
,// 
'dl = dxi+d" 
< 
X )'ly 
,/ dS = dyix - dxiy 
, 
Figure 2·8: Representation of a single element of the discretization 
showing bi used to evaluate Eqs. (2.73b)-(2.73e). 
56 
the control area of node CD is given by the following term 
4~el {<Pi [(Yi- Yk) 2 + (xk- Xj)2] 
+ </Ji [(Yk- Yi)(yj- Yk) +(xi- Xk)(xk- Xj)J 
+ ¢k [(Yi- Yi)(Yi- Yk) +(xi- Xi)(xk- Xj)]} 
= _<]_b·(p·- n· + N+ - N-) (2.74) E t t t Di Ai ' 
where the equal sign is only valid for the global area. At this point, three terms can 
be associated to each element of the discretization, one for each node, similar to the 
terms above. Finally, Eq. (2.67) is evaluated for the full control area ni which will 
require the sum of all of the contributions coming from every element containing the 
node CD which yields 
~ dii (¢· - ¢·) = _<]_ (p·- n· + N+ - N-) An L...J l · . t J E t t Di Ai ' joli tJ 
for the discretized version of Poisson's equation. 
Discretization of Continuity Equations 
(2.75) 
Consider first the electron continuity equation (2.53b) and integrate over the control 
(2.76) 
Then, applying the divergence theorem to the first integral on the RHS yields 
(2.77) 
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· where as before fni is the contour of ni. Approximating the volume integrals on each 
side using the mean value theorem with reference to the nodal value yields 
(2.78) 
Now consider the contribution from the nodes(]) and@ to the node CD (see Fig. 2·7) 
ani 1 J 
-b· = - J . dS + (G·- D.)b · at t q n t J.Li t' (2.79) 
d;,j Ud;,k 
and consider the integral on the RHS. Due to the way they have been computed, all 
Jn's are always parallel to dS. As a result the integral becomes 
(2.80) 
Consequently for all nodes that contribute to the node CD (Ghione and Benvenuti, 
1997) 
ani 1L 
-An. = - d· ·(J . n) .. + (G· - 0 ·)An. at .. , tJ n tJ t J. Li .. , ' 
q #i 
(2.81) 
where the summation is over all nodes (]) that border the node CD and contribute 
to the control region Ani. The quantity (Jn · n)ij is the mean value of J normal to 
the element. Approximating (J · n)ij ~ Jn where Jn is the normal (outgoing) current 
density evaluated along the contour r ni on the intersection between the segments 
joining the nodes CD and (]) (Ghione and Benvenuti, 1997). Once the material 
properties are known, the quantities G and R can be expressed as a function of the 
other quantities ¢, n and p . 
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At this point a discretized expression for J n is required. Recalling that 
(2.82) 
and assuming that the charge can be approximated linearly between two nodes, Jn 
can then be rewritten as 
(2.83) 
where ni , c/Ji and nj , c/Ji are the electron density and electrostatic potential at the 
nodes (]) and (}) respectively. This expression is only valid in particular cases 
where the variation in the potential is small. The carrier concentrations vary rapidly 
within layer regions and consequently, are far better approximated with exponential 
functions rather than low order polynomial functions. Therefore, if Eq. (2.83) is used, 
the finite element mesh must be extremely fine to properly account for the rapidly 
varying carrier concentrations (Selberherr, 1984). 
An alternative approach is to use a so called hybrid finite element method to incor-
porate exponentially fitted carrier concentrations into the finite element method. In 
this approach a triangular mesh is still used but the carrier concentrations are similar 
to those used in the exponentially fitted finite difference method (Selberherr, 1984) . 
The approach was first developed in one dimension by (Scharfetter and H. K. Gummel, 
1969) to study Silicon diodes and was later generalized to two and three dimensions 
by (Buturia et al., 1981). The resulting approach is known as the Scharfetter-Gummel 
finite box (SG-FB) approach. The SG-FB approach is a first-order discretization 
method that is applicable to any divergence-form partial differential equation and 
unlike conventional finite-difference approaches, the SG-FB approach can be applied 
to irregular grids (Chione and Benvenuti, 1997). To utilize the SG-FB, approach 
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begin by discretizing Eq. (2.82) in the following way 
(2.84) 
which is no longer a linear approximation. Begin by projecting the expression for J n 
along one side of one element and let s be the coordinate along this side. Multiplying 
both terms by exp (- <PJ;l), where ¢( s) is the potential measured with respect to a 
reference level 
Jni· exp (- ¢(s)) = qDn [exp (- ¢(s)) an-!!:_ exp (- ¢(s)) a¢] 
J Vr Vr as Vr Vr as (2.85a) 
= qDn [ :s ( n exp (- ¢~;)))] . (2.85b) 
Then, integrating Eq. (2.85b) with respect to s 
Jsj ( ¢(s)) [ ( ¢(s))]sj Jnij exp - Vr ds = qDn n exp - Vr si (2.86a) 
Si 
(2.86b) 
and assuming J nij can be considered constant along the element yields 
J exp ( ¢; ~:(s)) ds J exp ( .p, ~:(s)) ds (2.87) 
Si Si 
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Substituting the potential expressed with the usual linear approximation 
(2.88) 
into Eq. (2.88) into the two integrals in Eq. (2.87) and carrying out the integration 
yields 
(2.89a) 
- qDn {n ·B(~··)- n · B(-~· · )} 
- l ·. t tJ J tJ ' 
tJ 
(2.89b) 
X 
B ( x) = -ex-p--=-( x--:-) ---1 (2.90) 
is the Bernoulli function. In this case as well, it is necessary to separate in each term 
the contribution from every element. Substitution of Eq. (2.89b) into Eq. (2.81) yields 
the discretized electron continuity equation 
(2.91) 
The hole current density can be discretized in the same manner by recalling 
(2.92) 
and assuming J P can be expressed as 
(2.93) 
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Then, multiplying both terms by exp ( <PJ;)), integrating with respect to s and assum-
ing JPii can be considered constant 
Pi (2.94) 
Expressing the potential with Eq. (2.88) and carrying out the integration 
J =- qDP {p · B(-~ ·· ) -p ·B(~ ·· )} Pii [ . . t tJ J tJ · 
t] 
(2.95) 
Following the same approach used to discretize Eq. (2.91) yields the final discretized 
form of the hole continuity equation Eq. (2.53c) 
(2.96) 
The final discretized system to be solved is now 
(2.97a) 
(2.97b) 
(2.97c) 
which must be solved at every node in the finite element mesh, which is on the order of 
105 -106 nodes. For the devices in this work this system will be solved using the TCAD 
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Suite by (Synopsys, 2013b). By default Synopsys TCAD uses Maxwell-Boltzmann 
statistics with complete ionization. It is possible to instead use Fermi-Dirac statistics 
and incomplete ionization, however, this greatly increases the computational burden 
of the problem to be solved and was not deemed necessary for the simulations in this 
work. 
2.3.5 Boundary Conditions 
The following discussion is based on (Engl et al., 1983). In order to solve the field 
Eqs. (2.97a), (2.97b) and (2.97c) it is required that an appropriate set of boundary 
conditions be specifieied. 
All electric contacts are assumed to be ideal ohmic contacts. Subsequently, it is 
assumed that there is an infinite surface recombination velocity with the condition 
of charge neutrality. Therefore, the device is at thermodynamic equilibrium and the 
quasi-fermi levels equal the appllied voltage 
The following Dirichlet boundary conditions are also assumed 
</J = </Jo + Vappl 
n=no 
p=po 
where ¢0 is the equilibrium electrostatic potential. 
(2.98) 
(2.99a) 
(2.99b) 
(2.99c) 
All other boundaries are modeled using ideal Neumann boundary conditions (nor-
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mal components of the potential current densities equal zero) 
n·V¢ = 0 
where n is a vector normal to the surface. 
(2.100a) 
(2.100b) 
(2.100c) 
In some cases it is desirable to simulate surface recombination. In such cases the 
boundary conditions are modified as follows. 
n · Jn = -qRs 
n · Jn = qRs 
(2 .101a) 
(2.101b) 
where Rs is the surface recombination rate and the displacement vectors at both sides 
of the surface obey 
(2 .102) 
where Q s is the sum of all effective charges per area at the interface. 
2.4 lnAsSb Material Model 
To simulate the nBn device structures in this work a detailed model of the InAs1_xSbx 
material characteristics are required. A comprehensive set of all of these parameters is 
not available in the open literature and as such the authors had to gather the material 
characteristics from multiple sources and in some instances interpolate quantities 
from the binary compounds. For convenience the comprehensive set of parameters is 
presented here. 
The electron affinity has been taken from (Adachi, 2004) where a value of 4.90 eV 
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is given for InAs and 4.59 e V is given for InS b. The value for InAsSb is obtained 
by linearly interpolating between the values for the binaries. The static dielectric 
constant is given by E = 15.15 + 1.65x and the high frequency dielectric constant is 
given by E00 = 12.3 + 3.4x (IOFFE, 2013) where x is the molar fraction which is equal 
to zero for InAs and one for InSb. The effective masses are given by (IOFFE, 2013) 
m~ = (0.023 - 0.039x + 0.03x2)m0 
m'{h = (0.026- O.Ollx)m0 
m'hh = (0.41 + 0.02x)m0 
(2.103) 
where m~ is the electron effective mass, m'{h is the light hole effective mass and 
m'hh is the heavy hole effective mass. In subsequent equations the density of state 
effective mass has been used for holes and is calculated according tom~ = [(m'{h) 312 + 
( m'hh)3/2j2/3. 
The model that has been implemented uses the widely accepted equations for the 
InAs1_xSbx energy gap (Rogalski et al., 1996) 
3.4 x w-4T 2 
E9 (x, T) = 0.411- T - 0.876x + 0.70x2 + 3.4 x 10-4xT(1- x) (2.104) 210 + 
where T is the temperature in degrees kelvin and the energy gap is given in e V. The 
InAs1_xSbx intrinsic carrier concentration is given by (Rogalski et al., 1996) 
ni(x, T) = (1.35 + 8.50x + 4.22 X w-3T- 1.53 X w-3xT 
(2.105) 
where ni(x, T) is given in cm-3 and kB is the Boltzmann constant. 
The material model uses the mobility values of InAs and InSb from (Rogalski, 
1994) as an initial input. For convenience these values are recorded in Table 2.1. 
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Table 2.1: Mobility values at 77K and 300K for InAs and InSb from 
(Rogalski, 1994). *Value not from literature (2x value at 300K). Values 
of (e h obtained by fitting Eq. (2.106) to mobility data. , 
Temp (oC) J-le( cm2 /V-s) J-lh ( cm2 /V -s) (e (h 
In As 77 8 X 10
4 1000* 
300 3 X 104 500 
0.7212 0.5097 
InSb 77 1 X 10
6 1 X 104 
300 8 X 104 800 
1.8572 1.8572 
(Rogalski, 1994) only contains values for the binary constitutes at 77 K and 300 K. 
To obtain values for all intermediate temperatures, namely 150 K and 200 K, the 
values from (Rogalski, 1994) are fitted to 
( 
T ) -(e,h 
J-le,h(T) = J-le ,h(300 K) 300 (2.106) 
The values of ( e,h from fitting Eq. (2.106) to the data are also provided in Table2.1. 
Note that Eq. (2.106) using the values tabulated in Table2.1 are also in acceptable 
agreement with the range of data provided in (Madelung, 1996). To obtain the mo-
bility for InAs1_xSbx at an arbitrary temperature T, the mobility values for InAs and 
InSb at that temperature are determined and then a linear interpolation is performed 
between the two binaries to obtain the value for InAs1_xSbx. 
The device model also takes into consideration both radiative and Auger-1 recom-
bination mechanisms (Bellotti and D'Orsogna, 2006). The band-to-band radiative 
recombination rate is given by 
(2.107) 
in units of [cm-3 s-1]. In the limit of low level injection the lifetime can be given 
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by (Bellotti and D'Orsogna, 2006) 
(2.108) 
where n0 and p0 are the equilibrium electron and hole concentrations respectively. 
The radiative coefficient G R [cm3 s-1] is given by 
(2.109) 
where E00 is the high frequency dielectric constant and m~ and m~ are the effective 
masses for electrons and holes respectively. 
The Auger recombination rate is given by 
(2.110) 
In the limit of low level injection the Auger lifetime is given by 
1 
T A = --,-------,-
Cn(no + Po)no' (2 .111) 
and the Auger coefficients Cn and CP [cm6 s-1] are given by 
and 
( 
E ) - 3/ 2 [ 1 + 2 :~ E l 
_9_ exp - v g 
kBT 1 + ~ kBT 
m• v 
(2.112) 
(2.113) 
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According to the literature, values of the overlap integral IF1F21 range from 0.1 to 
0.3 (Rogalski et al., 1996). In this work a value of 0.1 has been chosen as this agrees 
best with the data and other independent modeling of this particular alloy (Grein, 
2013). 
The model also takes into consideration SRH recombination. The SRH lifetime is 
very dependent on the material quality and the substrate used. For these reasons the 
SRH lifetime in the simulations was set at 10 J1S for both electrons and holes. This 
ensured that in the simulations SRH recombination was not dominant in comparison 
to radiative and Auger recombination. The InAs1_xSbx Auger, radiative and total 
recombination rates for the three molar fractions considered in this work: x = 0.0, 
0.195 and 0.210 are plotted in Fig. 2·9. 
Additionally, the model of (Jain et al., 1990) has been adopted to account for the 
narrowing of the bandgap in InAs due to doping and is given by 
t:lE9 = 14.0 x 10-
9 NY3 + 1.97 x 10-7 N~14 + 57.9 x 10-12 NY2 (2.114) 
where Nd is taken to be the electron dopant concentration. At doping levels of 
1015 - 1016 cm-3 the bandgap narrowing should be negligible. However, as the dop-
ing approaches 1017 - 1018 cm-3 , the bandgap narrowing becomes quite considerable. 
Consequently, unless otherwise stated, we only activated bandgap narrowing in the 
heavily doped CL and not the lighter doped AL; as it is believed that Eq. (2.114) sig-
nificantly overestimates the bandgap narrowing in lightly doped material. Eq. (2.114) 
is valid only for InAs. However, due to the very small variation in bandgap narrowing 
between InAs and InSb and the lack of experimental data, Eq. (2.114) has also been 
used for the InAso.sosSbo.195 and InAso.79oSbo.210 alloys. 
The wavelength dependent refractive index was obtained by fitting a polynomial 
curve to the data in (Paskov, 1997) for InAs1_xSbx with x = 0.20. The data and 
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Figure 2·9: Auger, radiative and total lifetimes for InAs1_xSbx doped 
at Nn = 1.2 x 1016 cm-3 for: (a) x = 0.0, (b) x = 0.195, (c) x = 0.210. 
The Auger lifetime was calculated assuming IF1F2 1 = 0.1. The total 
lifetime was calculated assuming a constant SRH lifetime of 10 fJB. 
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Figure 2·10: Left: refractive index values (circles, back in color) taken 
from (Paskov, 1997) for InAsl-xSbx with x = 0.20 and polynomial fit 
(solid line, red in color). Right: absorption coefficient calculated using 
Eq. (2.115) for values of x and T used in this work. 
the fitted curve are plotted in Fig. 2·10 (left). The wavelength dependent optical 
absorption coefficient a has been calculated according to a= 47rk/).. using the values 
of the extinction coefficient k that have been extracted from the review book by (Palik 
and Holm, 1998) (Table VI, p. 485) from which the refractive index has also been 
obtained. The absorption data was fitted to the following expressions (D'Souza et al., 
2012b) 
_ { 948.23 x exp[170(E- E 0)], 
a( E, x, T) - ,..,-:;;::::;----=--~~ 
K(E- E9 - c)y'(E- E9 - c) 2 - c2 + 800 E ' 
E<E 
- g 
(2.115) 
where E 0 = E 9 + 0.001, K = 10000 + 20000E9 , E = he/ A is the photon energy and A 
is the wavelength. The absorption coefficient versus wavelength is plotted in Fig. 2·10 
(right) for the molar fractions and temperatures used in this work. 
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2.5 AlAsSb Material Model 
The static dielectric constant has been taken from (Adachi, 2004) where a value of 
11.21 is given for AlSb and 10.06 is given for AlAs. The value for AlAsSb is obtained 
by linearly interpolating between the values for the binaries. In order to calculate the 
energy gap for the ternary alloy AlAsxSbl-x the energy gap of its binary compounds 
AlAs and AlSb are first calculated according to the Varshni form for the energy gap 
of a binary semiconductor (Vurgaftman et al., 2001) 
(2.116) 
where a and f3 are the Varshni parameters and E9 (T = 0) is the energy gap at zero 
kelvin. The Varshni parameters used for AlAs and AlSb have been extracted from 
(Vurgaftman et al., 2001) and are provided in Table2.2. 
In order to now determine the energy gap of AlAsxSb1_x it is assumed that the 
alloy energy gap depends on its constituent binary compounds according to 
(2.117) 
where C is the bowing parameter that accounts for the deviation from a linear inter-
polation between the two constituent compounds. For AlAsxSb1_x, AlSb corresponds 
to compound A in eq. (2.117), AlAs corresponds to compound Band the bowing pa-
rameter is CAtAsSb = 0.28 eV. All recombination lifetimes are taken to be very long. 
Table 2.2: Varshni parameters for AlAs and AlSb from (Vurgaftman 
et al., 2001) . 
E9 (T = 0) rev] a reV/K] /3 [K] 
AlAs 2.24 0.70 X 10-3 530 
AlSb 1.696 0.39 X 10-3 140 
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Such an assumption is valid since AlAsSb is a wide-gap material at cryogenic temper-
atures. Additionally, the AlAsSb alloy is assumed to be non-absorbing in the spectral 
range of interest. 
The valence band offset (VBO) at the InAsSb/ AsAsSb interface is a very impor-
tant parameter in devices utilizing these material systems. Consider the VBO values 
for InAs ( -0.59 eV), AlAs ( -1.33 eV), and AlSb ( -0.41 eV) (all relative to that for InSb) 
taken from the review by (Vurgaftman et al., 2001). Linear interpolation between the 
VBO for AlAs and AlSb gives the value of -0.5756 eV for the VBO for AlAsxSb1_x 
with x = 0.18. These values place the valence band maximum of AlAsxSb1_x with 
x = 0.18 at an energy 14.4meV above the valence band maximum of InAs. 
2.6 HgCdTe Material Model 
The Hg1_xCdx Te material model used in this work is described in detail in (Bellotti 
and D'Orsogna, 2006; D'Orsogna, 2010) which includes the dielectric constant and 
affinity, energy gap, electron and hole effective mass, intrinsic carrier concentration, 
electron and hole mobilities, and recombination mechanisms (Auger, radiative and 
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Figure 2 ·11: Refractive index (left) and absorption coefficient (right) 
for Hg0_715Cdo.2s5Te (Arwin and Aspnes, 1984; Hougen, 1989). 
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SRH) . This work does not use the precise absorption coefficient model presented 
in (D'Orsogna, 2010) and instead uses the refractive index and absorption coefficient 
values presented in Fig. 2·11 (Arwin and Aspnes, 1984; Hougen, 1989). 
73 
Chapter 3 
Numerical Simulations of nBn Detectors 
3.1 Introduction 
The nBn detector is a new type of quantum semiconductor detector that was in-
t roduced relatively recently (Maimon and Wicks, 2006; Klipstein, 2003). This new 
detector consists basically of a narrow-gap n-type absorber layer, a wide-gap depleted 
barrier layer, and a narrow-gap n-type collector layer. The barrier layer presents a 
large barrier to electron flow, and the nBn detector operates as a unipolar unity-gain 
detector. The nBn detector requires that the valence bands of the three layers line 
up closely to allow hole transport between the absorber and collector layers, and 
this requirement has so far restricted applications of the nBn detector to InAs or 
InAs1_xSbx absorber layers and AlAsxSbl-x barrier layers, where the valence bands 
can line up. It is technologically fortuitous that the valence bands line up with the 
all-lattice-matched combination of an InAso.91 Sb0.09 absorber and an AlAs0.18Sb0.82 
barrier grown on GaSb substrates, which provide a cutoff wavelength of about 4.lJ.Lm 
at 200 K. 
There have been a flurry of publications on nBn detectors and arrays with this 
all-lattice-matched configuration (Pedrazzani et al., 2008; Klipstein, 2008; Klipstein 
The first half of this chapter is based off of (Schuster et al. , 2012a) © 2012 Springer. The final 
publication is available at Springer via http: I ldx .doi. orgl10 .1007 ls11664-012-2168-5 . The 
second half of this chapter is based off of (Schuster et al., 2012b) © 2012 Society of Photo-Optical 
Instrumentation Engineers (SPIE). The final publication is available at SPIE via http: I ldx. doi. 
orgl10.1117l12.919401. 
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et al., 2010b; Klipstein et al., 2010a; Pedrazzani, 2010; Klipstein et al., 2011b; 
Klipstein et al., 2011a; Klipstein et al., 2012b; Klem et al., 2010; Kinch et al., 2010; 
Khoshakhlagh et al., 2010; Myers et al., 2010; Plis et al., 2010; Savich et al., 2011b; 
Savich et al., 2011a), including large infrared FPAs. For example, 320x256 FPAs 
with 30x30p,m2 unit cells and 640x512 FPAs with 15x15p,m2 unit cells have been 
reported (Klipstein et al., 2011a; Klipstein et al., 2011b; Klipstein et al., 2012b). 
While then-type InAs0.91Sb0.09 films are generally grown onto lattice-matched GaSb 
substrates, there is a relatively recent report (Weiss et al., 2012) of nBn InAs0.91 Sb0 _09 
detectors and 640x512 arrays grown on strongly-lattice-mismatched GaAs substrates 
with performance nearly identical to those grown on lattice-matched GaSb substrates. 
A key benefit of the nBn architecture is that, for a wide range of design parameters, 
there is no depletion region in the narrow-gap layers, thereby eliminating the space-
charge G-R dark currents that have plagued conventional InAs and InAsSb junction 
photodiodes and severely limited their applicability for high sensitivity requirements 
at lower temperatures. Another key benefit of the nBn architecture is self-passivation 
The narrow-gap absorber layer is buried beneath a wide-gap barrier layer effectively 
eliminating surface effects. Yet another benefit is that the nBn detector architecture 
lends itself readily to a bias-selectable two-color detector. 
In spite of the significant experimental development effort, the theoretical under-
standing of these device structures and clear guidelines for designing nBn arrays are 
still lacking. Consequently, the main goal of this work is to develop a numerical sim-
ulation model intended to study back-illuminated nBn detectors and arrays. Due to 
the growing importance of this class of detectors, it is desirable to develop a physical 
simulation model that makes it possible to analyze the operation of back-illuminated 
nBn detectors and to optimize their performance. 
We use our 2D numerical simulations of an idealized InAs back-illuminated nBn 
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detector to display the band profiles and hole concentration profiles as well as demon-
strating that the doping level and electrical type of the barrier layer have a strong ef-
fect on the dark current and photocurrent. A 2D model is ideally suited to study such 
behavior since such intrinsic quantities will not depend on lateral effects of a 3D ar-
chitecture. Next, we present results on 3D numerical simulations of back-illuminated 
InAs nBn arrays. Our 3D simulations reveal a mechanism for lateral hole transport 
in the barrier layer (which cannot be modeled with a two-dimensional model) that 
may explain the anomalously long lateral collection lengths for photocarriers in nBn 
detectors that have been reported by two groups (Plis et al., 2010; Pedrazzani, 2010) . 
We verify this mechanism with 3D simulations. We use our 3D numerical model to 
calculate quantum efficiency and crosstalk in a 3 x 3 nBn array, and to illustrate the 
effect of this lateral hole transport in the barrier layer on quantum efficiency and 
crosstalk. 
The chapter is organized as follows: Section 3.2 will describe the nBn device archi-
tecture. Section 3.3 describes the 2D simulations of InAs nBn detectors. Specifically, 
Section 3.3.1 will discuss the band structure of the nBn architecture and the carrier 
dynamics, while Section 3.3.2 will cover the J(V) characteristics. Section 3.3.3 an-
alyzes the behavior of the quantum efficiency while Section 3.3.4 will examine the 
effect of different barrier layer doping on the device performance. Next, Section 3.4 
covers simulations of 3D InAs nBn pixel arrays. Specifically, Section 3.4.1 presents 
the band diagrams and mechanism for anomalously long lateral collection of pho-
tocarriers, Section 3.4.2 presents the J (V) presents characteristics and electric field 
profiles, Section 3.4.3 presents diffusion length dependence of the J (V) characteristics 
and Section 3.4.4 presents quantum efficiency and crosstalk. Finally, in Section 3.5 
the outcome of this chapter will be summarized. 
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3.2 nBn Detector Structure and Model 
The basic nBn device structure that is used in the two-dimensional simulations is 
illustrated in Fig. 3·1 which provides a geometrical model for the back-illuminated 
nBn detector and the specifications for each layer are given in Table 3.1. We first 
consider a prototype structure, initially with a GaSh-like substrate on which a 2 p,m 
thick narrow-gap InAs absorber layer (AL) is grown. For this layer, we start from a 
n-type doping of 1.2 x 1016 cm-3 . On the AL a wide-gap barrier layer (BL) made of 
AlAs0.18Sb0.82 , which is nearly lattice matched to InAs, is deposited. The BL is 200 
nm thick with p-type doping of 1.8 x 1015 cm-3 . Finally, a narrow-gap contact layer 
( CL), that is 100 nm thick and made of InAs with n-type doping of 1. 0 x 1018 em - 3 , 
terminates the structure and on top of this a metal contact is deposited to bias 
the structure. We have chosen these specifications for the AL, BL and CL to be as 
Contact Layer 
Uniform IR Illumination 
Figure 3·1: Geometry of the nBn device structure investigated in this 
work. 
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Table 3.1: Layer parameters for the nBn structure, including material, 
thickness , electrical type and doping concentrations. 
Region Name Material Thickness Type Doping 
Window Layer (WL) GaSh-like 0.50 f.-LID N Nn = 1.2 x 1016 cm- 3 
Absorber Layer (AL) In As 2.00 f.-LID N Nn = 1.2 x 1016 cm-3 
Barrier Layer (BL) AlAso.1sSbo.s2 0.20 f.-LID p NA = 1.8 x 1015 cm-3 
Contact Layer ( CL) InAs 0.10 f.-LID N Nn = 1.0 x 1018 cm-3 
identical as possible to those reported by (Pedrazzani et al. , 2008) in order to compare 
our simulated results, where possible, with their experimental values. The valence 
band offset at the InAs/AlAsSb interface is assumed to be 19.8meV at 200K, with 
the InAs valence band above the AlAso.18Sbo.82 valence band. Additionally, bandgap 
narrowing using Eq. (2.115) is activated in all layers. 
In our simulations we assume the structure is grown on a GaSh-like substrate. 
Then-type GaSh-like substrate acts as a wide-gap window layer (WL). The GaSh-
like substrate is in reality defined as an n-type InAs layer with about a 2 x larger 
energy gap in order to provide a valence band energy barrier for the minority carriers 
(holes) in the AL. This WL is transparent to theIR radiation of interest , as an actual 
GaSh substrate would be. A transparent contact is placed on the WL and set at a 
reference voltage (zero volt) that is kept constant in all the simulations. 
Employing the values of effective masses and mobilities in Section 2.4 and the 
low level injection condition, it has also been possible to calculate the average (over 
the entire device values) minority (hole) carrier lifetime and diffusion length. When 
the device is illuminated, using the excess carrier concentration profile and the re-
combination rates obtained from the expression in Section 2.4, the average hole life-
time is computed to be 151 ns and the hole diffusion length is 13.1 f.-LID in the AL at 
200 K. It should also be noted that only radiative, Auger-1 (assuming )F1F2 ) = 0.2 in 
Eq. (2.112)) and SRH mechanisms contribute to determining the carriers lifetime. In 
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the case of the SRH mechanism we consider a fixed characteristic time of TsRH = 10 Jl,S 
for both electrons and holes. We do not include any effect related to non-abrupt tran-
sition between materials or interface states. 
3.3 Single Pixel Simulations 
We now perform two-dimensional numerical simulations to study the underlying 
physics of back-illuminated InAs nBn detectors. We will study quantities such as 
the band profiles and hole concentration profiles as well as the doping dependency of 
the photocurrent and quantum efficiency. 
3.3.1 Energy Band and Hole Concentration Profiles 
The calculated band diagrams for the nBn device architecture are shown in Fig. 3·2(a), 
(b) and (c) for an applied reverse bias of -0.3V, zero bias and forward bias of 0.3V, 
respectively and under dark condition. These diagrams represent the values of the 
quantities of interest in the nBn device along the growth axis. As shown in Fig. 3·2(b), 
in the band diagram, the WL spans from 0.0 to 0.5 11m, the AL spans from 0.5 to 
2.5 Jl,m, the BL from 2.5 to 2. 7 11m and the CL from 2. 7 to 2.8 Jl,m. 
Fig. 3·2(b) clearly indicates that there is a very small potential barrier in the 
valence band between InAs and AlAsSb, while the entire difference in energy gap is 
located in the conduction band creating a barrier for electrons. This barrier prevents 
the flow of electrons from the AL to the CL eliminating all electron currents. Since 
all the depletion region is located in the AlAsSb layer, the dark current is reduced as 
a result of the suppressed SRH generation in the depleted region. In fact, as it has 
already been shown (Pedrazzani et al., 2008) that InAs nBn detectors have a dark 
current that is several orders of magnitude lower than conventional InAs photodiode 
detectors. Since the valence band offset is small for this device configuration, hole 
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Figure 3·2: Calculated band diagram profiles of the nBn device in 
dark condition at 200K under: (a) reverse bias of -0.3V, (b) zero bias 
and (c) forward bias of 0.3 V. 
transport is not significantly affected by the barrier, making this a unipolar minority 
carrier device. 
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Fig. 3 · 2 (a) presents the band diagram for a reverse bias of -0.3 V. It can be seen 
clearly that the applied voltage further reduces the valence band barrier and the 
electric field present in the barrier region sweeps holes out of the absorber layer into 
the contact layer to be collected (Fig. 3·3(a)) . It is also important to point out that 
when a reverse bias is applied, a small region at the interface between the AL and BL 
is slightly depleted of electrons. In this region, additional SRH generation may occur 
thus increasing the dark current. This effect can be mitigated by properly doping 
the barrier layer. Fig. 3·2(c) presents the band diagram for a applied forward bias of 
0.3 V. In this situation holes present in the AL are repelled away from the BL region 
while those in the CL are moved to the AL. 
In order to gain a quantitative understanding of the device operation, it is impor-
tant to look at the minority carrier distribution in the device when the detector is 
illumination. Fig. 3·3(a) , (b) and (c) present the calculated hole (minority) concen-
tration when the detector is illuminated with a wavelength of 2.0 fkm and with photon 
fluxes ranging from 1014 - 1018 photons cm-2 s-1 , for a reverse bias of -0.3V, zero bias 
and a forward bias of 0.3 V, respectively. When the device is reverse biased at -0.3 V 
(a), we can immediately notice that, as expected, holes are extracted from the ab-
sorber layer through the barrier to the contact. It can clearly be seen that under 
illumination, and up to photon fluxes of 1018 photons cm-2 s-1 , the device still oper-
ates in the limit of low level injection (since the excess electron/hole concentration 
is well below the equilibrium electron concentration) and that the hole concentration 
increases linearly with photon flux. Fig. 3·3(b) shows that also in the case of zero bias, 
because of the minority carrier concentration gradient caused by the photo-generated 
holes we have a net current flowing from the ALto the CL. In fact, the carrier optical 
generation process is responsible for taking the device out of equilibrium that results 
in the presence of a non-zero photocurrent. Finally, from Fig. 3·3(c), obtained for a 
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Figure 3·3: Calculated hole concentration as a function of the position 
inside the device when the device is not illuminated (dark) and when 
it is uniformly illuminated with a beam of wavelength of 2.0 J-liD with 
photon fluxes ranging from 1014-1018 photonscm-2 s-1 at an operating 
temperature of 200K under a (a) reverse bias of -0.3V, (b) zero bias 
and (c) forward bias of 0.3V. 
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forward bias of 0.3 V, we can also see that under forward bias the CL is depleted of 
holes as they are all injected form the CL to the AL. 
3.3.2 J (V) Characteristics and Dark Current 
Fig. 3·4 presents the calculated dark current density as a function of the applied bias, 
from -0.3 V to 0.3 V, for different temperatures ranging from 120 K to 240 K. We can 
see that no apparent contribution from the SHR to the reverse bias current is notice-
able down to a bias of -0.3 V. Additional information on the dark current is provided 
in Fig. 3·5 which presents an Arrhenius plot of the calculated dark current as a func-
tion of the temperature for two values of the reverse applied bias. We compare the 
results obtained in this work with the experimental result obtained by Pedrazzani and 
coworkers (Pedrazzani et al., 2008; Pedrazzani, 2010). The data points represented 
by the open symbols (black in color) in Fig. 3·5 were obtained using numerical values 
extracted from Fig. 2 in the original work of Pedrazzani et al (Pedrazzani et al., 2008; 
Pedrazzani, 2010), where they measured dark current of MBE grown InAs/ AlAsSb 
nBn devices fabricated on InAs substrates and biased at -0.6 V. Furthermore, to in-
vestigate the role of SRH processes we have included the case without SRH, with an 
arbitrary long values of TsRH = 10 f-LS, and a temperature dependent carrier lifetime 
for this process. Specifically we have used the theoretical values computed by Krish-
namurthy and coworkers (Krishnamurthy and Berding, 2001) . Six different simulated 
cases have been considered: four with SRH recombination and two without SRH re-
combination. For each case a reverse bias of -0.3 V and -0.6 V has been used. In the 
absence of SRH recombination, simulations at two different voltages yield identical 
results since G-R current (solid and two-dash-two-dot lines) never becomes the dom-
inant current mechanism. When the SRH recombination process is included and the 
reverse bias is -0.3 V the calculated current slightly increases and the temperature de-
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Figure 3·4: Absolute value of the calculated dark current density as a 
function of the applied bias voltage for different operating temperatures 
ranging from 120 K to 240 K. The values of the current density at V = 
0 V have been omitted, here and in subsequent plots, to allow for easier 
comparison of the various J (V) curves. 
pendence (slope) remains the same (dashed and three-dot-dash lines, black and brown 
lines respectively) . In the case when a larger reverse bias is applied, namely -0.6 V, 
the results change significantly. In fact, not only the dark current is higher but there 
is also a change of slope for temperatures below 200 K shown by the dash-two-dot 
and dash-dot (purple and green in color) lines in Fig. 3·5. 
We can notice that, there is an order of magnitude difference between the dark 
current calculated in this work and the experimental values (Pedrazzani et al., 2008). 
The difference is most likely due to the fact that the experimental device was grown 
on an InAs substrate, that is considerably thicker than the nBn device active region 
itself. This substrate is undoubtedly contributing considerably to the dark current 
in the experimental device, whereas for the simulated device we consider a GaSb-like 
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Figure 3·5: Calculated dark current as a function of the tempera-
ture. Open symbols (black in color) - experimental values taken from 
(a) Pedrazzani et al. (Pedrazzani et al., 2008; Pedrazzani, 2010) at a 
reverse bias of -0.6 V. Dash-two-dot curve (purple in color)- calcuiated 
values at a reverse bias of -0.6 V including SRH, with data taken from 
(b) Krishnamurthy and coworkers. (Krishnamurthy and Berding, 2001). 
Dashed-two-dot curve (green in color) - calculated values at a reverse 
bias of -0.6 V, with SRH and TsRH = 10 f.-LS. Two-dash-two-dot curve 
(red in color) - calculated values at a reverse bias at -0.6 v, without 
SRH. Dash-three-dot curve (brown in color) - calculated values at a 
reverse bias at -0.3 V, including SRH with data taken from (b) Krish-
namurthy and coworkers. (Krishnamurthy and Berding, 2001). Dashed 
line (black in color)- calculated values at a reverse bias of -0.3V, with 
SRH and TsRH = 10 J.-LS. Solid line (blue in color, hidden by the red 
and black lines)- calculated values at a reverse bias at -0.3V, without 
SRH. 
substrate. 
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3.3.3 Photocurrent and Quantum Efficiency 
Figure 3·6 presents the absolute value of the calculated photo-current as a function of 
the applied bias at a temperature of 200 K and for different illumination levels. It can 
be immediately noticed that, even at zero applied bias, the device is out of equilibrium 
due to the gradient in the hole concentration induced by the optical illumination. This 
leads to a net hole current flowing from the AL to the CL. This is consistent with 
the experimental data obtained on a number of detector structures (Klipstein et al. , 
2011a) . As it can be seen in Fig. 3·6, when a reverse applied bias is applied to the 
device, in addition to the diffusion process, a stronger electric field in the barrier 
compared to the values at equilibrium, further enhances the holes collection. On 
the other hand, when the device is forward biased, the applied voltage leads to an 
injection of holes from the CL to the AL. The photocurrent for forward bias voltages 
greater than 0.2 V is due to holes that are photo-generated in the CL by radiation 
that has passed through the ALand is absorber in the CL. From Fig. 3·6, it can also 
be seen that the photo-response is linear up to photon fluxes of 1018 photons cm-2 s-1 
and the device is operating in the regime of low level injection. Consequently, for all 
further simulations unless other wise stated a reverse bias of -0.3 V and an incident 
photon flux of 1017 photons cm-2 s-1 has been chosen for all simulations. 
We have evaluated the quantum efficiency of the detector as a function of the 
operating wavelength by substituting the calculated photo-current into Eq. (2.3). Re-
flection losses at the substrate have been ignored since the FDTD method has not 
been used and instead the optical absorption was given by an exponential decay The 
device is uniformly illuminated with an incident photon flux of 1017 photons cm-2 s-1 
and is reverse biased at -0.3 V at a temperature of 200 K. 
The calculated QE as a function of the illumination wavelength for different ab-
sorber layer thicknesses is shown in Fig. 3·7. The open symbols, squares, circles, 
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Figure 3·6: Absolute value of the calculated photo-current, obtained 
as the total current minus the dark current, when the device is illumi-
nated with a beam of wavelength 2.0 f.-liD and with photon fluxes ranging 
from 1014 - 1018 photons cm-2 s-1 
diamonds and stars are values obtained for an AL thickness of 1 f.-liD, 2 f.-liD, 3 f.-liD 
and 4 f.-liD respectively. We notice that for the thinnest AL (1 J-lm), the QE decreases 
almost linearly with the illumination wavelength. In this case the AL in not thick 
enough to be able to absorb all the photons with increasing wavelength due to the 
decreasing absorption coefficient of InAs. As the AL is widened the QE increases. 
When the AL is 4J-lm thick the QE at short wavelengths approaches 100% and we 
can observe a cutoff at a wavelength of approximately 3.4 f.-liD. 
It is interesting to compare these results with a simpler one-dimensional (1D) 
analytical model. From the exact solution of the one-dimensional continuity equation 
under the assumption that reflection losses at the back surface of the AL are negligible, 
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Figure 3·7: Calculated (open symbols) quantum efficiency under uni-
form illumination with an incident photon flux of 1017 photons cm-2 s-1 
reverse biased at -0.3 V at a temperature of 200 K. The continuous 
curves are obtained using the analytical model of Eq. (3.1). 
the QE can be computed by: (Reine et al. , 1981) 
_ ( aL ) [aL- exp( -ad) sinh(d/ L) _ L (- )] 
T/lD- a 2L2 - 1 cosh(d/L) a exp ad (3.1) 
where a is the absorption coefficient of InAs at a given wavelength, L is the holes 
diffusion length and d is the thickness of the InAs AL. The QE values computed using 
Eq. 3.1 are presented in Fig. 3·7 as the dashed, dash-dot, dash-two-dot and dash-three-
dot lines. As it can be seen, the numerical results yield an excellent agreement with 
the analytical one-dimensional model. This agreement is a further validation of the 
numerical model since the one-dimensional analytical expression uses the the same 
absorption data and diffusion length extracted from the numerical simulation. 
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3.3.4 Influence of Barrier Layer Doping 
The simulation results presented up to this point have considered a p-type BL with a 
doping of 1.8 x 1015 cm-3 . It is important to point out that the doping polarity and 
level in the BL has an effect on the device performance. In fact, when the barrier is 
p-type under reverse bias there is a small, but not negligible, region at the AL-BL 
interface in which the electron concentration is reduced. This leads, at high reverse 
bias voltage to an enhanced SRH generation and consequently higher dark current. 
On the other hand, if the BL is n-type doped, electrons from the BL can accumulate 
in the AL and create a barrier for the diffusion of the photo-generated holes toward 
the CL. As a result, it is important to be able to determine what is the optimum 
combination of polarity and doping level in the AL and BL regions that minimizes 
the SRH contribution at the bias voltage of interest. 
The details of the band profiles in the region near the BL for several BL doping 
concentrations and for anAL and CL n-type doping of 1.2 x 1015 cm-3 and 1018 cm-3 , 
are presented in Fig. 3·8. Fig. 3·8(b), (e) and (h) show the calculated conduction and 
valence band profile and the position of the Fermi energy for a zero applied bias. We 
can observe that, at the AL-BL interface, for an-type BL (as shown in panel(b)) 
we have an electron accumulation, while for a p-type BL (presented in panel(h)) an 
electron depletion region. Furthermore, because of the high doping in the CL, the 
band profile at the BL-CL interface do not change appreciably. 
A similar situation is present when the device is reversed biased at -0.3 V, as shown 
in Fig. 3·8(a), (d) and (g). In the structure with a BL n-type doping of 1016 cm-3 , 
(Fig. 3·8( a)) we can still observe, a significant electron accumulation. If the doping 
is decreased to 1015 em - 3 the reverse bias leads to a removal of electrons from the 
AL-BL interface (Fig. 3·8(d)). Finally, if a p-type doping of 1016 cm-3 , is used in the 
AL the electron depletion at the AL-BL interface is further enhanced, as shown in 
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Figure 3·8: Comparison between the calculated band profiles in the 
barrier region under several BL doping level and bias conditions: (a) 
BL n-type 1016 cm-3 and -0.3 V reverse bias, (b) BL n-type 1016 cm-3 
and O.OV bias, (c) BL n-type 1016 cm-3 and 0.3V forward bias. (d) 
BL n-type 1015 cm-3 and -0.3V reverse bias, (e) BL n-type 1015 cm-3 
and O.OV bias, (f) BL n-type 1015 cm-3 and 0.3V forward bias. (g) 
BL p-type 1016 cm-3 and -0.3 V reverse bias, (h) BL p-type 1016 cm-3 
and O.OV bias, (i) BL p-type 1016 cm-3 and 0.3V forward bias. The 
doping concentration in the AL and CL is n-type and 1.2 x 1015 cm-3 
and 1018 em - 3 , respectively. The temperature is 200 K and the Fermi 
level energy deep in then-type absorber layer is set to zero for all plots. 
Fig. 3·8(g). 
If a forward bias is applied to the three structures we obtain the results presented 
m Fig. 3·8(c), (f) and (i). In all cases, the electron accumulation at the AL-BL 
interface is enhanced when the BL is n-type doped and also for the p-type case a 
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Figure 3·9: Calculated dark current as a function of the reverse bias 
voltage at a temperature of 200 K for several doping concentrations and 
polarities in the BL. The doping of the AL is 1.2 x 1015 cm-3 in (a) and 
1.2 x 1016 cm-3 in (b). 
small accumulated region is present, as shown in Fig. 3·8(i). The presence of either 
an electron accumulated or depleted region at the AL-BL interface leads to different 
dark current characteristics of the nBn detector. 
To see how this impacts the behavior of the device in dark condition we start 
looking at a case of a n-type doped AL with 1.2 x 1015 cm-3 donors and compute 
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Figure 3·10: Calculated photocurrent as a function of the reverse bias 
voltage at a temperature of 200 K for several doping concentrations and 
polarities in the BL. The photon flux is 1017 photons cm-2 s-1 . The 
doping concentration in the AL is 1.2 x 1015 cm-3 in (a) and 1.2 x 
1016 cm- 3 in (b). 
the dark current as a function of the doping and polarity of the BL. Figure3·9(a) 
presents the calculated dark current as a function of the bias voltage for several 
doping concentrations in the BL. We can observe that for a p-type doped BL, as a 
result of the aforementioned electron removal from the AL region close to the interface 
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with the BL, as the reverse bias voltage increases the SRH contribution to the dark 
current increases as well. If the BL is intrinsic, that is un-doped, or n-type doped 
the SRH contribution is reduced and it is not present (see three-dot-dash line, red 
in color) when the BL is n-type with doping of 1016 cm-3 . However, we can also 
notice that in this case the forward bias current is reduced. In fact, for a n-type 
BL doping of 1016 cm-3 , there is a significant accumulation of electrons in the AL at 
the interface with the BL. This electron accumulation results in an electric field that 
tends to counteract the hole diffusion from the AL to the CL. 
If now we turn our attention to a device with a higher AL doping we obtain a 
different outcome. Figure 3·9(b) presents the calculated dark current as a function 
of the bias voltage in the case of an AL n-type doping of 1.2 x 1016 cm-3 and for 
identical doping values in the BL as Fig.3·9(a). We can immediately notice that, as 
a result of the higher doping in the AL compared to the case of Fig. 3·9(a), there 
is no evident contribution from the SRH process to the dark current. This occurs 
because the higher n-type bias in the AL does not lead to the electron removal at the 
AL-BL interface. However, as for the previous case, the forward bias dark current 
for a BL n-type doping of 1016 cm-3 is the lowest among all the cases presented in 
Fig. 3·9(b) . From Fig. 3·9(a) and Fig. 3·9(b) it is also clear that when the BL is p-type, 
then the AL doping level has to be high enough to prevent the formation of regions 
in which electrons are removed or completely depleted. If instead the BL is doped 
n-type then the AL doping level is less critical. It is also important to point out that, 
as shown by Fig. 3·9(a) and Fig. 3·9(b), a higher doping in the AL layer leads to a 
higher dark current at moderate reverse bias voltages. In fact, at -0.3 V bias, the dark 
current for AL doping of 1.2 x 1016 cm-3 is higher than the value for an AL doping 
of 1.2 x 1015 cm-3 , even when we include the contribution from the SRH component. 
The results presented thus far lead to the conclusions that to obtain the lowest dark 
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current while operating in reverse bias is necessary to keep the n-type doping in the 
AL relatively low, of the order of 1015 cm-3 and at the same time employ an-type 
BL with higher doping than the value in the AL. Clearly, there is an upper bound 
for then-type doping in the BL. 
In fact a doping level in the BL that is too high leads also to a lower collection of 
photo-generated holes. This can be clearly seen in Fig. 3·10(a) and Fig. 3·10(b) that 
present the calculated photo-current under illumination at 2.0 f.-LID and a photon flux 
of 1017 photons cm-2 s-1 . For the case of n-type AL doping of 1.2 x 1015 cm-3 and 
1.2 x 1016 cm-3 respectively, a significant reduction of the photocurrent is observed for 
applied reverse bias voltages above -0.1V. Furthermore, as seen in Fig. 3·10(b) when 
the AL n-type doping is further increased to 1.2 x 1016 cm-3 a reverse bias in excess 
of -0.15 V is needed to collect all the photo-generated carriers. From this analysis 
emerges that, for a given nBn structure it is necessary to select the appropriate 
AL/BL doping levels to minimize the dark current and maximize the photo-current 
collection at a given operating bias voltage. 
3.4 Pixel Array simulations 
The focus of the 3D simulations is to study the anomalously long lateral collection 
lengths that have been observed experimentally in nBn detectors (Plis et al., 2010; 
Pedrazzani, 2010) . To perform the 3D simulations we extend the geometry shown in 
Fig. 3·1 and Table3.1 into a three-dimensional pixel array as is shown in Fig. 3-11. 
We consider a 3 x 3 array with 9 pixels at a 15 f.-LID pitch. To ground the pixels instead 
of a contact being placed on the surface of the WL there is instead a common ohmic 
n-side contact being placed around the perimeter of the array and is set at a reference 
voltage (zero volts) that is kept constant in all the simulations. 
Fig. 3·11 depicts the two separate mesa structures considered in this work. The 
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Infrared Radiation 
Figure 3·11: Geometry of the two nBn device structures considered 
in this work. 
top structure is a 3 x 3 nBn array where only the InAs CL has been etched through to 
define the mesas, leaving the surface of the BL exposed; this configuration is referred 
to as the "CL mesa." The bottom structure in Fig. 3·11 is a 3x3 nBn array where both 
the CL and the BL have been etched through, leaving the InAs AL surface exposed; 
this configuration is referred to as the "BL+CL mesa." In this structure the mesa 
consists of both the BLand CL, whereas in the other structure the mesa only consists 
of the CL. These two separate structures allowed us to study the carrier dynamics 
within the BL and to determine to what extent the BL allows lateral collection of 
carriers (holes) far away from the mesa. 
95 
3.4.1 Band Diagrams and Mechanism for Anomalously Long Lateral Col-
lection of Photocarriers 
The calculated band diagrams at selected points in the 3 x 3 nBn array are shown 
in Fig. 3·12 under dark condition at 200 K, all plotted along the growth axis ( z axis). 
The mesa size is 5 x 5 p,m2 within a 15 x 15 p,m2 pixel area. The top row of Fig. 3·12 
presents the calculated band diagrams through the center of the center pixel, at a 
reverse bias of -0.3 V (left), at zero bias (middle), and at a forward bias of 0. 3 V 
(right). In Fig. 3·12, the WL spans from 0.0 to 0.5 p,m, the AL from 0.5 to 2.5 p,m, 
the BL from 2.5 to 2. 7 p,m and the CL from 2. 7 to 2.8 p,m. 
The top row of Fig. 3·12( a-c) shows the band diagrams for both the BL+CL mesa 
geometry and the CL mesa geometry, because at the center of the center pixel they 
are identical. Fig. 3·12(b) clearly shows that there is a very small potential barrier 
in the valence band between the InAs and AlAsSb layers, while the majority of 
the difference in energy gap is located in the AL conduction band, creating a large 
barrier for electrons. This large barrier prevents the flow of electrons between the AL 
and CL, eliminating all electron current. Since nearly the entire depletion region is 
located in the wide-gap AlAsSb layer, the dark current is reduced as a result of the 
suppressed SRH generation in the depleted region. In fact, it has already been shown 
by Pedrazzani et al. (Pedrazzani et al., 2008) that InAs nBn detectors have a dark 
current at low temperatures that is several orders of magnitude lower than that of the 
conventional InAs p-n junction photodiodes. Since the valence band offset is small for 
this device configuration, hole transport is not significantly affected by the barrier, 
making this a unipolar minority carrier device. Fig. 3·12( a) presents the band diagram 
for a reverse bias of -0.3 V. It can be seen clearly that the applied voltage further 
reduces the valence band barrier, and the large electric field present in the barrier 
layer sweeps holes out of the absorber layer into the contact layer to be collected as 
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Figure 3·12: Calculated band diagrams for the 3 x 3 nBn array under 
dark conditions at 200 K, plotted along the growth direction ( z-a:xis). 
The mesa size is 5 JJm x 5 JJm and the pixel size is 15 x 15 JJm2 . Top row 
plots (a-c) are through the center of the center pixel. Middle row plots 
( d-f) are for the BL+CL mesa geometry, taken directly between two 
adjacent pixels. Bottom row plots (g-i) are for the CL mesa geometry, 
also taken directly between two adjacent pixels. Left column is for a 
reverse bias of -0.3 V, the middle column is for zero bias, and the right 
column is for a forward bias of 0.3 V. 
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dark current. It is important to point out that when a reverse bias is applied, a small 
region at the interface between the ALand BL is slightly depleted of electrons. In this 
region, additional SRH generation may occur, thus increasing the dark current. This 
effect can be mitigated by properly doping the barrier layer. Fig. 3·12( c) presents the 
band diagram for an applied forward bias of 0.3 V. In this situation, holes present in 
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the AL are repelled away from the BL region while those in the CL are moved into 
the BL. The middle row of Fig. 3 ( d-f) presents the calculated band diagrams for the 
BL+CL mesa along the z-axis directly in between two adjacent pixels, at a reverse 
bias of -0.3V (left), at zero bias (middle), and at a forward bias of 0.3V (right). In 
this region the calculated valence and conduction bands are invariant to the applied 
bias, as expected. In Fig. 3·12(d) one sees that the hole quasi Fermi level rises slightly, 
indicating a reduced hole concentration in the AL at reverse bias due to extraction 
of holes. Similarly, in Fig. 3·12(f), one sees that the hole quasi Fermi level is slightly 
lowered, indicating an increased hole concentration in the AL due to hole injection at 
forward bias. The bottom row of Fig. 3·12(g-i) presents the calculated band diagrams 
for the CL mesa along the z-axis directly in between two adjacent pixels, at a reverse 
bias of -0.3 V (left), at zero bias (middle), and at a forward bias of 0.3 V (right). One 
sees in Fig. 3·12(g) that, with the BL present between mesas, an increased number of 
holes are extracted from the AL under reverse bias as compared to the BL+CL case 
in Fig. 3·12(d) where the BL is removed between mesas. The reason for this increased 
hole extraction with the BL present, compared to the BL+CL geometry where the 
BL is removed between mesas, can be seen in the valence band of the BL in the 
bottom row of Fig. 3·12. Electron redistribution from the n-type AL to the p-type 
BL results in a potential well for holes, either thermally generated or photogenerated. 
This well runs laterally between adjacent mesas, and provides a mechanism for lateral 
collection of holes with a lateral collection length that can be much longer than the 
diffusion length in then-type AL. This mechanism may account for the anomalously 
long lateral collection lengths reported by two groups (Plis et al., 2010; Pedrazzani, 
2010) in nBn devices with p-type barrier layers. 
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3.4.2 J (V) Characteristics and Electric Field Profiles 
In order to numerically simulate and understand the mechanisms for crosstalk in 
back-illuminated nBn arrays and for lateral collection within the BL, we simulated 
the two geometries shown in Fig. 3·11, the BL+CL mesa geometry where both the 
CL and the BL have been etched through, and the CL mesa geometry where only the 
CL has been etched through. In addition, several mesa dimensions have been used, 
including 5 J..Lm x 5 J..Lm, 8 J..Lm x 8 J..Lm, 10 J..Lm x 10 J..Lm, 12 J..Lm x 12 J..Lm and 14 J..Lm x 14 J..Lm , 
while the pixel size of 15 x 15 J..Lm2 was held constant. 
Fig. 3·13 (left) presents the calculated dark current density as a function of the 
applied bias, from -0.3 V to 0.3 Vat 200 K for all the different mesa geometries. From 
the bias dependence of the reverse-bias dark current J(V) , one sees that no apparent 
contribution from SRH to the reverse bias current is noticeable down to a bias of 
-0.3V. 
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Figure 3·13: Absolute value of the calculated dark current density 
(left) and photocurrent density (right) as a function of the applied bias 
voltage at 200 K. The array is uniformly back-illuminated with 2.0 J..Lm 
radiation with an incident photon flux of 1 x 1017 photons cm-2 s-1 . Re-
flections at the GaSh entrance surface and at the GaSb-InAs interface 
are ignored. 
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A conspicuous trend in Fig. 3·13 (left) is that the forward dark current scales 
linearly as the mesa area. This is expected because the forward current is essentially 
diffusion current that is thermally generated within the CL mesa. In contrast , the 
reverse dark current is invariant with the CL mesa area, and this is expected because 
the reverse dark current is essentially diffusion current from the AL, and all the 
properties of the AL are held the same. Also, the diffusion length in the AL is 13 p,m, 
so lateral collection in the BL channel is not so important. A more subtle trend in 
Fig. 3·13 (left) is that the dark current for the CL mesa geometry is slightly larger 
than that for the BL+CL mesa geometry, particularly for forward bias. 
Fig. 3·13 (right) presents the absolute value of the calculated photocurrent density 
as a function of the applied bias, from -0.3 V to 0.3 Vat 200 K, for the same geometries 
as in Fig. 3·13 (left). In all cases the array is uniformly back-illuminated with 2.0 p,m 
radiation with an incident photon flux of 1 x 1017 photons cm- 2 s-1 , and reflections 
at all interfaces are ignored. The photocurrent at reverse bias and near zero bias is 
generated in the AL, and is only very slightly dependent on the mesa size and on 
whether the mesa geometry is CL or BL+CL. The photocurrent at forward bias is 
generated within the CL by radiation that passes unabsorbed through the 2 p,m-thick 
AL and is absorbed in the CL. As expected, this forward photocurrent scales linearly 
with the mesa size. 
Fig. 3·14 presents the calculated electric field along the z-axis at two positions in 
the nBn CL mesa structure: on the left (a) at the center of the center pixel, and 
on the right (b) directly between two adjacent pixels. The light gray solid vertical 
lines represent the locations of the AL-BL and BL-CL interfaces. In Fig. 3·14 (left) 
it is seen that in the center of the center pixel there is a strong electric field in the 
BL, even at zero bias. This electric field enhances the hole collection, accounting for 
the non-zero photocurrent at zero bias. When the device is reverse biased to -0.3 V, 
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Figure 3·14: Calculated electric field profiles taken along the growth 
axis of the CL mesa nBn device under dark conditions (left) through the 
center of the center pixel and (right) directly in between two adjacent 
pixels. 
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Fig. 3·14 (left) shows that the field in the BL increases four fold, further enhancing 
the hole collection from the AL. However, under a strong forward bias of +0.3 V, the 
polarity of the field reverses, repelling holes away from the BL and diminishing the 
photocurrent from the holes in the AL. At high forward bias, only the photocurrent 
from the CL remains. In Fig. 3·14 (right) one sees that there is a large electric field in 
the BL with positive polarity. This field does not change with bias because electrons 
can only redistribute between the AL and the BL. This field is associated with the 
potential well for holes. 
3.4.3 Diffusion length dependence of the J (V) characteristics 
To determine the degree to which the BL hole channel contributes to the lateral 
collection of minority carriers (holes) , we calculated the J (V) characteristics for both 
the BL+CL and CL mesa geometries, using only the 5 JJ-m x 5 JJ-m mesa size, for several 
different values of the minority carrier (hole) diffusion length in then-type InAs AL. 
The 5 JJ-m x 5 JJ-m mesa area was chosen because any effects on lateral collection due 
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to reducing the diffusion length would be the most prominent for this small mesa size. 
In addition to our baseline value of 13.0 p,m, three other values for the hole diffusion 
length in the InAs AL were considered: 2.5 p,m, 5.0 p,m and 7.5 p,m. These diffusion 
length values were obtained by arbitrarily setting the SRH lifetime to 8.2 ns, 37.0 ns 
and 106.1 ns respectively. 
Fig. 3·15 presents the calculated dark current density as a function of the applied 
bias, from -0.3 V to 0.3 V at 200 K for each of the four diffusion lengths, and for both 
the BL+CL and CL mesa geometries. The reverse bias current increases dramatically 
as the diffusion length is decreased. This is expected because a decreasing diffusion 
length corresponds to a shorter SRH lifetime, and as the SRH lifetime is decreased, 
G-R current becomes dominant . For our baseline diffusion length of 13.0 p,m, Auger-1 
is the dominant recombination mechanism. However, at diffusion lengths of 7.5 p,m 
and below, the device is strongly dominated by SRH recombination. 
Fig. 3·15 also shows that , as the diffusion length is decreased, the difference in the 
reverse bias current between the BL+CL and CL mesa geometries becomes larger. 
At a diffusion length of 13.0 p,m, the dark current of the two mesa geometries is quite 
comparable, but at a diffusion length of 2.5 p,m the dark current of the CL mesa is 
at least twice that of the BL+CL mesa. This behavior indicates that the BL channel 
is substantially aiding the collection of holes by the contact layer. Fig. 3·16 presents 
the absolute value of the calculated photocurrent density as a function of the applied 
bias, from -0.3 V to 0.3 V at 200 K, when (a) the entire 3 x 3 array is uniformly 
illuminated and when (b) only the center pixel of the 3 x 3 array is illuminated. In 
both cases, the radiation has a wavelength of 2.0 p,m and an incident photon flux of 
1 x 1017 photons cm-2 s-1 . 
The overall behavior of the photocurrent versus bias voltage in Fig. 3·16 for both 
flood illumination (left) and center pixel only illumination (right) are basically the 
102 
10-3~----~------~----~------~----~----~ BL+CL Mesa, L = 2.5 11m 
- p ,... 
. BL+CL Mesa, L = 5.0 11m 
-- p ,... 
BL +CL Mesa, L = 7.5 11m 
- p ,... 
BL+CL Mesa, L = 13.0 11m 
- p ,... 
---------
...... 
.... ----------c 
~ 
~ -------------::J 
l) 
~ ----------~ 10-6 
~ _ CL Mesa, LP = 2.5 !lm 
___ CL Mesa, LP = 5.0 !lm 
___ CL Mesa, LP = 7.5 !lm 
___ CL Mesa, LP = 13.0 !lm 
10-7~----~------~----~------~----~----~ 
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 
Voltage M 
Figure 3·15: Absolute value of the calculated dark current density as 
a function of the applied bias voltage at 200 K. The mesa size is fixed at 
5 f.-LID x 5 f.-LID, and the pixel size is fixed at 15 x 15 J.-Lm2. Calculated dark 
current density is shown for four values of diffusion length: 2.5, 5.0, 7.5 
and 13.0 f.-LID, and for both the BL+CL and CL mesa geometries. 
same. At large reverse bias, the photocurrent is independent of bias voltage. Every 
hole that is photo-generated in the AL and that subsequently diffuses to the AL-
BL interface is collected due to the large electric field present in the BL, as shown in 
Fig. 3·14. As the reverse bias approaches zero and then as the device begins to become 
forward biased, the AL photocurrent decreases exponentially due to the barrier built 
up by the bias voltage. Concurrently, the barrier to photocurrent generated in the 
CL is decreased. At large forward bias, every hole that is generated in the CL and 
that diffuses to the CL-BL interface is collected. 
Under reverse bias, photocurrent under both full and center illumination depends 
on the hole diffusion length in the AL; the magnitude of the photocurrent collected 
from the AL decreases with decreasing diffusion length. This also affects the voltage at 
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Figure 3·16: Absolute value of the calculated photocurrent density 
versus applied bias voltage at 200 K, when the array is uniformly (flood) 
illuminated (left) and when only the center pixel is illuminated (right). 
Calculated photocurrent is shown for four values of hole diffusion length 
in the InAs AL, and for both the BL+CL and CL mesa geometries. The 
mesa size is fixed at 5 x 5 J.-Lm2 , and the pixel size is fixed at 15 x 15 J.-Lm2 . 
which the photocurrent changes sign: with less AL photocurrent at shorter diffusion 
lengths but the same CL photocurrent, less voltage is needed for the CL photocurrent 
to dominate the AL photocurrent. 
Fig. 3·16 shows that the CL mesa geometry is more effective at collecting pho-
tocurrent under reverse bias than is the BL+CL mesa geometry. This effect is more 
noticeable at shorter diffusion lengths. This is consistent with lateral collection of 
photo-holes by the BL hole channel. The effect of the lateral collection by the BL 
channel can immediately be seen in Figure3·17. Figure3·17 plots the hole concen-
tration along the xz-axis of the array for both the BL+CL and CL mesa geometries. 
Looking at the CL mesa geometry it is observed that holes tend to accumulate in the 
BL between mesas and that there is a relatively low hole concentration within the AL, 
underneath the BL, between mesas. Alternatively, for the BL+CL mesa geometry 
there is a much larger hole concentration in the AL between mesas. This points to the 
fact that the BL is serving to extract holes from the AL between mesas thus allowing 
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Figure 3 ·1 7: Hole contour plots along the x-axis of the array for 
both the CL and BL+CL mesa geometries. The pixel pitch is 15 f-Lm 
with 8 f-Lm mesas. The diffusion length is Lp = 13 f-Lm, the illumination 
wavelength is>.= 2 f-Lm with a photon flux of 1 x 1017 photons cm-2 s-1 
and all pixels are reverse biased at -0.3 V at 200 K. 
the photo-holes to be laterally collected. For long diffusion lengths, traditional lateral 
diffusion within the AL is sufficient to collect nearly all available photo-holes. As the 
diffusion length becomes shorter, traditional lateral diffusion becomes less effective. 
However, the diffusion length is still long enough for the photogenerated electron-hole 
pairs to diffuse vertically through the thin (2 f-Lm) InAs AL to the AL-BL interface, 
where they are separated by the large electric field within the BL. The photo-holes 
are spatially separated from the photo-electrons, thus inhibiting recombination. This 
process is shown schematically in Figure 3·18. The photo-holes are "trapped" by the 
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Figure 3·18: Repeat ofFigure3·12(h) with the hole "trapping" mech-
anism in the p-type BL depicted. 
hole channel in the BL. Once within this channel, the photo-holes can diffuse laterally 
to the mesa, where they are collected by the CL. Because spatial separation inhibits 
recombination, the photo-holes can diffuse within the BL hole channel for distances 
much longer than in the bulk of then-type InAs AL. 
It is interesting to note that the mechanism whereby excess holes are "trapped" in 
the potential well in the barrier layer of the nBn detector is basically the same mech-
anism that is responsible for the depleted-surface "trapping mode" n-type HgCdTe 
photoconductors, as originally described by (Broudy and Mazurczyk, 1981) . Indeed, 
the InAs nB heterostructure would be an elegant way to band-gap-engineer a depleted-
surface trapping photoconductor. By analogy with the depleted-surface photoconduc-
tor, we expect the lateral collection mechanism in the hole channel in the barrier layer 
to be exponentially more important at lower temperatures. 
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3.4.4 Quantum Efficiency and Crosstalk 
In this section, the quantum efficiency ( QE) and crosstalk of the 3 x 3 nBn array are 
analyzed. In this analysis both the BL+CL and CL mesa geometries are considered, 
but only 5 Jlm x 5 Jlm and 10 Jlm x 10 Jlm mesa areas are utilized. To further un-
derstand the lateral collection mechanism in the BL channel, the QE and crosstalk 
are calculated for two values of diffusion lengths: our baseline value of 13.0 Jlm and a 
reduced diffusion length of 7.5 Jlm. In these calculations the QE was computed using 
Eq. (2.3). 
Fig. 3·19 presents the calculated QE of the center pixel when the entire array 
is uniformly illuminated with an incident photon flux of 1 x 1017 photons cm-2 s-1 
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Figure 3·19: Calculated quantum efficiency of the center pixel 
as a function of wavelength when the entire 3 x 3 array is uni-
formly (flood) back-illuminated with an incident photon flux of 1 x 
1017 photons cm-2 s-1and all pixels are reverse biased at -0.3 Vat 200 K . 
Sharp transitions may be prevalent since the QE has been simulated in 
>. = 0.20 Jlm increments. 
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at 200 K. Fig. 3·19 shows a cutoff wavelength of 3.2 - 3.3 J.Lm. Several trends are 
apparent. The QE of the CL mesa geometry is much less dependent on the mesa area 
and diffusion length than is the BL+CL mesa geometry. Upon varying the diffusion 
length and mesa area, the QE of the CL mesa only varies by approximately 10%, 
whereas the BL+CL mesa varies by at least 20 percent in all cases. The CL mesa 
also always has a higher QE than the BL+CL mesa for the same mesa area and 
diffusion length. This occurs most notably for a 10 J.Lm x 10 J.Lm mesa and a 13 J.Lm 
diffusion length where the QE of the CL mesa is rv 95% while the QE of the BL+CL 
mesa is rv 89%. This further suggests that the BL channel is providing a conduit for 
the lateral collection of holes far away from the mesa. The QE results in Fig. 3·19 are 
for the entire 3 x 3 array uniformly illuminated. Now, to calculate crosstalk in the 
3 x 3 array, we consider the situation where only the center pixel area (15 x 15 J.Lm2 ) is 
illuminated. The crosstalk of a non-center pixel in the 3 x 3 array was then computed 
using Eq. (2.6). 
Fig. 3·20 presents the calculated QE when only the center pixel of the array is 
back-illuminated with an incident photon flux of 1 x 1017 photons cm-2 s-1 at 200 K. 
On the left is the QE of the center pixel, and on the right are the QE spectra for 
center, edge and corner pixels. The larger mesa size has significantly higher QE. 
The longer diffusion length has only a slightly higher QE. The BL+CL mesa (solid 
curves) always have a lower QE than the CL mesa (dashed curves), especially for the 
5 x 5 J.Lm2 mesa size. 
Fig. 3·21 presents the resulting crosstalk calculations. Mesa size has the biggest 
effect on crosstalk; for edge pixels, the 10 J.Lm x 10 J.Lm mesa has about 5-6% crosstalk, 
about half that of the 5 J.Lm x 5 J.Lm mesa. The BL+CL mesa (solid curves) always have 
a slightly higher crosstalk than the CL mesa (dashed curves). A diffusion length of 
13 J.Lm yields a slightly higher crosstalk than a diffusion length of 7.5 J.-tm. As expected, 
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Figure 3·20: Calculated quantum efficiency of the center pixel on a 
linear scale (left), and of all pixels on a log scale (right), versus wave-
length, when only the center pixel of the 3 x 3 array is illuminated 
with an incident photon flux of 1 x 1017 photons cm-2 s-1 , at 200 K. 
Sharp transitions may be prevalent since the QE has been simulated in 
,\ = 0.20 J-lm increments. 
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there is significantly more crosstalk current in the edge pixels than the corner pixels. 
Fig. 3·22 summarizes the calculated quantum efficiency verses hole diffusion length 
of the center pixel of the 3 x 3 nBn array of (a) the 5 J-lm x 5 J-lm mesa and (b) 
the 14 J-lm x 14 J-lm mesa at -0.3 V reverse bias, for both BL+CL and CL and mesa 
geometries, under both full and center pixel illumination with 2.0 J-lm wavelength 
radiation at an incident flux of 1 x 1017 photons cm-2 s-1 . For comparison is the 
exact solution of the one-dimensional continuity equation for QE, assuming negligible 
reflection losses at the surface of the AL, given by Eq. (3.1) 
From Fig. 3·22 (left) it is obvious that for long diffusion lengths, the QE of flood-
illuminated devices should approach the one-dimensional limit given by the solution 
of the 1D continuity equation. At shorter diffusion lengths, the QE drops due photo-
generated holes recombining before they are able to reach the contact. This drop is 
significantly less severe for the CL geometry than for the BL+CL mesa, because the 
CL mesa geometry has the lateral collection in the BL channel that is effective even 
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Figure 3·21: Calculated crosstalk as a function of wavelength when 
only the center pixel of the array is illuminated with an incident pho-
ton flux of 1 x 1017 photons cm-2 s-1 at 200 K. Sharp transitions may 
be prevalent since the crosstalk has been simulated in A = 0.20 J-Lm 
increments. 
at shorter diffusion lengths. Of significance is that the QE for the CL mesa is over a 
factor of two higher than for the BL+CL mesa at a hole diffusion length of 2.5 J-Lm. 
Upon comparison of Fig. 3·22 (left) and Fig. 3·22 (right) it is clearly seen that the 
QE dependence on the diffusion length is highly dependent on the size of the mesa. 
For the 14 J-Lm x 14 J-Lm mesa is seen that both the BL+CL and CL mesa geometries 
agree very well the 1D analytical limit given by Eq. 3 over all diffusion lengths. The 
QE also does not begin to appreciably drop off until the diffusion length falls below 
5.0 J-Lm. As expected the crosstalk for the 14 J-Lm x 14 J-Lm mesa appears to will be 
quite low. The QE is 76% for center pixel illuminated at the longest diffusion length 
of 13.0 J-Lm, compared to a maximum possible of 86%. This corresponds to an edge 
pixel crosstalk between 2- 3%. 
This effectively shows that the presence of the BL away from the mesa sets up a 
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Figure 3 ·22: Calculated quantum efficiency versus hole diffusion 
length of the center pixel of the 3 x 3 nBn array of (left) the 5 J-Lm x 5 J-Lm 
mesa and (right) the 14 J-Lm x 14 J-Lm mesa at -0.3 V reverse bias, for both 
BL+CL and CL and mesa geometries, under both full and center pixel 
illumination with 2.0 J-Lm wavelength radiation at an incident flux of 
1 x 1017 photons cm-2 s-1 . 
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channel for holes, allowing them to travel to the contact from distances farther than 
their diffusion length. The channel is created as a result of the p-type doping of the 
BL which acts as a potential well for holes. Holes trapped in the BL are spatially 
separated from electrons, which greatly reduces the recombination rate and allows 
them to travel to the region of the mesa where they are swept to the contact layer. 
This phenomenon is not found in the BL+CL mesa geometry because the BL is etched 
away in the regions away from the mesa. 
To further show that the p-type BL forms a potential well for holes, Fig. 3·23 plots 
the QE versus hole diffusion length of the center pixel of the 3 x 3 nBn array with 
both p-type and n-type BLs for the both the BL+CL mesa and the CL mesa for two 
different pixel pitches. Observe that the 5 J-Lm x 5 J-tm BL+CL mesa structures with 
n-type and p-type BLs both have the same QE. This is to be expected since in both 
cases the BL has been removed between the mesas and cannot contribute to lateral 
collection. From Fig. 3·23 (left) it is observed that for the CL mesa when the BL 
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Figure 3·23: Calculated quantum efficiency versus hole diffusion 
length of the center pixel of the 3 x 3 nBn array with both p-type and 
n-type BLs: (left) the 5 J..Lm x 5 J..Lm mesa and (right) the 14J..Lm x 14J..Lm 
mesa at -0.3 V reverse bias, for both BL+CL and CL and mesa geome-
tries when the entire 3 x 3 array is uniformly illuminated with 2.0 J..Lm 
wavelength radiation at an incident flux of 1 x 1017 photons cm-2 s- 1 . 
12.5 
doping is switch from p-type to n-type that the QE decreases significantly, and in 
fact , the QE is now identical to the BL+CL structure. This demonstrates succinctly 
that the p-type BL is forming a potential well for holes that is contributing to lateral 
collection where as such a mechanism should is not present in ann-type BL. As such, 
devices with n-type BLs should have a lower crosstalk than devices with p-type BLs. 
Notice that as the mesa is increased to 14 J..Lm x 14 J..Lm the QE is identical for all cases. 
This is because at such a large mesas there is no significant contribution to the QE 
from the p-type BL lateral collection. Consequently, if devices are fabricated with an 
n-type BL to reduce dark current , then a large mesa should be used to maximize the 
photo-response. 
The valence band offset at the InAsSb/ AsAsSb interface has been a significant 
source of contention ever since nBn detectors were first introduced. One of the initial 
premises behind the nBn detector was that there was no VBO. However, recent exper-
imental data in InAs1_xSbx detectors with x ~ 0.09 (Klipstein et al., 2012a; D'Souza 
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Figure 3-24: Band diagrams for the nBn with a p-type BL. The plots 
are centered and magnified around the junction for clarity. Left: -
19.8 meV VBO (InAs above AlAsSb) . Right: 14.4meV VBO (InAs 
below AlAsSb) . The array was in dark condition at O.OV bias. 
et al., 2012a) suggests there is a finite, non-zero VBO. Dr. P. Klipstein (private 
communication) suggested that the VBO offset in the simulations for InAs should be 
calibrated further . In the simulations thus far , the VBO at 200K is 19.8meV, but 
the InAs valence band is above the AlAs0_18Sb0 _82 valence band. However, the the 
literature suggests that this might be inappropriate. Following the approach given 
in Section2.5 places the valence band maximum of AlAsxSb1_x with x = 0.18 at an 
energy 14.4 meV above the valence band maximum of InAs. The effect on the band 
diagrams can be seen in Fig. 3·24 (left) 19.8 meV VBO (identical to the simulations 
thus far , InAs above AlAsSb) and (right) 14.4meV VBO (InAs below AlAsSb). 
To explore the dependence of the lateral collection mechanism on the valence 
band offset, Fig. 3·25 shows the QE versus hole diffusion length of the center pixel of 
the array for the 5 p,m x 5 p,m CL mesa structure for both VBOs with both p-type 
and n-type BLs. The sign of the VBO is with respect to the InAs valence band. 
A value of -19.8 meV indicates that the AlAsSb valence band is 19.8 meV below the 
InAs valence band and +14.4meV indicates that the AlAsSb valence band is 14.4meV 
above the InAs valence band. It is seen that for a p-type BL, as the the BL transitions 
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Figure 3·25: Calculated QE versus hole diffusion length of the center 
pixel of the array for the 5 11m x 5 11m CL mesa structure for VBOs 
of -19.8meV and 14.4meV with both p-type and n-type BLs when 
the entire 3 x 3 array is uniformly illuminated with 2.0 11m wavelength 
radiation at an incident flux of 1 x 1017 photons cm-2 s-1 . 
from a potential barrier (negative VBO) to a potential well (positive VBO) that the 
QE begins to substantial increase, especially for short diffusion lengths. Very little 
difference is seen for then-type BL. Consequently, the lateral collection mechanism is 
a strong function of the VBO. The greater the depth of the well, the more prominent is 
the lateral collection. However, the data suggests that as the molar fraction of InAsSb 
is increased that the VBO increases significantly (D'Souza et al., 2012a). Therefore, 
it is expected that the lateral collection mechanism will be less prominent in InAsSb 
nBn structures with higher Antimony concentrations. 
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3.5 Conclusions 
This work has presented a numerical simulation model for the InAs/ AlAsSb nBn de-
tector structure. Although the focus of this work is on a InAs/ AlAsSb nBn device , 
the same model can be readily used to simulate the performance of nBn detectors and 
arrays with different materials, specifically InAsSb/ AlAsSb. We have developed and 
validated a physical model for InAs suitable for simulating these nBn structures. For 
AlAsAb this is more difficult to obtain because of the paucity of information avail-
able about this material system. Employing these material models in our numerical 
simulator we have investigated the physics and assessed the performance of back-
illuminated InAs/ AlAsSb nBn structures. We have shown that, as a result of the 
minimal valence band offset, photo-generated minority carriers (holes) diffuse to the 
CL layer even without applied bias. This effect is also prevalent in photodiodes where 
it is normal to see a photocurrent at V = 0 V. This is due to the non-equilibrium state 
caused in the device structure by the illumination that creates a gradient of minority 
carriers in the AL. This is also consistent with the experimental data presented by 
Klipstein and coworkers (Klipstein et al., 2011a). Furthermore, operating the device 
at reverse bias voltages in excess of -0.1 V and using AL with thicknesses in excess of 
3 f.lm, it is possible to achieve QE above 80% to 90%. 
We have also shown that to minimize the contribution of SRH generation to the 
dark current , it is necessary to select a suitable doping level in the AL and BL for a 
given operating voltage. In fact, it is necessary that the doping in the AL and BL 
be selected so that there in no removal of electrons from the region near the AL/BL 
interface at the chosen operating voltage. Although this can be achieved, in the case 
of a p-type BL increasing then-type doping in the AL, this also leads to higher dark 
current. A better approach is to keep the n-type doping level in the AL relatively 
low, of the order of 1015 em - 3 and use an n-type doped barrier with similar doping 
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level. 
The numerical simulations presented in this chapter have also been used to con-
firm and validate an analytical model that was developed to describe the behavior 
of ideal (only diffusion current and only Auger-1 and radiative recombination) nBn 
detectors (Reine et al. , 2013b; Reine et al., 2013a; Reine et al. , 2014). The analytical 
modeling treats the nBn detector as a pair of ideal back-to-hack photodiodes and is 
applicable to nBn detectors with both p- and n-type barrier layers. Using a depletion 
approximation model for the nBn detector, analogous to that for the conventional 
pn junction photodiode, based on new boundary conditions on the hole concentra-
tions versus voltage at the edges of the nBn barrier layer it is shown that these nBn 
boundary conditions are identical to those for ideal back-to-hack photodiodes, jus-
tifying the applicability of back-to-hack photodiode equations to describe the ideal 
nBn detector. The simulations show that the current-voltage J(V) and the dynamic 
resistance versus voltage Rv (V) relations, both dark and illuminated, are in excellent 
agreement with the equations for ideal back-to-hack photodiodes. 
This chapter has also described results on 3D numerical simulation of back-
illuminated InAs nBn detector arrays. Three-dimensional simulations are particu-
larly appropriate for calculating crosstalk for the nBn detector because the n-type 
absorber layer is not delineated into individual pixels. Our 3D simulations reveal 
that the p-type barrier layer, in the region between adjacent mesas where then-type 
collector layer is removed, has a "built-in" potential well for holes, caused by the 
transfer of electrons from the absorber layer into the barrier layer. This well forms 
a channel in which holes are "trapped," and where the spatial separation of excess 
electron-hole pairs inhibits recombination, allowing holes to diffuse long distances to-
ward the nearest mesa where they are collected in the collector mesa. This mechanism 
may explain the anomalously long lateral collection lengths for photocarriers in nBn 
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detectors with p-type barrier layers that have been reported by two groups (Plis et al., 
2010; Pedrazzani, 2010). We used our 3D numerical model to confirm the behavior 
of this hole channel, and to calculate quantum efficiency and crosstalk in a 3 x 3 
back-illuminated nBn array. 
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Chapter 4 
Numerical Simulations of HgCdTe 
Photon-Trapping Structures 
4.1 Introduction 
Coupling light into semiconductor materials remains a challenging and active research 
topic. Towards this end micro- and nano-structured surfaces have become a widely 
used design tool to increase light absorption in solar cells (Duche et al., 2008) and en-
hance the performance of broadband detectors (Keasler and Bellotti , 2011a) without 
employing anti-reflection (AR) coatings. In this chapter, we investigate the optical 
and electrical characteristics with an emphasis on crosstalk in HgCdTe pixel arrays 
that incorporate a periodic micro-structured surface to enhance broadband absorption 
in the spectral region 0.5 - 5.0 J-Lm without use of an AR coating. 
HgCdTe-based FPAs are normally backside illuminated where the incident light 
is absorbed through the transparent CdZnTe substrate on which the detector array 
is grown. Such conventional detectors suffer from significant reflection losses at the 
The first half of this chapter is based off of (Schuster and Bellotti, 2013) © 2013 The Optical Society 
(OSA). The final publication is available at OSA via http: I ldx .doi. orgl10 .1364IDE. 21.014712. 
The second half of this chapter is based off of(Schuster and Bellotti, 2014) @2014 Springer. The 
final publication is available at Springer via http: I ldx. doi. orgl10 . 1007 ls11664-014-3081-x. 
The material in this document was taken from other documents previously approved for public 
release. Distribution Statement "A" (Approved for Public Release, Distribution Unlimited). The 
views expressed are those of the author and do not reflect the official policy or position of the 
Department of Defense or the U.S. Government. 
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air/HgCdTe or air/CdZnTe interface. Consequently an AR coating is incorporated 
to reduce these losses. Unfortunately, it is very difficult to engineer an AR coating 
that works effectively over a wide spectral range. Additionally, an AR coating can 
introduce stress into a detector limiting its interoperability or lifespan. An alterna-
tive approach is to instead remove the CdZnTe substrate and etch a micro-structured 
PT structure directly into the HgCdTe detector absorber layer. When properly engi-
neered, the PT structure will significantly reduce reflection losses, negating the need 
for an AR coating (Keasler and Bellotti, 2011a; Hobbs and MacLeod, 2005; MacLeod 
and Hobbs, 2008) . Furthermore, by removing device volume, the detector dark cur-
rent is potentially lowered, allowing higher operating temperatures to be achieved. 
However, this technique exposes the narrow gap absorber layer mandating that the 
surface be properly passivated to reduce surface recombination current and maintain 
high device performance. 
This chapter is organized as follows: Section 4.2 will describe the geometry of the 
HgCdTe PT array, section 4.3 will demonstrate the performance of these structures 
as an alternative to an AR coating, section 4.4 will discuss the dependence of the 
optical generation rate under different types of illumination, section 4.5 will present 
results on the J (V) characteristics and RDA to demonstrate the reduced dark current, 
section4.6 will present results on the QE, section4.7 will presents results on the 
crosstalk, specifically for optical crosstalk and total crosstalk in sections 4. 7.1 and 4. 7.2 
respectively, and section 4.8 will present an alternative assessment of the crosstalk by 
performing a spot scan and calculating the MTF. Section4.9.1 will present a detailed 
analysis on the dependence of the QE due to surface recombination and Section 4.9.2 
will discuss how surface recombination increases the dark current . Finally, section 4.10 
will summarize the outcome of this chapter. 
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4.2 HgCdTe PT Geometry 
The analysis begins by considering a conventional non-PT MWIR single-color P-on-n 
array with a 8.0 f,Lm thick narrow-gap Hgo.nsCdo.2ssTe absorbing layer, followed by a 
l.SJ;,m thick wide-gap Hgo.6ooCdo.4ooTe cap layer. The narrow-gap absorbing region 
is lightly doped n-type at ND = 1.0 x 1015 cm-3 and the wide-gap non-absorbing 
region is heavily doped p-type at NA = 1.0 x 1017 cm-3 . The pixel mesas are formed 
by etching through the cap layer and into the absorbing layer, thus delineating the 
mesa. To fabricate the micro-structured surface, the substrate is removed and pillars 
are etched into the absorbing layer, creating the PT structure. Depending on the 
specific etching process, different pillar profiles are obtained. The pillars in this work 
have a nearly sinusoidal profile.(Hobbs and MacLeod, 2005; MacLeod and Hobbs, 
0.1 um-........._ Gold 
l.Sum 
3.0um 
S.Oum 
2.0um 
O.Sum 
HgCdTe, x = 0.400 
(wide gap) 
HgCdTe, x = 0.285 
(narrow gap) 
Infrared Radiation 
Figure 4·1: Schematic representing the geometry of a single pixel of 
an array with 8f,Lm pixels incorporating a PT structure. 
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2008) They are 5.0 p,m tall, 2.0 p,m in diameter at the base, 0.5 p,m in diameter just 
below their tip and are arranged in a square lattice with 2.0 p,m sides. Beneath the 
pillars there is another 3.0 p,m of absorbing layer (for a total of 8.0 p,m) followed by 
the cap layer. This work considers pixel pitches between 6 p,m and 12 p,m. The 6 p,m 
{12 p,m} pixels have 9 {36} pillars per pixel for a total of 81 {324} pillars in the 3 x 3 
array. A schematic representing a single 8 p,m pixel incorporating the PT structure is 
shown in Fig. 4·1 and a representation of a 3 x 3 pixel array with 8 p,m pixels is shown 
in Fig. 1·6. Additionally, the process of etching the pillars into the absorber layer 
can create defect surface states on the surface of the pillars that will lead to surface 
recombination and an increased dark current. To minimize surface effects the pillars 
are passivated with anodic oxide. However, the current analysis does not consider 
surface effects and instead assumes the device is dominated by bulk effects except for 
Section4.9. Furthermore, due to a lack of experimental data on the SRH lifetime in 
these devices we assumed a lifetime of 10 p,s for electrons and holes. 
To simulate the arrays it is first necessary to discretize the arrays into a grid 
of points or mesh. The intricacies involved in generating the numeric meshes was 
discussed in detail in Chapter 2. As stated, the FDTD and FEM methods use different 
discretization schemes. Examples of the meshes for each method applied to the PT 
array is shown in Fig. 4·2 for the FDTD method (left) and FEM method (right). 
Values for typical tensor meshes incorporating the PT structure used in this work 
are given in Table 4.1. Values are given for several different wavelengths. The 
number of mesh points increases dramatically as the wavelength is decreased. This 
is mandatory since the FDTD tensor mesh must have approximately 15-20 nodes per 
wavelength. This also means that the solution of the electromagnetic problem is far 
more computationally expensive at shorter wavelengths. Table 4.2 shows the number 
of mesh points for the PT and non-PT meshes used in the FEM simulations. It is 
121 
Figure 4 · 2: Left: Structured tensor mesh for the PT structure used 
in electromagnetic simulations (vacuum removed). Geometry is ap-
proximated by rectangular prisms with variable volume. Right: Finite 
element mesh for the PT structure used for the drift-diffusion simula-
tions (vacuum removed). The mesh consists of triangular pyramids of 
varying dimensions. The approximation of the curved surfaces of the 
pillars requires a significant number of mesh points. 
seen that the PT mesh has~ 7x as many mesh points as the non-PT mesh. This is 
because the mesh must be very fine in the pillars to account for the enhanced optical 
generation and the curved surfaces. Consequently, the PT pixel array simulations are 
the largest and most computationally expensive simulations every done in the context 
Table 4.1: Number of nodes in the FDTD mesh in the PT array for 
6 p,m and 8 p,m pixels. 
Wavelength I PT 6 p,m PT 8 p,m 
1.0 p,m 470,302,902 833,433,480 
1.5p,m 149,663,520 261,072,000 
2.0 J.Lm 66,585,600 116,899,344 
Table 4.2: Number of mesh points in the FEM mesh in the PT and 
non-PT arrays for 6 p,m and 8 p,m pixels. 
Non-PT PT 
Pixel Pitch 6J.Lm 8J.Lm 6J.Lm 8J.Lm 
Mesh Points 715 ,065 887 009 4,655,754 6,730,607 
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of infrared detectors. 
4.3 Reflectance 
The micro-structured surface that is formed by etching into the detector absorber 
layer to create the PT structure has the benefit that it reduces the reflectance at 
the air /HgCdTe interface. To test this we perform FDTD simulations where we 
illuminate the PT structure using infinite planewaves and calculate the amount of 
light that is reflected off of the air/HgCdTe interface. To reduce complexity, in these 
simulations the input domain is not a 3 x 3 pixel array, but is instead a single pixel. 
The reflectance from a single pixel should be identical to that of a 3 x 3 array due 
to the use of infinite planewave illumination and periodic boundary conditions. The 
approach is identical to that described in section 4.2. Figure 4·3 shows the reflectance 
as a function of wavelength for the PT structure with pillars that are 2 f.-LID at their 
base and for the non-PT structure. We immediately observe that the planar surface 
on the standard non-PT structure suffers from ~ 30% Fresnel reflection losses due 
10° ,------.-........ --.--....---.------..-........ --r----,1 00% 
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Figure 4·3: Calculated reflectance spectra for a single 6 f.-LID pixel of 
the PT and non-PT arrays. 
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to the refractive index mismatch between air (n = 1) and Hg0_715Cd0.285Te (n = 3.47 
in the MWIR). However, properly designing the pillars can significantly reduce these 
losses to less than 1%. In fact a significant increase in the broad band light absorption 
is observed for the PT structure over the entire spectrum. A smaller pillar spacing 
makes it possible to extend the broadband light absorption to shorter wavelengths 
and in general offers the lowest reflectance, as shown in (Keasler and Bellotti, 2011a). 
4.4 Optical Generation Profiles 
It is very common in numerical simulations of pixel arrays to use the Beer-Lambert 
law (Beer's law) to approximate the optical generation rate in the pixels. Using Beer's 
law the optical generation rate is given by an exponential decay that depends on the 
incident photon flux, the absorber layer absorption coefficient, and the thickness of 
the absorber layer. While Beer's law provides a satisfactory approximation when 
the device dimensions are much greater than the wavelength, it is incorrect when the 
device dimensions are comparable to or less than the wavelength. Furthermore, Beer's 
law also does not offer a satisfactory approximation when the absorption coefficient 
is small and thus the absorption is weak. For these reasons, we cannot use Beer's law 
to approximate the optical generation rate in the PT structure and instead we must 
use FDTD simulations to solve Maxwell's equations which will yield solutions for 
the electric field from which the optical generation rate is calculated; for a complete 
description see (Keasler and Bellotti, 2011 b). 
Figure 4·4 presents the optical generation profile of the 3 x 3 PT array when 
it is back-illuminated with planewaves at a wavelength of 2.0 J.lm. In this example 
the wavelength is 2.0 11m and the pillars are 0.5 11m at their tip and 2.0 11m at their 
base, therefore the pillar dimensions are comparable to the wavelength of the light. 
Consequently, it is seen that there are diffraction and interference effects inside the 
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Figure 4·4: Optical generation profile of the 3 x 3 array back-
illuminated (along the +z-axis) with planewaves at a wavelength of 
2.0 1-lm with a photon flux 1 x 1015 photons cm-2 s-1 . 
pillars. Furthermore, it is observed that the optical generation rate does not resemble 
an exponential decay, further reinforcing the statement that Beer's law is an incorrect 
approximation in this type of geometry. Finally, upon careful inspection of Fig. 4·4 it 
can be observed that the optical generation appears to be different along the x-axis 
and y-axis. This difference is attributed to the polarization of the incident light. 
The incident light is either TE or TM polarized, not a superposition of the two. 
Consequently, the optical generation profile is different along the x and y directions. 
If the polarization is switched then the optical generation profiles are reversed. 
Figure 4·5 presents the optical generation rate as a function of wavelength from 
0.5-5.0 f-tm. The optical generation rate is shown for a single pillar and the uppermost 
part of the absorber layer beneath the pillars. At 0.5 f-tm it is observed that optical 
generation is concentrated at the edge of the pillars and as the wavelength is increased 
the majority of the optical generation gradually extends deeper into the pillars. In 
fact at 5.0 1-lm there is very little optical generation at the top most tip of the pillars 
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Figure 4·5: Optical generation profile of a single pillar back-
illuminated with planewaves ranging from 0.5-5.0 p,m (figure courtesy 
of Dr. Craig Keasler (Keasler, 2012)). 
but instead there is significant optical generation further into the pillars and into the 
absorber layer. 
Of great importance for pixel arrays is the inter-pixel crosstalk. To evaluate the 
crosstalk, it is necessary to use a localized optical excitation. A common experimental 
procedure for performing a crosstalk evaluation is to illuminate a small fraction of 
the array in question with a focused beam; which cannot be performed using the 
infinite planewaves that were used to generate Figs4·4 and 4·5. A realistic simulation 
of a crosstalk experiment can be performed using a Gaussian beam to illuminate the 
center pixel of the virtual array. The beam should have a spot size small enough 
such that the majority of the beam's intensity is delivered to the center pixel. This 
can be achieved by selecting an appropriate beam radius w which defines the spatial 
coordinate where the beam intensity is equal to Iw = (1/ e )I max, where I max = ¢he/>.. 
is the maximum intensity, ¢ is the photon flux, h is Planck's constant and c is the 
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Figure 4·6: Optical generation profile of the 3 x 3 array back-
illuminated with a Gaussian beam with 2.0 f.-LID wavelength. The beam 
radius was set to 3.0 f.-LID and Imax was calculated using an incident 
photon flux of 1 x 1015 photons cm-2 s- 1 . 
speed of light in vacuum. However, the beam radius must be at least equal to or 
greater than the wavelength to minimize self-diffraction effects. Figure 4·6 presents 
the simulated optical generation profile for the PT array with 6 f.-LID pixels when the 
array is illuminated with a Gaussian beam having a wavelength of 2.0 f.-LID and beam 
radius of 3.0 f.-LID. 
4.5 J (V) Characteristics and RDA 
Another significant advantage of the micro-structured surface approach is the possi-
bility of reducing device noise and dark current as a consequence of removing device 
volume. To assess this possibility, in Fig. 4·7 (left) we have plotted the absolute value 
of the calculated dark current density as a function of the applied bias voltage at 
140 K for the non-PT and PT arrays with 8 f.-LID pixels. As expected, the dark current 
for the PT array is lower by ;:::;;! 44% at the operating bias of -0.005 V compared to 
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Figure 4·7: Left: Absolute value of the calculated dark current density 
as a function of the applied bias voltage at 140 K. Right: dynamic 
resistance multiplied by the area computed using the I(V) data. 
the non-PT array due to the removal of device material. Furthermore Fig. 4-7 (right) 
presents the dynamic resistance multiplied by the pixel area (RnA). The dynamic 
resistance is computed according to RnA= (dldark/dV)-1 A where Idark is the dark 
current, V is the applied bias and A is the pixel area. From the RnA we observe that 
both devices are dominated by diffusion current under reverse bias, exhibiting near 
ideal behavior. This is to be expected since the SRH lifetime has been set at 10 Jl-S . 
It is desirable for devices to be dominated by diffusion current as this represents near 
ideal behavior and enables higher operating temperatures. The dynamic resistance 
saturates near -0.8 V due to the I ex: J(V} dependence of the diffusion current 
which leads to a marginal increase in RnA. If the device is biased more heavily the 
dark current will eventually begin to increase again as SRH recombination becomes 
more dominant. At very large reverse biases, dark current will further increase due 
to band-to-band tunneling. This will subsequently result in the dynamic resistance 
decreasing at large reverse bias. 
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4.6 Quantum Efficiency 
The next quantity we will evaluate in our analysis is the quantum efficiency TJ of 
the detector as a function of the operating wavelength according to Eq. (2 .3). The 
array is illuminated with a planewave and the photocurrent is computed. Recall 
that although Eq. (2.3) does not formally include reflection losses, such losses are 
automatically incorporated when using the optical generation rate from the FDTD 
simulation to compute the photocurrent. Therefore, Eq. 2.3 is an expression for the 
total QE. 
The calculated QE as a function of the wavelength .A when the array is illuminated 
with planewaves is presented in Fig. 4·8 for both the PT and non-PT arrays . As 
explained before, such results automatically include the reflection losses at the surface. 
From Fig. 4·8, we can immediately notice that the maximum QE for the non-PT array 
is ~ 70% which accounts for a 30% reflection loss at the back surface in the case when 
an AR coating in not used. This clearly contrasts with the result for the PT array for 
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Figure 4·8: Calculated QE of the center pixel of the 3 x 3 array 
with 6 p,m pixels versus wavelength when the entire array is uniformly 
(flood) back-illuminated with planewaves with an incident photon flux 
of 1 x 1015 photons cm-2 s- 1 , at 140 K. 
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which the QE is always above 90% even without an AR coating. It is also immediately 
possible to see that there is significant peaking in the photo-response near the cutoff. 
This is not a consequence of the PT structure since it is prevalent in both the non-PT 
and PT arrays. It is instead due to reflection from the contact, the mesa sidewalls, 
and the back of the array, which produces significant interference, enhancing the 
optical generation, for wavelengths near the cutoff wavelength. In particular, it has 
previously been shown that as the metal contact becomes larger, the peaking in the 
photo-response becomes more significant (Keasler and Bellotti, 2011 b) . 
4. 7 Crosstalk 
In this work we consider two types of crosstalk; optical crosstalk and total crosstalk. 
Optical crosstalk is due to the optical pulse being scattered into adjacent pixels and 
is calculated using solely the FDTD simulations. Due to the shape of the pillars it is 
expected that to some degree they might be scattering light out of the center pixel 
into adjacent pixels thus leading to an increased optical crosstalk with respect to non-
PT structures. The second type of crosstalk is total crosstalk. Total crosstalk is due 
to both optical crosstalk as well as diffusion crosstalk (losses due to photo-generated 
carriers diffusing from the center pixel into neighboring pixels). 
4. 7.1 Optical Crosstalk 
We begin by performing simulations of six separate cases and computing the optical 
crosstalk using Eq. (2.5). We explore 6 f.-LID pixels with the beam radius set to 3.0 f.-LID 
and 8 f.-LID pixels with the beam radii set to 3.0 f.-LID and 4.0 f.-LID for both the PT and 
non-PT arrays. For each case we first calculate the normalized optical generation of 
the center pixel (we divide the integrated optical generation in the center pixel by 
the integrated optical generation in the entire array). This provides a measure of 
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Figure 4·9: Normalized optical generation of the center pixel with re-
spect to the optical generation of the entire array (left) and the optical 
crosstalk (right) of the nearest neighbors and next-nearest neighbors for 
the PT and non-PT arrays. · The optical generation is plotted for 6 f.J,m 
pixels (beam radius set to 3.0 J.1,m) and 8 f.J,m pixels (beam radii set to 
3.0 f.J,m and 4.0 J.1,m) when the 3 x 3 array is back-illuminated with Gaus-
sian beams using an incident photon flux of 1 x 1015 photons cm-2 s-1 . 
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the total amount of optical generation in the center pixel. Second, we calculate the 
optical crosstalk of the neighboring pixels using Eq. (2.5) to determine the amount of 
generation in the neighboring pixels. 
Figure 4·9 presents the normalized optical generation of the center pixel with re-
spect to the optical generation of the entire array (left) and optical crosstalk (right) 
of the nearest neighbors and next-nearest neighbors for the PT and non-PT arrays. 
The optical generation is plotted for 6 f.J,m pixels (beam radius set to 3.0 J.1,m) and 8 f.J,m 
pixels (beam radii set to 3.0 f.J,m and 4.0 J.1,m) when the 3 x 3 array is back-illuminated 
with Gaussian beams using an incident photon flux of 1 x 1015 photons cm-2 s-1 . Fur-
thermore, the beam radius is set to a constant value to maintain a constant spot size 
at all wavelengths. However, even though ¢ is constant for all wavelengths Imax is 
still larger at shorter wavelengths due to its wavelength dependence. 
There are in fact two separate causes of optical crosstalk in Fig. 4·9. The first is the 
pillars reflecting the incident light out of the center pixel into neighboring pixels which 
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is only prevalent in the PT array. The second (and by far the more dominant cause) 
is due to the fact that the Gaussian beam is not completely confined to the center 
pixel and that the decaying tail of the GB extends in neighboring pixels. This can be 
seen by analytically calculating the total amount of optical power in the center pixel 
of the array and the entire array respectively and taking their ratio should perfectly 
agree with Fig. 4·9 (left) for the non-PT array. Following the formalism outlined 
in (Schuster and Bellotti, 2012) the optical power P is given by: 
P = ~ J J (EE* /Z0 )dA, ( 4.1) 
where Z0 is the vacuum impedance and the electric field profile of the Gaussian beam 
E is given by (Synopsys, 2013a): 
E(x, y) = Emax exp [ -r(x, y)jw2] • (4.2) 
Substituting Eq. (4.2) into Eq. (4.1), evaluating the integral in Cartesian coordinates 
and truncating the limits of integration to the center pixel yields the optical power 
in t he center pixel: 
Pc = Imax J J exp [-2(x 2 + y 2)/w2] dA, (4.3) 
A cp 
where we have used the relation I max = E!axf Zo . Furthermore, the total optical power 
in the entire array is calculated by substituting Eq. (4.2) into Eq. (4.1), evaluating the 
integral in polar coordinates and letting r -+ oo, yielding the optical power in the 
entire array: 
( 4.4) 
Finally, let Rpower = Pc/ Parray · Rpower is the maximum analytical percentage of optical 
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generation in the center pixel. The ratio Rr>ower is solely due to the effect of the 
Gaussian beam extending into neighboring pixels which is most relevant when the spot 
size (spot size= 2w) approaches the pixel pitch. Rr>ower agrees with the normalized 
optical generation in the center pixel of the non-PT array shown in Fig. 4·9 (left) 
to within two decimal places. This result confirms that the only source of optical 
crosstalk in the non-PT array is the Gaussian beam extending into the neighboring 
pixels. 
From Fig. 4·9 (left) it is seen that when the beam radius is 3.0 p,m for 6 p,m pixels 
roughly 91% of the optical generation is in the center pixel for the non-PT array and 
~ 89 % for the PT array. Therefore, there is roughly 2-3 % less optical generation 
in the center pixel of the PT array compared to the non-PT array, suggesting an 
increased optical crosstalk in the PT array due to the pillars reflecting light into 
adjacent pixels. Furthermore, when the pixel size is increased to 8 p,m for the same 
size beam radius roughly 98% of the optical generation is now in the center pixel 
(further confirming that the only source of optical crosstalk in the non-PT array is due 
to the Gaussian beam extending into neighboring pixels) with only a 1% difference 
between the PT and non-PT structures. This is to be expected since for a larger pixel 
and the same spot size more of the beam is confined to the center pixel. It is also 
possible to evince from Fig. 4·9 (right) that the optical crosstalk of the neighboring 
pixels is slightly higher in the PT array than the non-PT array. This furthermore 
shows that while the only source of optical crosstalk in the non-PT array is due to 
the Gaussian beam extending into neighboring pixels that that optical crosstalk in 
the PT array is also due to the pillars scattering the incident radiation irito adjacent 
pixels. This effect is small, however, and should not present a major concern when 
considering the performance of these devices. 
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4. 7. 2 Total Crosstalk 
In section4.7.1 we showed that the PT arrays have a slightly higher optical crosstalk 
than the non-PT arrays. To determine if the optical crosstalk is sufficient to signifi-
cantly impact the device performance it is necessary to calculate the total crosstalk, 
that is the sum of the diffusion and optical crosstalk using Eq. ( 2. 6). It is not practical 
to calculate solely the diffusion crosstalk since the optical generation term in the drift 
diffusion simulations depend on the FDTD results which automatically include the 
optical crosstalk. 
Figure 4·10 (left) presents the calculated total (optical + diffusion) crosstalk for 
6 J1m and 8 J1m pixels with the beam radius set to 3.0 J1m and Fig. 4·10 (right) presents 
the calculated total crosstalk for 8 J1m pixels with the beam radius set to 4.0 J1m. The 
crosstalk is plotted for the nearest neighbors (NR) and next-nearest neighbors (NNR) 
for the PT and non-PT arrays when the 3 x 3 array is back-illuminated with Gaussian 
beams using an incident photon flux of 1 x 1015 photonscm-2 s-1 . The first thing 
that can be noticed is the unusually high crosstalk in the non-PT array. This is an 
extremely detrimental problem as current technology is moving towards pixel pitches 
less than 10 J.1m. The crosstalk is highest for 6 J1m pixels with the beam radius set to 
3.0 J1m. The cause of the unusually high crosstalk can be traced back to the fact that 
the pixel size is 6 J1m and the detector absorber layer thickness is 8.0 J1m, while the 
minority carrier diffusion length is ~ 30 J1m. Therefore, with the pixel pitch being less 
than the absorber layer thickness the carriers are very likely to diffuse to neighboring 
pixels rather than to the contact. Obviously, if the pixel pitch is increased one expects 
that the total crosstalk contribution will decrease substantially. This can initially be 
seen by comparing the non-PT array with 6 J1m and 8 J1m pixels where the nearest 
neighbor crosstalk decreases by 21%. 
This is compounded due to the absence of the graded alloy composition in the ab-
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Figure 4 ·1 0: Left: calculated total (optical + diffusion) crosstalk for 
6 J.Lm and 8 J.Lm pixels with the beam radius set to 3 J.Lm. Right: calcu-
lated total crosstalk for 8 J.Lm pixels with the beam radius set to 4 J.Lm. 
The crosstalk is plotted for the nearest neighbors (NR) and next-nearest 
neighbors (NNR) for the PT and non-PT arrays when the 3 x 3 array 
is back-illuminated with Gaussian beams using an incident photon flux 
of 1 x 1015 photons cm-2 s-1 . 
sorber layer that is inherently incorporated into liquid phase epitaxially (LPE) grown 
HgCdTe which would have established a quasi-electric field attracting the minority 
carriers towards the wide-gap region. It has been shown by Pinkie et al. that this 
quasi-electric field drastically reduces the inter-pixel crosstalk.(Pinkie and Bellotti, 
2013) The graded junction is not considered in this work in an effort to keep the 
simulation domain manageable. The graded junction requires a significant number of 
mesh points and the focus of this work is on effects due to the pillars not the graded 
junction. For a complete description of modeling graded ju~ctions in LPE grown 
material see (D'Orsogna et al., 2008). Therefore, with the pixel pitch comparable to 
the absorber layer thickness and the absence of the quasi-electric field, the carriers 
are very likely to diffuse to neighboring pixels rather than to the contact. 
From Fig. 4·10 it is also important to notice that the PT array has a much lower 
total crosstalk than the non-PT array despite the fact that the non-PT array has a 
slightly lower optical crosstalk. For instance, considering 6 J.Lm pixels , there is 4 7% less 
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Figure 4 ·11: Calculated total (optical + diffusion) crosstalk versus 
pixel pitch of the nearest neighbors (NR) and next-nearest neighbors 
(NNR) for the PT and non-PT arrays. The array was back-illuminated 
with Gaussian beams with A= 2.0 J-lm, beam radius (w) = 3.0 11m and 
¢ = 1 x 1015 photons cm-2 s-1 . 
crosstalk in the PT array compared to the non-PT array. Furthermore, we expect the 
crosstalk to decrease substantially more as the pitch approaches the 12-15 J-lm range 
that is used in state of the art arrays. Fig. 4·11 presents the total crosstalk of the 
PT and non-PT arrays versus pixel pitch. Most noticeable is the very high crosstalk 
in the non-PT array for the 6 J-lm pixel pitch (dash-triple-dot line, black in color). 
Again the high crosstalk can be traced back to the fact that the pixel pitch is 6 11m 
and the detector absorber layer thickness is 8 J-lm, while the minority carrier diffusion 
length is ~ 30 J-lm. Obviously, as the pixel pitch is increased the diffusion crosstalk 
contribution will decrease substantially. This can be seen in Fig. 4·11 as the crosstalk 
decreases from 68% to 25% when the pitch is increased from 6 11m to 12 J-lm for the 
nearest neighbors of the non-PT array. 
From Fig. 4·11 it is also important to notice that the PT array (dash-dot line, blue 
in color) has a significantly lower total crosstalk than the non-PT array (dash-triple-
dot line, black in color) despite the fact that the non-PT array has a slightly higher 
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optical crosstalk. In fact, the PT array at a 6 11m pixel pitch has a lower nearest-
neighbor crosstalk than the non-PT array at a 12 11m pitch. From this observation 
there are two significant outcomes. First , the dominant crosstalk mechanism both in 
the non-PT and PT arrays is the diffusion crosstalk. Second, the PT structure not 
only dramatically increases the QE but it is also instrumental in reducing the total 
crosstalk. In fact, the diffusion crosstalk in the PT array is mitigated by the presence 
of the pillars that prevent the minority carriers from diffusing to the adjacent pixels. 
This consequence of the PT structure may make the PT structure an invaluable 
crosstalk mitigation approach when transitioning to sub-10 11m pixel pitches. 
4.8 Simulated Spot Scan and the Modulation Transfer Func-
tion 
The crosstalk results in Figs. 4·9 and 4·10 depend heavily on the beam radius . A 
more appropriate figure of merit that would be independent of beam radius is the 
MTF which is calculated by taking the Fourier transform of the line spread function 
(LSF). The MTF is a measurement that is used to determine the spatial resolution of 
the detector. The LSF is calculated by sweeping a beam with delta function extent 
across the array. Experimentally this is achieved by performing a bi-directional line 
scan using the image of a narrow slit that is scanned over the center pixel of the 
array to construct the pixel line spread function (Campos, 2005). However, in our 
FDTD simulations it is impossible to produce a beam of near zero extent or use a 
slit without producing significant diffraction effects. An alternative approach is to 
use the narrowest beam possible. For these reasons, in these simulations w = 211m 
and ,\ = 2 J.1m. We begin our analysis by first performing a spot scan. To perform 
the spot scan we sweep the beam across the x-axis of the array. While the beam is 
swept we record the photocurrent in the center pixel. Using this technique we plot 
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Figure 4-12: Spot scan (left) and normalized spot scan (right) of the 
3 x 3 array with 8 JJm pixels back-illuminated with Gaussian beams 
at a wavelength of 2.0 JJm with the beam radius set to 2.0 JJm using 
an incident photon flux of 1 x 1015 photons cm-2 s-1 . The vertical gray 
lines indicate the pixel boundaries with two edge pixels and center pixel 
visible in the plot. 
the photocurrent in the center pixel as a function of beam position in Fig. 4-12. 
Figure 4-12 (left) is a plot of the photocurrent density in the center pixel as a func-
tion of beam position. The light vertical gray lines correspond to the pixel boundaries 
with two edge pixels and the center pixel visible in the plot. A position at 0 Jlrri. corre-
sponds to the center of the center pixel while a position at 12 Jlm corresponds to the 
edge of the array. We immediately observe that when the beam is centered over the 
center pixel that the photocurrent density for the PT array is 7. 7 JJA higher than the 
photocurrent density for the non-PT array. This difference is due to both the higher 
reflectance losses of the non-PT array as well as losses due to diffusion of photo-
generated carriers into adjacent pixels. Conversely when the beam is near the edge of 
the array the photocurrent density in the center pixel is higher for the non-PT array, 
further verifying that the crosstalk is higher for the non-PT array. Figure4·12 (right) 
is identical to Fig. 4-12 (left) except that now the photocurrent has been normalized 
by the photocurrent in the center pixel when the Gaussian beam is centered over the 
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center pixel, thus yielding a value of 1 for a beam position at 0 p,m. We immediately 
notice a significantly wider profile for the non-PT array due to the higher crosstalk. 
In fact the full-width at half-maximum (FWHM) is 14.45 p,m for the non-PT array 
but reduces to 8.93 p,m for the PT array. The significantly higher FWHM of the 
non-PT array is due the larger diffusion crosstalk compared to the PT array. 
Using the data from the spot scan we now calculate the MTF by taking the 
Fourier transform of the spot scan profile. We have calculated the MTF following 
the. formalism used in (Pinkie and Bellotti, 2013). It is desirable to compute the 
MTF because it is a far more widely used parameter by system designers to asses 
an infrared detector array's resolving ability than the crosstalk alone. Figure 4·13 
plots the MTF for the PT array and non-PT array with 8 p,m pixels using the optical 
generation rate from the FDTD simulations (left) and using the photocurrent from the 
FEM simulations (right). Calculating the MTF from the optical generation neglects 
degradation of the MTF due to diffusion and only includes effects due to optical 
crosstalk, finite width of the Gaussian beam and spatial averaging (pixel footprint) . 
The MTF contributions due to spatial averaging and the finite beam width have been 
calculated analytically in Fig. 4·13 (left) as detailed in (Boreman, 2001). The MTF 
due to spatial averaging represents the ideal limiting performance. We see that the 
finite extent of the Gaussian beam is not a limiting quantity. The MTF for the PT 
array is slightly below the non-PT due to the slightly higher optical crosstalk from 
the pillars scattering a small percentage of the incident light into adjacent pixels. 
While the optical crosstalk is a degrading effect it is only marginally limiting the 
performance. 
Conversely, Fig. 4·13 (right) plots the MTF calculated using the photocurrent 
from the FEM simulations. It is immediately seen that the total MTF for both 
geometries is significantly lower than the spatial averaging MTF. Furthermore, the 
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Figure 4·13: MTF calculated from taking the Fourier transform of 
the spot scan profile. Left: MTF calculated using the optical genera-
tion rate from the FDTD simulations. The spatial frequency has been 
normalized by the pixel pitch such that a detector limited by spatial 
averaging will intersect the horizontal axis at 1. Right: MTF calcu-
lated using the photocurrent from the FEM simulations. The 3 x 3 
array with 8 J.-Lm pixels was back-illuminated with Gaussian beams at 
a wavelength of 2.0 J.-Lffi with the beam radius set to 2.0 J.-Lffi using an 
incident photon flux of 1 x 1015 photons cm-2 s-1 . 
MTF due to diffusion has been calculated by dividing the total MTF calculated 
from the photocurrent by the total MTF calculated by the optical generation rate. 
This removes all contributions from the finite beam width, spatial averaging and 
optical crosstalk. It is seen that the MTF for the non-PT array is severely limited by 
diffusion as one would expect due to the extremely high crosstalk seen in Fig. 4-10. 
Additionally, the MTF in the PT array is not nearly as limited by diffusion as the 
non-PT since the crosstalk is much lower. This further demonstrates the significance 
of using a PT structure to limit crosstalk and improve the spatial resolution for small 
pixel pitches. 
Fig. 4-14a plots the total MTF calculated using the photocurrent from the FEM 
simulations for the PT and non-PT arrays with 8 f.-LID and 12 J.-Lm pixel pitches. The 
MTF due to spatial averaging (dash-triple-dot line, magenta in color) represents the 
ideal limiting performance. The finite extent of the Gaussian beam is not a limiting 
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Figure 4·14: MTF for the PT and non-PT arrays with 8 J.lm and 
12 J.tm pixel pitches. (a): Total MTF calculated using the photocurrent 
from the FEM simulations. The spatial frequency has been normalized 
by the pixel pitch such that a detector limited by spatial averaging 
will intersect the horizontal axis at 1. (b): MTF due only to diffusion. 
The array was back-illuminated with Gaussian beams with .X = 2.0 J.lm, 
w = 2.0 J.lill and </;= 1 x 1015 photons cm-2 s-1 . 
factor for either pixel pitch. MTFGa(pitch = 8 J.tm) < MTFGa(pitch = 12 J.tm) 
since in both cases the beams are the same size (w = 2.0 J.Lm), but the pixel pitches 
are different . MTFtotai for both arrays is significantly lower than MTFFP· It is 
seen that the MTF for the PT array is higher than the non-PT array in all cases. 
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In fact, MTFtotal for the PT array with a 8 J.Lm pitch (dash-triple dot line, blue in 
color) is larger than the non-PT array with a 12 J.Lm pitch (dashed line, green in 
color). To explain why, Fig. 4·14b plots the MTFn component of the MTF. MTFn 
was calculated by dividing the total MTF calculated from the photocurrent by the 
total MTF calculated from the optical generation rate. Calculating the MTF from 
the optical generation rate neglects degradation of the MTF due to diffusion and 
only includes effects due to optical crosstalk, finite width of the Gaussian beam and 
spatial averaging (pixel footprint) . The MTF calculated from the optical generation 
rate was not shown here because it is very similar to that of spatial averaging. MTF oc 
and MTFcB are significantly larger than MTFFP (see Fig. 4·13 (right)) and therefore 
MTFpp x MTFcB x MTF0 c is not considerably lower than MTFFP· 
It is seen that the MTF for the non-PT array is severely limited by diffusion as one 
would expect due to the extremely high total crosstalk (see Fig. 4·11) . Additionally, 
it is seen that the MTF for the PT array is not limited by diffusion as it is for the 
non-PT since the crosstalk is much lower. MTF D for the PT array with 8 J.Lm pixels 
(dash-triple-dot line, blue in color) is slightly larger than MTF FP (dash-triple-dot line, 
magenta in color), while MTFn for the PT array with 12 J.Lm pixels (solid line, red in 
color) is significantly larger than MTF FP. This further reinforces the significance of 
using a PT structure to limit crosstalk and improve the spatial resolution, especially 
for small pixel pitches. 
4.9 Surface Analysis and Passivation 
Additionally, there is the effect of how surface recombination can degrade the device 
performance. To create the PT structure the CdZnTe substrate is removed, exposing 
the absorber layer. The process of etching the pillars into the absorber layer can 
create defect surface states on the surface of the pillars. There is also far more 
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surface area on the PT detector structure with the pillars compared to a planar non-
PT device, placing an increased importance on surface passivation. Furthermore, at 
shorter wavelengths, much of the incident radiation is absorbed very near the surface. 
For these reasons, controlling the surface conditions is extremely important for high 
performance devices with this design. Fortunately, surface recombination at the back 
side of the absorber layer is of no concern in non-PT arrays because in such arrays 
the CdZnTe substrate is still present and there are no exposed surface states on the 
absorber layer. However, due to the large exposed surface area in the PT array it 
is crucial to properly passivate the pillar surface. One of the possible methods to 
accomplish this is to deposit anodic oxide on the surface of the pillars. In general , 
the deposition of an anodic oxide is accompanied by the presence of fixed positive 
charges at the interface between the oxide and the detector material. The surface 
recombination rate that is dependent on the surface recombination velocity (SRV) 
may be altered by fixed positive surface charge (N1c) resulting from the accumulation 
of carriers introduced by the deposition of the anodic oxide. Experimental values of 
both SRV and Nfc vary significantly. Experimental measurements of a wide variety 
of narrow bandgap n- and p-HgCdTe samples in the literature have yielded values 
for the SRV in the range of 102 - 104 cms-1 (Capper, 1994). Furthermore, values 
for Ntc from the anodic oxide deposition have been found to be on the order of 
1.5 x 1012 cm-2 (Reine et al., 1993). Due to the large variance in experimental data, 
when analyzing the dark current and QE only SRVs between 0 and 5000cms-1 and 
Ntc densities between 1 x 1010 and 3 x 1012 cm-2 are considered. There is also the 
concern of surface recombination on the mesa which is located on the front side of 
the array. The front side of the array is normally passivated with CdTe which has 
the benefit that it does not short out the junction as anodic oxide would. Surface 
recombination on the mesa has been ignored since this effect would be identical for 
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Figure 4·15: Simulated band diagrams versus pillar depth by per-
forming a slice through the pillar perpendicular to the z-axis. The 
3 x 3 array with 6 11m pixels is not illuminated and SRV = 1000 em s-1 . 
Data taken along the dashed horizontal line in Fig. 4·17. 
both the PT and non-PT arrays and will not degrade the device performance of one 
with respect to the other. 
It is crucial to ensure that the current model is valid in modeling the surface 
condition. Non-zero Nfc on the pillar surface causes the bands to bend downward. 
Fig. 4·15 plots the band diagrams versus pillar depth for Nfc ranging from 1010 -
1014 cm-2 . For reference, the band diagrams without surface recombination are also 
plotted. It is seen that at N1c = 1013 cm-2 the bands bend to a degree that is 
comparable to half the bandgap. Therefore, modeling Nfc as large as 1013 -1014 cm-2 
requires that band filling and Fermi-Dirac statistics be taken into account since the 
band bending leads to a shutoff of the Auger-1 recombination rate at large Nfc· 
However, the current model utilizes Boltzmann statistics and is not strictly valid in 
that regime. For these reasons such large values have not been utilized and only data 
up to Nfc = 3 x 1012 cm-2 has been plotted. The dashed-black lines in Fig. 4·16, 
4·18e-f and 4·20 represent values beyond 3 x 1012 cm-2 where the band bending at 
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the pillar surface due to N1c begins to become significant. 
4.9.1 Surface Analysis and Quantum Efficiency 
The first step in the analysis is to determine to what extent surface recombination 
affects the QE (ry). This is accomplished by considering a 3 x 3 pixel array with 6 J-Lm 
pitch and evaluating the QE at a specific wavelength. The simulations were conducted 
at 140 K all pixels were reverse biased at -5 m V and the array was illuminated with a 
planewave and the QE was computed using Eq. (2.3). Fig. 4·16 presents the calculated 
quantum efficiency computing as a function of Nfc for a fixed illumination wavelength 
A. = l.OJ-Lm and for three different SRVs: 0, 1000 and 5000cms-1 . During the 
following discussion on the various mechanisms that affect the QE, Figs. 4·17 and 4·18 
will routinely be referred to. Fig. 4·17 presents the calculated Auger recombination 
rate, electron concentration and hole concentration by showing a slice through the 
array parallel to the growth direction for SRV = 1000cms-1 and N1c = 1012 cm-2 . 
Fig. 4·18a-c instead presents the Auger recombination rate, electron concentration and 
hole concentration as a function of position within the pillar along a line perpendicular 
to the z-axis for SRV = 1000 em s-1 . These figures provide a graphical representation 
of the behavior of these quantities when the surface charge is varied. For clarity, 
the dashed black lines in Fig. 4·17 show the position in the pillar where the data in 
Figs. 4·15 and 4·18 was obtained. Fig. 4·18e-f plots the same three quantities, taken 
from the pillar edge and pillar center versus Nfc· 
Consider the situation when SRV = Ocms-1 . As can be seen in Fig. 4·16 (solid 
line, blue in color) the QE with very low fixed positive charge is initially nearly 
identical to the ideal case without surface recombination (dashed line, brown in color). 
Subsequently, as N1c increases, an electric field forms perpendicular to the surface 
which causes electrons to accumulate at the surface (see Fig. 4·17 middle) . This causes 
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Figure 4·16: Calculated QE of the center pixel of the array versus N1c 
for SRVs ranging from 0- SOOOcms-1 . For reference the QE for the 
PT array without surface recombination has also been plotted. The 
entire array was uniformly (flood) back-illuminated with planewaves 
with ). = 1.0 p,m and ¢ = 1 x 1015 photons cm-2 s-1 . 
photo-generated holes to be surrounded by a higher local electron concentration which 
leads to the Auger recombination rate increasing (see Fig. 4·17left) and consequently 
a decrease in the QE is observed. 
When SRV = 1000cms-1 (dash-dot line, red in color) there is a very different 
behavior. For N1c < 1011 cm-2 the QE drops significantly. This is a direct effect of 
the fact that holes photo-generated close to the surface are readily recombined by 
the surface states before they can diffuse away. However, as N1c is increased, holes 
are repelled away from the surface and into the bulk (see Fig. 4·18c and f) where the 
electron concentration is lower due to the presence of the electric field perpendicular 
to the surface. This results in a lower Auger recombination rate and higher QE. 
In fact , the calculated value of the QE has a maximum at Nfc ~ 1011 cm-2 , after 
which the QE decreases again. The peak occurs because, for a given value of N1c, the 
competing effects of the SRV and the presence of the electric field that repels holes 
leads to a reduction of the total (Auger and surface) recombination rate. 
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Figure 4 ·1 7: Auger recombination (left), electron density (center) 
and hole density (right) for the center pixel of the array are shown 
by performing a slice parallel to the growth axis through the array. 
SRV = 1000 em s-1 , Nfc = 1012 cm-2 and the array is illuminated with 
planewaves with A = 1.0 J.Lm and ¢ = 1 x 1015 photons cm-2 s-1 . The 
dashed black lines depict where the data in Figs. 4-15 and 4-18 is ex-
tracted from. 
If Nfc is further increased beyond the value that yields the maximum QE, the 
accumulation of electrons close to the surface leads to an Auger recombination rate 
that overshadows the effect of both the repelling electric field and the surface recom-
bination. In fact, although the maximum QE occurs at different values of Nfc for 
different SRVs, when Nfc is further increased, the dependence of the QE on Nfc is the 
same for all values of SRV. As can be seen in Fig. 4-16, the QE approaches a minimum 
value for N1c ::::::: 1013 cm-2 which corresponds to a peak in the Auger recombination 
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Figure 4·18: Auger recombination (a), electron density (b) and hole 
density (c) are plotted versus pillar depth by performing a slice per-
pendicular to the growth axis through the pillar. SRV = 1000 em s-I, 
N1c = 1012 cm-2 and the array is illuminated with planewaves with 
A = 1.0 J-lm and ¢ = 1 x 1015 photons cm-2 s-1 . ( e-f): plots of the 
same three quantities, taken from the pillar edge and pillar center, as 
a function of the fixed Nfc· 
rate at the surface (see Fig. 4·18a and d) . 
Fig. 4·18e-f provides a different view of the same behavior. As N1c increases along 
the pillar edge, the Auger recombination rate approaches a maximum value near 
N 1c = 1013 cm-
2 and then decreases while the electron concentration exponentially 
increases and the hole concentration exponentially decreases. The Auger recombina-
tion rate approaching a maximum value near N1c ~ 1013 cm-2 leads to a minimum 
value of the QE towards this Nfc · Therefore, for N 1c > 1011 cm-2 Auger recombi-
nation is dominant and continually decreases the QE as N1c --+ 1013 cm-2 while the 
electron concentration exponentially increases and the hole concentration exponen-
tially decreases. The situation is quite different closer to the middle of the pillar. 
The increasing N1c only slightly perturbs the carrier dynamics near the center of the 
pillar. As Nfc increases, the Auger recombination rate increases slightly and then 
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Figure 4·19: Calculated QE of the center pixel of the array versus 
wavelength. SRV = 1000cms-1, N1c is varied from 1010 - 1012 cm-2 
and the array is illuminated with planewaves with A = 1.0 J.Lm and 
¢ = 1 x 1015 photons cm-2 s-1. Sharp transitions may be prevalent 
since the QE has been simulated in increments as large as A= 0.50 J.Lm 
over parts of the spectrum. 
decreases as N1c --t 1013 cm-2. The electron concentration is nearly constant, but 
continually increases. The hole concentration increases slightly and then decreases as 
Nfc --t 1013 cm-2. 
To complete the device analysis the dependence of the QE on the illumination 
wavelength is now determined. Fig. 4·1 9 presents the calculated QE as a function 
of the wavelength for the center pixel of the 3 x 3 array for N1c ranging from 1010 
to 1012 cm-2 for SRV = 1000 em s-1. For reference the QE of the PT array without 
surface recombination has also been plotted (dot-two-dash line, black in color) . It is 
immediately observed that when surface recombination is present without any fixed 
charge (dashed line, brown in color), the QE drops to roughly 50% at A = 1.0 J.Lm, 
a difference of 40%. As Nfc is increased the QE increases and begins to approach 
the ideal case without surface recombination. Indeed for N1c = 1011 cm-2 (dash-dot 
line, magenta in color) the QE is f'.oJ 90% which is very close to the ideal QE. This is 
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consistent with the discussion of Figs. 4·16- 4·18 which were evaluated at A= 1.0 p,m. 
It is also observed that the QE increases closer to the cutoff. This is due to the fact 
that at longer wavelengths the incident radiation is absorbed deeper into the device, 
and progressively farther away from the surface, and therefore surface recombination 
ceases to affect the QE to such a drastic extent. 
4.9.2 Dark Current and J(V) Characteristics 
A significant advantage of the micro-structured surface approach is the possibility of 
reducing device noise and dark current as a consequence of removing device volume. 
To assess this possibility, the absolute value of the calculated dark current density as a 
function of Nfc for a 3 x 3 pixel array with 6 p,m pixels for the same SRVs and N 1cs as 
Fig. 4·16 has been plotted in Fig. 4·20. It is immediately possible to observe that the 
dips in Fig. 4·16 agree with the peaks in Fig. 4·20. This is due to the same phenomena 
that cause the QE to decrease which in turn also causes the dark current to increase. 
When SRV = Ocms-1 the dark current with surface recombination (solid line, blue 
in color) is identical to the dark current without surface recombination (dashed line, 
brown in color) for Nfc ~ 1010 em - 2 . However, as Nfc increases the carriers at the 
surface are repelled inward by the electric field leading to a increase in recombination 
towards the pillar center which increases the dark current. If instead SRV > 0 (dash-
dot line, red in color and dash-two-dot line, magenta in color), the dark current for 
the PT array at Nfc = 1010 cm-2 is at least an order of magnitude larger than the 
PT array without surface recombination and is also significantly larger than the non-
PT array (dash-three-dot line, green in color). Again, as Nfc increases carriers are 
repelled away from the surface by the electric field which decreases the recombination 
at the surface and lowers the dark current. The dark current approaches a minimum 
value near Nfc ~ 1011 cm-2 and then increases again. 
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Figure 4·20: Absolute value of the dark current density of the center 
pixel of the array versus Nfc for SRVs ranging from 0- 5000cms-1 . 
For reference the QE for the non-PT and PT arrays without surface 
recombination have also been plotted. 
Consider the dark current at the operating bias of V = -5 m V. Jd at this bias for 
the center pixel of the non-PT array is 2.81 J.lAcm-2 . After etching the PT structure, 
Jd(ideal) decreases by 1.25 J.lAcm-2 to 1.56 J.lAcm-2 , a 44.6% decrease. However, upon 
including surface recombination (SRV = 1000cms-1 and Nfc = 3 x 1011 cm-2 ), Jd 
increases by 1.45 J.lAcm-2 from 1.56 J.lACm-2 to 3.01 J.lAcm-2 , a 93% increase. Now 
Jd for the PT array with surface recombination is nearly a factor of 2 higher than the 
PT array without surface recombination. Furthermore, the PT array with surface 
recombination has a Jd that is 0.20 J.lAcm-2 higher than the non-PT array, a 7% 
increase. This percentage increases to ~ 25% closer to the Nfc = 1.5 x 1011 cm-2 
quoted in (Reine et al., 1993). 
Fig. 4·21 plots the absolute value of the calculated dark current density as a func-
tion of the applied bias voltage for the non-PT array (dashed line, black in color), the 
PT array without surface recombination (solid line, blue in color) and the PT array 
with surface recombination (SRV = 1000cms-1 and Nfc = 1011 cm-2 , dash-dot line, 
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Figure 4·21: Absolute value of the calculated dark current density 
versus applied bias voltage of the non-PT array, the PT array without 
surface recombination and the PT array with surface recombination 
(SRV = 1000cms-1 and Nfc = 1011 cm- 2). Inset: dynamic resistance 
multiplied by the area computed from the J (V) data. 
red in color). As expected, the dark current for the ideal PT array is consistently 
lower than the non-PT array due to the removal of device volume. However, the dark 
current for the PT array (SRV = 1000cms-1 and Nfc = 1011 cm-2 ) is in fact higher 
than the ideal PT array and the non-PT array over the entire bias range. Further-
more, Fig. 4·21 (inset) presents the dynamic resistance multiplied by the pixel area 
(RnA) . The dynamic resistance is computed according to RnA= (dldark/dV) - 1 A 
where !dark is the dark current, V is the applied bias and A is the pixel area. From the 
RnA it is observed that both devices are dominated by diffusion current under reverse 
bias, exhibiting near ideal behavior. This is to be expected since the SRH lifetime has 
been set at 10 J.1S. It is desirable for devices to be dominated by diffusion current as 
this enables higher operating temperatures. The dynamic resistance saturates near 
-0.8 V due to the I ex y'(V) dependence of the diffusion current which leads to a 
marginal increase in RnA. If the device is biased more heavily the dark current will 
eventually begin to increase again as SRH recombination becomes more dominant. 
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At very large reverse biases, dark current will further increase due to band-to-band 
tunneling. This will subsequently result in the dynamic resistance decreasing at large 
reverse bias. 
4.10 Conclusions 
In conclusion, we have used our numerical model to analyze the performance of 
HgCdTe pixel arrays that incorporate a periodic micro-structured PT surface to 
reduce reflection. To simulate crosstalk we have incorporated a non-uniform illu-
mination source into an FDTD simulation to replicated the behavior of a focused 
beam in an actual experiment. We have shown that compared to non-PT arrays 
that PT arrays have a slightly higher optical crosstalk, but significantly less diffusion 
crosstalk, thus indicating that PT arrays will have significantly better device perfor-
mance than non-PT arrays in terms of crosstalk, especially for small pixei pitches. 
Furthermore, we have characterized these structures by sweeping a Gaussian beam 
across the array to perform a spot scan. Using this technique we have calculated the 
FWHM to be significantly less for the PT array. Subsequently, we have calculated 
the MTF from the spot scan and shown that PT structures have superior resolv-
ing capability compared to non-PT structures. Furthermore, the dependence of the 
total crosstalk on pixel pitch has been established. It has been shown that due to 
the lateral confinement of photo-carriers due to the pillar structure that a PT array 
with a 6 fLm pitch has a lower crosstalk than a non-PT array with a 12 fLm pitch. 
TheMTF has also been calculated by performing a spot scan and it was shown that 
PT arrays have superior resolving capability compared to non-PT arrays. In fact , 
for a 8 fl,m pitch the dominant mechanism limiting the MTF of the PT array is no 
longer diffusion. This is in contrast to the non-PT array where the MTF is heavily 
dominated by diffusion even at a 12 fLm pitch. Consequently, as detector array tech-
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nology moves toward a reduction in pixel size, the PT approach may prove to be an 
invaluable crosstalk mitigation technique that will offer high resolution at small pixel 
pitches. Furthermore, extensive emphasis was placed on determining how different 
surface conditions affected the dark current and QE. It was determined that with 
current anodic oxide passivation techniques, even in the best scenario the PT array 
has a higher dark current than the non-PT array. However, under certain surface 
conditions the PT array does have a comparable QE to an ideal PT array without 
surface recombination. 
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Chapter 5 
Numerical Simulations of InAsSb 
Photon-Trapping Structures 
5.1 Introduction 
There is a constant pursuit in the infrared detector industry to develop detectors 
with lower dark current, higher operating temperature and broadband (0.5- 5.0 J-Lm) 
quantum efficiency. One such technique to tackle these requirements is to incorporate 
a micro-structured photon-trapping structure into the detector absorber layer. This 
was performed on two separate detector array architectures: HgCdTe P-on-n photo-
diodes (Fulk et al., 2012; Keasler and Bellotti, 2011a; Schuster and Bellotti, 2013) and 
InAsSb nBn detectors (D'Souza et al., 2011; D'Souza et al., 2012b). The HgCdTe PT 
detectors were studied extensively in Chapter 4 and it was shown that this technique 
exposes the narrow gap AL mandating that the surface be properly passivated to 
reduce surface recombination current and maintain high device performance. 
Recall from Chapter 3 that the nBn detector is a new type of quantum semicon-
ductor detector that was introduced relatively recently (Maimon and Wicks, 2006; 
Klipstein, 2003). This new detector consists of a narrow-gap n-type AL, a wide-gap 
depleted BL, and a narrow-gap n-type CL. The BL presents a large barrier to electron 
flow, and the nBn detector operates as a unipolar unity-gain minority carrier device. 
A key benefit of the nBn architecture is that, for a wide range of design parameters, 
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there is no depletion region in the narrow-gap layers, thereby eliminating the space-
charge G-R dark currents that have plagued conventional InAs and InAsSb junction 
photodiodes and severely limited their applicability for high sensitivity requirements 
to lower temperatures. Another key benefit of the nBn architecture is self-passivation. 
The narrow-gap AL is buried beneath the wide-gap BL effectively eliminating surface 
effects, thereby negating any additional dark current caused by the exposing the AL. 
The focus of the current work is now to leverage the power and flexibility of the nBn 
PT design to engineer spectrally filtering PT structures. That is, detectors that have 
a predetermined spectral response to be more sensitive in certain spectral ranges and 
less sensitive in others. 
The chapter is organized as follows: section 5.2 describes the InAsSb nBn PT 
geometry, section 5.3 presents the experimental verification of the numerical model , 
section 5.4 presents the electromagnetic and electrical response of the spectrally fil-
tering detectors and finally, section 5.5 summarizes the outcome of this chapter. 
5.2 lnAsSb nBn PT Geometry 
The nBn device modeled in this work was designed to closely resemble those reported 
(D'Souza et al. , 2011; D'Souza et al., 2012b) which are grown on GaAs substrates 
(see Fig. 5·1). On the substrate is grown a thick narrow-gap InAs1_xSbx AL. On 
the AL a thin wide-gap BL made of AlAsxSb1-x , which is nearly lattice matched 
to InAs1_xSbx , is deposited. Then, a thin narrow-gap InAsl- xSbx CL, is grown. 
Finally, a 100 nm thick gold layer terminates the device. The specifications for the 
AL, BLand CLare given in Table 5.1. A complete description of the InAs1_xSbx and 
AlAsxSb1_x material models is given in Appendices 2.4 and 2.5 respectively. Using 
the formulas in Appendix2.4, x = 0.210 and Nn = 1.2 x 1016 cm-3 , InAsSb has a 
total lifetime of 304 ns (Lp = 21 JLm) at 150 K and 408 ns (Lp = 24 JLm) at 200 K and 
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Figure 5·1: Schematic representing DRS broadband PT pyramidal 
absorber architecture. The original version of this figure was taken 
from (D'Souza et al., 2012b). 
the dominant mechanism effecting the lifetime is Auger recombination. To create 
the PT structure the GaAs substrate is removed and pyramids are etched into the 
AL (D'Souza et al., 2011; D'Souza et al., 2012b). The pyramids are initially assumed 
to be 3 J.Lm at the base ( WPT = 3 J.Lm) and 4 J.Lm in height ( tpT = 4 J.Lm), leaving 
another 1 J.Lm of AL beneath the pyramids (tAL= 1 J.Lm). A schematic representing a 
single pixel incorporating the PT structure is shown in Fig. 5·2. 
The model assumes ideal contacts with a common cathode implemented as an 
external ring. Beneath the cathode contact is a heavily doped n-type region that 
Table 5.1: Layer parameters for the nBn device, including material, 
molar fractions, thickness and doping concentrations. 
Region Name Material Composition Thickness Doping 
Pyramid InAs1-xSbx 0.195- 0.210 2.00- 4.00 J.LID ND = 1.2 x 1016 cm-3 
Absorber Layer (AL) InAs1-xSbx 0.195- 0.210 0.10- 3.00 J.LID ND = 1.2 x 1016 cm-3 
Barrier Layer (BL) AlAsxSb1-x 0.180 0.30J.LID NA = 1.8 x 1015 cm-3 
Contact Layer ( CL) InAs1-xSbx 0.195- 0.210 0.25J.LID ND = 1.0 x 1018 cm-3 
Contact Gold 0.10J.Lm 
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Figure 5·2: Schematic representation of a single 12 /Lm pixel incorpo-
rating the PT structure. 
extends 0.2 f.Lm into the detector AL. This region serves to repel minority carries 
away from the cathode. In realized arrays several rows of outer pixels along the 
edge of the array are shorted out through deposition of a metal contact to form 
the cathode (D'Souza et al., 2012b). This metal contact extends along the outside 
boundary of the array. The PT structure is not etched into these edge pixels to allow 
for the placement of the cathode. In the simulations it is not realistic to simulate 
these extra pixels solely to form the cathode. Consequently, the cathode was placed 
directly on the sole active pixel of interest, necessitating the need for the heavily doped 
n-type region to repel carriers away from the cathode, mitigating effects related to 
placing the cathode on the active pixel. Additionally, a perfectly reflecting gold layer 
is placed at the top of the CL on the mesa during the FDTD simulations to account 
for the presence of the metal contact in a physically realized device. This step is 
crucial for longer wavelengths where the detector operates as a multi-pass device. To 
allow for proper simulation of the interfaces vacuum is inserted above and below the 
device which allows for calculation of the electric fields extending beyond the device 
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boundaries. 
5. 3 Experimental Verification 
Before simulating the electromagnetic and electrical response presented in Section 5.4 
the numerical and material models must first be verified. This is accomplished by 
computing the dark current density and QE and comparing the numerical results to 
experimental data reported in (D 'Souza et al. , 2012a). The experimental structure 
employed a MWIR InAsSb alloy compound barrier (CB) detector similar to that de-
scribed previously in (D'Souza et al. , 2011; D'Souza et al. , 2012b) with the exception 
that the detectors fabricated, characterized and reported in (D'Souza et al. , 2011 ; 
D'Souza et al. , 2012b) did not incorporate aPT structure. 
The alloy composition of x = 0.195 for the InAs1_xSbx AL provided a cutoff wave-
length of 4.87 p,m at 150 K. The InAsSb alloy material was processed into detector 
structures in a 1024 x 1024 format on an 18 p,m pitch. The 1024 x 1024 detector 
structure was hybridized to a fanout chip that had metalization of different areas on 
it to permit the shorting of multiple 18 x 18 p,tn2 detectors, thereby forming large area 
detectors that could be characterized through a fanout chip. Several detectors of dif-
ferent areas were characterized. An example of the detectors that were characterized 
is a 64 x 64 substructure (i.e. 4096 18 x 18 p,m2 detectors) of detectors that were 
connected together at the fanout metal level to form a large 1152 x 1152 p,m2 detector 
structure. The measured dark current density for two such substructures, a 64 x 64 
substructure and a 20 x 20 substructure are plotted in Fig. 5·3 (left) at two different 
temperatures: 150 K and 200 K. In Fig. 5·3 (left) is also plotted the simulated dark 
current density at the same two temperatures. The simulations in Fig. 5·3 (left) are 
of a very large single non-PT pixel in two dimensions and the CB has been modeled 
as a single AlAsSb layer. It is observed that there is excellent agreement between the 
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Figure 5·3: Measured and simulated dark current density at 150 K 
(.\c = 4.89 J.Lm) and 200 K (.\c = 5.08 J.Lm) (left) and quantum efficiency 
at 150K (right) for non-PT devices with x = 0.195. Experimental data 
from (D'Souza et al., 2012a). 
0 .5 
measurement and the simulations, especially where the reverse bias current saturates 
at -l.OV. For low reverse bias the current is due to diffusion current and at larger re-
verse bias it is believed that the increase in current is due to tunneling as the dynamic 
impedance decreases as the magnitude of reverse bias is increased beyond -1.0 V. Note 
that the simulations in Fig. 5·3 (left) were 2D simulations and used a molar fraction 
of x = 0.195. All subsequent simulations in this paper are 3D simulations with molar 
fraction of x = 0.210. 
The data also indicates that the experimented devices have a large barrier in 
the valence band. Fig. 5·3 (right) plots the QE versus voltage for a 3D device with 
x = 0.210 at 150 K. The measured devices do not begin to turn-on until V ~ -0.5 V 
and in fact the QE does not reach 66 % until V = - 1.0 V and eventually the QE 
increases to 70% at V = -2.0V. Consequently, there is a substantial valence band 
offset that is blocking the flow of photo-generated holes from the AL to the CL. 
Currently, no data in the literature exists to calculate the VBO for InAs1_xSbx at 
these compositions. Therefore, the VBO as been empirically determined by matching 
the turn-on voltage from the J (V) characteristics and the QE. Excellent agreement 
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was achieved between the dark current density for the data and simulations in Fig. 5·3 
(left) using a VBO of 0.18 eV at 150 K and 0.20 eV at 200 K. The VBO offset is 
the only fitting parameter used in the simulations. The InAsSb detectors are back-
illuminated through the GaAs substrate which has a reflectance of 29% due to the 
absence of an AR coating. Consequently, the QE can be at most 71%. Therefore, a 
~ 0.70% QE implies an internal QE that is close to 100%. At V = -l.OV and a 
wavelength (>-.) of 2 J.Lm the simulations yielded a QE of of 65.6%, which is in good 
agreement with analytical calculations at 65 .3% and the data at 66.1%. Calculating 
the QE analytical using Eq. (3.1) yields an internal QE of 96.2%, which reduces to 
65.3% after factoring in 32.1% reflection losses (reflection at air/InAsSb interface at 
).. = 2.0J.Lm). Therefore, at V = -l.OV the simulations agree to within 1% with the 
experimental data and the analytical calculation. 
5.4 Electromagnetic and Electrical Response 
In this section the electromagnetic and electrical characteristics of the InAs0.79Sb0.21 
nBn PT device are evaluated. All subsequent simulations are of a single pixel at a 
12J.Lm pitch, T = 150K, V = .-l.OV and¢ = 1 x 1017 photonscm-2 s-1 at normal 
incidence. 
5.4.1 Uniform Square Lattice of Pyramids 
We begin by considering a pixel with a uniform lattice of pyramids. Fig. 5·4 (left) 
shows the simulated reflectance versus wavelength for pyramids whose base was varied 
from 1 - 4 J.Lm, calculated according to Eq. ( 2.1). In all cases the pyramid height was 
held constant (tPT = 4 J.Lm). For reference the reflectance for the non-PT structure 
has also been plotted in Fig. 5·4 (left) as well as in all subsequent reflectance plots. 
To maintain a true comparison the total thickness of the non-PT pixel is always 
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Figure 5·4: Left: simulated reflectance versus wavelength for the 
non-PT and PT structures. The length of the base of the pyramids has 
been varied from 1 - 4 pm. Right: simulated QE versus wavelength 
for the non-PT and PT structures ( WPT = 2 Jlm) . In all PT cases 
tpT = 4 Jlm and tAL = 1 Jlm are held constant for a total of 5 Jlm of 
absorbing material (not including the CL) . 
identical to the total thickness of the PT pixel. The reflectance is always calculated 
in ). = 0.05 Jlm increments with finer resolution occasionally used in specific areas of 
rapid change. It is seen that the reflectance is significantly lower for the four PT struc-
tures compared to the non-PT structure. The reflectance for the non-PT structure is 
~ 30 %, but the reflectance for the PT structure can be tailored to be below 1 % by 
adjusting WPT· Note that as WPT is increased the sides of the pyramids become less 
steep. In fact as WpT is increased from 1 Jlm to 4 Jlm the angle of the sides decreases 
from 82.0° to 63.4° (as measured from the pyramid base). These results are in agree-
ment with (D'Souza et al. , 2011) and demonstrate that the PT structure successfully 
acts as an AR coating. Similar results are obtained using different geometries such 
as pillars (see (Keasler and Bellotti, 2011a)). The key to the PT structures success is 
the following: at shorter wavelengths the PT structure scatters the incident radiation 
between the pyramids causing multiple reflections between pyramids which increases 
the absorption; and at longer wavelengths the PT structure acts as a continuously 
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graded effective medium. 
Fig. 5·4 (right) presents the calculated QE versus wavelength for both the non-
PT and PT structures, calculated according to Eq. (2.3). Only the PT structure with 
WPT = 2 J-tm was simulated. As explained before ; such results automatically include 
the reflection losses at the surface. From Fig. 5·4 (right) , it is immediately noticed that 
the maximum QE for the non-PT structure is ~ 65% which is limited by reflection 
losses at the backside at the air/InAso.79Sbo.21 interface (R ~ 31.5 %) in the case when 
an AR coating in not used. This clearly contrasts with the result for the PT structure 
for which the QE is in general above 90% even without an AR coating. The PT QE 
decreases steadily past A = 3.0 J-tm, in accordance with the reflectance increasing. 
An effect that may be mitigated by utilizing taller pyramids. It is also immediately 
possible to see that there is significant peaking in the photo-response near the cutoff 
(especially for the non-PT structure) . This is due to reflection from the contact , the 
mesa sidewalls , and the back of the structure, which produces significant interference 
for wavelengths near the cutoff wavelength (Keasler and Bellotti, 2011b) . 
5 .4. 2 Uniform Square Lattice of Pyramids with Pseudo-Cavity 
The goal of the current work is to engineer the PT structure to yield a specific prede-
termined spectral response. This can be accomplished by removing pyramids from the 
center of the pixel as is shown in Fig. 5·5. It should be understood that the structure 
in Fig. 5·5b,c does not strictly constitute a pseudo-cavity in the conventional sense 
and as such it is referred to as a pseudo-cavity. The pseudo-cavity area Acav can be 
varied be removing subsequent rows of pyramids. Such a structure can be physically 
realized by not etching pyramids into the center of the pixel and instead etching 
away nearly all of the AL. The reflectance for pixels incorporating a pseudo-cavity is 
plotted in Fig. 5·6 (left) for pixels with pseudo-cavity areas ranging from 4 x 4 J-tm2 
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Figure 5·5: Left: PT pixel with uniform lattice of pyramids. Center 
and right: PT pixel with pyramids removed from the center of the 
uniform lattice of pyramids to form a cavity. In this representation 
tpT = 4 f.1m, WpT = 1 f.1m and tAL = 1 f.1m . 
p:: 
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to 10 x 10 11m2 . It is observed that the presence of the pseudo-cavity results in the 
reflectance assuming a periodic behavior. The strength (magnitude) of the period-
icity significantly depends on the pseudo-cavity area. This can be explained in the 
following way. The presence of the pseudo-cavity perturbs the structure, where the 
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Figure 5·6: Simulated reflectance versus wavelength for the non-PT 
structure and the PT structure incorporating a cavity. Left: pseudo-
cavity area varied from 4 x 411m2 to 10 x 10 11m2 with tpT = 4 11m and 
WpT = 111m held constant . Right : pyramid height varied from 2-4 11m 
with WPT = 111m and A cav = 10 x 10 11m2 held constant. In both cases 
tAL= 1 f.1m. 
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Figure 5·7: Simulated QE versus wavelength for the non-PT structure 
and the PT structure with and without a pseudo-cavity with tpT 
2 J-Lm , WpT = 1 J-Lm, tAL = 1 J-Lm and A cav = 10 X 10 J-Lm2 . 
strength of the perturbation is proportional to the pseudo-cavity area. The larger the 
pseudo-cavity the larger the perturbation and the more dominant is the periodicity. 
As pyramids are removed the amount of absorbing material is decreased which in-
creases the reflectance. Furthermore, when the pseudo-cavity is large almost all of the 
pyramids are removed and the majority of the absorbing material that remains is the 
1 J-Lm of AL beneath the pyramids. The periodicity is caused by incident light being 
absorbed into the AL and being internally reflected between the AL/ air interface and 
the gold contact on the front-side of the pixel. 
The reflectance for pyramids ranging from 2-4 J-Lm in height for a constant pseudo-
cavity area of 10 x 10 J-Lm2 is plotted in Fig. 5·6 (right) . It is observed that the pyramid 
height does not significantly affect the reflectance. This is because for such a large 
pseudo-cavity area the perturbation due to the pseudo-cavity is the dominant mech-
anism effecting the reflectance which screens out the dependence of the reflectance 
on the pyramid height. 
The QE is plotted in Fig. 5·7 for the non-PT structure, the PT structure with 
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Figure 5·8: Left: simulated reflectance versus wavelength for the non-
PT structure and the PT structure incorporating a pseudo-cavity when 
tAL is reduced from 1 J.Lm to 0.1 J.Lm while Acav = 10 X 10 J.Lm2 , tPT = 
2 J.Lm and WPT = 1 J.Lm are held constant. Right: simulated QE versus 
wavelength for all cases on the left except tAL = 0.1 J.Lm. 
a uniform lattice of pyramids and the PT structure with a cavity, The total AL 
thickness in Fig. 5·7 is 3 J.Lm compared to the 5 J.Lm in Fig. 5·4 (right) and consequently, 
the devices have a softer cutoff. It is seen that the periodicity in the reflectance is 
translated into the QE resulting in a 20% contrast at longer wavelengths. The period 
of the periodicity increases dramatically at shorter wavelengths but the magnitude 
of the difference of the QE is much less than that of the reflectance. Therefore, it 
is necessary for a very large contrast in the reflectance to be achieved for a strong 
periodicity to be evident in the QE. While this approach is successful, the magnitude 
of the QE is much lower than without a cavity. It is expected that if a smaller 
pseudo-cavity is used that the overall magnitude of the QE will increase, hqt that the 
magnitude of the periodicity will decrease and eventually diminish to that of the PT 
structure without a cavity. 
The dependence of the reflectance on the thickness of the AL beneath the pseudo-
cavity is shown in Fig. 5·8 (left) as the AL thickness is reduced from 1.0 J.Lm to 0.1 J.Lm. 
It is seen that the location of the inflection points significantly depends on the AL 
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thickness . In fact for strong periodicity at shorter wavelengths a thinner AL is re-
quired and for a stronger periodicity at longer wavelengths a thicker AL is required. 
To obtain strong periodicity at shorter wavelengths, the AL thickness must be de-
creased to 0.5 jjm or even less. It is difficult to go thinner since there is now nowhere 
to place the cathode, without simulating extra edge pixels without a cavity. While 
this is possible it will greatly increase the size of the problem with no real advantages. 
· The magnitude of the periodicity of the QE is much stronger at shorter wavelengths 
with a 0.5 J1-m thick AL, but the overall QE is much lower (see Fig. 5·8 (right)). 
5.4.3 Uniform Hexagonal Lattice of Holes 
As an alternative to pyramids, holes are now used to tune the spectral sensitivity. 
Initially, consider only holes that are perfectly cylindrical. It was found that for holes 
to be most effective they must be very densely packed. This is best accomplished 
by using a hexagonal lattice, whereas the pyramids in the previous sections were 
arranged in a square lattice (see (Keasler and Bellotti, 2011a) for a discussion on 
a) b) Jl 
Perfect Cylinders 
Mf\M.M 
Perfect Cones 
Figure 5·9: Representation of a) single pixel with perfect cylinders, 
b) cross section of the perfect cylinders (Dbase = Dtop = 1. 0 jjm), 
truncated cones (Dbase = 1.0 jjm, Dtop = 0.5 J1-m) and perfect cones 
(Dbase = 1.0 jjm, Dtop = 0.0 jjm) along the dashed line in a) and c) 
cross section depicting the important geometrical quantities for the 
holes: Dbase, Dtop and d (= 2.0jjm in all examples). 
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Figure 5·10: Simulated reflectance (left) and QE (right) versus wave-
length for the non-PT structure and the PT structure formed by etching 
perfectly cylindrical holes into the AL. The AL is 3.0 f.-liD thick and the 
holes are 2.0 f.-liD deep, leaving another 1.0 f.-liD of unperturbed AL be-
neath the holes. Left: simulated reflectance when the hole diameter is 
varied from 0.5 f.-liD to 1.0 f.-liD for perfectly cylindrical holes. When the 
hole diameter is 1.0 f.-liD there are a total of 128 holes and when the hole 
diameter is 0.5 f.-liD there are a total of 256 holes. Right: Simulated QE 
of the hole structure with 1.0 f.-liD diameter holes. 
the differences between arranging PT structures in square and hexagonal lattices) . 
Fig. 5·9a shows a single pixel with a hexagonal lattice of 128 holes that are 1.0 f.-liD 
in diameter (Dbase = Dtop = 1.0 f.-liD). The total thickness of the AL is 3.0 f.-liD and 
the holes are 2. 0 f.-liD deep ( d = 2. 0 f.-liD). Fig. 5 · 9 b depicts a cross section of the holes 
taken along the dashed black line in Fig. 5·9a and Fig 5·9c shows the hole dimensions 
Dbase , Dtop and d. The reflectance as a function of hole diameter is shown in Fig. 5·10 
(left). It is observed that the reflectance is on average 10 %. This is still 20 % lower 
than the non-PT structure, but it is clear that the holes are not nearly as effective at 
reducing the broadband reflectance as pyramids. It is observed that there is a sharp 
dip (~ 10%) in the reflectance at wavelengths immediately longer than Dtop· This 
feature is prevalent only in a densely packed lattice and will diminish if the number 
of holes is reduced. 
Fig. 5·10 (right) plots the QE for the non-PT structure and the PT structure 
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Figure 5·11: Simulated reflectance versus wavelength for the non-PT 
structure and the PT structure formed by etching holes into the AL. 
The AL is 3.0 J.Lm thick and the holes are 2.0 J.Lm deep, leaving another 
1.0 J.Lm of unperturbed AL beneath the holes. Left : hole geometry 
varied from perfect cylinders (Dtop = 1.0 J.Lm) , holes in the shape of 
perfect cones ( Dtop = 0. 0 J.Lm) and holes in the shape of truncated 
cones (Dtop = 0.5 J.Lm). In all cases Dbase = 1.0 J.Lm. Right: Simulated 
QE versus wavelength for the hole structure with holes in the shape of 
perfect cylinders and truncated cones. 
with 1.0 J.Lm diameter perfectly cylindrical holes. It is seen that the holes do offer a 
significantly higher QE than the non-PT structure. For short wavelengths the QE 
for the hole structure is~ 15% higher than the non-PT structure and is consistently 
higher than the non-PT structure until ..\ ~ 3.5 J.Lm. It is seen that the sharp dip in 
the reflectance from..\= 1.05-1.45 J.Lm translates into an increase in the QE over that 
spectral range. However, the two very sharp dips in the reflectance at ..\ = 1.05 J.Lm 
and ..\ = 1.40 J.Lm have no effect on the QE. That is because these dips decrease the 
reflectance from 1% to 0.1% which is negligible in terms of the QE. 
In reality, it is not possible to etch holes that are perfect cylinders. For this reason 
holes that are in the shape of cones are now considered (see Fig. 5·9b). Fig. 5·11 (left) 
shows the reflectance for three structures: holes in the shape of perfect cylinders 
(Dbase= 1.0 J.Lm, Dtop = 1.0 J.Lm) , holes in the shape of perfect cones (Dbase = 1.0 J.Lm, 
Dtop = 0.0 J.Lm) and holes in the shape of truncated cones (Dbase = 1.0 J.LID, Dtop = 
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0.5 J.Lm), with truncated cones being a truly realistic geometry. Dbase is the diameter 
at the device edge where the light is incident (z = 0 J.Lm) and Dtop is the diameter at 
the other end of the hole (z = 2 J.Lm). Then, there is another 1.0 J.Lm of AL beneath 
the holes, followed by the BL, CL and finally the gold contact. The holes in the shape 
of perfect cones now have a single pronounced sharp dip near A= 1.3 J.Lm, whereas the 
perfect cylinder had two. The truncated cones do not have any pronounced sharp dips , 
but still have the 8 % drop in reflectance from A = 1. 05 - 1. 45 J.Lm indicating that even 
with sloped sides the holes still reduce the reflectance and can offer greater sensitivity 
over a short range. There are also slight differences in the periodic behavior at longer 
wavelengths, especially the height and location of the maximum near A = 4 J.Lm. 
Fig. 5·11 (right) plots the QE versus wavelength for the hole structure with holes in 
the shape of perfect cylinders (Dtop = 1.0 J.Lm) and truncated cones (Dtop = 0.5 J.Lm). 
The two structures have relatively similar QEs with four exceptions. The first is that 
the truncated cones have a more "square"-like profile from A = 1.05- 1.45 J.Lm than 
the perfect cylinders. The second is that at wavelengths below A= 1.00 J.Lm the QE 
increases for the truncated cones, but decreases for the perfect cylinders. Thirdly, is 
that in the vicinity of A= 4.00 J.Lm the truncated cones have a slight peak whereas the 
perfect cylinders has a substantial dip and lastly the perfect cylinders have a slightly 
softer cutoff. These attributes make the hole structure with truncated cones more 
desirable than its counterparts and it has the added benefit that it should be slightly 
easier and more realistic to fabricate. 
5.5 Conclusions 
The authors have developed a three-dimensional numerical simulation model and 
material model to realistically predict the performance of InAsSb nBn detectors in-
corporating a photon-trapping structure. The model was validated by comparing the 
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numerical results to data provided by in the literature with excellent agreement in 
the dark current density versus voltage and the peak quantum efficiency. The ma-
terial model is fully temperature and molar fraction dependent and utilizes minimal 
fitting parameters. The authors have simulated the performance of currently real-
ized photon-trapping structures and have shown that photon-trapping structures can 
be engineered to yield a predetermined spectral response. Various types of photon-
trapping structures have been explored including pyramids and holes in the shape of 
cylinders and cones. Using the techniques developed in this paper it will be possible 
to engineer individual detector pixels to be particularly and uniquely sensitive over 
any spectral range that is desired. 
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Chapter 8 
Conclusion 
In this work a robust three-dimensional numerical simulation model has been devel-
oped to simulate infrared detectors that takes into account the composition, doping 
and temperature dependence of the HgCdTe and InAsSb alloys. The simulation pro-
cedure is a two step process. First, the optical response is computed by performing 
an electromagnetic analysis of the entire structure using the finite-difference time-
domain method and subsequently, the electrical analysis is performed using the finite 
element method to solve the drift-diffusion equations. 
Using this numerical simulation model the InAs/ AlAsSb nBn detector structure 
was studied in detail; to the author's knowledge this is the first time such a task 
has been performed for the nBn architecture. The nBn detector is a new type of 
detector that incorporates a large barrier in the conduction band. Consequently, the 
nBn detector is unipolar in the wide-gap barrier layer and bipolar in the narrow-gap 
absorbing regions. We have developed and validated a physical model for InAs suit-
able for simulating these nBn structures. For AlAsAb this is more difficult to obtain 
because of the paucity of information available about this material system. Employ-
ing these material models in our numerical simulator we have investigated the physics 
and assessed the performance of back-illuminated InAs/ AlAsSb nBn structures. We 
have shown that , as a result of the small valence band offset, photo-generated mi-
nority carriers (holes) diffuse to the CL layer even without applied bias. This is due 
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to the non-equilibrium state caused in the device structure by the illumination that 
creates a gradient of minority carriers in the AL. This is also consistent with the 
experimental data presented by (Klipstein et al., 20lla) . 
We have also shown that to minimize the contribution of SRH generation to the 
dark current, it is necessary to select a suitable doping level in the AL and BL for a 
given operating voltage, In fact, it is necessary that the doping in the AL and BL 
be selected so that there in no removal of electrons from the region near the AL/BL 
interface at the chosen operating voltage. Although this can be achieved, in the case 
of a p-type BL increasing then-type doping in the AL, this also leads to higher dark 
current. A better approach is to keep the n-type doping level in the AL relatively 
low, of the order of 1015 cm-3 and use an n-type doped barrier with similar doping 
level. 
Next , three-dimensional numerical simulations of back-illuminated InAs nBn de-
tector arrays were performed. Three-dimensional simulations are particularly appro-
priate for calculating crosstalk for the nBn detector because then-type absorber layer 
is not delineated into individual pixels. Our 3D simulations reveal that the p-type 
barrier layer, in the region between adjacent mesas where then-type collector layer is 
removed, has a "built-in" potential well for holes, caused by the transfer of electrons 
from the absorber layer into the barrier layer. This well forms a channel in which holes 
are "trapped," and where the spatial separation of excess electron-hole pairs inhibits 
recombination, allowing holes to diffuse long distances toward the nearest mesa where 
they are collected in the collector mesa. This mechanism may explain the anoma-
lously long lateral collection lengths for photocarriers in nBn detectors with p-type 
barrier layers that have been reported by two groups (Plis et al., 2010; Pedrazzani, 
2010). We used our 3D numerical model to confirm the behavior of this hole channel, 
and to calculate quantum efficiency and crosstalk in a 3 x 3 back-illuminated nBn 
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array. As different nBn devices have different VBO offsets it would be of interest to 
study the lateral collection mechanism.'s dependence on VBO in the future and to 
make comparisons to experimental data. 
The numerical simulations presented in this Chapter 3 have also been used to con-
firm and validate an analytical model that was developed to describe the behavior 
of ideal (only diffusion current and only Auger-1 and radiative recombination) nBn 
detectors (Reine et al., 2013b; Reine et al., 2013a; Reine et al., 2014). The analytical 
modeling treats the nBn detector as a pair of ideal back-to-hack photodiodes and is 
applicable to nBn detectors with both p- and n-type barrier layers. Using a depletion 
approximation model for the nBn detector, analogous to that for the conventional 
pn junction photodiode, based on new boundary conditions on the hole concentra-
tions versus voltage at the edges of the nBn barrier layer it is shown that these nBn 
boundary conditions are identical to those for ideal back-to-hack photodiodes, jus-
tifying the applicability of back-to-hack photodiode equations to describe the ideal 
nBn detector. The simulations show that the current-voltage J(V) and the dynamic 
resistance versus voltage Rn(V) relations, both dark and illuminated, are in excellent 
agreement with the equations for ideal back-to-hack photodiodes. 
Subsequently, the numerical model was used to analyze the performance of HgCdTe 
pixel arrays that incorporate a periodic micro-structured surface to reduce reflection. 
Extensive emphasis was placed on determining how different surface conditions af-
fected the dark current and quantum efficiency. It was determined that with current 
anodic oxide passivation techniques, even in the best scenario the PT array has a 
higher dark current than the non-PT array. However, under certain surface condi-
tions the PT array does have a comparable QE to an ideal PT array without surface 
recombination. Next, the model was used to analyze the optical (losses due to the PT 
structure scattering light out of the center pixel) and diffusion (losses due to photo-
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generated carriers diffusing from the center pixel into neighboring pixels) crosstalk. 
To simulate crosstalk we have incorporated a non-uniform illumination source into an 
FDTD simulation to replicated the behavior of a focused beam in an actual experi-
ment. We have shown that compared to non-PT arrays that PT arrays have a slightly 
higher optical crosstalk, but significantly less diffusion crosstalk, thus indicating that 
PT arrays will have significantly better device performance than non-PT arrays in 
terms of crosstalk, especially for small pixel pitches. Furthermore, the dependence of 
the total crosstalk on pixel pitch has been established. It has been shown that due to 
the lateral confinement of photo-carriers due to the pillar structure that a PT array 
with a 6 J.Lm pitch has a lower crosstalk than a non-PT array with a 12 J.Lm pitch. 
The MTF has also been calculated by performing a spot scan and it was shown that 
PT arrays have superior resolving capability compared to non-PT arrays. In fact , 
for a 8 J.Lm pitch the dominant mechanism limiting the MTF of the PT array is no 
longer diffusion. This is in contrast to the non-PT array where the MTF is heavily 
dominated by diffusion even at a 12 J.Lm pitch. Consequently, as detector array tech-
nology moves toward a reduction in pixel size, the PT approach may prove to be an 
invaluable crosstalk mitigation technique that will offer high resolution at small pixel 
pitches. 
Considering again the surface condition. HgCdTe is normally passivated with 
CdTe, but the PT structure was passivated with anodic oxide. The reason being that 
the anodic oxide was much better suited to conforming to the high aspect contours 
of the PT structure than the CdTe. Development of CdTe passivation of high-aspect 
ratio features using atomic layer deposition might solve the passivation issues in the 
HgCdTe PT structure. An alternative technique is to instead burrow the PT structure 
within a non-absorbing dielectric layer and not into the HgCdTe, thus eliminating the 
fabrication/passivation issues with etching the PT structure directly into the HgCdTe. 
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Then, the three-dimensional numerical simulation model and material model were 
used to realistically predict the performance of InAsSb nBn detectors incorporating 
a photon-trapping structure and validated the model by comparing the numerical 
results to data provided by in the literature. The material model is fully temper-
ature and molar fraction dependent and utilizes minimal fitting parameters. The 
authors have simulated the performance of currently realized photon-trapping struc-
tures and have shown that photon-trapping structures can be engineered to yield a 
predetermined spectral response. Various types of photon-trapping structures have 
been explored including pyramids and holes in the shape of cylinders and cones. Us-
ing the techniques developed in this paper it will be possible to engineer individual 
detector pixels to be particularly and uniquely sensitive over any spectral range that 
is desired. 
Finally, we developed a technique to temporarily hybridize the pixel array to the 
ROIC for testing purposes (Lamarre et al., 2012). This was in an effort to reduce 
waste associated with discarding "good" components that have been permanently 
hybridized to "bad" components; and ultimately to reduce cost. Using the temporary 
hybridization technique a "good" ROIC was to be identified and used as a "Master" 
ROIC. The "Master" ROIC would then be temporary hybridized to the pixel array 
for testing. The pixel array would then be tested as is normally done, and standard 
quantities such as the noise equivalent irradiance would be determined. Once the 
standard testing procedure has been completed, the "Master" ROIC and pixel array 
would be separated (without damaging either component) and if the pixel array was 
deemed to be acceptable, it would then be permanently bonded (as is currently done) 
to a known "good" ROIC. This process will eliminate the waste and cost associated 
with discarding "good" components that have been permanently hybridizing to "bad" 
components. 
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