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ABSTRACT 
Some properties of Cauchy-Toeplitz matrices of the form T,, = [l/(i - j + +I] are 
investigated. It is shown that minimal singular values of T, converge to zero with 
increasing n. Some applications of Cauchy-Toeplitz matrices to the solution of 
singular integral equations by the method of discrete singularities are considered. 
1. INTRODUCTION 
In this paper we study some properties of Cauchy-Toeplitz matrices, i.e. 
of matrices that are simultaneously Cauchy matrices (A = [l/(x, - yj)]) and 
Toeplitz ones (A = [a,,]). It is easy to check that an arbitrary Cauchy-Toep- 
litz matrix of order n is of the form 
TnE [g +(il-j)h]I,J=l (1.1) 
where g and h are some numbers. We assume that h z 0 and the quotient 
g/h is not integer. 
Here we confine ourselves to considering only Cauchy-Toeplitz matrices 
of a special type corresponding to the choice 
h=l, g=+. (1.2) 
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A few years ago these matrices attracted the attention of C. Moler, who 
had experimentally discovered that most of their singular values are clus- 
tered near r. Recently S. Parter gave an explanation of this phenomenon [5]. 
He proved that singular values could be related to eigenvalues of certain 
Hermitian Toeplitz matrices corresponding to Laurent-Fourier series, and 
this made it possible for the classical results of G. Szego on the distribution 
of the eigenvalues of Hermitian Toeplitz forms to be used [3]. 
We have computed that with e = lo-’ for n = 40,60,100 the numbers of 
singular values Pin > . . . > p,, of the matrix I’,, satisfying the condition 
P,~,, < rr - E are equal to 6,7,8 respectively. For the minimal singular values 
P )I)) we observe the following picture: 
40 1.0631 
60 1.00686 
IO0 0.94735 
400 0.81267 
1000 0.74258 
1500 0.71523 
As we can see, with increasing n the minimal singular value of T,, decreases 
quite gradually, being well separated from zero. It is natural to ask what is 
the lower bound on p,,,. In seeking the answer we should not exclude the 
possibility that 
lim p,,, = 0. 
II +‘x 
(I.31 
But we can hardly get the answer by just looking at numerical results. 
The question of whether (1.3) is true was raised, but not answered, by 
Parter in [6]. As MY: establish in this work, the relation (1.3) is in fact valid. 
In Section 2 some general properties of Cauchy matrices are described. 
Most of them are hnown; e.g. see [2,4]. We put them here for convenience. 
Besides, one can find something new in the interpretation of the parameters 
which are involved in the representation of the inverse matrices. 
In Section 3 we concentrate on Cauchy-Toeplitz matrices. Here the 
relationship (1.3) is derived. As well, a proof of the results of Parter [5] with 
very little reliance on the theorem of G. Szego and Fourier transformation is 
presented. 
Next, in Section 4 we deal with applications connected with numerical 
solution of one-dimensional singular integral equations. The simple iteration 
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method is considered, and a convergence theorem is obtained. In the last 
section some open questions are stated. 
2. GENERAL PROPERTIES OF CAUCHY MATRICES 
Consider a Cauchy matrix 
(2.1) 
where X, f yj for all i, j. Subtract the last row in A,, from all previous ones, 
and do the same for columns. After this has been done, the leading submatrix 
of order n - 1 coincides with An _ , up to right and left multiplications with 
diagonal matrices. The determinants are found to satisfy the following 
recurrent relationship: 
detA,,=detA._, 
Consequently 
ITI ('i-',j) IJ (Yj-Yi) 
detA,= 
l<i<j<n l<i<j<n 
II (‘i_Yj) 
(2.3) 
lGi,jsn 
So A,, is nonsingular if xi f yi and yi # yj. 
Consider the linear algebraic system 
A b, ,z = 
zn IT> b=[b, -.. b,,lT. 
(2.41 
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After modifying (2.3) in accordance with Cramer’s rule we find 
II Cxipx,j) IYI (Yj-Yi) 
l<i<j<n l<i<jCn 
i,.j # 1 
II Cxi-Yjli) 
(2.i3) 
lgi<Jin 
I#k,j#l 
Substitute (2.3) for det A,,, and after some transformations WC get 
zl=u[ k zjk-, blc Z=l,...,n, 
k-1 xk-!il 
where 
ul= fIICxi-Yl) I tQ(si-Yl)) Z=l,...,n, i#l 
(2.6) 
(2.7) 
k =l,...,n. (2.8) 
The relations so derived yield the following matrix treatment, which is of 
interest in itself. 
THEOREM 2.1. Let An be a nonsingular Cauchy matrix of order n. Then 
its inverse matrix can be written in the form 
A-‘= U,,AT,V,,, n (2.9) 
where 
Un=diag(u,,...,u.), V,=diag(v ,,..., vn), (2.10) 
and the components ul, . . . , u, and v 1, . . , v, constitute the solutions of the 
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following linear algebraic systems : 
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A,[% “’ %l]T=[l **. l]‘, (2.11) 
[or ... %]A,,=[1 ... 11. (2.12) 
With these formulae (2.71, (2.8) are valid. 
Proof. The formula (2.9) 1s nothing else than the matrix notation 
(2.6). Let vr ,..., v, be defined by (2.8). Then (2.12) is equivalent to 
relationships 
for 
the 
5 fi(Tk) 
k=l fi (Xk_Xj) =17 
1 =l,...,n, (2.13) 
j=l 
.j # k 
where 
l= l,...,n. (2.14) 
j#l 
The left side in (2.13) is just the divided difference 
f*(x,; . . .;x,) 
of order n - 1 of the function fi<x>. Since fi(x) is a manic polynomial of 
order n - 1, this divided difference is equal to 1 and so (2.13) is proved. 
Further, the components a,, .,z,, of the solution of the linear algebraic 
system (2.11) are of the same form as (2.6) where bk = 1 for all k. With 
(2.12) we get z;l = Us for all 1, where uI are defined using (2.7). This 
completes the proof. H 
Note that a linear algebraic system with Cauchy matrix can be solved at a 
cost of only O(n”) arithmetic operations if one applies (2.7)-(2.9). Moreover 
these formulae admit of different realizations, and there is one among them 
where the total number of arithmetic operations does not exceed O(n log’ n). 
In stating this we are led to an idea which seems very simple and perhaps 
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has been found already. In order to show what is meant let us introduce 
polynomials 
(2.15) 
Then (2.7) and (2.8) can be rewritten as follows: 
f-(x1) 
ul=-g’o. Z=l,...,n, 
(2.16) 
.g(Xk) 
D --- 
k- f’(r,)’ 
k =l,...,n. 
Thus, the computation of uI and vx- is reduced to sequential solution of the 
following two problems: 
(1) to compute the coefficients of the polynomials f, g and their deriva- 
tives f ‘, g ‘; 
(2) to find the values of the polynomials f, g,f’, g’ at n given points. 
Each of these problems can be solved at a cost of O(n log; n) operations 
[I]. The multiplying of a Cauchy matrix (and its inverse) by a vector is 
reducible to the above two problems for polynomials, so it takes no more 
than O(n log: n) operations. However, one should note that in the above 
O(n log: n) algorithms in common cases there are manifestations of numeri- 
cal instability, so before putting them into practice some additional analysis is 
needed. On the other hand, a straightforward treatment of (2.7), (2.8) leads to 
a numerically stable algorithm. 
3. CAUCHY-TOEPLITZ MATRICES AND THEIR SINGULAR VALUES 
Let 
q=i+;, yj =j. (3.1) 
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Then the matrix A,, is converted into I’,, of the form (1.11, (1.2) we are 
especially interested in. In this case we have 
i~l(Yr-yi)=(-l)‘-l(l-l)!(n-l)!, 
i#l 
i~l(x&-+-l)n-k(k-l)!(n-k)!. 
ii& 
Therefore, in accordance with (2.7), (2.8), we find (see also [21) that 
k = l,...,n. (3.31 
In particular, this means that diagonal components of U,,,V,, in the case 
of a Cauchy-Toeplitz matrix T,, can be calculated at a cost of only O(n) 
arithmetic operations. Because of (2.9) and T,’ being a Toeplitz matrix, the 
solution of a linear algebraic system with the matrix T, can be performed 
with O(n log, n) operations. 
THEOREM 3.1. For any n, 
(3.41 
holds with CY, > 0, a, = 0(1/n>. 
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Proof. The upper bound was obtained by Parter [6]. To clarify it let us 
consider the symmetric matrix 
i;, = 
0 T,’ I 1 T,, 0 ; 
its eigenvalues are equal to _t pr,, k pan,. . , k p,,. The matrix Fn is permu- 
tation-similar to the block Toeplitz matrix f,, with blocks of order 2, and the 
permutation matrix corresponds to the index sequence 1, n + 1,2, 
n + 2,. . , n, 2 n (such a transformation is in essence a particular case of the 
block-level-transposition lemma [8,9]). The Fr, is block Toeplitz matrix but 
not a Toeplitz one: 
0 2 0; 0; 
2 0 -2 0 -4 0 
Q=o-2 02 0; 
2 3 0 2 0 -2 0 
. . . . . . . 
. . . 
As Parter noticed [6], after all the odd rows have been multiplied by the 
imaginary unit i and the even ones by -i, the result is a Hermitian Toeplitz 
matrix A = [(~~_~]j!:& where 
0, m even, 
CY,= 
i(Z/m), m odd. 
Obviously one can verify that 
1 77 
Cl!,=- 
297 -ve / 
-‘“‘“f(r) dx, 
where 
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Let w=[w, *.. w~~_,]~, so we have 
(Aw,w) = - 2;/~,,,+~$++ ... WZn_lei(2”-1)xl~~(~)dx, 
(w,z(i) = - ,‘, /“,Iwo + wleiX + . . * w2rr_lei(2n-L)x12 dx. 
Using this form of f(x), we find 
llTn112 = I/All2 = max 
WZO 
To get a lower estimate for llZ’,112 let us apply the inequality 
IIT,ejllz G lITnIle, 
where ej means the jth column of the identity matrix. Take j = [n /2] and 
proceed as follows: 
i 
j-2 1 n-j 
=4 c +c 
1 
I k=O (2k+1)2 k=() (2k +1y . 
Since 
we conclude that IIT,er,,2,11~ + n-’ with n +w. Let 
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then CY, = 0(1/n>, and with CY,, < r we see that 
This completes the proof. n 
REMARK. A much better estimate for (Y,, has been obtained by Parter [7] 
using the Fourier representation. Namely, for all p > 0 the relation (Y,, = 
O(l/ nP> holds. 
One may mention that the lower estimate in (3.4) has been deduced with 
the help of simpler tools than the upper one. It would be pleasant in deriving 
the upper bound to stay in the framework of purely algebraic matters. We 
have tried and failed to do this, so we had to use Parter’s trick. 
Nevertheless, we are able to explain Moler’s phenomenon, not applying 
Szego’s theorem directly. 
TIIEOREM 3.2 [6]. Suppose E is fixed, 0 < E < r, and let y,, IWUI~ the 
number of singular values P,~,, satisfying the inequality p_,,, < rr - E. Then 
yn = o(n) (i.e., o(n)/ n -+ 0 as n ---f m>. 
Proof. Let us choose arbitrary 6 > 0 and assume that mB is a number 
such that when j 2 m6 the inequality 
is true. So if mB +2 < j < II - m8, we have 
This results in 
(r” -86)( n -2m, -1) ~ ~~=,llT,,ejll~ ~ ~~, 
n II 
The left-side expression with n + 00 tends to rTr2 - 86. Keeping in mind the 
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equality 
2 p;” = k IITnejll; ( = trT,TT) 
j=l j=l 
a.nd 6 being arbitrary, one concludes that 
lim 
P:, + . . . + Pin 
= rz. 
n-m n (3.5) 
Further, 
pf, + . . . + p:, Y,(71. - 4” 
< + 
n - Y,, 
-ST 2 
n n n 
and as a consequence of (3.5) we can state that y, = o(n). This completes the 
proof. W 
THEOREM 3.3. The following relationships are valid: 
lim llT;‘1/2 =w, (3.6) 
n-m 
l/T,-‘112 = 0( n”‘). (3.7) 
Proof. Let z(“) = [l . . . llT, and show that 
llT,-‘z(n)112/Ilz(“)llz +CQ with n+m. 
In correspondence with Theorem 2.1 we write 
T,-l#) = [u . . . 1 
with uI defined by (3.2). Th en we observe from gamma-function theory that 
(3.8) 
+ 0(m-3’2). 
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From (3.2) and (3.3) we derive (also see [Z]) 
and this implies that 
i.e., for some positive constants c,, cL the iilequalit) 
1 12-l+1 r1-1+1 1 
Iif > - 
d 1 
~ c -7-- - “q I 
is fulfilled. After summing these mequalities \vc’ get 
In view of the convergence of the series 
and the existence of the finite limit 
we conclude that 
(3.9) 
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where (Y, p are some positive constants. Thus, 
(3.10) 
!jo (3.6) is proved. 
To proceed further let us notice that uI > 0, ok > 0, as follows from (3.21, 
(3.3). So the diagonal elements of U,,, V,, [see (2.9)] are positive, and we may 
consider the matrix 
Using (2.9), we arrive at 
Q,’ = U,~“‘(U,,T,;1‘V,,)V,,“” = U,,“‘T,TV,,“’ = Q;, 
so the matrix Q,, turns out to be orthogonal. Thus, 
and this implies 
because the spectral norm of any orthogonal matrix equals 1. It follows from 
(3.9) and analogous relations for cl, that 
Il~,lle = O( @I> Ilv,lln = O( n’/2). (3.12) 
According to (3.11), (3.12) we get (3.7), and this completes the proof. H 
Notice that (3.6) is equivalent to (1.21, and also (3.7) confirms that p,, 
does not decrease too fast. We guess that the estimate (3.7) is yet not a tight 
one. It is rather probable that it can be improved (though we have not 
managed to do so). 
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4. SOME APPLICATIONS 
Assume a one-dimensional singular integral equation of the form 
To complete the setting of the problem one usually adds some extra condi- 
tions. They specify the kind of solution we desire to pick out. In the so-called 
discrete singularities method, these extra conditions are implicitly contained 
in the strategy of formulating the algebraic problem corresponding to (4.1). 
Two uniform grids with the step 
h=7 
n+l 
(4.2) 
are introduced in the segment [O,T]. One of them consists of so-called curl 
points arranged by the rule 
t,i = jh , j = 0,l ,...,n, (4.3) 
and the other involves so-called count points situated in the following way: 
h 
toi = ti + 2 ) i=O,l,..., n. (4.41 
The linear algebraic system constructed in accordance with one of the 
alternatives of the discrete singularities methods looks as follows: 
A,,4 = f > (4.5) 
where 
h 
A,, = ~ - k(toi,tj)h toj - tj 
1 
(4.6) 
A treatment of the convergence problems can be found in [2]. From now on 
we discuss exclusively problems emerging when one solves systems of the 
form (4.51, (4.6). 
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In a natural way, for A,, we have the splitting 
A, = T,, - K,, 
where 
15 
(4.7) 
(4.8) 
On the basis of (4.7) one can develop many different iterative processes. Let 
LIS consider the simple iteration method 
T,,xk = K,pk_I +f> k =1,2,.... (4.9) 
Assume that for all t,,,t the inequality 
Jk(t,,t)J< R (4.10) 
hiolds. Then 
llT,,‘K,ll~ < IIT,-‘11~IIK,,li~ < llT,,‘ll&. (4.11) 
For example, put 7 = 1 and n = 1000. A glance at the table in Section 1 
enables us to state that the simple iteration method is convergent if R < 
0.7425. 
The next theorem represents a neater result concerning the convergence 
of the simple iteration method. 
TIXEOHEM 4.1. Suppose that the matrix A,, is split in accordance with 
(4.7), (4.8) and the inequality (4.10) is valid. If 
R7<4, (4.12) 
then for n su.iciently large the simple iteration method (4.9) is convergent for 
arbitrary initial approximation vector x0. 
Proof. We will need (2.9) where the diagonal matrices U,, V, are 
defined by (3.2), (3.3). It was noticed during the proof of Theorem 3.3 that 
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Q,, = V;/” T,, U,; 1” is orthogonal, and this implies 
T-’ = u,,‘/“QfV,‘/“, r, 
Evidently the spectral radius of Tz 'K n coincides with that of the matrix 
Further. 
A similar estimate takes place also for 
,g, 57 
Thus for sufficiently large n we have 
which results in 
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This means that all eigenvalues of T, -lK,, lie inside the unit circle. This 
completes the proof. n 
Note that in the splitting (4.7) we have T, as a main term which turns out 
to be a Cauchy-Toeplitz matrix. In practice one can achieve faster conver- 
gence by choosing some other matrix as T,, which is Toeplitz or Cauchy but 
not both. Of course, in so choosing it seems reasonable to use some 
optimization. In this way one obtains very effective numerical algorithms. 
5. DISCUSSION 
In this section some open questions are listed concerning the research 
results we have discussed in this paper. 
(1) Is it true or not that minimal singular values p,,, of T, tend to zero 
monotonically? 
(2) Is it possible to get any improvement on the estimate (3.7)? [We 
conjecture that a more accurate estimate should be something like llTi’112 = 
O(log” n>, V > 0.1 
(3) Can one derive the inequality IIT,,l& < rr without exploiting Laurent 
series? 
(4) Probably th e results of this work could be extended to the general 
case of Cauchy-Toeplitz matrices. How can that be done? 
The author would like to thank the referee for his valuable suggestions, 
which improved the presentation. 
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