Class imbalance is a crucial problem in machine learning and occurs in many domains. Specifically, the twoclass problem has received interest from researchers in recent years, leading to solutions for oil spill detection, tumour discovery and fraudulent credit card detection, amongst others. However, handling class imbalance in datasets that contains multiple classes, with varying degree of imbalance, has received limited attention. In such a multi-class imbalanced dataset, the classification model tends to favour the majority classes and incorrectly classify instances from the minority classes as belonging to the majority classes, leading to poor predictive accuracies. Further, there is a need to handle both the imbalances between classes as well as address the selection of examples within a class (i.e. the so-called within class imbalance). In this paper, we propose the SCUT hybrid sampling method, which is used to balance the number of training examples in such a multiclass setting. Our SCUT approach oversamples minority class examples through the generation of synthetic examples and employs cluster analysis in order to undersample majority classes. In addition, it handles both within-class and between-class imbalance. Our experimental results against a number of multi-class problems show that, when the SCUT method is used for pre-processing the data before classification, we obtain highly accurate models that compare favourably to the state-of-the-art.
INTRODUCTION
In an imbalanced dataset used for classification, the sizes of one or more classes are much greater than the other classes. The classes with the larger number of instances are called majority classes and the classes with the smaller number of instances are referred to as the minority classes. Intuitively, since there are a large number of majority class examples, a classification model tends to favour majority classes while incorrectly classifying the examples from the minority classes. However, in imbalanced datasets, we are often more interested in correctly classifying the minority classes. For instance, in a two class setting within the medical domain, if we are classifying patients' condition, the minority class (e.g. cancer) is of more interest than the majority class (e.g. cancer free). In practice, many problems have more than two classes. For example, in bioinformatics, protein family classification, where a protein may belong to very small families within the large Protein Data Bank repository (Viktor et. al, 2013) , as well as protein fold prediction, are examples of multi-class problems. Typically, in such a multiclass imbalanced dataset, there are multiple classes that are underrepresented, that is, there may be multiple majority classes and multiple minority classes, resulting in skewed distributions.
A number of research studies have been realized in order to improve classification performance on imbalanced binary class datasets, in which there is one majority class and one minority class. However, improving the performance on imbalanced multiclass datasets has not been researched as extensively. Consequently, most existing techniques for improving classification performance on imbalanced datasets are designed to be applied directly on binary class imbalanced datasets. These methods cannot be applied directly on multi-class datasets (Wang and Yao, 2012) . Rather, class decomposition is usually used to convert a multi-class problem into a binary class problem. For instance, the One-versus-one (OVO) approach employs multiple classifiers for each possible pair of classes, discarding the remaining instances that do not belong to the pair under consideration. The One-versus-all (OVA) approach, on the other hand, considers one class as the positive class, and merges the remaining classes to form the negative class. For 'n' classes, 'n' classifiers are used, and each class acts as the positive class once (Fernández et al., 2010) . Subsequently, the results from different classifiers are combined in order to reach a final decision. Interested readers are referred to (Ramanan et al., 2007) for detailed discussions of the OVO and OVA approaches. However, combining results from classifiers that are trained on different sub-problems may result in classification errors (Wang and Yao, 2012) . In addition, in OVO, each classifier is trained only on a subset of the dataset, which may lead to some data regions being left unlearned. In this paper, we propose a different method to improve classification performance on multi-class imbalanced datasets which preserves the structure of the data, without converting the dataset into a binary class problem.
In addition to between-class imbalance (i.e. the imbalance in the number of instances in each classes), within-class imbalance is also commonly observed in datasets. Such a situation occurs when a class is composed of different sub-clusters and these subclusters do not contain the same number of examples (Japkowicz, 2001) . It follows that between-class and within-class imbalances both affect classification performance. In an attempt to address these two problems, and in order to improve classification performance on imbalanced datasets, sampling methods are often used for pre-processing the data prior to using a classifier to build a classification model.
Sampling methods focus on adapting the class distribution in order to reduce the between-class imbalance. Sampling methods may be divided into two categories, namely undersampling and oversampling. Undersampling reduces the number of majority class instances and oversampling increases the number of minority class instances. Unfortunately, both random oversampling and undersampling techniques present some weaknesses. For instance, random oversampling adds duplicate minority class instances to the minority class. This may result in smaller and more specific decision regions causing the learner to over-fit the data. Also, oversampling may increase the training time. Random undersampling randomly takes away some instances from the majority class. A drawback of this method is that useful information may be taken away (Han et al., 2005) . Further, when performing random undersampling, if the dataset has within-class imbalance and some sub-clusters are represented by very few instances, the probability that instances from these sub-clusters be retained is relatively low. Consequently, these instances may remain unlearned. SMOTE represents an improvement over random oversampling in that the minority class is oversampled by generating "synthetic" examples (Chawla et. al., 2002) . However, in highly imbalanced datasets, too much oversampling (i.e. oversampling using a high sampling percentage) may result in overfitting. This is especially important in a multi-class setting where there are a number of minority classes with very few examples. Further, in a multi-class setting, there is a need to find the correct balance, in terms of number of examples, between multiple classes. In order to address this issue, we propose an algorithm called SCUT (SMOTE and Clustered Undersampling Technique) which combines SMOTE and cluster-based undersampling in order to handle between-class and within-class imbalance.
Undersampling is required to balance the dataset without using excessive oversampling. If majority class instances are randomly selected, small disjuncts with less representative data may remain unlearned. Clustering the majority classes helps identify subconcepts, and if at least one instance is selected from each sub-concept (cluster) while doing undersampling, this issue might be addressed (Sobhani et. al, 2014) . This implies that the scenario of having unlearned regions when within-class imbalance exists, is reduced. In this setting, combining clustering and undersampling makes sense as it addresses the disadvantage of random undersampling. To this end, Yen and Lee proposed several cluster-based undersampling approaches to select representative data as training data to improve the classification accuracy for the minority class (Yen and Lee, 2009 ). The main idea behind their clusterbased undersampling approaches was based on the assumption that each dataset has different clusters and each cluster seems to have distinct characteristics. Subsequently, from each cluster, a suitable number of majority class samples were selected (Yen and Lee, 2009 ). Rahman and Davis also used a cluster-based undersampling technique for classifying imbalanced cardiovascular data that not only balances the data in a dataset, but further selects good quality training set data for building classification models (Rahman and Davis, 2013) .
Chawla et al. combined random undersampling with SMOTE, so that the minority class had a larger presence in the training set. By combining undersampling and oversampling, the initial bias of the learner towards the majority class is reversed in the favour of the minority class (Chawla et al., 2002) . In summary, cluster-based undersampling ensures that all sub-concepts are adequately represented. When used in conjunction with SMOTE, the hybrid sampling method thus aid to ensure that betweenclass imbalance is reduced without excessive use of oversampling and undersampling. This paper is organized as follows. Section 2 contains a description of the proposed method. In Section 3, the experimental setup and results are presented while Section 4 concludes the paper and discusses our future plans.
SCUT ALGORITHM
Our SCUT algorithm combines both undersampling and oversampling techniques in order to reduce the imbalance between classes in a multi-class setting. The pseudocode for our SCUT method is shown in Figure 1 .
For undersampling, we employ a cluster-based undersampling technique, using the Expectation Maximization (EM) algorithm (Dempster et al., 1977) . The EM algorithm replaces the hard clusters by a probability distribution formed by a mixture of Gaussians. Instead of being assigned to a particular cluster, each member has a certain probability to belong to a particular Gaussian distribution of the mixture. The parameters of the mixture, including the number of Gaussians, are determined with the Expectation Maximization algorithm. An advantage of using EM is that the number of clusters does not have to be specified beforehand. EM clustering may be used to find both hard and soft clusters. That is, EM assigns a probability distribution to each instance relative to each particular cluster (Dempster et al., 1997) .
The SCUT algorithm proceeds as follows. The dataset is split into n parts, namely
where n is the number of classes and D i represents a single class. Subsequently, the mean (m) of the number of instances of all the classes is calculated.
i) For all classes that have a number of instances less than the mean m, oversampling is performed in order to obtain a number of instances equal to the mean. The sampling percentage used for SMOTE is calculated such that the number of instances in the class after oversampling is equal to m.
ii) For all classes that have a number of instances greater than the mean m, undersampling is conducted to obtain a number of instances equal to the mean. Recall that the EM technique is used to discover the clusters within each class (Dempster et al., 1977) . Subsequently, for each cluster within the current class, instances are randomly selected such that the total number of instances from all the clusters is equal to m. Therefore, instead of fixing the number of instances selected from each cluster, we fix the total number of instances. It follows that a different number of instances may be selected from the various clusters. However, we aim to select the instances as uniformly as possible. The selected instances are combined together in order to obtain m instances (for each class).
iii) All classes for which the number of instances is equal to the mean m are left untouched.
Input: Dataset D with n classes Output: Dataset D' with all classes having m instances, where m is the mean number of instances of all classes
Split D into D 1 , D 2 , D 3 , ..., D n where D i is a single class Calculate m Undersampling: For each D i , i=1,2, ...
, n where number of instances >m
Cluster D i using EM algorithm For each cluster Finally, all the classes are merged together in order to obtain a dataset D', where all the classes have m instances. Classification may be performed on D' using an appropriate classifier.
For instance, one of the datasets used in our work is the Lymphography dataset, as obtained from the KEEL repository (Alcalá-Fdez et al., 2011) . This dataset concerns detecting the presence of a lymphoma, together with its current status, and contains four (4) classes (normal, metastases, malignant-lymphoma and fibrosis), with 2, 81, 61 and 4 examples, respectively. That is, the dataset has a high level of imbalance and contains two majority and two minority classes. The dataset is split into four (4) classes and the mean is 37. i) For class 1, the number of instances is 2, so SMOTE is applied with a sampling percentage of 1850% in order to obtain 37 instances.
ii) For class 2, the number of examples is 81, so EM is applied and 3 clusters are obtained, with the numbers of instances equal to 29, 17 and 35 respectively. In order to obtain a total of 37 instances, 12, 12 and 13 instances are randomly selected from the clusters.
iii) For class 3, the number of instances is 61. When EM is applied, only one cluster is obtained. Next, 37 instances are randomly selected from this one cluster.
iv) The number of instances of class 4 is equal to 4, so SMOTE is applied with a sampling percentage of 925% in order to obtain 37 instances. Lastly, the classes are merged together and a new dataset of 148 instances (in which each class has 37 examples) is obtained. The next section discusses our experimental setup and results.
EXPERIMENTATION
We implemented our SCUT algorithm by extending WEKA, an open source data mining tool that was developed at the University of Waikato. For classification, the WEKA implementations of four classifiers, namely J48 (decision tree), SMO (support vector machine), Naïve Bayes and IBk (Nearest Neighbour), were used. For IBk, the number of nearest neighbours (k) was set to five (5), by inspection. Default values for the other parameters were used.
A ten-fold cross validation approach was used for testing and training. Ten-fold cross validation has been shown to be an effective testing methodology when datasets are not too small, since each fold is a good representation of the entire dataset (Japkowicz, 2001 ).
Benchmarking Datasets
Seven multi-class datasets from the KEEL repository (Alcalá-Fdez et al., 2011) and the Wine Quality dataset from the UCI repository (Lichman, 2013) (Cortez et al., 2009) were used in the experiments. The details of these datasets are summarized in Table  1 . The table shows that the number of classes in the datasets varies from three (3) to ten (10) and the number of training examples range from 148 to 6497. Here, the levels of imbalance and numbers of classes with majority and minority instances vary considerably.
The WEKA implementation of the EM cluster analysis algorithm was used. Recall that the EM approach employs probabilistic models which imply that the number of clusters does not have to be specified in advance. Therefore, a major strength of EM is that it determines the number of clusters that must be created by cross validation. In order to determine the number of clusters, cross validation is performed as follows:
1. Initially, the number of clusters is set to one (1). 2. The training set is split randomly into ten (10) folds. The number of folds is set to ten, as long as the number of instances in the training set is not smaller ten. If this is the case, the number of folds is set equal to the number of instances. 3. EM is performed ten (10) times using the ten (10) folds. 4. The logarithm of the likelihood is averaged over all ten (10) results. If logarithm of the likelihood increases, the number of clusters is increased by one (1) and the algorithm resumes from step 2. The G-mean, F-measure and AUC (Area Under the Curve) measures were used for evaluating the results. For imbalanced datasets, the G-mean measure has been found to be highly representative of an algorithm's performance (Sobhani et. al., 2014) . We compared our SCUT method with three other techniques, namely the original SMOTE algorithm, Random Undersampling (RU) and an implementation called CUT, which uses SCUT without using SMOTE. We also consider the scenario in which no sampling is performed, which is denoted by Original, in order to determine whether any form of sampling is actually beneficial or not.
Results
In this section, we discuss the results we have obtained against the eight datasets. Tables 2, 3, 4 and 5 show the G-mean values when the J48, Naïve Bayes, SMO and IBk classifiers are used, respectively. Tables 6, 7, 8 and 9 display the results of the F-measure values, while Tables 10, 11, 12 and 13 depict the AUC values. The tables indicate that the SCUT and SMOTE algorithms consistently produced the best results, in terms of the three measures, when applied to these benchmarking datasets. Tables 14, 15 and 16 show the summaries for the Gmean, F-measure and AUC values, respectively, when the results are ranked. For each dataset, the five methods are ranked from 1 to 5. Here, 1 corresponds to the highest rank (for highest value) while 5 denotes the lowest rank. If there is a tie, then while 5 denotes the lowest rank. If there is a tie, then the same rank is assigned to both. For each method, all the ranks are added, and the method with the smallest rank sum is assigned the highest rank (1) while the method with the largest rank sum is attributed the lowest rank (5). For the Naïve Bayes and SMO classifiers, our SCUT method obtains the highest overall rank, while SMOTE ranks second or third. On the other hand, when using the J48 and IBk classifiers, SMOTE achieves the highest rank while SCUT comes second. The RU technique scores third, in terms of the Gmeans and AUC values, while the Original and CUT methods rank either fourth or fifth. For the Fmeasure, the Original dataset outperforms the undersampling techniques. This result suggests that the undersampling-only techniques do not work well in multi-class settings.
The results from Tables 14, 15 and 16 indicate that our SCUT method is most suitable in scenario where the Naïve Bayes and SMO classifiers are employed. When the J48 and IBk classifiers are used, SMOTE on its own provides the best results against the datasets under consideration. Furthermore, when the datasets are highly imbalanced with some classes having very few instances, CUT and RU consistently perform poorly. This observation is also true for the Original dataset in which sampling is absent. This confirms our initial hypothesis that oversampling is required in order to improve the performance in such a multi-class scenario.
Subsequently, the Friedman statistical test was used in order to assert the statistical significance of the results. The Friedman test is a non-parametric statistical test. Since it ranks the values in each row, it is not affected by factors that equally affect all the values in a row. In addition, unlike other tests such as ANOVA and paired t-test, it does not make any assumptions about the data distribution. The results for each classifier (J48, Naïve Bayes, SMO and IBk) on each evaluation metric (G-mean, F-measure and AUC) are depicted in Tables 2 to 13. The resultant pvalues are shown in Table 17 . Assuming that the results are statistically significant if p < 0.05, it may be concluded that all our results are valid and statistically significant.
Discussion
Our experimental results, based on the benchmarking multi-class imbalanced datasets, show that when the SCUT method is used, improved results for the Naïve Bayes and Support Vector Machine classifiers are obtained. This suggests that undersampling makes these two classifiers more sensitive to the minority classes, and aids them to correctly classify minority class instances. On the other hand, the SMOTE technique produces the highest measured values for the J48 and K-Nearest Neighbour classifiers. Thus, undersampling does not improve the results for these two algorithms. Rather, relying solely on oversampling the minority classes is sufficient in this particular case. In general, our results indicate that oversampling the majority instances is crucial in order to address multi-class problems. Undersampling approaches, such as RU and CUT, do not perform well in these conditions. As a matter of fact, using the Original dataset without any form of undersampling sometimes outperforms these two techniques.
The reader should notice that the SCUT algorithm produced the best overall results in the Yeast dataset, which contains the highest number of classes with a wide range or cardinality. It also produced the best results for the Wine Quality dataset (in all cases except Table 7 ). Recall that this is the largest dataset with a high degree of imbalance. In addition, SCUT produced the most accurate models against the Lymphography dataset, where the levels of imbalance are quite high. This seems to indicate that our SCUT method is particularly suitable in such cases, since undersampling is required. That is, this scenario implies that a classifier may benefit from increased sensitivity to the minority classes. Indeed, consider a dataset in which there are majority classes that contain very large numbers of instances. In this context, solely relying on the oversampling of the minority classes may result in overfitting and noise. Once more, the SCUT method provides a remedy to such a situation. We plan to further investigate this aspect in the near future.
CONCLUSIONS
In this paper, we have proposed a hybrid sampling method called SCUT which combines SMOTE and cluster-based undersampling to improve the classification performance on multi-class imbalanced datasets. Cluster-based undersampling handles within-class imbalance. Further, the combination of cluster-based undersampling and SMOTE aids to reduce between-class imbalance, without excessive use of sampling.
We were not able to establish a clear superiority of one oversampling method over the other. However, we were able to determine that the SCUT method is a promising candidate for further experimentation. Our results suggest that our SCUT algorithm is suitable for domains where the number of classes is high and the levels of examples vary considerably. We intend to further investigate this issue. We also intend extending our approach to very large datasets with extreme levels of imbalances, since our early results indicate that our SCUT approach would potentially outperform undersampling-only techniques in such a setting. In our paper, the number of instances for each class was set to the mean value. Exploring the optimal strategy for fixing the number of instances will be further explored, e.g. by sampling the instances directly from the distribution associated with the mixture of Gaussians as obtained from the EM algorithm.
Cost-sensitive learning is another common approach for dealing with the class-imbalance problem. Most of the existing solutions are applicable to binary-class problems, and cannot be applied directly to multi-class imbalanced datasets (Sun et al., 2006) . Rescaling, which is a popular cost-sensitive learning approach for binary class problems can be applied directly on multi-class datasets to obtain good performance only when the costs are consistent (Zhou and Liu, 2010) . In addition, rescaling classes based on cost information may not be suitable for highly imbalanced datasets. Designing a multi-class costsensitive learning approach for inconsistent costs without transforming the problem into a binary-class problem will be the focus of our future work.
