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Abstract
This article concerns the asymptotics of pseudodifferential operators whose Weyl symbol is the
convolution of a discontinuous function dilated by a large scaling parameter with a smooth func-
tion of constant scale. These operators include as a special case generalised anti-Wick operators,
also known as Gabor–Toeplitz operators, with smooth windows and dilated discontinuous symbol.
The main result is a two-term Szego˝ theorem, that is, the asymptotics of the trace of a function of
the operator. A special case of this is the asymptotic terms of the eigenvalue counting function. In
both cases, previously only the first term in the asymptotic expansion was known explicitly.
1 Introduction
We consider pseudodifferential operators whose symbol p is dilated by a large scaling parameter r
and “smoothed out” by a convolution factor W ∈S (R2d ) whose integral is 1. Explicitly, using the Weyl
quantisation (see §2.1), we consider operators acting on L2(Rd ) of the form
Tr [p ] := op[W ∗pr ], where for z ∈R2d we set pr (z ) := p (z /r ).
The main interest in these operators arises from generalised anti-Wick operators. The generalised
anti-Wick operator with windows ϕ1,ϕ2 ∈ L2(Rd ) and symbol p ∈ L∞(Rd ) is defined to be ∗Fϕ2 pFϕ1 ,
where Fϕ : L2(Rd ) → L2(R2d ) is the short-time Fourier transform and p acts by multiplication on
L2(R2d ) (see §2.4). These are a special case of operators the form Tr [p ]; that is, for suitable windows
ϕ1,ϕ2, there is a corresponding W such that
Tr [p ] = ∗Fϕ2 prFϕ1 , where for z ∈R2d we set pr (z ) := p (z /r ).
The result is part of the asymptotic expansion of tr f (Tr [aχΩ]) as r →∞, where Ω ⊆ R2d , a is a
function acting onR2d and f is a function such that f (0) = 0. Since the symbol aχΩ is discontinuous,
this is referred to as a Szego˝-type expansion in analogue with such formulae for Toeplitz matrices.
Such a result is already known (discussed below) but only for the first term, which is a standard Weyl-
type term of order r 2d . The result proved here (see §2.2) gives an explicit expression for the second
asymptotic term, which is a boundary-related term of order r 2d−1.
An important special case of this is where a ≡ 1 and f is an indicator function, which gives the
asymptotics of the eigenvalue counting function of Tr [χΩ]. The first term of this expansion shows how
many eigenvalues are close to 1, and the second term shows how many eigenvalues are between 0 and
1 (in what is sometimes called the “plunge region”). This gives some quantitative detail to the idea
that Tr [χΩ] acts somewhat like a projection, in that it “projects” the time-frequency representation of
functions on to Ω. As with the general result, previously known results about the eigenvalue counting
function (discussed below) only give an explicit expression for the first asymptotic term, whereas the
result proved here (see §2.3) gives an explicit expression for the second term.
The semiclassical calculus for operators whose Weyl symbol is smooth is already well known
(Robert, 1987, Theorem (III-11)). However, although the Weyl symbol of interest here W ∗pr is smooth,
even when p is discontinuous, it is not of the correct asymptotic form to apply that theory. In the
terminology of Robert (1987, Definition (II-13)), it is not an h-admissible operator (with the natural
choice of h = 1/r 2). The problem is that symbol depends upon two different scales in the phase
space variable z : when z is far from the boundary of Ω, (aχΩ)r (z ) varies asymptotically like a r (z ), so
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changes in z proportional to r are important; when z is near to the boundary it varies like W ∗χrΩ(z ),
so changes in z on a constant scale are important.
The proof (outlined more precisely in §3.1) begins in a similar way to that of the usual semiclassical
calculus: we prove a Weyl composition result with the usual formula for the approximating symbol, but
the remainder is shown to satisfy trace norm and operator norm bounds that are more delicate then
usual (Lemma 3.4). The author hopes that these estimates may be of independent interest. In §3.2
this result is proved and combined with facts about the geometry of Ω to show that we may compose
Tr [aχΩ] with itself with sufficiently small remainder. In §3.3 the trace asymptotics of the resulting
operator are established using further geometrical facts. The relevant geometrical theory of tubular
neighbourhoods is collected in §4.
Related Szego˝-type theorems. The original Szego˝ theorems are results about the asymptotic expan-
sion of log det Tn (that is, tr log Tn ) as n→∞, where Tn is an n ×n Toeplitz matrix (Szego˝, 1915, 1952;
see also Grenander and Szego˝, 1958, Chapter 5). (The parameter r used here is analogous to n 2 in
such problems.) Similar theorems have been proved for Wiener-Hopf operators, which are a continu-
ous analogue of Toeplitz operators: whereas Toeplitz operators involve discrete convolution with a
sequence and truncation to a finite length, Wiener-Hopf operators involve the standard convolution
with a function and truncation to a bounded domain.Szego˝ theorems for both types of operator have
been the subject of extensive study; see, for example, Böttcher and Silbermann (2006). The intention
here is just to highlight a few of the most directly relevant results.
A generalization of Wiener-Hopf operators is pseudodifferential operators with discontinuous
symbol (without the convolution factor W as in the operators considered here, and usually with the
left quantisation rather than the Weyl quantisation). If eTr is a pseudodifferential operator with symbol
of the form a (x ,ξ)χΩ(x ) where a is smooth, i.e. the discontinuity is in the configuration variable but
not the frequency variable, the complete asymptotic expansion of tr f ( eTr ) is known for quite general
functions (Widom, 1985). The terms in this expansion are of the order r 2(d−k ), where k takes non-
negative integer values. The coefficients depend on the geometry of Ω, and it is possible to obtain
geometrical insights into these coefficients (Roccaforte, 1984, 2013) by using geometrical ideas broadly
similar to the ones used in this paper, particularly Lemma 4.8.
When there is also a discontinuity in the frequency variable, i.e. the symbol is of the form aχΩ1×Ω2
where Ω1,Ω ⊆Rd , two terms of the asymptotic expansion of tr f ( eTr ) are known (Widom, 1982; Sobolev,
2013a,b). The first term is equal to the one in the result proved here (in particular it is of order r 2d ).
However, the second term is of order r 2d−2 log r and depends on the value of a on ∂ Ω1 × ∂ Ω2, in
contrast to the result proved here where the second term is of order r 2d−1 and depends on the value of
a on ∂ Ω.
For generalised anti-Wick operators, which are a subclass of the operators Tr [p ] considered here, a
one-term Szego˝ theorem was found by Feichtinger and Nowak (2001). (They called these operators
Gabor–Toeplitz operators.) Compared to the requirements here, their regularity requirements are very
mild: the symbol merely has to be in L1 ∩ L∞, rather than possessing a discontinuity of the specific
form χΩ , and the window function merely has to be in L2(Rd ) rather thanS (Rd ). However the symbol
must also be positive and the two windows must be equal, which implies that the operator is positive.
That result is for the first term in the asymptotic expansion, with o(r 2d ) remainder.
Related eigenvalue counting function results. The asymptotics of the eigenvalue counting function
is a consequence of the Szego˝ theorem for Tr [χΩ], but has also been studied in its own right.
Anti-Wick operators (which are generalised anti-Wick operators with Gaussian windows) were first
studied systematically by Berezin (1971). This included a result (Theorem 12 of that paper) giving one
asymptotic term of the eigenvalue counting function in roughly the inverse situation to the one of
interest here: he considered eigenvalues below a fixed value, for symbols that are bounded below by a
positive value.
Anti-Wick operators were introduced into the time–frequency community by a paper of Daubechies
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(1988), which she called time–frequency localization operators when the symbol is an indicator function.
This included two asymptotic terms of the eigenvalue counting function (Remark 2 and Remark 3
in §IV.B of that paper) for a specific operator: the anti-Wick operator whose symbol is the indicator
function of the unit disc. She proved this by explicitly finding the eigenvalues and eigenfunctions of
this operator, using the fact that these are known for Weyl pseudodifferential operators with spherically
symmetric symbols.
For generalised anti-Wick operators whose symbol is a general indicator function, only the first
asymptotic term of the eigenvalue counting function was previously known. This was shown for one
dimensional operators by Ramanathan and Topiwala (1994, Theorem 2 and Corollary 1), and in higher
dimensions by Feichtinger and Nowak (2001, Corollary 2.3 and Comment (iii) in §2) using their Szego˝
result. De Mari, Feichtinger and Nowak (2002, Example (a) on p. 731) showed that the asymptotic order
of the second term is r 2d−1 (including a lower bound for it), but did not find an explicit expression.
Notation Here are a few notational conventions used throughout. We denote the space of Schwartz
functions on Rm by S (Rm ). The function χΛ is the indicator function of a set Λ. We denote the
k -dimensional Hausdorff measure by µk ; in particular µm−1(du ) is the surface element in Rm , and
when k equals the ambient dimension µk is simply the Lebesgue measure. The set of natural numbers
including zero is denoted by N0, so that the set of m -dimensional multi-indices is Nm0 . The bound-
ary of a set Ω is denoted by ∂ Ω and its complement by Ωc. The tubular radius τ(∂ Ω) and tubular
neighbourhood tub(∂ Ω, t ) of ∂ Ω are defined in §4.1.
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2 Statement of results
2.1 Weyl quantisation preliminaries
We will use the Weyl quantisation: for a suitable symbol q , we define the operator op[q ] for each
u ∈S (R2d ) by
(op[q ]u )(x ) :=
1
(2pi)d
ˆ
Rd
ˆ
Rd
ei(x−y )·ξq ( 12 (x + y ),ξ)u (y )dy dξ,
and extend this to L2(Rd ) by density. This satisfies the operator norm and trace norm estimates
(Boulkhemair, 1999, Corollary 2.5(i) and Dimassi and Sjöstrand, 1999, Theorem 9.4 respectively)
‖op[q ]‖¶Cd
∑
|k |¶d+2
‖∂ kq‖L∞(R2d ), ‖op[q ]‖1 ¶C ′d
∑
|k |¶2d+1
‖∂ kq‖L1(R2d ),
where Cd and C ′d are constants depending only on the dimension. (This operator norm estimate is
slightly weaker than the one in the cited work, but is sufficient for our purposes.) When the trace norm
estimate is finite, the trace exists and equals
tr op[q ] =
1
(2pi)d
ˆ
R2d
q (z )dz .
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The adjoint of the operator is given by (Folland, 1989, Proposition (2.6))
(op[q ])∗ = op[q ];
in particular, if q is real-valued then op[q ] is self-adjoint.
As stated in the introduction, the operators of interest here depend on a discontinuous symbol p ,
dilated by a factor r and convolved with a Schwartz function W ∈S (R2d ), so that
Tr [p ] := op[W ∗pr ], where for z ∈R2d we set pr (z ) := p (z /r ).
Applying the Weyl operator norm and trace norm estimates to Tr [p ] we obtain
‖Tr [p ]‖¶Cd
∑
|k |¶d+2
‖∂ k W ‖L1(R2d )‖p‖L∞(R2d ), ‖Tr [p ]‖1 ¶C ′d r 2d
∑
|k |¶2d+1
‖∂ k W ‖L1(R2d )‖p‖L1(R2d ).
Since we will be interested in the effects of varying the scale of the discontinuous part of the symbol,
rather than varying W , we will often use the notation
x ® y ⇐⇒ there exists CW > 0 such that x ¶CW y ,
where CW is some constant depending only on W and the dimension d (not on p or r ). Using this
notation, the above inequalities are
‖Tr [p ]‖® ‖p‖L∞(R2d ), ‖Tr [p ]‖1 ® r 2d ‖p‖L1(R2d ).
The trace formula, combined with the fact that the integral of W is 1, gives
tr Tr [p ] =
r 2d
(2pi)d
ˆ
R2d
p (z )dz .
2.2 Szego˝ theorem
In this subsection we state Theorem 2.4, the Szego˝ theorem for operators of the form Tr [aχΩ]. It has
the following regularity conditions on the symbol.
Condition 2.1. Let all of the following be satisfied.
• Let W ∈S (R2d ) satisfy ´R2d W (z )dz = 1.
• Let Ω ⊆R2d have C 2 boundary such that ∂ Ω has a tubular neighbourhood (see §4).
• Let a be a twice continuously differentiable function on R2d satisfying ∂ k a ∈ L1(R2d )∩ L∞(R2d )
for all k ∈N2d0 such that |k |¶ 2.
Remark 2.2. Whenever Condition 2.1 is satisfied we can conclude that that a satisfies the boundary
integrability properties ∂ k a ∈ L1(∂ Ω) for |k |¶ 1. This can be seen by applying Lemma 4.11 with g ≡ 1.
We also need a condition on the regularity of f . This depends on whether we define f (Tr [aχΩ])
using the holomorphic functional calculus or the Borel functional calculus. In the latter case we impose
additional restrictions on W and a to ensure that the operator Tr [aχΩ] is self-adjoint (by ensuring that
its Weyl symbol is real).
Condition 2.3. For functions a and W , let f be a function satisfying f (0) = 0 and one of the following.
1. Let f be a holomorphic function on C.
2. Let a be real-valued, let W be real-valued and let f be an infinitely differentiable function on R.
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The boundary term depends on a type of directional antiderivative of W . Specifically, for any
W ∈S (R2d ) with ´R2d W (z )dz = 1, we define
Qω(λ) :=
ˆ
{z∈R2d :z ·ω¶λ}
W (z )dz (ω∈ S2d−1).
This satisfies limλ→∞Qω(λ) =
´
R2d W (z )dz = 1, and so
1−Qω(λ) =
ˆ
{z∈R2d :z ·ω¾λ}
W (z )dz (ω∈ S2d−1).
Theorem 2.4. Let W , a , Ω, f satisfy Condition 2.1 and Condition 2.3. Then
tr f (Tr [aχΩ]) = r 2d A0(a ,Ω, f )+ r 2d−1A1(a ,Ω, f ; W )+O(r 2d−2)
as r →∞, where
A0(a ,Ω, f ) =
1
(2pi)d
ˆ
Ω
f (a (z ))dz ,
A1(a ,Ω, f ; W ) =
1
(2pi)d
ˆ
∂ Ω
ˆ
R

f (Qn (u )(λ)a (u ))−Qn (u )(λ) f (a (u ))

dλµ2d−1(du ) .
The proof is given in §3, including an overview in §3.1. In the case of generalised anti-Wick
operators, the conditions and conclusions can be explicitly expressed in terms of the windows instead
of W ; see §2.4.
We now observe why the quantities in Theorem 2.4 are well defined. The operator f (Tr [aχΩ]) is
trace class since, using the fact that f (0) = 0, we have
‖ f (Tr [aχΩ])‖1 ¶ ‖Tr [aχΩ]‖1 sup|t |¶‖Tr [aχΩ ]‖| f
′(t )|,
and the bounds in §2.1 show that this is finite. Let
Qmax := sup
ω∈S2d−1
sup
λ∈R
|Qω(λ)|,
which in particular satisfies Qmax ¶
´
R2d |W (z )|dz . The two asymptotic terms are absolutely integrable
with bounds
|A0(a ,Ω, f )|¶ 1
(2pi)d
‖a‖L1(Ω) sup|t |¶‖a‖L∞(Ω)| f
′(t )|,
|A1(a ,Ω, f ; W )|¶ 2
(2pi)d
‖a‖L1(∂ Ω)
ˆ
R2d
|z ′W (z ′)|dz ′ sup
|t |¶Qmax‖a‖L∞(∂ Ω)
| f ′(t )|.
The bound on A0 is immediate, and the bound on A1 uses the easily checked fact that for anyω∈ S2d−1
we have ˆ
R
|Qω(λ)−χ[0,∞)(λ)|dλ¶
ˆ
R2d
|ω · z ′W (z ′)|dz ′.
2.3 Eigenvalue counting function
In this subsection we give a precise statement of the special case discussed in the introduction: two
terms of the asymptotic expansion of the eigenvalue counting function for operators of the form Tr [χΩ].
We use the notation N (Tr [χΩ], [δ,∞)) to mean the number of eigenvalues of Tr [χΩ] in the interval
[δ,∞). The proof is a standard approximation argument applied to Theorem 2.4, and is detailed at the
end of this subsection.
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Corollary 2.5. Let Ω ⊆R2d be a compact set with C 2 boundary and δ ∈ (0,1). Let W ∈S (R2d ) be real
valued and satisfy
´
R2d W (z )dz = 1 and
∀ω∈ S2d−1 have µ1({λ∈R : Qω(λ) =δ}) = 0.
Then
N (Tr [χΩ], [δ,∞)) = r 2d A0(1,Ω,χ[δ,∞))+ r 2d−1A1(1,Ω,χ[δ,∞); W )+o(r 2d−1)
as r →∞. Specifically, these terms satisfy
A0(1,Ω,χ[δ,∞)) =
1
(2pi)d
µ2d (Ω),
A1(1,Ω,χ[δ,∞); W ) =
1
(2pi)d
ˆ
∂ Ω
gn (u )(λδ)µ2d−1(du ),
where for each δ ∈ (0, 1),ω∈ S2d−1 we set
gω(δ) :=µ1({λ∈ (−∞, 0] : Qω(λ)>δ})−µ1({λ∈ [0,∞) : Qω(λ)<δ}).
Remark 2.6. The statement of Corollary 2.5 is somewhat simpler when that Qω is a non-decreasing
function for allω∈ S2d−1. A sufficient condition for this is that W is non-negative (for another sufficient
condition see Remark 2.8). In this case:
• The condition relating Qω and δ holds if and only if for each ω ∈ S2d−1 there exists a unique
λ∈R such that Qω(λ) =δ; we denote such a λ by Q−1ω (δ), even if Qω is not invertible on its whole
domain.
• We then have gω(δ) =−Q−1ω (δ), so the boundary term simplifies to
A1(1,Ω,χ[δ,∞); W ) =− 1(2pi)d
ˆ
∂ Ω
Q−1n (u )(δ)µ2d−1(du ) .
Proof of Corollary 2.5. We have N (Tr [χΩ], [δ,∞)) = trχ[δ,∞)(Tr [χΩ]); however, we cannot immediately
apply Theorem 2.4 with f :=χ[δ,∞) because this function is not sufficiently smooth to satisfy Condi-
tion 2.3.
Let " > 0 such that " < δ. Let f−" and f+" be smooth increasing functions satisfying f±"(t ) =
χ[δ,∞)(t ) except when t ∈ (δ,δ+ ") and t ∈ (δ− ",δ) respectively. Thus 0¶ f−" ¶χ[δ,∞) ¶ f+" ¶ 1 and
tr f−"(Tr [χΩ])¶ trχ[δ,∞)(Tr [χΩ])¶ tr f+"(Tr [χΩ]).
Applying Theorem 2.4 to f±"(Tr [χΩ]) (with a ≡ 1), we have
lim
r→∞
tr
 
( f+" − f−")(Tr [χΩ])
r 2d−1 =
1
(2pi)d
ˆ
∂ Ω
ˆ
R

f+"(Qn (u )(λ))− f−"(Qn (u )(λ))

dλµ2d−1(du )
¶ 1
(2pi)d
µ2d−1(∂ Ω) sup
u∈∂ Ω
µ1({λ∈R :δ− " ¶Qn (u )(λ)¶δ+ "}).
The limit of this bound is 0 as "→ 0, so the result follows.
It remains to show that A1 satisfies the given form. First set
A˜1 :=
1
(2pi)d
ˆ
∂ Ω
ˆ
R

χ[δ,∞)(Qn (u )(λ))−χ[0,∞)(λ)

dλµ2d−1(du ) .
A straightforward calculation shows that
A1− A˜1 = 1
(2pi)d
ˆ
∂ Ω
n (u )µ2d−1(du ) ·
ˆ
R2d
z ′W (z ′)dz ′,
which by the divergence theorem is zero. It is easily seen that A˜1 satisfies the stated form.
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2.4 Generalised anti-Wick operators
Define the short-time Fourier transform with window ϕ ∈ L2(Rd ) by
Fϕ : L2(Rd )→ L2(R2d ), Fϕu (x ,ξ) := 1
(2pi)d /2
ˆ
Rd
e−iy ·ξu (y )ϕ(y −x )dy .
When the window is the Gaussian function,Fϕ is also known as the Fourier–Bros–Iagolnitzer transform.
(See, for example, Gröchenig, 2001, Chapter 3 or Martinez, 2001, §3.1 for more information.) The
generalised anti-Wick operator with symbol p and windows ϕ1,ϕ2 is defined to be ∗Fϕ2 pFϕ1 . These
operators are known under several names, including Gabor–Toeplitz operators, short-time Fourier
transform multipliers and time–frequency localization operators. The case where ϕ1 = ϕ2 is most
often of interest.
Generalised anti-Wick operators are bounded on L2(Rd ) when p ∈ L∞(R2d ) and ϕ1,ϕ2 ∈ L2(R2d ).
Furthermore, if p is constant then the operator is a multiple of the identity. Specifically,
‖ ∗Fϕ2 pFϕ1‖¶ ‖ϕ1‖L2(Rd )‖ϕ2‖L2(Rd )‖p‖L∞(R2d ),
∗Fϕ2Fϕ1 = 〈ϕ2,ϕ1〉L2(Rd ) IdL2(Rd ) .
These relationships can easily be proved from the Fourier inversion theorem, or see for example
Gröchenig (2001, Corollary 3.2.2 and Corollary 3.2.3).
Theorem 2.4 and Corollary 2.5 apply to generalised anti-Wick operators; that is, there exists a
suitable W (depending on the windows) such that
Tr [p ] = ∗Fϕ2 prFϕ1 , where for z ∈R2d we set pr (z ) := p (z /r ).
The following two remarks explain how all references to W in these results may be replaced by refer-
ences directly to the windows. Afterwards we will describe this W and explain why the remarks are
true.
Remark 2.7. The conditions on W can be replaced by requirements on the window functions:
• For all the conditions on W in Theorem 2.4 and Corollary 2.5 to hold (including that W is
real-valued), it suffices thatϕ1 =ϕ2 (which we write simply asϕ),ϕ ∈S (R2d ), and ‖ϕ‖L2(Rd ) = 1.
• For the conditions on W in Theorem 2.4 to hold except that W be real-valued (so we require
Condition 2.3(1), the holomorphic f case), it suffices that ϕ1,ϕ2 ∈S (R2d ) and 〈ϕ2,ϕ1〉L2(Rd ) = 1.
Remark 2.8. It is possible to express Qω directly in terms of the windows. First consider the one-
dimensional case. We will use the fractional Fourier transform F t , defined for t ∈ R using the
functional calculus for unitary operators; thusF 0 =F 4 = IdL2(R) andF 1 is the usual Fourier transform.
We can instead index by directionω∈ S1, so thatF (1,0) = IdL2(R) andF (0,1) =F . The expression for Qω
is
Qω(λ) =
ˆ λ
−∞
Fωϕ2(η)Fωϕ1(η)dη.
In the higher-dimensional case, for eachω ∈ S2d−1 there exists a unitary operator Tω and eω ∈ Sd−1
such that
Qω(λ) =
ˆ λ
−∞
ˆ
{x∈Rd :x ·eω=η}Tωϕ2(x )Tωϕ1(x )µd−1(dx )dη.
In particular, for any dimension, if ϕ1 = ϕ2 then Qω is a non-decreasing function and Remark 2.6
applies.
The key fact that allows us to apply Theorem 2.4 and Corollary 2.5 to generalised anti-Wick operat-
ors is their connection to the Weyl transform, given by
∗Fϕ2 pFϕ1 = op[Wϕ2,ϕ1 ∗p ], Wϕ2,ϕ1 (x ,ξ) = 1(2pi)d
ˆ
Rd
e−it ·ξϕ2(x + 12 t )ϕ1(x − 12 t )dt .
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The function Wϕ2,ϕ1 is called the Wigner transform of ϕ2,ϕ1. This relationship can be found for
example in Folland (1989, Proposition (3.5)) when ϕ1 =ϕ2 or Boggiatto, Cordero and Gröchenig (2004,
Lemma 2.4).
Proof of Remark 2.7. We use the following properties ofWϕ2,ϕ1 .
1. If ϕ1,ϕ2 ∈S (R2d ) thenWϕ2,ϕ1 ∈S (R2d ).
2. For all x ∈Rd we have ´Rd Wϕ2,ϕ1 (x ,ξ)dξ=ϕ2(x )ϕ1(x ).
3. We haveWϕ2,ϕ1 (z ) =Wϕ1,ϕ2 (z ).
These properties follow easily from the definition of Wϕ2,ϕ1 (see for example Folland, 1989, §1.8).
Remark 2.7 is an immediate consequence.
Proof of Remark 2.8. We first work in one dimension. We use another property ofWϕ2,ϕ1 .
4. For eachω∈ S1, letσω : R2→R2 be the rotation that maps (1, 0) 7→ω; then for all z ∈R2 we have
Wϕ2,ϕ1 (σωz ) =WFωϕ2,Fωϕ1 (z ).
In others words, the fractional Fourier transform is the metaplectic operator corresponding to rotation.
For example, in Folland (1989) see Proposition (1.94)(c) for the ω = (1,0) case (the usual Fourier
transform) and Chapter 4 for discussion of metaplectic operators (especially Proposition (4.28) for the
relationship to the Wigner transform). For more information on the fractional Fourier transform, see
for example Ozaktas, Kutay and Zalevsky (2001).
Combining property 4 with property 2 we obtainˆ
{z ′∈R2:z ′·ω=λ}
Wϕ2,ϕ1 (z ′)µ1(dz ′) =Fωϕ2(λ)Fωϕ1(λ).
(This is sometimes call the Radon–Wigner transform, since it is the Radon transform of the Wigner
distribution.) But Qω is the antiderivative of this expression, so Remark 2.8 is immediate from this.
For higher dimensions, we apply similar reasoning component-wise, so that Tω is the composition of
component-wise fractional Fourier transform operators.
3 Proof
3.1 Overview
There are two steps to the proof of Theorem 2.4, which are distilled into the two lemmas in this
subsection.
To avoid dealing with the scaling parameter r throughout the whole proof, we will give names to
the rescaled versions of a and Ω. We write
Tr [aχΩ] = op[W ∗ (bχΣ)], where b := a (·/r ),Σ := rΩ.
The two lemmas will be proved in terms of general b ,Σ without explicit reference to the fact that they
are rescaled versions of other objects. However, in each lemma the remainder scales in such a way that
it is O(r 2d−2) when b andΣ are of this form.
The first step is composition, where we find an approximation of the Weyl symbol of f (Tr [aχΩ]).
Lemma 3.1. Let W,b ,Σ, f satisfy Condition 2.1 and Condition 2.3, and let ∂ Σ have tubular radius of
at least 1. Then there exists R such that
‖ f (op[W ∗ (bχΣ)])−op[ f (W ∗ (bχΣ))]‖1 ¶R(b ,Σ; W, f ),
where R satisfies the scaling property
R(b ,Σ; W, f ) = r 2d−2R(a ,Ω; W, f ), for b = a (·/r ),Σ = rΩ.
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This is proved in §3.2. First, in Lemma 3.4, we will prove a trace norm bound for the composition
of general Weyl operators. Next, in Lemma 3.6, we will apply this to the operator op[W ∗ (bχΣ)]. A
naive application would result in a trace norm bound that includes the four terms
‖∇b‖L∞(Σ)‖∇b‖L1(Σ), ‖∇b‖L∞(Σ)‖b‖L1(∂ Σ), ‖b‖L1(∂ Σ)‖∇b‖L∞(Σ), ‖b‖L∞(∂ Σ)‖b‖L1(∂ Σ).
The first three terms are O(r 2d−2) as required, but the final one is O(r 2d−1). The proof of Lemma 3.6
involves some delicate cancellation using the geometry of ∂ Σ to obtain a better bound. This completes
the proof of Lemma 3.1 in the case that f (t ) = t 2; at the end of §3.2 the proof is given for general f .
Combined with the fact that |tr A |¶ ‖A‖1 for every trace class operator A, Lemma 3.1 tells us that
tr f (Tr [aχΩ]) = tr op[ f (W ∗ (bχΣ))]+O(r 2d−2).
The trace is given by the integral of the Weyl symbol (see §2.1). The proof of Theorem 2.4 is thus
completed by finding the asymptotics of this integral, which is done in the following lemma.
Lemma 3.2. Let W,b ,Σ, f satisfy Condition 2.1 and Condition 2.3. Then there exists R such that, in the
notation of Theorem 2.4, we haveˆ
R2d
f (W ∗ (bχΣ)(z ))dz −

A0(b ,Σ, f )+A1(b ,Σ, f ; W )
¶R(b ,Σ; W, f ),
where R satisfies the scaling property
R(b ,Σ; W, f ) = r 2d−2R(a ,Ω; W, f ), for b = a (·/r ),Σ = rΩ.
This is proved in §3.3. The proof begins by noting that, since the integral of W is 1 and f (0) = 0, we
have ˆ
R2d
f (W ∗ (bχΣ)(z ))dz =
ˆ
Σ
f (b (z ))dz +
ˆ
R2d

f (W ∗ (χΣb )(z ))−W ∗ (χΣ f (b ))(z )

dz .
The first term is simply A0(b ,Σ, f ), which equals r 2d A0(a ,Ω, f ). The second term is very similar to
A1(b ,Σ, f ;W ); in particular its integrand is concentrated near to ∂ Σ. However, unlike A1, it is not of
the correct asymptotic form; that is, it does not equal r 2d−1 multiplied by its unscaled version. The
proof proceeds by using the local geometry of ∂ Σ to show that this integral is indeed approximately
equal to A1.
3.2 Step 1: Composition
In this subsection we prove Lemma 3.1, proceeding as discussed in §3.1.
Notation 3.3. In this subsection we frequently decompose vectors z ∈ R2d as z = (z 1,z 2), where
z 1,z 2 ∈Rd . Furthermore, we use the notation
〈x 〉 := (1+ |x |2)1/2.
We start by proving trace norm and operator norm bounds for the error in replacing the Weyl
symbol of composition by a finite number of terms in the series expansion. In fact we only need the
trace norm bound, and only for n = 0, but the full result is no harder to prove and the author hopes
that it may be of general interest.
Lemma 3.4. Let p ,q be infinitely differentiable functions onR2d such that ∂ k p ,∂ kq ∈ L1(R2d ) for each
k ∈N2d0 . Let n ∈N0, G ∈N0. Set
Fj (x ,y ) :=
ij
j !2j
(∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )j (p (x )q (y )), cn (z ) :=
n∑
j=0
Fj (z ,z ).
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Then
‖op[p ]op[q ]−op[cn ]‖1 ¶Cd ,G
∑
m∈N4d0|m |¶G+4d+2
ˆ
R2d
ˆ
R2d
|∂ m Fn+1(x ,y )|
〈x − y 〉G dx dy ,
‖op[p ]op[q ]−op[cn ]‖¶C ′d ,G
∑
m∈N4d0|m |¶G+3d+3
ˆ
R2d

sup
x ,y ∈R2d
x−y=v
|∂ m Fn+1(x ,y )|
〈x − y 〉G

dv .
The constants Cd ,G and C ′d ,G depend only on d and G (not n).
The proof contains ideas used in the usual Weyl calculus adapted for use in these norm bounds.
However, care has been taken to explicitly express the estimate in terms of the symbol rather than
symbol class seminorms, and to preserve the cancellation between the terms within Fn+1. See the
remark following the proof for a more detailed comparison.
Proof. It suffices to prove the result for p ,q ∈S (R2d ). Let p # q denote the Weyl symbol of op[p ]op[q ].
We have (Folland, 1989, (2.44b))
p # q (z ) =
1
pi2d
ˆ
R2d
ˆ
R2d
p (z −x )q (z − y )e2iσ(x ,y ) dy dx , σ(x ,y ) := x 1 · y 2− y 1 ·x 2,
sometimes called the twisted product or Moyal product of p and q . We apply Taylor’s theorem to p .
The corresponding term of p # q (z ) is
Tj (z ) =
1
pi2d
ˆ
R2d
ˆ
R2d
1
j !
(−x ·∇p )j (p (z )q (z − y ))e2iσ(x ,y ) dy dx ,
where ∇p indicates that the gradient is being taken only of p . Denote e∇y := (∇y 2 ,−∇y 1), so that
2ixe2iσ(x ,y ) = e∇y e2iσ(x ,y ); then integrating by parts gives
Tj (z ) =
1
pi2d
ˆ
R2d
ˆ
R2d
ij
j !2j
(∇p · e∇q )j (p (z )q (z − y ))e2iσ(x ,y ) dy dx
=
1
pi2d
ˆ
R2d
ˆ
R2d
Fj (z ,z − y )e2iσ(x ,y ) dy dx .
By the Fourier inversion theorem this equals Fj (z ,z ).
Denote the remainder term by Rn+1(z ) := p # q (z )− cn (z ), which satisfies
Rn+1(z ) =
1
pid
ˆ
R2d
ˆ
R2d
ˆ 1
0
(1− t )n 1
n !
(−x ·∇p )n+1(p (z − t x )q (z − y ))e2iσ(x ,y ) dt dy dx .
Integrating by parts in the same way as the other terms, we find that
Rn+1(z ) =
1
pi2d
ˆ 1
0
ˆ
R2d
ˆ
R2d
(n +1)(1− t )n Fn+1(z − t x ,z − y )e2iσ(x ,y ) dy dx dt .
Change variables t x = tu + 12v and y = tu − 12v . This has Jacobian 1 and satisfiesσ(x ,y ) =σ(v ,u ), so
Rn+1(z ) =
n +1
pi2d
ˆ 1
0
ˆ
R2d
ˆ
R2d
(1− t )n Fn+1 z − (tu + 12v ),z − (tu − 12v )e2iσ(v ,u ) du dv dt .
Define the operator
Px ,y :=
1− 12 iy · e∇x
1+ |y |2 =⇒ P
T
x ,y =
1+ 12 iy · e∇x
1+ |y |2 ,
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so that Pv ,u e2iσ(v ,u ) = e2iσ(v ,u ) and PTu ,v e
2iσ(v ,u ) = e2iσ(v ,u ). Thus Rn+1(z ) equals
n +1
pi2d
ˆ 1
0
ˆ
R2d
ˆ
R2d
(1− t )n(Pu ,v )M (PTv ,u )L Fn+1 z − (tu + 12v ),z − (tu − 12v )e2iσ(v ,u ) du dv dt .
For the interactions between Pu ,v and PTv ,u we use the fact that for all |r |¶M and |s |¶ L we have∂ ru  u s〈u 〉2L
¶CL,M 1〈u 〉L ,
for some constant CL,M > 0; this shows that |∂ k Rn+1(z )| is bounded by a constant multiple of
(n +1)
∑
|l |¶L
∑
|m |¶M
ˆ 1
0
ˆ
R2d
ˆ
R2d
(1− t )n
∂ kz ∂ lu ∂ mv Fn+1 z − (tu + 12v ),z − (tu − 12v )
〈u 〉L〈v 〉M du dv dt .
Now choose L = 2d +1, M =G and use the trace norm and operator norm bounds for Weyl operators
(see §2.1). Translating z ′ := z − tu and evaluating the dt integral (which cancels with n +1) gives the
stated result.
Remark 3.5. We compare the above lemma with the usual symbolic calculus for Weyl operators. The
decay in the integrand of Rn could have been obtained without changing variables from (x ,y ) to (u ,v ),
which bounds |∂ k Rn (z )| by a constant multiple of
(n +1)
∑
|l |¶L
∑
|m |¶M
ˆ 1
0
ˆ
R2d
ˆ
R2d
(1− t )n |∂
k
z ∂
l
x ∂
m
y Fn+1(z −pt x ,z −pt y )|
〈x 〉L〈y 〉M dy dx dt .
Using the notation of Folland (1989, Chapter 2), this is the bound used to show that if p ∈Sm1ρ,0, q ∈Sm2ρ,0
then p #q − cn ∈ Sm1+m2−ρ(n+1)ρ,0 (see Folland, 1989, Theorem (2.49)), although it is not computed
explicitly there. This only gives the result when δ= 0; the general case could be handled in a similar
way, but derivatives in x 1 and x 2 etc. would need to be tracked separately.
The next lemma, in combination with the previous one, proves Lemma 3.1 in the special case
that f (t ) = t 2, and contains the essential idea of the general case. To simplify its statement and use,
introduce the notation
MG ,D (F ) :=
∑
m∈N4d0|m |¶D
ˆ
R2d
ˆ
R2d
|∂ m F (x ,y )|
〈x − y 〉G dx dy .
In particular, the trace norm bound in Lemma 3.4 is a constant multiple ofMG ,G+4d+2(Fn ).
Lemma 3.6. Let W,b ,Σ satisfy Condition 2.1 and let the boundary ofΣ satisfy τ(∂ Σ)¾ 1 (see §4). Set
F (x ,y ) := (∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )(W ∗ (bχΣ)(x )W ∗ (bχΣ)(y )).
Set G := 2d +2, D := 6d +4. Then
MG ,D (F )® ‖∇b‖L∞(Σ)(‖∇b‖L1(Σ)+ ‖b‖L1(∂ Σ))+ 1τ(∂ Σ)‖b‖L∞(∂ Σ)‖b‖L1(∂ Σ).
(Recall from §2.1 that the constant implicit in ®may depend on W , but not on b orΣ.)
Proof. We have
F (x ,y ) =
d∑
j=1

∂(x 1)j ∂(y 2)j − ∂(x 2)j ∂(y 1)j

(W ∗ (bχΣ)(x )W ∗ (bχΣ)(y )).
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For j ∈ {1, . . . , d }we have
∂(z 1)j W ∗ (bχΣ)(z ) = g 1,j (z )+h1,j (z ),
where
g 1,j (z ) :=
ˆ
∂ Σ
W (z − z ′)b (z ′)(n 1)j (z ′)dz ′, h1,j (z ) := W ∗ (χΣ ∂(z 1)j b )(z ),
and similarly for ∂(z 2)j W ∗ (bχΣ)(z ). Thus, using the symmetry and subadditivity ofM( · ), we have
MG ,D (F )¶
d∑
j=1

MG ,D (g 1,j (x )g 2,j (y )− g 2,j (x )g 1.j (y ))
+2MG ,D (g 1,j (x )h2,j (y ))+2MG ,D (g 2,j (x )h1,j (y ))+2MG ,D (h1,j (x )h2,j (y ))

.
It is easy to check that
MG ,D (g 1,j (x )h2,j (y ))® ‖b‖L1(∂ Σ)‖∇b‖L∞(Σ),
MG ,D (g 2,j (x )h1,j (y ))® ‖b‖L1(∂ Σ)‖∇b‖L∞(Σ),
MG ,D (h1,j (x )h2,j (y ))® ‖∇b‖L1(Σ)‖∇b‖L∞(Σ).
It remains to bound the first term. First note that
g 1,j (x )g 2.j (y )− g 2,j (x )g 1.j (y ) =
ˆ
∂ Σ
ˆ
∂ Σ
W (x −x ′)b (x ′)W (y − y ′)b (y ′)m (x ′,y ′)dx ′dy ′,
where for each x ′,y ′ ∈ ∂ Σ we set
m (x ′,y ′) := (n 1)j (x ′)(n 2)j (y ′)− (n 2)j (x ′)(n 1)j (y ′)
=

(n 1)j (x ′)− (n 1)j (y ′)

(n 2)j (y ′)+

(n 2)j (y ′)− (n 2)j (x ′)

(n 1)j (y ′).
Let `(x ′,y ′) be the line segment connecting x ′ to y ′. When |x ′ − y ′| ¶ τ(∂ Σ)/2 we have `(x ′,y ′) ⊆
tub(∂ Σ,τ(∂ Σ)/2) so by Lemma 4.12 (using the extension of n defined in §4.1) we have
|(n 1)j (x ′)− (n 1)j (y ′)|¶ |x ′− y ′| sup
z∈`(x ′,y ′)
|∇n (z )|¶ 2|x ′− y ′|
τ(∂ Σ)
.
When |x ′− y ′|¾τ(∂ Σ)/2 we have
|(n 1)j (x ′)− (n 1)j (y ′)|¶ 2¶ 4|x
′− y ′|
τ(∂ Σ)
.
Similar bounds hold for n 2, so
|m (x ′,y ′)|¶ 8|x ′− y ′|
τ(∂ Σ)
¶ 24〈x −x ′〉〈x − y 〉〈y − y ′〉
τ(∂ Σ)
.
We also bound (using Lemma 4.13 with U (z ) := 〈z 〉∂ l W (z ) for the dx ′ integral)
ˆ
∂ Σ
〈x −x ′〉|∂ l W (x −x ′)b (x ′)|dx ′ ® ‖b‖L∞(∂ Σ),ˆ
R2d
ˆ
∂ Σ
〈y − y ′〉|∂ mW (y − y ′)b (y ′)|dy ′dy ® ‖b‖L1(∂ Σ).
We therefore obtain
MG ,D (g 1,j (x )g 2.j (y )− g 2,j (x )g 1.j (y ))® ‖b‖L∞(∂ Σ)‖b‖L1(∂ Σ)
τ(∂ Σ)
.
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Proof of Lemma 3.1. The way we complete this proof for general f depends on the functional calculus
in use; in other words, it depends on which of the two parts of Condition 2.3 is satisfied. In both cases
we set q := W ∗ (bχΣ), G := 2d +2, D := 6d +4, and
F (x ,y ) := (∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )(q (x )q (y )).
Condition 2.3(1). For j ¾ 2 by Lemma 3.4 we have
‖op[q j+1]−op[q j ]op[q ]‖1 ®MG ,D ((∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )((q (x ))j q (y )))
¶ (j −1)D (cd ,W ‖b‖L∞(Σ))j−1MG ,D (F ),
where cd ,W is a constant. Summing from j = 1 to k −1 and bounding the operator norm of op[q ] as in
§2.1 we obtain
‖(op[q ])k −op[q k ]‖1 ® 1+(k −2)D+2 (cd ,W ‖b‖L∞(Σ))k−2MG ,D (F ).
Thus
‖ f (op[q ])−op[ f (q )]‖1 ¶
∞∑
k=1
| f (k )(0)| ‖(op[q ])k −op[q k ]‖1
®MG ,D (F )
 ∞∑
k=2
| f (k )(0)|
k !

1+(k −2)D+2 (cd ,W ‖b‖L∞(Σ))k−2,
which is convergent. Using Lemma 3.6 to boundMG ,D (F ) gives the result.
Condition 2.3(2). We may assume that f is compactly supported because only its values on a
compact interval affect the meaning of f (op[q ]). It follows from the properties of the propagator
eit op[q ] that
‖ f (op[q ])−op[ f (q )]‖1 ¶ 1p
2pi
ˆ
R
ˆ
[0,t ]
‖op[eisq ]op[q ]−op[eisq q ]‖1 ds

| fˆ (t )|dt .
(This may be seen by differentiating the operator eis op[q ] op[eisq ] with respect to s and integrating on
[0, t ].) But by Lemma 3.4 we have
‖op[eisq ]op[q ]−op[eisq q ]‖1 ®MG ,D ((∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )(eisq (x )q (y )))
=MG ,D (is eisq (x )(∇x 1 ·∇y 2 −∇x 2 ·∇y 1 )(q (x )q (y )))
® 〈s 〉D+1〈‖b‖L∞(Σ)〉DMG ,D (F ).
The result then follows from Lemma 3.6.
3.3 Step 2: Trace asymptotics
In this subsection we prove Lemma 3.2. Set
I1 :=
ˆ
R2d

f (W ∗ (χΣb )(z ))−W ∗ (χΣ f (b ))(z )

dz ,
I5 :=
ˆ
∂ Σ
ˆ
R

f (Qn (u )(λ)b (u ))−Qn (u )(λ) f (b (u ))

dλµ2d−1(du ) .
As discussed in §3.1, we must show that when b = a (·/r ) andΣ = rΩ, we have I1 = I5 +O(r 2d−2).
Notation 3.7. In this subsection we will refer to the tubular radius of the boundary ofΣ very often, so
instead of using the full notation τ(∂ Σ) (which forΣ = rΩ equals rτ(∂ Ω)) we will refer to it simply as
τ.
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Proof of Lemma 3.2. Step 1: Restrict support of f . Depending on which part of Condition 2.3 is satis-
fied, either f is a smooth function on R and b , W are real-valued, or f is a smooth function on C. In
both cases, I1 and I5 only depend on the value of f (t ) for
|t |¶ ‖b‖L∞(Σ)
ˆ
R2d
|W (z )|dz ,
so we may restrict the support of f to a compact set. In the remainder of the proof we refer to ‖ f ‖L∞
for the supremum of | f | over that set, and similarly for ‖ f ′‖L∞ and ‖ f ′′‖L∞ .
Step 2: Restrict support of W . Let fW be the function defined for each z ∈R2d by
fW (z ) :=(W (z )+ KW,τ if |z |¶ 12τ,
0 if |z |> 12τ,
with KW,τ chosen so that the integral of fW is 1. The error in replacing W by fW in I1 and I5 (including
the reference to W in the definition of Q) is bounded by
2‖ f ′‖L∞
‖b‖L1(Σ)ˆ
R2d
|W (z )−fW (z )|dz +‖b‖L1(∂ Σ) sup
ω∈S2d−1
ˆ
R
|Qω(λ)− eQω(λ)|dλ.
Since W ∈ S (R2d ) these integrals can be bounded by any negative power of τ; choosing to bound
them by 1/τ2 and 1/τ respectively will suffice to satisfy the required scaling property.
This will be useful later in the proof where certain integrals will be non-zero outside of a tubular
neighbourhood of ∂ Σ so long as W has sufficiently small compact support, and this will allow us to
apply the results in §4. We also have, for each k ∈N0,ˆ
R2d
(1+ |z ′|)k |fW (z ′)|dz ′ ¶ ˆ
R2d
(1+ |z ′|)k |W (z ′)|dz ′,
so any bound depending on fW in this way can be replaced by one depending on W uniformly in τ.
For the rest of the proof we use fW in place of W without further comment.
Step 3: Extract b from convolution. Let
I2 :=
ˆ
R2d

f (W ∗χΣ(z )b (z ))−W ∗χΣ(z ) f (b (z ))

dz .
We will bound |I1− I2|. We can rewrite I1− I2 = ´R2d (D1(z )−D2(z ))dz , where
D1(z ) := f (W ∗ (χΣb )(z ))− f (W ∗χΣ(z )b (z )),
D2(z ) := W ∗ (χΣ f (b ))(z )−W ∗χΣ(z ) f (b (z )).
Using two terms of the Taylor expansion of b and two terms of the Taylor expansion of f , we obtain
ˆ
R2d
|D1(z )− (−z ′W (z ′)) ∗χΣ(z ) ·∇b (z ) f ′(W ∗χΣ(z )b (z ))(z ))|dz
® ‖ f ′′‖L∞‖∇b‖L∞(R2d )‖∇b‖L1(R2d )+ ‖ f ′‖L∞‖∇(∇b )‖L1(R2d ).
Using two terms of the Taylor expansion of f (b ), we obtain
ˆ
R2d
|D2(z )− (−z ′W (z ′)) ∗χΣ(z ) ·∇b (z ) f ′(b (z ))|dz
® ‖ f ′′‖L∞‖∇b‖L∞(R2d )‖∇b‖L1(R2d )+ ‖ f ′‖L∞‖∇(∇b )‖L1(R2d ).
It thus remains to boundˆ
R2d
|(z ′W (z ′)) ∗χΣ(z ) ·∇b (z )( f ′(W ∗χΣ(z )b (z ))− f ′(b (z )))|dz .
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This integral is zero outside of tub(∂ Σ,τ/2). Set V (z ′) := (1+ |z ′|)W (z ′). Therefore, by Lemma 4.11 and
Lemma 4.14, it is bounded by
‖ f ′′‖L∞
ˆ
tub(∂ Σ,τ/2)
|(z ′W (z ′)) ∗χΣ(z ) ·∇b (z )W ∗χΣc (z )b (z )|dz
¶ ‖ f ′′‖L∞‖b‖L∞(R2d )
ˆ
tub(∂ Σ,τ/2)
|V ∗χΣ(z )V ∗χΣc (z )∇b (z )|dz
® ‖ f ′′‖L∞‖b‖L∞(R2d )(‖∇b‖L1(∂ Σ)+ ‖∇(∇b )‖L1(R2d )).
Step 4: Approximate b by its value on ∂ Σ. Let
I3 :=
ˆ
tub(∂ Σ,τ/2)

f (W ∗χΣ(z )b (u ))−W ∗χΣ(z ) f (b (u ))

dz ,
where for each z ∈ tub(∂ Σ,τ) we define u := z −δ(z )n (z ) ∈ ∂ Σ (the signed distance function δ is
defined in §4.1). The integrand of I2 is zero outside of z ∈ tub(∂ Σ,τ/2), so by Lemma 4.11 (essentially
Taylor’s theorem on b in the n (u ) direction) and Lemma 4.14 we have
|I2− I3|¶ ‖ f ′′‖L∞‖b‖L∞(R2d )
ˆ
tub(∂ Σ,τ/2)
|b (z )−b (u )||W ∗χΣ(z )||W ∗χΣc (z )|dz
® ‖ f ′′‖L∞‖b‖L∞(R2d )(‖∇b‖L1(∂ Σ)+ ‖∇(∇b )‖L1(R2d )).
Step 5: ApproximateΣ locally by a half space. Let
I4 :=
ˆ
tub(∂ Σ,τ/2)

f (Qn (z )(δ(z ))b (u ))−Qn (u )(δ(z )) f (b (u ))

dz ,
where as before we define u := z −δ(z )n (z )∈ ∂ Σ. By Lemma 4.8 and Lemma 4.10 we have
|I3− I4|® ‖ f ′‖L∞
ˆ
∂ Σ
ˆ τ/2
−τ/2
|b (u )||W ∗χΣ(u +λn (u ))−Qn (u )(λ)|dλµ2d−1(du )
¶ ‖ f ′‖L∞‖b‖L1(∂ Σ) sup
u∈∂ Ω
J (u ),
where for each u ∈ ∂ Ω we set
J (u ) :=
ˆ τ/2
−τ/2
|W ∗χΣ(u +λn (u ))−Qn (u )(λ)|dλ.
We will show that J (u )® 1/τ. We have
Qn (u )(λ) = W ∗χH (u +λn (u )), H := {z ′ ∈R2d : (z ′−u ) ·n (u )¾ 0}.
So, denoting symmetric difference by ∆, we have
J (u )¶
ˆ τ/2
−τ/2
|W | ∗χΣ∆H (u +λn (u ))dλ
=
ˆ τ/2
−τ/2
ˆ
Σ∆H
|W (u +λn (u )− z ′)|dz ′dλ.
This integrand is non-zero only when |u +λn (u )− z ′|<τ/2 and |λ|<τ/2, so only when |u − z ′|<τ.
We may therefore use Remark 4.4 with z ′ = u + v⊥n (u ) + ev . This says that z ′ ∈ Σ∆H only when
|v⊥|¶ |ev |2/τ, so
J (u )¶
ˆ τ/2
−τ/2
ˆ
n (u )⊥
ˆ |ev |2/τ
−|ev |2/τ|W (λn (u )−v⊥n (u )− ev )|dv⊥ µ2d−1(dev )dλ.
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Translating λ to η :=λ−v⊥ and then setting x :=ηn (u )− ev , we obtain
J (u )¶
ˆ
n (u )⊥
ˆ |ev |2/τ
−|ev |2/τ
ˆ
R
|W (ηn (u )− ev )|dηdv⊥ µ2d−1(dev )
¶ 2
τ
ˆ
R2d
|x |2|W (x )|dx ® 1
τ
.
Step 6: Neglect Jacobian. By Lemma 4.8 we have
I4 =
ˆ
∂ Σ
ˆ τ/2
−τ/2

f (Qn (z )(λ)b (u ))−Qn (u )(λ) f (b (u ))

det(I −λSu )dλµ2d−1(du ) .
In I5 the integrand is zero except for when−τ/2<λ<τ/2, so using Lemma 4.10 to replace det(I −λSu )
with 1, we have
|I4− I5|® 1
τ
ˆ
∂ Σ
ˆ τ/2
−τ/2
|λ| f (Qn (z )(λ)b (u ))−Qn (u )(λ) f (b (u ))dλµ2d−1(du )
¶ 2
τ
‖ f ′‖L∞
ˆ
∂ Σ
|b (u )|µ2d−1(du )
ˆ
R
|λ|Qn (z )(λ)−χ[0,∞)(λ)dλ
® 1
τ
‖ f ′‖L∞‖b‖L1(∂ Σ).
4 Appendix: Tubular neighbourhood properties
4.1 Definition and properties
Here we recall the definition of tubular neighbourhoods and some of their basic properties. Throughout
this subsection let Ω ⊆Rm be a closed set with C 2 boundary. In practice we will only need the results
when m is even, but everything applies equally to odd m . The material below is well known; see
for example Gilbarg and Trudinger (1977, Appendix; moved to §14.6 in 1983 second edition) or Gray
(2004).
Notation 4.1. Denote the inward normal vector field by n : ∂ Ω→Rm .
Definition 4.2. Let t > 0. Define the open line segments
`nor(u , t ,∂ Ω) := {u +λn (u )∈Rm :λ∈ (−t , t )}
and define the set
tub(∂ Ω, t ) :=
⋃
u∈∂ Ω
`nor(u , t ,∂ Ω).
When the `nor(u , t ,∂ Ω) are disjoint for all distinct u ∈ ∂ Ω we call tub(∂ Ω, t ) a tubular neighbourhood
of radius t .
For any t > 0, the set tub(∂ Ω, t ) is is precisely the set of points within distance t of ∂ Ω. When Ω is
compact, there always exists a t > 0 such that ∂ Ω has a tubular neighbourhood of radius t ; this fact is
called the tubular neighbourhood theorem. We denote maximum such radius that exists by τ(∂ Ω) (or
set τ(∂ Ω) := 0 if no such t exists); it satisfies the scaling relationship, for λ> 0,
τ(λ∂ Ω) =λτ(∂ Ω).
When τ(∂ Ω)> 0 we write simply tub(∂ Ω) for the tube of this radius; that is,
tub(∂ Ω) := tub(∂ Ω,τ(∂ Ω)).
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Notation 4.3. For any z ∈Rm and t > 0, we denote the open ball inRm centred on z with radius t by
B (z , t ).
Remark 4.4. An equivalent condition to ∂ Ω having a tubular neighbourhood of radius t is that for
each u ∈ ∂ Ω the balls B (u ± tn (u ), t ) do not intersect ∂ Ω. This implies that locally the surface ∂ Ω
is approximately flat with uniform quadratic error. To state this explicitly, for u ∈ ∂ Ω, z ∈Rm such
that |z −u |¶τ(∂ Ω) set v := z −u , v⊥ := v ·n (u ), ev := v −v⊥n (u ), so that z =u +v⊥n (u )+ ev . (Thenev ∈n (u )⊥ i.e. ev is in the tangent space at u .) Then
z ∈ ∂ Ω =⇒ |v⊥|¶ |ev |2/τ(∂ Ω).
Definition 4.5. The signed distance function (also called the oriented distance function) is
δΩ(z ) :=
(
dist(z ,∂ Ω) if z ∈Ω,
−dist(z ,∂ Ω) if z /∈Ω.
Lemma 4.6. Let Ω have a boundary satisfying τ(∂ Ω)> 0. Then δΩ is twice continuously differentiable
on tub(∂ Ω). Further, let z ∈ tub(∂ Ω), and set u ∈ ∂ Ω to the (unique) nearest point to z in ∂ Ω; then
∇δΩ(z ) =∇δΩ(u ) =n (u ), z =u +δΩ(z )n (u ).
Lemma 4.6 shows that∇δΩ is a continuously differentiable extension of the inward normal vector
field, so we write without ambiguity
n (z ) :=∇δΩ(z ) ∀z ∈ tub(∂ Ω).
In particular, |n (z )|= 1 and (n (z ) ·∇)n (z ) = 0 for all z ∈ tub(∂ Ω).
The primary use of tubular neighbourhoods in this article is to reparametrise points near to ∂ Ω in
terms of points on ∂ Ω and the signed distance. To write the Jacobian for this we need to use the shape
operator.
Definition 4.7. For each u ∈ ∂ Ω, define the shape operator, also known as the Weingarten map, by
Su :=∇n (u ) =∇(∇δΩ)(u ).
The associated quadratic form is called the second fundamental form.
The shape operator is usually defined as eSu :=∇Tu ∂ Ωn (u ) (the gradient of the normal vector field
in the tangent hyperplane), which is a square matrix of size m−1. However, because (n (u ) ·∇)n (u ) = 0
we have Su = eSu ⊕0, so the distinction will not affect what follows.
Since Su is the Hessian of a real-valued function, it is a real symmetric matrix, and hence diagon-
alizable with real eigenvalues (called the principal curvatures). The operator norm of Su equals its
(absolutely) largest principal curvature and satisfies
|Su |¶ 1
τ(∂ Ω)
.
Lemma 4.8. For any 0< t ¶τ(∂ Ω), the change of variables
λ :=δΩ(z )∈ (−t , t ), u := z −δΩ(z )n (z )∈ ∂ Ω ⇐⇒ z =u +λn (u )∈ tub(∂ Ω, t ),
has Jacobian det(I −λSu ). In other words, for any f ∈ L1(tub(∂ Ω, t )) we haveˆ
tub(∂ Ω,t )
f (z )dz =
ˆ
∂ Ω
ˆ
(−t ,t )
f (u +λn (u ))det(I −λSu )dλµm−1(du ).
We will need one final fact, which will be used to bound the difference between nearby normals
(Lemma 4.12).
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Lemma 4.9. Let z ∈ tub(∂ Ω). Set u ∈ ∂ Ω to be the nearest point on ∂ Ω to z , and set U to an orthogonal
matrix that diagonalises Su i.e.
Su =U−1 diag{κ1, . . . ,κm−1, 0}U
where κj are the principal curvatures at u . Then
∇n (z ) =U−1 diag
 −κ1
1−δΩ(z )κ1 , . . . ,
−κm−1
1−δΩ(z )κm−1 , 0

U .
4.2 Some basic consequences
This subsection collects some simple consequences of the tubular neighbourhood theory described in
§4.1, used in §3 to prove Theorem 2.4. We will first need a pair of simple bounds on the Jacobian in
Lemma 4.8.
Lemma 4.10. For all |λ|¶τ(∂ Ω)/2 and u ∈ ∂ Ω we have
1
2
m−1
¶ det(I −λSu )¶

3
2
m−1
,
|det(I −λSu )−1|¶ (2m−1−1) |λ|
τ(∂ Ω)
.
Proof. These follow immediately by writing det(I −λSu ) as the product of 1−λκj , where κj are the
principal curvatures (in particular, |κj |¶ 1/τ(∂ Ω) so |λκj |¶ 1).
One use of these bounds is the following lemma, which allows Taylor’s theorem in the direction
normal to ∂ Ω to be written with straightforward error terms, rather than using an awkward bound likeˆ
∂ Ω
sup
λ∈(−t ,t )
|∇a (u +λn (u ))|du .
Lemma 4.11. Let t ¶ τ(∂ Ω)/2, and let g be a function on tub(∂ Ω, t ). For each z ∈ tub(∂ Ω, t ) set
u := z −δΩ(z )n (z )∈ ∂ Ω. We haveˆ
tub(∂ Ω,t )
|a (z )−a (u )||g (z )|dz ¶ 3m−1‖∇a‖L1(∂ Ω)+ ‖∇(∇a )‖L1(Rm ) sup
u∈∂ Ω
ˆ t
−t
|λg (u +λn (u ))|dλ,
ˆ
tub(∂ Ω,t )
|a (z )−a (u )||g (z )|dz ¶ 3m−1‖∇a‖L1(Rm ) sup
u∈∂ Ω
ˆ t
−t
|g (u +λn (u ))|dλ.
Proof. By Lemma 4.8 and Lemma 4.10 we have
ˆ
tub(∂ Ω,t )
|a (z )−a (u )||g (z )|dz ¶

3
2
m−1ˆ
∂ Ω
ˆ t
−t
|a (u +λn (u ))−a (u )||g (u +λn (u ))|µm−1(du )dλ.
Applying Taylor’s theorem to a in the normal direction, we find
a (u +λn (u ))−a (u ) =λn (u ) ·∇a (u )+
ˆ 1
0
(1− s )λ2(n (u ) ·∇)2a (u + sλn (u ))ds .
But changing variables s ′ =λs for |λ|< t we haveˆ 1
0
(1− s )λ2(n (u ) ·∇)2a (u + sλn (u ))ds
¶ ˆ t−t |λ(n (u ) ·∇)2a (u + s ′n (u ))|ds ′,
so using Lemma 4.8 and Lemma 4.10 again (this time on µm−1(du )ds ′ rather than µm−1(du )dλ) gives
the first inequality.
The second inequality follows in exactly the same way, except using one less term of the Taylor
expansion.
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The following two results are used in the composition step (§3.2).
Lemma 4.12. For all z ∈ tub(∂ Ω,τ(∂ Ω)/2) we have the operator norm bound
|∇n (z )|¶ 2
τ(∂ Ω)
.
Proof. This follows immediately from Lemma 4.9 using that each |κj |¶ 1/τ(∂ Ω).
Lemma 4.13. Let z ∈Rm , W ∈S (Rm ). Let Ω ⊆Rm have boundary satisfying τ(∂ Ω)¾ 1. Then
ˆ
∂ Ω
|U (z −u )|µm−1(du )¶Cd ,U ,
where Cd ,U is a finite constant depending only on d and U (not on z or Ω).
Proof. Set eU (u ) := supx∈B (u ,1/2)|U (x )|. Then the integral is bounded by
2m−1
ˆ 1/2
−1/2
ˆ
∂ Ω
|U (z −u )|det(I −λSu )µm−1(du )dλ
¶ 2m−1
ˆ
tub(∂ Ω,1/2)
eU (z − z ′)dz ′ ¶ 2m−1ˆ
Rm
eU (z ′)dz ′.
The following lemma is used in the trace asymptotics (§3.3) to show that certain integrands are
concentrated close to the boundary of Ω.
Lemma 4.14. Let V ∈ L1(Rm ), let k ∈N0, and let t <τ(∂ Ω). Then for all u ∈ ∂ Ω we have
ˆ t
−t
|λk V ∗χΩ(u +λn (u ))V ∗χΩc (u +λn (u ))|dλ¶ 2
k +1
ˆ
Rm
|V (z ′)|dz ′
ˆ
Rm
|z ′|k+1|V (z ′)|dz ′.
Proof. For z ∈Ω we have Ωc ⊆ B (z , dist(z ,∂ Ω))c, so
|V ∗χΩ(z )|¶Vrad(0), |V ∗χΩc (z )|¶Vrad(dist(z ,∂ Ω)), where Vrad(λ) :=
ˆ
|z ′|¾λ
|V (z ′)|dz ′.
Similar relationships hold for z ∈ Ωc. But for |λ| < τ(∂ Ω) we have dist(u +λn (u ),∂ Ω) = |λ|, so the
integral in the lemma statement is bounded by
2Vrad(0)
ˆ t
0
|λ|k Vrad(λ)dλ.
Interchanging the order of integration (between dλ and dz ′) gives the result.
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