The paper extends an impulsive control-theoretical framework towards dynamical systems in the space of measures. We consider a transport equation describing the time-evolution of a conservative "mass" (probability measure), which represents an infinite ensemble of interacting particles. The driving vector field contains nonlocal terms and is affine in control variable. The control is assumed to be common for all the agents, i.e., it is a function of time variable only. The main feature of the addressed model is the admittance of "shock" impacts, i.e. controls, which can be arbitrary close in their influence on each an agent to Dirac-type distributions. We construct an impulsive relaxation of this system and of the corresponding optimal control problem. For the latter we establish a necessary optimality condition in the form of Pontryagin's Maximum Principle.
Introduction
Transport equations with nonlocal terms are extensively studied in the recent years. This is mainly inspired by the two reasons: On one hand, such equations give a natural concept of dynamical system in the space of probability measures. On the other hand, they can often be viewed as certain limits of ordinary systems describing ensembles of indistinguishable interacting "particles" (multi-agent systems), as the number of such particles tends to infinity. The latter feature entails the appearance of this sort of distributed systems when modeling collective behaviour in mathematical biology and social science [16, 17, 20, 22, 30] .
Along with modeling issues, various control problems for transport equations (including optimal control and dynamic games) naturally arise. A significant progress in analysing such problems has been made in the last few years, mainly thanks to modern achievements in geometry and analysis on metric spaces of probability measures [3, 39] . The existing works are mainly concentrated in two directions: one collection of studies is devoted to necessary optimality conditions [8-10, 20, 33] , another part is focused on the dynamic programming approach [5, 6, 18, 28] . In all cited papers, the driving vector field is assumed to be L ∞ bounded in time variable, which makes the problem relatively regular. On the other hand, in some applications it is reasonable to deal with "unbounded" vector fields (e.g., constrained in L 1 ). For example, in opinion formation models [1, 38] , different types of "chock" events (financial defaults, acts of terrorism etc.) are sometimes unavoidable and should be taken into account. These shocks can produce "almost discontinuous" trajectories of the modelled dynamic processes; here, the reader can easily imagine (or remember) a situation when the public opinion, social environment or economic indicators change dramatically in a very short time period. Our goal is to investigate such "impulsive" phenomena in the control-theoretical context.
More precisely, we study the transport equation
actuated by a nonlocal vector field
Here, t → µ t is a one-parametric family of probability measures, [0, T ] is a given time interval, and ϑ is a given initial probability measure; g * µ denotes the convolution of a function g and a measure µ, defined by (g * µ)(x) . = R n g(x − y) dµ (y), x ∈ R n .
In the setup of multi-agent systems, µ t represents the portion of "individuals" occupying a subset of the state space R n at a time moment t. Function f 0 : R n → R n represents the influence of the media (natural drift), f i : R n → R n , i = 1, m, are control vector fields, and g : R n → R n models the communication of the agents. Controls u = (u 1 , . . . , u m ) are chosen from the class U of Borel measurable 1 essentially bounded functions [0, T ] → R m , which are integrally constrained by a given constant M > 0:
(hereinafter, F f (t) . = t 0 f (s) ds denotes the cumulative distribution of f on [0, T ]; we agree that F f (0 − ) = 0).
This choice of the set of admissible controls leads to the ill-posedness of the model (1.1)-(1.3) in the sense that the tube of its trajectories is not closed in the space of continuous measure-valued curves, which causes, in particular, the absence of solutions to associated optimal control problems. Thus, one requires an appropriate mathematical technique for describing "limit" control processes with possibly discontinuous trajectories.
Such techniques were developed for control ODEs, whose trajectories may jump (change very fast) [12, 23, 26, 31, 35, [40] [41] [42] or "vibrate" rapidly [13] . The most common approach here is based on the so-called discontinuous time reparameterization [29] , which "extends" instants of jumps of a limit trajectory into intervals and associates the limit trajectory to a trajectory of certain auxiliary ODE (the reduced equation) "living" on the extended time scale. In turn, the reduced equation can be transformed into an object called the generalized differential equation, which is controlled by first-order distributions (vector-valued Borel measures) and admits discontinuous trajectories of bounded variation.
In this paper, we adapt the time reparameterization approach to control system (1.1)-(1.3). As a byproduct, we construct a relaxation of the Mayer type optimal control problem inf R d ℓ(x) dµ T (x) : µ is a trajectory of (1.1)-(1.3) .
This relaxation takes the form of an optimal control problem for the reduced transport equation. Its solutions, which do always exist, characterize the minimizing sequences of (P ). Finally, we provide a necessary optimality condition in the form of Pontryagin's Maximum Principle for the relaxed problem. The study extends our recent works [36, 37] to the nonlocal case.
Outline. The manuscript is organized as follows: The introductory Section 1 performs a very brief state of the art, and organization of the paper. Section 2 collects notations and a few preliminaries related to measure theory ( § 2.2) and nonlocal transport equations ( § 2.3). Section 3 is devoted to the relaxation of control system (1.1)-(1.3) and minimization problem (P ). In § 3.1, we establish the well-posedness (i.e. the continuous dependence of a distributional solution on both control input and initial data) of the Cauchy problem for nonlocal transport equations with bounded vector fields. Next, in § 3.2, we reduce our pre-impulsive model to an auxiliary PDE with measurable uniformly bounded inputs. § 3.3 exposes the actual extension of the original control system and its specification in the tradition of impulsive control theory. § 3.4 discusses a representation of the impuslive control system in the case of commutative control vector fields, and § 3.5 establishes the connection between the extremal problems, stated over the reduced and impulsive equations. The main result of the paper -the necessary optimality condition for the relaxed control problem in the form of Pontryagin's Maximum Principle (PMP) -is presented in Section 4 ( § 4.4), preceded by some reasonings, such as the approximate PMP for the case of purely atomic initial distribution ( § § 4.1, 4.2) and analysis of the Hamiltonian system ( § 4.3). In concluding Section 5, we discuss possible applications of the obtained results to numeric analysis of ensemble and mean-field control problems and mention their natural generalizations. In order to clarify the presentation, the (most bulky) proofs of two auxiliary theorems -the well-posedness and approximate Maximum Principle -are given in Appendices A and B.
Preliminaries

Notations
N the set of positive integers R n the n-dimensional arithmetic space | · | the Manhattan norm on R n R + the set of nonnegative reals C ∞ c (U ) the space of smooth functions with compact support lying in
the set of functions [0, T ] → X with bounded variation BV + ([0, T ]; X ) the set of BV functions which are right continuous
the Lebesgue space of essentially bounded measurable maps
the weak- * convergence
the set of Borel probability measures with finite first moment L n the n-dimensional Lebesgue measure F ♯ µ the push-forward of a measure µ through a function F : R n → R m ∇F the derivative of F : R n → R m µ, ν, γ probability measures µ, ν, γ curves [0, T ] → P 1 in the space of probability measures
Facts from measure theory
Recall that P 1 is the set composed of all measures with finite first moment, i.e., such that
This set admits a natural structure of complete separable metric space [39] when it is endowed with the so-called Wasserstein distance W 1 defined through the Kantorovich norm (see [7] ) as follows
We always assume that P 1 is equipped with the metric
for all sublinear continuous functions ϕ : R n → R, i.e., continuous functions such that |ϕ(x)| ≤ C(1 + |x|) for some C > 0 (see [39, Chapter 6] ). Given a probability measure µ on R m and a Borel measurable F : R m → R n , the pushforward of µ through F , denoted by F ♯ µ, is a probability measure on R n such that
For any F ♯ µ-integrable function ϕ : R n → R, the following change of variables formula holds:
Given an abstract metric space X .
where sup is taken over all finite partitions
Note that, for any BV function F (·) , the set ∆ F ⊂ [0, T ] of its discontinuity points ("jump points") is at most countable. On the set BV + ([0, T ]; X ) of right continuous BV functions we introduce the following notion of convergence: F k ⇁ F iff F k (t) → F (t) at all continuity points of F and at the boundary points of the interval [0, T ] 2 . In the special case where X = R and all F k are monotone, the convergence F k ⇁ F is equivalent to the weak convergence of the respective (nonnegative or nonpositive) Lebesgue-Stieltjes measures dF k → dF .
Finally, recall that any 
Basic assumptions
In what follows, we accept the standard structural hypotheses
These assumptions guarantee that (1.1), (1.2) admits a unique solution, for any u ∈ L ∞ ([0, T ]; R m ) and ϑ ∈ P 1 (see [32] or Theorem 3.1 below). Recall that solutions of (1.1), (1.2) shall be understood in the weak sense, i.e., as absolutely continuous curves µ : [0, T ] → P 1 satisfying the relations:
, and (1.2) for all x ∈ R n and a.e. t ∈ [0, T ]. We abbreviate system (1.1)-(1.3) as (S), and denoted the set of its distributional solutions by M. Here, we shall stress again that the set M of all such curves is not closed inside C 0 ([0, T ]; P 1 ). Indeed, put f 0 = g ≡ 0, f j = 1, j = 1, m, ϑ = δ, and take a sequence {u k } ⊂ U such that u k L m → δ narrowly. Then the respective trajectories of (1.1) converge to a discontinuous function, which is not admitted by (S).
Impulsive relaxation
The forthcoming construction of a desired relaxation relies on the discontinuous time reparameterization technique [29] , which is a standard workhorse of the finite-dimensional impulsive 2 This convergence is well-defined. Indeed, let F ′ , F ′′ ∈ BV+ be such that F k ⇁ F ′ and F k ⇁ F ′′ . By the definition of "⇁", F ′ (t) = F ′′ (t) as soon as t ∈ {0, T } or t ∈ (0, T ) is a continuity point of both F ′ and F ′′ . Fixed an arbitrary τ ∈ (0, T ), consider a sequence of points tj ∈ (0, T ) such that tj > τ , limj→∞ tj = τ , and tj are continuity points of both F ′ and F ′′ (such a sequence does exist because the set of continuity points of a BV-function is dense in (0, T )). Since both F ′ and F ′′ are right continuous, and
control theory, first adapted to the framework of transport equations in [36] . Such a reparameterization reduces system (S), driven by an "unbounded" vector field v, to an auxiliary PDE, actuated by another control-affine vector field w with geometrically constrained inputs. In view of this, prior to the announced time reparameterization, we establish the well-posedness of solutions to a certain general nonlocal transport equation, controlled by uniformly bounded input signals.
Bounded controls: well-posedness
Consider a general nonlocal transport equation
where V :
is a function which maps states and control parameters to vector fields. Note that the choice
Here we assume that the controls u are taken from the classŨ (1) There exist C, L > 0 such that, for all x, x ′ ∈ R n , µ, µ ′ ∈ P 1 , and υ ∈ U , one has
(2) For any curve µ ∈ C 0 ([0, T ]; P 1 ) and any u ∈Ũ , the time dependent vector field v constructed by the rule
Then, for any u ∈Ũ and ϑ ∈ P 1 , equation
, whereŨ is equipped with the weak- * topology of L ∞ .
The proof of Theorem 3.1 is rather standard, so we defer it to Appendix A.
For each N ∈ N, define the map f N : R (N +1)n × U → R n as follows:
By the first assumption of Theorem 3.1, f N is sublinear and Lipschitz in x and all y j with some constant independent of N , while, thanks to the second assumption, the map t → f N (x, y 1 , . . . , y N , u(t)) is measurable for any u ∈Ũ . Furthermore, one can note that f N is symmetric in y j , that is
for any permutation σ of {1, . . . , N }. Hence, the following system of ODEṡ
is well-defined in the sense that it has a unique solution for any initial point (x 0 1 , . . . , x 0 N ).
Proposition 3.2 (Discrete initial data).
Under the assumptions of Theorem 3.1, the solution of (3.1) corresponding to u ∈Ũ and
where
The proof of Proposition 3.2 is given in Appendix A as well.
Remark 3.3. In view of Theorem 3.1 and Proposition 3.2, one can consider (3.1) as a limit form of (3.2) as N → ∞. Indeed, for any fixed u ∈Ũ , the ODE (3.2) allows to construct ϑ N and µ N in the way of Proposition 3.2. Now, suppose that ϑ N converges in the weak- * topology to some ϑ ∈ P 1 . Then, by Theorem 3.1, µ N converges uniformly to µ[u, ϑ], i.e., to the unique solution of (3.1) corresponding to the initial measure ϑ.
Unbounded controls: time rescaling and system relaxation
Consider the following reduced control continuity equation (Ŝ), "living" in the extended time scale [0, S], S . = T + M :
, satisfies all the assumptions of Theorem 3.1. According to this theorem, for each (α, β) ∈Û and ϑ ∈ P 1 , equation (3.3), (3.4) has a unique solution ν[α, β, ϑ]. Moreover, the map (α, β, ϑ) → ν[α, β, ϑ] is continuous as a functionÛ × P 1 → C 0 ([0, S]; R n ) whenÛ is equipped with the weak- * topology. In other words, control system (Ŝ) is well-posed.
The original system (S) is naturally embedded in (Ŝ) by the change of variable t = ξ(s), where ξ is the inverse of
Indeed, setting 6) one observes that (α, β) ∈Û , more precisely, α > 0 and α
Furthermore, suppose that (µ, u) and (ν, α, β) are related by (3.6) and ν s = µ ξ(s) . Then (µ, u) satisfies (S) iff (ν, α, β) satisfies (3.3), (3.4) (see, e.g. [2] ). Note that ξ meets
and ξ(S) = T . Taken an arbitrary control (α, β) ∈Û , define ξ = ξ[α] by (3.7). Now, the function t → ξ(t) is not strictly monotone anymore, and its inverse Ξ = ξ −1 is undefined. Still, one can introduce the pseudo-inverse ξ ← of ξ as
The following assertion claims that, along with control processes of (S), reduced system (Ŝ) also describes all their limits if the convergence is understood in an appropriate sense.
be the control processes of (Ŝ) associated with (µ k , u k ), i.e., (α k , β k ) are defined by (3.6) with u = u k , and ν k is the corresponding solution of (3.3), (3.4). Then
(2) each cluster point (ν, α, β) is a control process of (Ŝ); (3) each cluster point (ν, α, β) satisfies the following identities:
where ξ is defined by (3.7).
Proof. SinceÛ ⊂ L ∞ is closed and convex, it is also closed in the weak (and thus in the weak- * ) topology of L ∞ . Now, it follows from the Banach-Alaoglu theorem thatÛ is compact in L ∞ w . This fact and the continuity of the input-output map (α, β) → ν[α, β, ϑ] imply assertions (1) and (2) .
Let us prove assertion (3). Without loss of generality, we can assume that (ν k , α k , β k ) converges to (ν, α, β). Consider the distribution functions ξ k , ζ k , ξ, ζ of controls α k , β k , α, β, and denote by Ξ k the inverse of ξ k . In view of (3.6), one has
By assumptions of the theorem,
β(s) ds. Analyzing the inequality
we conclude that, after passing to the limit, the first term from the right-hand side vanishes because ζ k → ζ uniformly, while the second term vanishes at all continuity points of ξ ← and at
Since ξ ← is right continuous and BV, we deduce that ν ξ ← ∈ BV + ([0, T ]; P 1 ) and it has the same set of continuity points as ξ ← . It remains to show that µ k ⇁ ν ξ ← . To this end, recall that
and consider the inequality
Again, passing to the limit as k → ∞, the first term in the right-hand side tends to zero because ν k → ν uniformly (this follows from Theorem 3.1 applied to (Ŝ)), and the second term tends to zero at all points of continuity of
Remark 3.6. (i) Any sequence (µ k , u k ) of control processes of (S) contains a subsequence converging to some (µ, U) in the sense of Theorem 3.5 3 .
(ii) The sequence (ν k , α k , β k ) may contain many cluster points. But all of them are "projected" by the discontinuous time change ξ ← to the same point (µ, U).
The next result can be considered as an inverse of Theorem 3.5.
Theorem 3.7. Let (ν, α, β) be a control process of the reduced system (Ŝ). Then the pair (µ, U) defined by (3.8) is a limit point for some sequence (µ k , u k ) of control processes of (S). 
Proof. One just needs to approximate
(α, β) in L ∞ w by a sequence (α k , β k ) ∈Û satisfying α k > 0 L 1 -a.
Impulsive control theory formalism
The following definition, extending [36] , is an infinite-dimensional version of the notion [29] of generalized solution to a control system:
The set of generalized solutions is denoted by M. By construction, this is the sequential closure of M in BV + ([0, T ]; P 1 ), ⇁ . Moreover, Theorems 3.5 and 3.7 say that the trajectories of the reduced system (Ŝ), after an appropriate discontinuous time reparameterization, produce exactly the set M.
Below, we obtain an alternative representation of M through a specific impulsive system on P 1 , i.e., a "measure-driven equation in the space of measures" (see equation (3.11) ).
Consider a generalized solution µ produced by a sequence {µ k } ⊂ M of admissible arcs of (S). Let {u k } ⊂ U be the corresponding control sequence. We can always assume that cumu-
and agree that (U, V)(0 − ) . = 0 ∈ R m+1 . Note that |U| ≤ V (not necessarily "="), and
Proposition 3.9. Let µ be a generalized solution produced by a control sequence {u k } ⊂ U , and
• absolutely continuous curves m τ : [0, T τ ] → P 1 with the property 10) such that µ satisfies the following equation
with the properties:
• ϕ is right continuous in t for all x ∈ R n , and is C ∞ c on each (τ j , τ j+1 ) × R n ;
• all ϕ τ , τ ∈ ∆ V , are C ∞ c on the respective sets (0, T τ ) × R n , and
, for all τ ∈ ∆ V and x ∈ R n .
Proof. In accordance with Theorem 3.5, there exist a control process (ν, α, β) of (Ŝ) such that (µ, U, V) are related to (ν, α, β) by the formulas
We observe that U and V are combinations of a continuous function (the Lebesgue integral of a measurable function with variable upper limit) and a BV function ξ ← , which implies that ∆ U = ∆ V ⊆ ∆ ξ ← , and the (possibly, trivial) jumps of U and V at points τ ∈ ∆ ξ ← are calculated as follows:
At the same time, by the definition of ξ ← , its jumps correspond to disjoint closed intervals
In view of the assumption V sc = 0 (which immediately implies U sc = 0), we find out that there could be no set Ω ⊂ [0, S] satisfying the following three conditions: i) Ω is nowhere dense, ii) α = 0 L 1 -a.e. on Ω, and iii) L 1 (Ω ∩ spt |β|) > 0.
Let S denote the maximal in inclusion (existing due Zorn's lemma) subset of [0, S] with properties i), ii), on which α = |β| = 0 L 1 -a.e. Since the vector field w s of the reduced system (Ŝ) is linear in (α, β), we have w s = 0 for L 1 -a.e. s ∈ S. Hence, the corresponding solution s → ν s [α, β, ϑ] stays in rest along S. This means that we can exclude S by an appropriate time rescaling such that the respective measure-valued arc remains continuous, or just assume S = ∅. Now, the set {s ∈ [0, S] : α = 0} is nothing more than the unification of intervals [ξ ← (τ − ), ξ ← (τ )] over τ ∈ ∆ ξ ← , up to an L 1 -null set. Therefore, the remaining continuous part U c = U ac of U is represented as 
Here, the operation ⊕ is defined as follows: a ⊕ . = a −1 , if a = 0, 0, if a = 0. Now, the definition of the distributional solution writes
(again, (α, β) is an arbitrary fixed representative), and
By the change of variable s = ξ ← (t) we derive:
Let ϕ(t, x) . = ψ ξ ← (t), x , for all t ∈ (0, T ) and x ∈ R n , and note that, on s ∈ [0, S] :
and ∇ ϕ(t, x) = ∇ ψ(s, x)
.
In view of (3.12), we come to the representation
all ς ∈ [0, T τ ] and x ∈ R n . As is simply checked, the collection Φ = (ϕ, {ϕ τ } τ ∈D V ) meets all the hypotheses of the theorem.
, and its pseudo-inverse s = Υ τ (ς) gives:
and
, we come to
as desired. It remains to observe that u τ i , i = 1, m, enjoy conditions (3.9) by their definition, which finishes the proof. Remark 3.10. In the tradition of impulsive control theory [4, 11, 27, 29] , collection {m τ } τ ∈∆ V is naturally named the graph completion of a discontinuous curve t → µ t . The main idea behind the notion of graph completion is to regard each a jump of µ as a sort of "fast motion", connecting the one-sided limits µ τ − and µ τ at a point τ ∈ ∆ V . From (3.11), we see that the time-lapse representation of such a fast motion in given by the curve ς → m τ ς being a distributional solution on the interval [0, T τ ] of a linear PDE, to be named the limit transport equation:
We also note that the actual input of the relaxed system (3.10), (3.11) is not only function U but the collection (U, V, {u τ }), i.e., an R m -valued function of bounded variation (or rather, vector measure on [0, T ]), accompanied by a certain majorant of its total variation and some additional "attached" measurable controls u τ , which drive the above mentioned fast motions ς → m τ ς . It is natural to call collections (U, V, {u τ }) satisfying (3.9) impulsive controls.
The case of commutative vector fields
Looking at (3.13), we observe that the nonlocal part g * µ of the driving vector field does not, actually, participate in the phase of jump (during fast motions). As is well-known, a solution of (3.13) can be represented in terms of the pushforward of the initial measure µ τ − through the flow Φ τ of the respective characteristic systeṁ
that is,
Now, assumed that vector fields f i commute, i.e.,
by the well-known Frobenius theorem, a solution of (3.14) takes the form [14] (see also [29 
where ς → X i (ς, x) is a solution ofκ
Thus, we come to the following representation of jump exit points µ τ . = m τ Tτ of µ: 3.9) ). We observe that (3.16) does not involve the actual information about fast-time controls u τ , and depends only on U. This means that, in the case of commutative control vector fields, the limiting curve µ does not depend on the approximating sequence {µ k }. The picture is, thus, pretty same as in the finite-dimensional case [29] .
Relaxation of the optimal control problem
Now we shall state the following optimal impulsive control problem:
which, by the definition of M, is an extension of problem (P ). Based on the results of Subsections 3.2 and 3.3, one transforms (P ) into the following optimal control problem stated on trajectories of the reduced system (Ŝ): min ℓ dν S : ν is a trajectory of (Ŝ) .
Theorem 3.11. Assume that (A 1 ) holds, and ℓ is sublinear and continuous. Then, problems (P ) and (P ) have solutions. Moreover, min(P ) = min(P ) = inf(P ).
Proof. The cost function in (P ), i.e., (α, β) → ℓ dν S [α, β, ϑ], can be expressed as the composition of maps
The first one is continuous as L ∞ w ([0, T ]; R m+1 ) → P 1 due to Theorem 3.1 applied to (Ŝ); the second one is continuous as P 1 → R by an equivalent definition of W 1 convergence (see §2.2). We have mentioned, in the proof of Theorem 3.5, thatÛ is compact in L ∞ w ([0, T ]; R m+1 ). Thus, (P ) admits a solution by the Weierstrass theorem. Now, according to Theorems 3.5 and 3.7, (P ) has a solution as well, moreover min(P ) = min(P ). Finally, min(P ) = inf(P ) follows from the very definition of M.
Theorems 3.5 and 3.11 imply that any solution of (P ) can be transformed to a solution of (P ) (or rather to a minimizing sequence of (P )); such a transformation can be made by explicit formulas similar to [29, Proof of Theorem 4.7]. In turn, minimizers for (P ) can be characterized by a necessary optimality condition which we shall derive in the next section.
Necessary optimality condition
The necessary optimality condition that we are going to establish (Theorem 4.7) can be formally deduced from a general result by B. Bonnet and F. Rossi [9] , who reproduced the standard proof of Pontryagin's Maximum Principle [12] (based on the needle variation) in the context of control systems in the space of probability measures. We propose an alternative (less demanding, in our opinion) approach employing discretization of the initial measure and the application of Ekeland's variational principle.
Hence, we start our analysis by assuming that the initial distribution is a discrete measure. In this case, (P ) boils down to a finite-dimensional optimal control problem. For this problem, we can write down an approximate version of Pontryagin's Maximum Principle (ε-Maximum Principle).
Approximate Pontryagin's Maximum Principle
Consider the following optimal control problem
Suppose that f : R n × A → R n and q : R n → R are C 1 in x, and there exists K > 0 such that
The Hamiltonian of (OCP ) takes the form
where p ∈ R n and λ ∈ R. Simple computations give:
Then there exists another pair (α ε , β ε ) ∈Û such that 
together with the approximate maximum condition
Here λ − , λ + are finite constants depending only on K, S, and T , while κ is an arbitrary positive real.
The proof of Theorem 4.1 can be found in Appendix B.
A pair (α, β) is said to be ε-optimal if it meets inequality (4.2), and ε-extremal, if it satisfies assumption (3) of Theorem 4.1. In this terminology, the classical Pontryagin Maximum Principle says that any 0-optimal pair (α, β) is 0-extremal.
Discrete initial distribution
From now on, in addition to (A 1 ), we assume the following:
where all x k ∈ R n are distinct points. Then (see
Proposition 3.2) the reduced equation (3.3), (3.4) is equivalent to the following system of ODEs
(prime denotes the derivative in s), while (P ) turns into the finite-dimensional optimal control problem (P N ):
Now, we shall apply the ε-Maximum Principle (Theorem 4.1) to problem (P N ). The HamiltonianĤ N of (P N ) takes the form
where λ ∈ R and p = (p 1 , . . . , p N ) ∈ R nN . By (A 2 ), we have
This enables us to calculate the partial derivative ofĤ N in y k as
Thus, the Hamiltonian system takes the form
Recall the initial condition:
As for the terminal condition, we have certain freedom in selecting it (see Appendix B). By our option, we choose the following one: 
we can rewrite the Hamiltonian system in the form
Next, we introduce the map H :
and note that the right-hand side of (4.4) can be expressed as H γ N s , α(s), β(s) (y k , p k ). One may easily check that H meets the assumptions of Theorem 3.1. Therefore, by Proposition 3.2, the curve γ N : [0, S] → P 1 (R 2n ) satisfies the nonlocal continuity equation
Moreover, the flow Φ 0,T of the vector field v s = H γ N s , α(s), β(s) pushes the measure 1 N k δ (yk(0),pk(0)) , whose projection on x is 1 N k δ x k , to the measure 1 N k δ (yk(S),pk(S)) , whose projections are connected by the identity
In other words, in addition to (4.8) , γ N satisfies the boundary conditions
Finally, introduce the map H : 10) and note thatĤ
The above computations allow us to formulate the ε-Maximum Principle for (P N ) in the following form:
and an absolutely continuous arc γ ε : [0, S] → P(R 2n ) satisfying the Hamiltonian system (4.8), where α = α ε and β = β ε , together with boundary conditions (4.9) and the approximate maximum condition
Here λ − , λ + are finite constants depending only on C, L, S, and T .
Hamiltonian system
Prior to exhibiting the main result, we shall comment on the Hamiltonian system (4.8), (4.9). First, remark that, in general, this system admits infinite many solutions, unless the initial measure ϑ is purely atomic. Below, we construct a particular solution γ = γ[α, β, ϑ], which depends continuously on all its parameters (α, β, ϑ). Let F and G denote the components of H, i.e.
, and ψ R = 1 inside B R (0), the ball of radius R centered at 0. It follows from (4.8) that
We are done if we show that the quantity
vanishes. Note that the difference between I and the left-hand side of (4.12) equals to
Recalling (A 1 ) and the definition of G, we conclude that
for some K > 0. Passing to the limit as R → ∞ gives |I| = 0, as desired.
Remark 4.4. In the language of geometric control theory, one can say that s → γ s is a lift of s → ν s from P 1 (R n ) to P 1 (R 2n ).
Lemma 4.5. For any (α, β) ∈Û and ϑ ∈ P 1 (R n ), there exists a curve
, whereÛ is equipped with the weak- * topology.
Proof. Let ν = ν[α, β, ϑ] be a solution of (4.11) with initial condition ν 0 = ϑ, andγ = γ[α, β, γ] be a solution of (4.8) with terminal conditionγ S = γ. By Theorem 3.1, both curves depend continuously on all the parameters. Hence their composition Proof. Let γ : [0, S] → P 1 (R 2n ) satisfy (4.8), (4.9) and ν s = π 1 ♯ γ s . Lemma 4.3 together with Proposition 3.2 imply that ν S = 1 N k δ y k (S) , where y k are solutions to the first equation of the Hamiltonian system and y k (0) = x k . Hence, the second projection of γ S is also a discrete measure: π
Therefore, γ S is uniquely defined as
Finally, by Proposition 3.2, there is no other curve satisfying both (4.8) and (4.13).
With Lemmas 4.5 and 4.6 at hand, one easily deduces the following fact: if ϑ is atomic then the solution γ[α, β, ϑ] of (4.8), (4.9) from Lemma 4.5 is unique.
Necessary optimality condition
Now we are ready to exhibit a version of Pontryagin's Maximum Principle for problem (P ).
Theorem 4.7. Assume that (A 1,2 ) hold and let (ᾱ,β) ∈Û be optimal for (P ). Then there exist λ ∈ R and an arc γ : [0, S] → P 1 (R 2n ) satisfying the Hamiltonian system
such that the following maximum condition holds for L 1 -a.e. s ∈ [0, S]:
Here,
Proof. 1. The continuity of (α, β, ϑ) → ℓ(x) dν S [α, β, ϑ](x) (which follows from Theorem 3.1) implies the continuity of
Now, since discrete measures with rational coefficients are dense in P 1 [39, Theorem 6 .18], we deduce that, for each ε > 0, there exists N ε ∈ N and a discrete measure ϑ ε = 1 Nε Nε k=1 δ x k such that ϑ ε − ϑ K ≤ ε and (ᾱ,β) is ε-optimal for problem (P Nε ) associated with ϑ ε .
2. By Theorem 4.2, there exist (α ε , β ε ) ∈Û , λ ε ∈ [λ − , λ + ], and γ ε ∈ C 0 ([0, T ]; P 1 (R 2n )) with the following preperties: (a) (α ε , β ε ) is ε-optimal for (P Nε );
3. We are going to pass to the limit as ε → 0. Without loss of generality, it can be assumed that λ ε converges to some λ ∈ [λ − , λ + ]. We easily obtain that ϑ ε → ϑ in
= γ in C 0 (the latter follows from Lemmas 4.5 and 4.6). It remains to show that passage to the limit in (d) gives 15) because then (4.14) would follow due to the nonnegativity of the integrand. 4. Let us prove (4.15). Since H depends on a and b linearly (see (4.10)), it suffices to show that
pointwise. But this fact follows from the convergence γ ε s P 1
→ γ s because all the integrands are sublinear.
Conclusion
Together with [36] , this article presents a "gentleman's set" of very basic results for optimal impulsive control of distributed multi-agent systems.
There are at least two natural directions of future work. The first one is an interpretation of our necessary condition in terms of the impulsive control system (3.11), which seems to be just a technical exercise.
Another challenging issue could be developing a numeric algorithm based on the necessary optimality condition. As a motivation, we shall point out that the direct approach (reduction to a mathematical programming problem through discretization in time and space) seems to be totally unworkable for such models, even in the case of local vector fields. At the same time, certain positive experience in applying necessary optimality conditions for numeric analysis of optimal control problems involving the linear transport equation [34] gives us a portion of hope. Here, a crucial difficulty is due to "fast" (numerically efficient) computation of solutions to nonlocal transport equations.
As a final note we stress that, by now, our consideration had been landed on models of homotypic crowds. A very straightforward generalization then is to study the case of nonuniform population. Towards this, one can deal with a system of nonlocal transport equations, involving the cross-interaction of different "species" [21] , or follow a pretty novel approach based on the concept of "graphone" [15] . 
A Proof of Theorem 3.1
The proof is based on the following version of the Banach contraction mapping theorem Theorem A.1 ( [12] ). Let (X , d) be a complete metric space, Λ a metrizable topological space, and F a function Λ × X → X . Assume that 1. the map λ → F (λ, x) is continuous for all x ∈ X , and 2. the map x → F (λ, x) is uniformly contractive, i.e., there exists 0 ≤ κ < 1 such that
Then, for each λ ∈ Λ, there exists a unique point x(λ) ∈ X with the property:
Furthermore, the map λ → x(λ) is a continuous function Λ → X .
Proof of Theorem 3.1. 1. We are going to apply Theorem A.1 to the metric space (X , d) = C 0 ([0, T ]; P 1 ), · γ and the parameter space Λ =Ũ × P 1 . Here the norm · γ is given by
and it is equivalent to the usual supremum norm. Let us also note thatŨ, equipped with the topology σ(L ∞ , L 1 ), is metrizable, becauseŨ belongs to a closed ball of L ∞ . 2. Consider two auxiliary operators V and T . The first one maps a control u ∈Ũ and a curve µ ∈ C 0 ([0, T ]; P 1 ) into a time dependent vector field v by the rule v t = V [u, µ]. The second one maps a probability measure ϑ and a time dependent vector field v to the solution µ of the continuity equation
Recall that µ t = T (ϑ, v) t = Φ 0,t♯ ϑ, where Φ is the flow of v. We are able now to construct the final ingredient for Theorem A.1 -an appropriate map Λ × X → X -by formula
3. First, let us ensure the contraction property. Take a control u ∈Ũ , a measure ϑ ∈ P 1 , and two continuous curves µ 1 , µ 2 : [0, T ] → P 1 with µ 1 0 = µ 2 0 = ϑ. Consider the associated
and the corresponding flows Φ 1 , Φ 2 . We shall estimate the norm
Note that
and set
Thanks to assumption (1), we derive
The Grönwall inequality then gives
Since the right-hand side of the latter inequality does not depend on ξ, we conclude that
Hence,
Multiplying both sides by e −γt and taking maximum over t ∈ [0, T ], we obtain
Thus, the choice γ > Le Lt ensures the desired estimate:
Before passing to the next property, let us look closely at the image of F. Given µ ∈ C 0 ([0, T ]; P 1 ) and u ∈Ũ , consider the vector field v = V (u, µ) and its flow Φ. Assumptions (1) and (2) imply that v is measurable in t, Lipschitz continuous in x, and sublinear, that is
By the standard arguments from ODE theory, one can easily deduce that, for all s, t ∈ [0, T ] and x, y ∈ R n ,
The computations similar to (A.1) and the first inequality in (A.2) give
In other words, each curve t → F(u, ϑ, µ) t is Lipschitz with constant M 1 + |x| dϑ (x) . 5. It remains to establish the continuity of the mapping (u, ϑ) → F(u, ϑ, µ). Fix a curve µ ∈ C 0 ([0, T ]; P 1 ) and a sequence (u j , ϑ j ) ∈Ũ ×P 1 , j ∈ N, converging to some (u, ϑ) ∈Ũ ×P 1 . As before, we construct the corresponding vector fields 2), the first term from the right-hand side is majorated by the quantity e Lt ϑ j − ϑ K , and therefore, converges to 0. It follows from (2) that v j (·) (x) * ⇀ v (·) (x), for each x ∈ R n . Hence, by Lemma 2.8 [33] , the second term also vanishes. Thus, (A.3) does hold, and it says that t → F(u, ϑ, µ) t is a pointwise limit of t → F(u j , ϑ j , µ) t . Recall that ϑ j → ϑ implies |x| dϑ j (x) → |x| dϑ (x). Now, it follows from step 4 that there exists a common Lipschitz constant for all curves from F(u j , ϑ j , µ) . As a result, the sequence forms a relatively compact subset of C 0 ([0, T ]; P 1 ), and thus converges uniformly.
Proof of Proposition 3.2. Consider the curve µ N t = 1 N N k=1 δ x k (t) , which generates the vector field V u, ρ N (t, x) = f N x, x 1 (t), . . . x N (t), u(t) . = v t (x).
Since T [ϑ N , v] t , defined in the proof of Theorem 3.1, is the pushforward of ϑ N through the flow Φ 0,t of v, we conclude that
which completes the proof.
B Proof of Theorem 4.1
The ε-Maximium Principle, formulated as Theorem 4.1, is a corollary of the famous Ekeland variational principle [24] , proved by I. Ekeland for free-endpoint optimal control problems. Below, the general scheme of Ekeland's proof remains intact, while the integral constraint S 0 α dt = T is treated by applying the following corollary of the classical Kuhn-Tucker theorem.
Lemma B.1. Let K be a convex subset of a real vector space, ϕ : K → R be convex, and ψ : K → R be affine. Suppose that inf K ϕ and sup K ϕ are finite and there are x 1 , x 2 ∈ K with ψ(x 1 ) > 0 and ψ(x 2 ) < 0. If x * solves the minimization problem min ϕ(x) : ψ(x) = 0, x ∈ K then there exists
Proof. By the Kuhn-Tucker theorem [19, Theorem 9.4] , there exists a nontrivial pair (η, λ) ∈ R 2 such that η ∈ {0, 1} and (η ϕ + λ ψ) (x) ≥ (η ϕ + λ ψ) (x * ) ≥ η ϕ(x * ) ∀x ∈ K.
Note that η cannot vanish. Indeed, η = 0 implies λ = 0 and λ ψ(x) ≥ 0 ∀x ∈ K.
Since λψ(x 1 ) and λψ(x 2 ) have different signs, we come to a contradiction. Taken η = 1, we immediately come to (B.2). Putting x = x 1 and x = x 2 in (B.2), one has
Thus, (B.1) does hold, as desired.
Proof of Theorem 4.1. 1. First, let us note that the quantity H x ε (t), κ −1 p ε (t), λ ε , a, b does not depend on κ. This follows from the fact that the second equation in the Hamiltonian system is linear, while H is affine in p. Thus, it suffices to prove our theorem for κ = 1.
2.
We are going to apply the Ekeland variational principle to the map I :Û → R. To that end, we equipÛ with the topology of L ∞ . This turnsÛ into a complete metric space, and guarantees the continuity of I. Ekeland's principle [24] says that, if (ᾱ,β) is ε-optimal, then there exists (α ε , β ε ) such that Let us show that this problem satisfies all the assumptions of Lemma B.1. Indeed, for α 1 ≡ 1 and α 2 ≡ 0, we have ψ(α 2 ) = S − T > 0 and ψ(α 1 ) = −T < 0. Finally, (4.1) implies that h i ∞ , i = 0, 1, . . . , n, can be bounded from above by certain constant depending only on M . Thus, there exist λ − and λ + , depending only on M , T and S, such that
6. By Lemma B.1, there exists λ ε ∈ R such that 
