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Abstract 
Neural networks with good nonlinear mapping abilities can be applied to build simulation model of helicopter. But 
they have some difficulties such as hardness of selecting network structure, slow convergence speed, local minimum, 
and over-fitting. To avoid above problems, a modeling method for dynamic nonlinear system based on support vector 
machine was proposed. This method was applied to build simulation model of helicopter. Compared with neural 
network model, SVM model possess some advantages such as simple structure, fast convergence speed and high 
generalization ability. 
 
 
Keywords：support vector machine, wavelet kernel, helicopter, simulation model, generalization ability 
1.Introduction  
Landing process of helicopter with rotor self-rotating, especially with double motors stalling, is a major 
risk subject in pilot training. It is also the aspect need to be considered carefully when developing a flight 
simulator. Therefore, development of simulation model in such a special flight situation will have great 
theoretical significance and practical value. 
It is feasible to build simulation model of helicopter with traditional mechanism method, but this 
method requires a large number of aerodynamics knowledge[1]. Neural networks, which have good 
nonlinear mapping abilities, can be used to build simulation model of helicopter. For example, Suresh[2] 
established a lateral and longitudinal dynamics model of helicopter. Neural networks with linear filter and 
internal memory were used for the purpose. Martin[3] utilized hybrid neural networks to build model for 
autonomous helicopter. Rahideh[4] presented one degree of freedom dynamic model of helicopter using 
neural networks and analytical approaches. Nathan[5] utilized neural networks to recognize nonparametric 
mappings between adjustments and rotor vibration response of a helicopter. Although neural networks 
have many advantages, but they have many difficulties in the process of modeling, such as the hardness of 
selecting network structure, dimension curse, slow convergence speed, local minimum and over-fitting.   
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Support Vector Machine (SVM) is a new method developed in recent years, and it has shown good 
performance in pattern classification[6,7] and regression[8,9] fields. To avoid the problems arising by neural 
networks in the process of modeling, we introduce SVM to the field of intelligent modeling of helicopter. 
We construct Wavelet Support Vector Machine (WSVM) using Marr wavelet, and build simulation model 
with WSVM in the special flight situation: landing process of helicopter with rotor Self-rotating. 
Integrated simulation models of helicopter comprise dynamics model of translation and rotation. 
Rotational speed model of rotor is a part of the integrated simulation model. If it is feasible to establish 
rotational speed model of rotor with SVM, we can try to develop integrated simulation model of helicopter 
using the same methods. Consequently this paper only explores the rotational speed model of helicopter 
rotor for landing process with rotor self-rotating. 
2.Wavelet support vector machine 
Support Vector Machine (SVM) was first used to pattern classification, and the basic idea is: mapping 
the data in input space with nonlinear transform ( )φ ⋅  to a high dimensional feature space, in which the 
problems become seeking for optimal linear classification hyper-plane. Similar to pattern classification, 
the basic idea of SVM for Regression (SVR) is: mapping the data in input space with nonlinear 
transform ( )φ ⋅  to a high dimensional feature space, and use linear function *( ) ( )Tf x w x bφ= + to fit the 
sample data in the feature space, as well as ensure better generalization performance. 
Assume , ,ni ix R y R∈ ∈  1, ,i l= "  as observation sample, nR represents input space. SVR can be scribed 
as optimization problem of linearly constrained quadratic programming: 
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Constant 0C >  is a tradeoff between function complexity and loss error. According KKT condition of 
optimization theory, derivative of Lagrange function of optimization problem (1) to variable *, , ,i iw b ζ ζ  
should be zero. Together with dual principle and kernel theory, the dual problem of optimization problem 
(1) can be obtained: 
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( , ')K X X  is kernel function, it takes the formation: ( , ') ( ) ( ') ( )K X X X X K X Xφ φ ′= ⋅ = < ⋅ >  
, ' nX X R∈ . The regression estimates for function with kernel are linear and takes the following form: 
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Learning machine for regression function described above is support vector machine. 
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3.Identification for nonlinear dynamic system based on SVM 
The general algorithm of SVM is always supposed sample dates to be derived form independent and 
identically distributed (i.i.d.) processes. Helicopter is a complex nonlinear dynamic system, and flight dates 
used to system identification can not satisfy thin condition. If we only consider input and output of 
nonlinear dynamic system as input and output of SVM separately, identification model we derived from 
SVM can only reflect static map relation of system. So it can not reflect dynamic map relation of system 
perfectly.  
To identify nonlinear dynamic system with SVM, it is rational that one step or several steps delay of 
inputs and output of the nonlinear dynamic system is feedback to input of SVM. Identification model with 
SVM constructed according above idea can reflect dynamic map relation of system. This SVM model can 
be used to nonlinear dynamic system and be acknowledged to own good performance[10]. 
To multiple input multiple output identification model, it can be decompose to multiple input single 
output identification model. So we only give the common method of system identification for dynamic 
system with single input single output and multiple input single output.  
Denote ( )u k and ( )y k as input and output of single input single output nonlinear dynamic system to be 
identified. 1, , ,k l= "  l is the number of training samples. Now we identify nonlinear dynamic system 
with SVM. Suppose output ( )y k of system at present is a function relation to input ( )u k , p steps delay of 
input ( )u k and q steps delay of output ( )y k , then output ( )y k of the nonlinear dynamic system can be 
expressed as: 
( ) [ ( ), ( 1), , ( ), ( 1), , ( )]y k f u k u k u k p y k y k q= − − − −" "                                                                            (4) 
Where ( )u k , ( )y k denote separately input and output of the system. p , q  denote separately numbers of 
delay of { ( )}u k  , { ( )}y k . ( )f ⋅ denote a nonlinear function. Set  
( ), ( 1), , ( )u k u k u k p− −" and ( 1), , ( )y k y k q− −" as input variable of SVM model and set variable 
( )y k as output variable of the SVM model. According above approach, we can construct SVM model of 
nonlinear dynamic system. If train SVM with sequential observation value of { ( )}u k , { ( )}y k , we can 
derive nonlinear map function ( )f ⋅ of input and output, which is a identification model of the nonlinear 
dynamic system. So we can finish the work of identification to the nonlinear dynamic system. 
To multiple input single output of nonlinear dynamic system, set its input 
as 1( ) [ ( ), , ( )]Nk u k u k= "U and output as ( )y k ，where N in numbers of input, 1, , ,k l= " l is the number 
of training samples. Suppose output ( )y k of system at present is a function relation to input ( )iu k , ip steps 
delay of input ( )iu k and q steps delay of output ( )y k . 
To identify the nonlinear dynamic system with SVM, it is needed to expand every input variable of 
nonlinear dynamic system ( ), 1, , ,iu k i N= " to a row vector ( ) [ ( ), ( 1), , ( )]i i i i ik u k u k u k p= − −"u , 
whose dimension is 1ip + . ip is delay numbers of iu . Expand output ( )y k to a row 
vector ( ) [ ( 1) ( )]k y k y k q= − −"y , whose dimension is q , q is delay numbers of output variable ( )y k . 
So output ( )y k of the nonlinear dynamic system can be expressed as:   
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where ( )f ⋅ denote a nonlinear function. If we let 1 2 , , Nm N p p p q= + + + + +" ， then ( )kU is a row 
vector with 1 m× dimension. The couple of sequential observation value used to identification 
{ ( ), ( )},k y kU 1, ,k l= " can be expressed with matrix:  
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If treat sequential observation value U and Y as samples dates to train SVM, we can derive nonlinear 
map function ( )f ⋅ , which is a identification model of the nonlinear dynamic system. The dimension of 
identification model will be increased if one step or several steps delay of inputs and output of the 
nonlinear dynamic system is feedback to input of SVM. But because the numbers of items contained in the 
map function derived from this SVM identification model is less than, or at least equal to number of train 
samples, it is independent to dimension of input of the system. Furthermore the increase of input dimension 
does not lead to calculation complex rapidly. So SVM identification model does not exist dimensional 
curse like neural network, whose increase of dimension leads to calculation complex rapidly. It can be seen 
from above analysis of identification for nonlinear dynamic system that SVM model with delay of input 
and output can be used to establish dynamic simulation model of helicopter. 
4.Wsvm model for rotation speed of helicopter  
There are many kinds of function can be used for kernel of SVM, such as Gaussian and polynomial 
kernels. Wavelet function is a set of bases that can approximate arbitrary functions in arbitrary precision. 
So it is valuable to construct Wavelet SVM (WSVM) using a wavelet kernel. One function that satisfies the 
admissible condition is Marr wavelet function: 
22 / 2( ) (1 ) e tt tψ −= −                                                                                                                                     (7) 
First we construct a one-dimension translation- invariant wavelet kernel by Marr wavelet (9): 
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Where ,x x R∈ . If tensor product of one-dimensional base function is used as a base of n-dimensional 
space, the kernel generating n-dimensional span space will be product of n one-dimension kernel[6]. Then 
we can directly obtain n-dimensional wavelet kernel according one-dimensional wavelet kernel: 
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In order to construct WSVM simulation mode of rotational speed of helicopter rotor, it is need to 
determine the physical variable relative to rotational speed. Through analysis to principle of landing 
process of helicopter with rotor self- rotating, it is shown that the primary variables that are relative to 
rotational speed M are: main rotor collective pitchδ , longitudinal cyclic pitch CB , forward velocity Fv , fall 
velocity Dv . On account of helicopter is a nonlinear dynamical system, one step delay of rotational speed is 
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feedback to input. Together with expression of SVM and wavelet kernel, we can obtain the WSVM 
simulation mode of rotational speed of helicopter rotor, whose structure is shown in Figure 1. 
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Fig.1 WSVM model for rotational  speed of  helicopter 
The goal of our WSVM is to find the optimal wavelet kernel coefficients in the space spanned by the 
multi-dimensional wavelet basis. We can obtain the optimal estimate function for approximation: 
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[ , , , ]'C F DX B v vδ= , and jix denotes the j th component of the i th training sample. 
5.Simulation experiment 
Two groups of flight data are selected as a training and test samples respectively. Rotational speed M , 
main rotor collective pitch CA , longitudinal cyclic pitch CB and forward velocity Fv  can be directly 
obtained from the equipment of recorders. Fall velocity Dv  can be obtained by differential of helicopter 
altitude. All sampling period of the data are 1/16 seconds. To eliminate noise in samples, pretreatment of 
practical flight data is required, such as eliminating outliers, filtering of high frequency noise, and 
differential smooth[11]. Part of training sample curves is demonstrated in Figure 2, in which the latter are 
sample curves before pretreatment. 
In order to implement the simulation model of helicopter, we resolve optimization problems (2) with 
Sequential Minimal Optimization (SMO) algorithm[12] based on wavelet  kernel (9). For low frequent data, 
we can se , 1, ,ia a i l= = " , such that parameters number of wavelet kernel becomes one. Some empirical 
parameters need to be selected beforehand. Pentium - IV 2.66G CPU, 256M memory and Matlab6.5 server 
as simulation platform. After repeat experiments several times, a group of parameters for training WSVM 
are selected as follows: 0.05ε = , target error 0.001e = , constant 10C = , scale factor 5a = , which marked 
as WSVM model.  
For comparison, we select BP neural network (BPNN) with 4 -10-1 structure, whose activation function 
of hidden and output layer are TANSIG, PURELIN respectively. It is trained with algorithm of gradient 
descent after proper parameter selection, which marked as BPNN model. Two models are trained using the 
same training and testing samples, and their accuracy is measured by the Mean Square Error (MSE).  
After training we can obtain WSVM and BPNN model of the rotational speed of rotor. Then the test 
samples are input into the two trained model to validate their generalization performance, which show that 
536  Shuzhou Wang and Bo Meng / Procedia Environmental Sciences 11 (2011) 531 – 537[键入文字] 
 
WSVM model has a good approximation to test samples, with test error within 0.2±  basically. Data of 
training time and accuracy for two models are shown in Table 1. 
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Fig.2  Curve of training samples 
Table1. Performance comparison of two models 
 Training Test
   (Second) 
Accuracy of  
  Training 
Accuracy of   
Test 
WSVM 0.4231 0.0072 0.0105 
BPNN 6.1441 0.0067 0.0342 
It can be seen from simulation results of Table 1: 
First, WSVM model posses a high rate of convergence, with improvements of an order of magnitude 
than BPNN model. This is mainly because BPNN are trained with algorithm of gradient descent, whose 
convergence rate is slow, and easy to fall into local optimal solution. WSVM training is process of 
resolving a convex quadratic optimization problem. The sequential minimal optimization algorithm for 
solution is simple, fast, efficient, and without local optimal solutions.  
Secondly, the training accuracy of WSVM model is a little lower than that of BPNN model, but it’s test 
accuracy is very high, that is, the generalization ability of WSVM model is greatly improved. This is 
mainly because BPNN training can only be designed to reduce training error, while WSVM can be 
designed not only to reduce training error, but also to reduce complexity of the learn machine, which result 
in a minimum bound of generalization error.  
Conclusion 
Rotational speed model of helicopter rotor is built using WSVM, whose kernel is constructed by Marr 
wavelet. The methods of modeling with WSVM avoid complex aerodynamic knowledge needed by 
mechanism modeling, and reduce the complexity of the simulation model greatly. Compared with neural 
network model, WSVM simulation model of helicopter possess some advantages such as simple structure, 
fast convergence speed and high generalization ability. Support Vector Machine has broad application 
prospect in intelligent modeling of helicopter.  
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