Stanley has conjectured that the h-vector of a matroid complex is a pure O-sequence. We will prove this for cotransversal matroids by using generalized permutohedra. We construct a bijection between lattice points inside a r-dimensional convex polytope and bases of a rank r transversal matroid.
Introduction
Matroids, simplicial complexes and their h-vectors are all interesting objects that are of great interest in algebraic combinatorics and combinatorial commutative algebra. An order ideal is a finite collection X of monomials such that, whenever M ∈ X and N divides M , then N ∈ X. If all maximal monomials of X have the same degree, then X is pure. A pure O-sequence is the vector, h = (h 0 = 1, h 1 , ..., h t ), counting the monomials of X in each degree. The following conjecture by Stanley has motivated a great deal of research on h-vectors of matroid complexes:
Conjecture 1.1. The h-vector of a matroid is a pure O-sequence.
The above conjecture has been proven for cographic matroids by both Merino [6] and Chari [3] . It also has been proven for lattice-path matroids by Schweig [10] . Lattice path matroids are special cases of cotransversal matroids, and we will prove the conjecture for cotransversal matroids. We would also like to note that there has been plenty of interesting results related to this conjecture: [1] , [2] , [4] , [5] , [8] , [12] , [13] .
We prove the conjecture for cotransversal matroids by associating a polytope to each cotransversal matroid called transversalhedron. This polytope is closely related to generalized permutohedra . The lattice points inside this polytope (excluding the points on the coordinate hyperplanes x i = 0) will be in bijection with bases of the matroid, and the set of lattice points inside this polytope will naturally induce a pure monomial order ideal we are looking for.
In section 2, we will go over properties of transversal matroids. In section 3, we go over properties of generalized permutohedra. In section 4, we define the transversalhedra and good lattice points inside each Minkowski cells. We also give a bijection between good lattice points of the transversalhedron coming from M and bases of M. In section 5, we prove our main result. In section 6, we give an example. The type of i ∈ S will be defined as the set of vertices of J connected to i in G(A), and will be denoted by φ(i). Using this definition, C M,I ⊆ S is defined to be collection of elements of S that has type I. We will denote l M,I to be the cardinality of C M,I . Type of a subset H ⊆ S will be given as the multiset obtained by collecting the types for each element of H, and will be denoted by φ(H). We put a total ordering on subsets I ⊆ [r] by the following rule:
1. if |I| < |I ′ |, then I ≺ I ′ and 2. if |I| = |I ′ |, then I ≺ I ′ if I is smaller in lexicographical order.
Then we relabel the set S such that if φ(i) ≺ φ(j) then i < j. Denote the sets I ⊆ [r] that satisfy l M,I > 0 as I 1 ≺ I 2 ≺ · · · ≺ I m . Then we can express the type of each subset H ⊆ S as a sequence (a 1 , · · · , a m ), where a i encodes the number of times I i appears in the collection. This will be called the type sequence of H. In case of Figure 1 , we would have I 1 = {1}, I 2 = {2}, I 3 = {1, 2}. The type sequence of {4, 8} would be (0, 1, 1), since φ(4) = {2} and φ(8) = {1, 2}.
For notational convenience, we will denote a set I occurring q-times in a collection by I q . For example, the collection {{1}, {1}, {1}, {2}, {2}, {1, 2}, {1, 2}} will be expressed as {{1} 3 , {2} 2 , {1, 2} 2 }. Since we are viewing these collections as multisets, whenever we do a set minus, we will delete only one occurrence of I from the collection per times I appears in the set being negated with. For example,
Definition 2.7. Given a sequence a = (a 1 , · · · , a m ), we denote I a to be the collection I a 1 1 , · · · , I am m . If I a satisfies the Hall's condition, (i.e. if union of any t sets of the collection has cardinality at least t), then we say that a is valid . We will say that a is maximal if i a i = r. If a is a type sequence of a base of M, then it is called the base sequence of M.
A maximal valid sequence is a base sequence of M if and only if a i ≤ l M,I i for all i. Since the type sequences and their corresponding collections carry the same information, we will say that a type of a subset is valid or maximal if its corresponding sequence is. Now let's fix a base B of M and study its externally passive elements. We define ep M (φ(B)) to be the minimum among all bases having the same type. In other words, we look at the number of externally passive elements in the first base having type φ(B). We also define ep
). So we can rewrite this as:
Let's look at the example given in Figure 1 . We saw that base {4, 8} has type sequence (0, 1, 1). If we look at Table 1 , we can see that ep M ({4, 8}) = 5 and that {3, 6} also has the same type sequence. So in this case, we would have ep M (φ({4, 8})) = ep M ({3, 6}) = 2 and hence ep
We will define EP M (φ(B)) as the collection of I ⊆ [r] where there exists some I ′ ⊆ [r] such that:
• I ≺ I ′ and
Given a base B ∈ M, the element e ∈ B is an externally passive element only if φ(e) is an element of EP M (φ(B)). Proof. Recall that each base B of type I a can be described as choosing a i elements from each C M,I i . Let's start with the case when I i ∈ EP M (φ(B)). We have some I ′ ⊆ [r] such that I i ≺ I ′ and φ(B) \ {I ′ } ∪ {I i } is a maximal valid type. If φ(B) \ {I ′ } ∪ {I i } was a base type, it means that if an element e ∈ B has type I i , then it is an externally passive element of B. So choosing a different base by choosing different set of elements from C M,I i would not change the number of externally passive elements. If φ(B) \ {I ′ } ∪ {I i } is a maximal valid type but not a base type, it means a i = l M,I i . This is same as saying that B contains all elements of C M,I i , and this is the only choice we can make when choosing a i elements from C M,I i . So we are done when I i ∈ EP M (φ(B)). Now let's look at the case when I i ∈ EP M (φ(B)). By definition, it is obvious that this doesn't contribute anything to ep M (φ(B)). All elements of C M,I i \ B that is smaller than our biggest element of B ∩ C M,I i is going to be externally passive. The number of such elements is exactly s − a i . Corollary 2.9. Let M be a transversal matroid and a be the type sequence for a base B ∈ M.
Let's look back at the example from Figure 1 and Table 1 . EP M (φ({4, 8})) is going to be {I 1 }. So ep M (φ({4, 8})) = l M,I 1 − a 1 = 2 − 0 = 2, which coincides with our previous observation that ep M (φ({4, 8})) = ep M ({3, 6}) = 2. Since 4 is the 2nd element of C M,I 2 and 8 is the 3rd element of C M,I 3 , we have ep
Definition 2.10. Let M be a transversal matroid of rank r and H a subset of [r] . M| H is defined as the restriction of M by looking only at elements i of the ground set where φ(i) ⊆ H. Given a type sequence a of M, we define a| H to be the sequence where we delete all entries corresponding to I ⊆ H. For a type sequence a, we will writeȃ as the sequence obtained by choosing the last nonzero entry of the sequence and setting it to 0. We will say thatȃ is obtained by trimming a. We will also say that Iȃ is obtained by trimming I a .
We can decompose the set EP M (φ(B)) into two parts. For any type sequence a, we define cm(I a ) to be the intersection of rt(T )'s for all matching T 's such that lt(T )'s have type I a . This set can also be thought as the set of coloops of some different transversal matroid M ′ with members given by I a . By applying Lemma 2.6, we know that exactly |cm(I a )| members are subsets of cm(I a ) in M ′ . This tells us that in the collection I a , there are exactly |cm(I a )| number of sets contained in cm(I a ).
Lemma 2.11. Let I a be a maximal valid type of M. We will write H to denote cm(Iȃ) and q to be the largest number such that a q = 0. Then a| H is a maximal valid type of M| H and
Proof. From the definition of cm(Iȃ), for all I ≺ I q , I ∩ H c = ∅, we can replace a I q with I and still get a valid maximal type. So I ∈ EP M (I a ). The rest of the sets are those contained in H. Whether it is in or out of EP M (I a ) is determined in M| H .
Inside the collection Iȃ there are exactly |H| number of sets contained in H by the argument preceding the lemma. So a| H is a maximal valid type of M| H .
In our previous example, {4, 8} had type sequence (0, 1, 1). We haveȃ = (0, 1, 0) and
Generalized permutohedra
In this section, we review the generalized permutohedra and study some properties of spanning trees that we will be using in this paper. The contents related to generalized permutohedra follows that of [9] . Remark 3.2. All mixed subdivisions in our paper, unless otherwise stated, will be referring to fine mixed subdivisions.
We will use the term Minkowski face to be the sum 
where ∆ ′ I is defined to be to be the convex hull of points e i for i ∈ I and y i are nonnegative integers.
The following conditions are equivalent:
For any j ∈[ r], there is a system of distinct representatives in
The above condition is called the dragon marriage condition.
Definition 3.4 ([9]
). Let us say that a sequence of nonnegative integers (a 1 , · · · , a m ) is a Gdraconian sequence if a i = r and, for any subset
am m satisfies the dragon marriage condition.
One important property of generalized permutohedra is that fine Minkowski cells can be described by spanning trees of G. For a sequence of nonempty subsets J = (J 1 , · · · , J m ), let G J be the graph with edges (i, j ′ ) for j ∈ J i .
Lemma 3.5 ([9]). Each fine mixed cell in a mixed subdivision of
Given a spanning tree T ⊆ G, we denote ′ T to be the corresponding Minkowski cell. We can say a bit more about the lattice points in each
Proposition 3.6 ([9]). Any lattice point of a fine Minkowski cell
The following proposition is stated in the proof of Theorem 11.3 in [9] .
Proposition 3.7 ([9]). Let us fix a fine mixed subdivision
in this subdivision and G-draconian sequences.
For two spanning trees T and T ′ of G, let U (T, T ′ ) be the directed graph which is the union of edges of T and T ′ with edges of T oriented from left to right and edges of T ′ oriented from right to left. A directed cycle is a sequence of directed edges ( We will say that T, T ′ are compatible if it satisfies the condition of Lemma 3.8, and incompatible if not.
Before we end, we will state some basic facts about spanning trees of bipartite graphs that we will be using. Recall that we are assuming G to be a bipartite graph inside K m,r+1 . Let T be a spanning tree of G. Given a subset of vertices I ′ on the right side, define χ −1 T (I ′ ) to be the set of vertices on the left side connected to I ′ in T . Given a subset of vertices I on the left side, define χ T (I) to be the set of vertices on the right side connected to I. And define LD T (I) to be the sum of d i for each i ∈ I in T , where ld(T ) = (d 1 , · · · , d m ). The proof of the following lemma is straightforward and it will be omitted. Proof. There exists such an element since T is a spanning tree of T . There cannot be more than one such element since otherwise, we get a cycle in T . 
Proof. Given a subset H on the left side such that m ∈ H, we have LD T (H) ≥ LD T ′ (H). Hence for any subset H ′ on the right side such that
Assume that T, T ′ are compatible for the sake of contradiction. We will be looking at U (T, T ′ ). We start from m → 0 ′ and 1
. This is strictly larger than H ′ 1 due to the argument in the previous paragraph, and intersection with {0 ′ } ∪ χ T ′ ({m}) is empty due to cycle issues. So given H ′ i that has empty intersection with {0 ′ } ∪ χ T ′ ({m}), we define
It will be strictly larger than H ′ i and have empty intersection with {0 ′ } ∪ χ T ′ ({m}). We get a contradiction since the number of vertices of G is finite.
Transversalhedra
In this section, we construct a polytope from a transversal matroid. The lattice points inside this polytope (excluding the coordinate hyperplanes) will give a pure monomial order ideal that we are looking for in Stanley's conjecture. We define the transversalhedron of M to be
where ∆ J for J ⊆[ r] is defined as:
• if 0 ∈ J, the convex hull of origin and e i for i ∈ J ∩ {1, · · · , r},
• if 0 ∈ J, the convex hull of e i for i ∈ J ∩ {1, · · · , r}.
Under the projection map that sends values of the 0-coordinate to 0, the generalized permutohedron P
{0}∪I gets sent to a transversalhedron. This projection map is actually a bijection between (lattice) points (
Denote the bipartite graph defining M to be G M . Identify all vertices on the left side of G M having the same type, and add a vertex to the right side labeled 0 that is connected to all vertices of the left side, to get a bipartite graph G M . Recall that we relabeled the ground set of M such that if φ(i) ≺ φ(j), then we have i < j. The i-th vertex on the left side is associated with i-th subset I that has l M,I > 0 with respect to ordering on all subsets of [r] given in Section 2. 
Recall that each fine Minkowski cell
Jm . It corresponds to a fine Minkowski cell in P M given by l M,I 1 ∆ J 1 + · · · + l M,Im ∆ Jm , and we will denote this cell by J . So we immediately get the following result by using Proposition 3.7.
Corollary 4.2. Let us fix a fine mixed subdivision of P M . Then the fine Minkowski cells of this subdivision are in bijection with the maximal type sequences of M.
Using this result, we define the type of a fine Minkowski cell as I a , where a is the G M -draconian sequence of the cell. Since the polytope P M contains the origin and the coordinate hyperplanes at the boundary, if we define the degree of a lattice point to be the sum of its coordinates, the degree is nonnegative for all lattice points inside the polytope. We define x I to be i∈I x i . The facets of this polytope are given by the coordinate hyperplanes x i = 0 and hyperplanes x I = I∩H =∅ l M,H . We will refer to facets that do not come from coordinate hyperplanes as the nontrivial boundary of the polytope.
Let's study the lattice points inside the Minkowski cells of P M . We have the following result by Proposition 3.6. Inside the mixed subdivision of our transversalhedron, some lattice points are contained in several Minkowski cells. We want to decide which cell takes ownership.
Definition 4.4. Let J be a fine mixed cell of a transversalhedron. We will say that a lattice point of ∆ J i is good if it satisfies:
• when 0 ∈ J i , it is not on ∆ J i \{j} for j ∈ J i \ {0},
• when 0 ∈ J i , it is not on ∆ J i \{j} for j ∈ J i \ {t i,0 }, where t i,0 is the element of J i defined in Lemma 3.10.
Using the notations of the previous corollary, we call a lattice point in a cell J to be good if for all i, p i is a good lattice point of l M,I i ∆ J i .
A fine Minkowski cell whose type I a is not a base type of M (happens when a i > l M,I i for some i), does not contain any good lattice points. Proof. If we look at the outward normal vectors of facets on fine Minkowski cells, the following holds:
• each entry is either 0, +1, −1,
• there is at least one nonzero entry,
• +1 and −1 cannot occur in the same vector.
We will say that a facet of a Minkowski cell has a − sign if the normal vector has non-positive entries and a + sign if the normal vector has non-negative entries. Then we claim the set of good lattice points of a fine Minkowski cell is exactly the collection of lattice points of the cell that do not lie on −facets.
Facet of a cell J is given by l M,
∆ Jm of the cell J . This is due to the fact that merely the existence of a positive or a negative entry inside the outward normal vector of the facet is enough to determine the sign of the facet.
When 0 ∈ J i , a facet ∆ J i \{j} of ∆ J i is a −facet if and only j = 0. So by the above argument,
Jm is a −facet if and only if j = 0. When 0 ∈ J i , let t i,0 be the element given by Lemma 3.10. Inside the spanning tree, delete the edge (i, t i,0 ) and let P denote the component containing t i,0 . Let i 1 , · · · , i k be the left side vertices that appear in P .
For two adjacent cells J 1 , J 2 that share a facet F , F has opposite signs in those two cells. So even if p is on intersection of several fine Minkowski cells, there is exactly one cell that contains p as a good lattice point.
Hence regardless of which fine mixed subdivision we use, the good lattice points of P M are going to be the lattice points not on any of the coordinate hyperplanes.
Assuming we are given a fine mixed subdivision of P M , we will now construct a bijection between bases of M of type I a and good lattice points in fine Minkowski cells of P M of type I a . If we get such a bijection, then we can label each good lattice point of P M with B ∈ M and define d M (B) as the degree of the corresponding lattice point.
The main goal of our bijection is to relate ep M (B) with d M (B). The key idea is to divide d M (B) into two parts as we did for ep M (B). Let's define d M (φ(B)) as the minimum degree of all good lattice points inside the cell. And let's define d (φ(B) ). Then we can write: Let's look at an example. The transversalhedron for M in Figure 1 is given in Figure 4 . Take a look at cell with type sequence (0, 1, 1) . The corresponding sum 2∆ J 1 + 3∆ J 2 + 4∆ J 3 and the corresponding spanning tree of G M is given in Figure 3 . Each good lattice point of the cell corresponds to choosing a good lattice point in 2∆ J 1 , 3∆ J 2 , 4∆ In the next section, we are going to come up with a fine mixed subdivision of P M such that
5 Canonical subdivision of P M and the proof of the main theorem
In this section, we want to find a fine mixed subdivision of P M such that we get ep M (B) = d M (B)−r under the bijection between good lattice points of P M and bases B ∈ M constructed in the previous section. Using the same notation for I 1 , · · · , I m as in the previous section, we denote M i to be the matroid where we restrict ourselves to elements of the ground set having type I 1 , · · · , I i . And we use P i M to denote the corresponding transversalhedron.
Definition 5.1. A Minkowski face on the nontrivial boundary of a mixed subdivision of a transversalhedron is free in direction H if : given any point on the face, if we move a small amount in the positive direction of any axis i ∈ H, we get out of the polytope.
For convenience, let's assume that l M,{i} ≥ 1 for all i ∈ [r]. Then we get exactly one cell in P r M . Given a fine mixed subdivision of P Proof. As before, we use q to denote the largest q such that a q = 0 in a. Set H to be cm(Iȃ) as before. For I i ⊆ H, we have I i ∈ EP M (I a ) by Lemma 2.11. This also implies existence of a maximal valid type I a ′ such that
• a j = a ′ j for j = i, q,
• 0 ∈ J q , J ′ q due to the construction of canonical mixed subdivision, where the cell of type I a ′ is given by l M,I 1 ∆ J ′ For each good lattice point at (c 1 , · · · , c r ), let's make a monomial x 1 c 1 −1 · · · x r cr−1 . Then we get a pure monomial order ideal of which Stanley's conjecture is asking for. Proposition 5.6. Let M be a cotransversal matroid. We denote M * for the dual matroid, which is in this case a transversal matroid. For each good lattice point (c 1 , · · · , c r ) in P M * , take a monomial x 1 c 1 −1 · · · x r cr−1 to form a collection X. Then X is a pure monomial order ideal and its degree sequence equals the h-vector of M.
Proof. The fact that X is a monomial order ideal follows from Proposition 4.5. The degree of a monomial corresponding to a lattice point in P M * can also be thought as which hyperplane x [r] = c it lies in. We know that the lattice points on the facet x [r] = l M,I i correspond to maximal monomials. Assume X is not pure. So we have a lattice point that corresponds to a maximal monomial but lies on hyperplane x [r] = c < l M,I i . All the facets of P M * that this point lies in should be contained in the region x [r] ≤ c, and the only intersection with x [r] = c should be this point. But then if we consider this point and points on x [r] = l M,I i , it contradicts the convexity of P M * . So X is a pure monomial order ideal.
Put a canonical subdivision on P M * and label the good lattice points with bases using the bijection we obtained before. This implies Stanley's conjecture for cotransversal matroids.
Example
In this section, we give an example regarding our main result and Proposition 5.5. We look at a transversal matroid M given by the bipartite graph in Figure 1 Figure 4 and the Table below. Using P M to compute the h-vector of M * , we get (1, 2, 3, 4, 5, 6, 6, 5) .
