The laser-driven particle accelerator has become attractive in view of recent progress in laser-handling techniques and the development of various target materials. To develop a laser-driven accelerator, it is necessary to establish a benchmark for the difference between the simulated and measured radiation shielding level. The Monte Carlo particle and heavy ion transport code system (PHITS) was used to establish the benchmark dose for a laser-driven cluster-target-type accelerator. The result was in good agreement with the measurement data.
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Evaluation of dose level in a laser-driven ion accelerator using PHITS code
(ultrashort pulse high-intensity lasers) has become possible with the use of a table-sized petawatt laser system. This ultrashort pulse laser is mainly applied to the study of laser-plasma interactions that generate high-intensity (~100 GV/m) electric fields [2] [3] [4] . To study this electric field, we aimed to realize a small laser-driven ion accelerator that exceeds the energy of a conventional accelerator such as a synchrotron or cyclotron.
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In order to achieve high-energy ion acceleration, we must search for the parameters to convert laser energy into ion energy most efficiently. Many studies have been carried out with various gas [5] and solid [6] laser-irradiation targets. In contrast with these studies, we focused on a cluster target [7] because a cluster is an intermediate state between a solid and gas, and we searched for parameters in that domain. It was succeeded with the accelerated energy of ~50 MeV/nucleon ( 4 He 2+ ) using a CO 2 cluster in helium background gas [8] . Although this experiment was performed in a radiation-shielded room with 1 meter concrete walls, we had to evaluate the shielding Figure 1 . Schematic view of the laser-driven ion acceleration experiment with a cluster target. capability of the room from the viewpoint of radiation safety for the accelerated particles. We calculated the dose level using a PHITS input-file to obtain the energy distribution of the particles in the laser-driven acceleration experiment. This result was compared with the doses measured with fluoroglass dosimeters and a helium-3 ( 3 He) neutron REM counter.
Setup for laser-driven ion acceleration [8]
Figure 1 shows our experimental setup for laser-driven ion acceleration using CO 2 clusters. CO 2 clusters are prepared by emitting a mixed gas of CO 2 (10%) + He (90%) at 60 bar into a vacuum. In this gas condition, the CO 2 clusters are intended to grow to ~1 µm. The mixture then is irradiated with a laser at 8 × 10
18 W/cm 2 obtained from a J-KAREN system [9] . Online measurement of the electron energy spectrum is carried out with a spectroscope, which uses an electron spectrum meter (ESM) consisting of a 0.7-T magnet, a phosphor screen, and a CCD camera. Moreover, ion energy is measured with a magnet and an offline-type integrating detector (solid-state nuclear track detector: CR-39). We used the ion back-scattering method [10] , which can afford a wide measurement range to the CR-39. By using the back-scatter detection technique, we could measure ions with energy exceeding the detection sensitivity of the CR-39. The measurement range for the electron spectrum has a maximum limit of ~200 MeV, and 4 He 2+ has the kinetic energy of ~200 MeV. Neutrons generated from the nuclear reactions are measured with a 3 He REM counter (ALOKA TPS-451C) placed 5.5 m from the nozzle location. 4 
Measurement results
The measurement result for
He
2+ ions
The 4 He 2+ pits on the CR-39, which were measured in the experiment, are shown in Figure 2 . When the back-scattering method was used, the 4 He 2+ pits on the CR-39 had an observed energy of ~200 MeV and a number of ~10 2 ions/(cm 2 shot). However, the number of ions observed by back-scattering was ~0.01% of the total [10] . Therefore, it is guessed that the total number of acceleration ions reached about ~10 5 ions/(cm 2 shot).
The measurement result for electrons
Although calibration is dependent on the sensitivity of the phosphor screen of the ESM, the calibration of this phosphor screen was performed at the maximum energy of the 150-MeV Japan Atomic Energy Agency (JAEA) microtron [11] . The electron energy distribution is shown in Figure 3 . These data show a 50 shots average of electric charge with ESM. The electrical charge per pixel is displayed using the accompanying color scale. The maximum energy of electron with a Maxwell distribution was 40 MeV. The electron flux converted from the electrical charge was ~8.0 × 10 9 electrons/(cm 2 shot) which is 2-3 orders greater than the 4 He 2+ flux.
The measurement result for the dose
In order to measure the doses of x-rays, γ-rays, and β-rays, fluoroglass dosimeters were installed outside of the vacuum chamber at the positions of the CCD and the 3 He REM counter as indicated by the red star and triangle in Figure 5 . At the star and triangle positions, the dose measurement results of 4.5 µSv/shot and 0.011 µSv/shot, respectively, were obtained for an average of 12,500 shots. The neutron dose measured by the REM counter 5.5 m from the nozzle, indicated by a red square in Figure 6 , averaged 0.0004 µSv/shot.
Calculated result for radiation dose using PHITS
PHITS
We analyzed the total of radiation dose from laser-driven acceleration using a general-purpose Monte Carlo PHITS code, [12] which can deal with the transport of electrons, protons, and other ions. Because PHITS 
He
2+ pits on the CR-39 by the back-scattering method [8] . Because ions penetrate diagonally due to the influence of back-scatter, most of pits are elliptical.
input includes dipole magnet elements, it also considers details of the beam shown in Figure 1 . The photoneutron reaction process in a giant resonance region can be simulated by the PHITS (ver. 2.51 beta) included the Japanese Evaluated Nuclear Data Library Photonuclear Data File 2004 (JENDL/PD-2004). In this calculation, the dose from a single laser shot was analyzed by using electrons and 4 He 2+ as a simulation source.
Radiation distribution for PHITS input file
PHITS requires input the initial particle distribution at the source (nozzle point). Therefore, the energy spectrum, as shown in Figure 4 , and angular distribution of the radiation are described in the input file which is obtained from Figures 2 and 3 . An electron distribution follows a Maxell distribution, and helium follows a Gaussian distribution. Total source number for this simulation was 3.5 × 10 6 .
Calculated result for the radiation dose
The calculated result expressed by a total dose scale per shot is presented in Figure 5 . The calculated result for this part was ~7 µSv/shot at the location of the red star, and ~7 × 10 -3 µSv/shot at the location of the red triangle. The measured dose at these positions obtained with fluoroglass dosimeters was 4.5 µSv/shot and 0.011 µSv/shot, respectively. The neutron dose from both the simulation and the measurement was <10 -3 µSv/shot at the location of red square. So the total-dose causes from x-ray or electron mainly in the simulation was in close agreement with the measurement. Though accelerated particle energy fluctuates according to the shot-shot stability of laser, so one of the simulation errors was caused by laser fluctuation.
The calculated leakage dose at a reference point in Figure 5 is ~8 × 10 -4 µSv/shot in a rough simulation. Here, the dose-controlled limit outside the shield wall at the reference point indicated by the red circle in Figure 5 is 1.3 mSv/3 months. Since there are ~10 4 shots/day (~10 3 shots/day are in general) in an experiment, the 3-month total dose at the reference point is 8 × 10
µ Sv/shot × 10 4 shots/day × 5 days/week × 10 weeks/3 months = 400 µSv/3 months. The total dose of a background-level, however, has been measured practically by the radiation control manager for every time at the reference point. Accordingly, the shielding is sufficient for this experiment.
Conclusion
We evaluated the shielding of a laser-driven accelerator by using a PHITS simulation. The simulation result was in good agreement with the measured doses. In order to increase the accuracy, the radiation process from uncomprehended physics phenomena in the plasma, which was not taken into consideration in this simulation, should be included in a future study.
