Abstract-Visual Odometry is one of the most powerful, yet challenging, means of estimating robot ego-motion. By grounding perception to the static features in the environment, vision is able, in principle, to prevent the estimation bias rather common in other sensory modalities such as inertial measurement units or wheel odometers. We present a novel approach to ego-motion estimation of a mobile robot by using a 6D Visual Odometry Probabilistic Approach. Our approach exploits the complementarity of dense optical flow methods and sparse feature based methods to achieve 6D estimation of vehicle motion. A dense probabilistic method is used to robustly estimate the epipolar geometry between two consecutive stereo pairs; a sparse feature stereo approach to estimate feature depth; and an Absolute Orientation method like the Procrustes to estimate the global scale factor.
I. INTRODUCTION Visual Navigation Systems have been increasingly used to help improve robot's ability to perceive and navigate through out their environment. These systems are mainly built by one or more low-cost sensors(cameras), and are becoming ubiquituous, together with Inertial Measurement Units(IMU), in modern mobile robots.
An important component of such systems is the ability to estimate the robot velocity. When vision cameras are used as sensors, this capability is generically denoted as Visual Odometry(VO). Usually such systems are based on computer vision techniques such as deterministic optical-flow techniques and/or appearance based matching.
One of the main advantages of using VO techniques is their ability to provide short term estimates of robot velocity to feed higher levels of the robot navigation system, instead of relying solely in constant angular and linear velocity motion models. Constant velocity models are unable to cope with camera/robot sudden movements and often conduct to tracking failures. Some related work, performed by Alcantarilla et al [1] , used this method as prior for the prediction step of a robust EKF-SLAM algorithm.
VO has been a continuous topic of research over the past years. These systems suffered a major outbreak due to the outstanding work of [2] on NASA Mars Rover Program. Nister et al ( [3] , [4] ) developed a Visual Odometry system, based on a 5-point algorithm, that became the standard algorithm for comparison of Visual Odometry techniques. This algorithm can be used either in stereo or monocular vision approaches and consists on the use of several visual processing techniques, namely: feature detection and matching, tracking, stereo triangulation and RANSAC [5] for pose estimation with iterative refinement.
Others, like Ni et al [6] , use sparse flow separation of features based on disparity together with two-point RANSAC to recover rotation, while for the translation a one-point RANSAC algorithm is used.
In [7] it is proposed a visual odometry estimation method using stereo cameras. A closed form solution is derived for the incremental movement of the cameras and combines distinctive features (SIFT) [8] with sparse optical flow.
Notwithstanding the amount of research in Visual Odometry during the past few years, almost all approaches employ feature based methods. These methods have the advantage of being fast, since only a subset of the image points is processed, but depend critically on the features to track between consecutive pairs of frames and are often sensitive to noise. On the contrary, dense methods combined with probabilistic approaches have demonstrated higher robustness to noise and outliers. In Domke et al [9] , a method for estimating the epipolar geometry describing the motion of a camera is proposed using dense probabilistic methods. Instead of deterministically choosing matches between two images, a probability distribution is computed over all possible correspondences. By exploiting a larger amount of data, a better performance is achieved under noisy measurements. However, that method is more computationally expensive and does not recover translational scale factor.
In our work, we propose the use of a dense probabilistic method such as Domke et al [9] but with two important additions: (i) a sparse feature based method is used to estimate the translational scale factor and (ii) a fast correspondence method using a recursive ZNCC(Zero Normalized Cross Correlation) implementation is provided for computational efficiency.
Our method, here on denoted (6DP) combines sparse feature detection and tracking for stereo-based depth estimation, using the well-known Harris corner detector [10] and a variant of the dense probabilistic ego-motion method developed by Domke et al [9] to propagate the sparse features along time. Upon obtaining two registered point sets in consecutive time frames, an Absolute Orientation method, defined as an orthogonal Procrustes problem (AO) is used to recover motion scale.
To evaluate our system versus current state-of-the-art techniques, we utilized Kitt et al [11] dataset. Our focus is on the raw estimation of robot velocity, so no filtering was performed. We compared the results obtained by our method against our implementation of a 5-point RANSAC method with highly distinctive SIFT [8] features, in order to provide a valid comparison between different approaches for angular and linear velocity camera motion estimation.
Furthermore, we compared our results against IMU measurements [11] , which have already accurate position measurements from fusing INS data with GPS information, thus providing ground-truth information.
This paper is organized as follows: In section II, our algorithm and implementation is discussed, in section III experimental results are presented and finally in section IV conclusions and future work plans are presented.
II. 6D VISUAL ODOMETRY USING PROBABILISTIC EGOMOTION
Our solution is based on the probabilistic method of egomotion estimation using the epipolar constraint developed by Domke et al [9] . This is a dense image pixel correlation method, that due to its probabilistic nature, does not commit the match correlation of image point
. Instead, it copes with several hypothesis of matching for image point P k (x, y) in I L T k+1 , thus making the estimation of the fundamental matrix E s more robust to image feature matching errors and hence providing a more accurate camera motion estimation [R,t] between I T k and I T k+1 . However, the method from [9] is unable to estimate motion scale, so we added a stereo vision sparse feature based approach that takes Harris corner features from I T k , and use knowledge of E s to search along the epipolar lines the correspondences between I L T k and I L T k+1 .
This sparse and dense feature based approach, allows to narrow the search for correspondences between I L T k and I L T k+1
to feature points that lie on the epipolar line, making this method less time consuming, as well as more robust to errors in feature matching correlation between image frames. An architecture of our proposal is shown in figure 1 . In summary, it is composed by the following main steps: 1) First, image feature points are detected in the current pair of stereo frames (I L T k , I R T k ), using a known feature detector. These image feature points are then correlated between left and right image to obtain 3D point depth information. It is assumed a calibrated and rectified stereo system, thus search for matches is done along horizontal epipolar lines. 
) combined with robust techniques like RANSAC [5] , thus obtaining only good candidates (inliers) for Procrustes based motion scale determination. 4) Finally, vehicle linear and angular velocity (V, Ω) between I T k and I T k+1 is determined.
A. Probabilistic Correspondence
The key to the proposed method relies in the consideration of probabilistic rather than deterministic matches. Usual methods for motion estimation consider a match function M that associates coordinates of points m = (x, y) in image 1 to points m = (x , y ) in image 2 :
Instead, the probabilistic correspondence method defines a probability distribution over the points in image 2 for all points in image 1:
Thus, all points m in image 2 are candidates for matching with point m in image 1 with a priori likelihoods proportional to P m (m ). One can consider P x as images (one per each pixel in image 1) whose value in m is proportional to the likelihood of m matching with mx. For the sake of computational cost, likelihoods are not computed for the whole range in image 2 but just to windows around m (or suitable predictions given prior information). In [9] this value was computed via the normalized product, over a filter bank of Gabor filters with different orientation and scales, of the exponential of the negative differences between the angle of the Gabor filter responses in m and m . The motivation for using a Gabor filter bank was the robustness of their responses to changes in the brightness and contrast of the image. However, the computations demand a significant computational effort, thus we propose to perform the computations with the well known ZNCC method, displayed in equation 4.
This function is also known to be robust to brightness and contrast changes and recent efficient recursive schemes developed by Huang et al [12] render it suitable to real-time implementations. That method is faster to compute and yields the same quality as the method of Domke.
1) Recursive ZNCC:
The global objective of the ZNCC method is to compare a reference subset (the correlation window sampled in the reference image) to a corresponding template in another image. The method developed by Huang et al [12] uses a recursive scheme for calculating the numerator of (5) and a global sum-table approach for the denominator, thus saving significant computation time.
In summary, the method has two distinctive parts one for calculating ZNCC numerator and other for the denominator calculation. The ZNCC equation 4 can be described in the following form.
On the other hand, although Q(x, y; u, v) can be calculated using a sum-table approach, the term P(x, y; u, v) involves cross correlation terms between both images and cannot be calculated recurring to a sum-table approach, since (u, v) are sliding window parameters.
We selected a window size N x , N y = 20, thus the number of calculations of P would be [(2N x + 1) × (2N y + 1)] addition operations. Yet, due to a fast recursive approach we can extend calculations made for a given point P(x, y) to P(x + L x , y + Ly) in the camera reference image I L T k (see more details in [12] ). 2) Probabilistic Egomotion: From two images of the same camera, one can recover its motion up to the translation scale factor. This can be represented by the epipolar constraint which, in homogeneous normalized coordinates can be written as:
where E is the so called Essential Matrix [13] , a 3X3 matrix with rank 2 and 5 degrees-of-freedom. Intuitively, this matrix expresses the directions in image 2 that should be searched for matches of points in image 1. It can be factored by:
where R and t are, respectively, the rotation and translation of the camera between the two frames.
To obtain the Essential matrix from the probabilistic correspondences, [9] proposes the computation of a probability distribution over the (5-dimensional) space of essential matrices. Each dimension of the space is discretized in 10 bins, thus leading to 100000 hypotheses E i . For each point s the likelihood of these hypotheses are evaluated by:
Intuitively, for a single point s in image 1, the likelihood of a motion hypothesis is proportional to the best match obtained along the epipolar line generated by the essential matrix. Assuming independence, the overall likelihood of a motion hypothesis is proportional to the product of the likelihoods for all points:
After a dense correspondence probability distribution has been computed for all points, the method [9] computes a probability distribution over motion hypotheses represented by the epipolar constraint. Finally, given the top ranked motion hypotheses, a Nelder-Mead simplex method is used to refine the motion estimate.
Once the essential matrix between images I L T k and I L T k+1
has been computed by the method described in the previous section, we search along the epipolar lines for matches in I L T k+1
to the features computed I L T k , as displayed in figure 2 . Finally, the matches in I L T k+1 are propagated to I R T k+1 by searching along the horizontal stereo epipolar lines. From this step we computer the 3D cloud of points at time T K+1 corresponding to the ones obtained for T K . Points whose matches were not found or unreliable are discarded from the point clouds.
Furthermore, by finding the correspondence between all points (I L T k and I L T k+1 ) using the epipolar constraint, motion estimation up to a scale factor (R, T s ) between images I L T k and I L T k+1 can be computed.
However, since the current method does not allow motion scale recovery, translation T s component does not contain translation scale information. This type of information, is calculated by an alternative absolute orientation method like the Procrustes method. 
B. Procrustes Analysis and Scale Factor Recovery
The Procrustes method allows to recover rigid body motion between frames, through the use of 3D point matches. We assume a set of 3D features (computed by triangulation of Harris corners in our implementation) in instant t T k be described by {X i } T k , move to a new position and orientation in t T k+1 , described by {Y i } T k+1 . This transformation can be represented as:
where Y i points, are 3D feature points in I T k+1 . These points were detected using probabilistic matched points between I L T k and I L T k+1 , that were triangulated to their stereo corresponding matches in I R T k+1 . These two sets of points are the ones that are used by Procrustes method to estimate motion scale.
In order to estimate motion [R,T], a cost function that measures the sum of squared distances between corresponding points is used.
Performing minimization of equation 12, gives estimates of [R, T ]. Although conceptually simple, some aspects regarding the practical implementation of the Procrustes method must be taken into consideration. Namely, since this method is very sensible to data noise, obtained results tend to vary in the presence of outliers. To overcome this difficulty, RANSAC [5] is used to discard possible outliers within the set of matching points.
1) Bucketing: For a correct motion scale estimation, it is necessary to have a proper spatial feature distribution through out the image. For instance, if the Procrustes method uses all obtained image feature points without having their image spatial position into consideration, the obtained motion estimation [R,T] between two consecutive images could turn out biased.
Given these facts, to avoid having biased samples in the RANSAC phase of the algorithm, a bucketing technique [14] is implemented to assure a unbiased image feature distribution sample.
C. Linear and Angular Velocity Estimation
To sum up the foregoing, we determine camera motion estimation up to a scale factor using a probabilistic method, and by adding stereo vision combined with Procrustes estimation method, we are able to determine missing motion scale, thus being able to easily obtain both linear and angular camera velocities (V, Ω).
III. RESULTS
In this section, some results illustrating the performance of our proposed solution for 6D Visual Odometry estimation are presented.
A. Setup
We utilized Kitt et al [11] dataset sequence. This dataset contains stereo vision information (2 cameras) separated by a 40 cm baseline, frame-rate at 10 fps and 391 × 1344 image resolution. Moreover, regarding ground-truth data, the dataset also contains fused GPS and IMU information consistent with vehicle pose(x,y,z) and orientation (roll,pitch,yaw) information. We aligned the vehicle reference frame with the camera reference frame for comparison purposes.
We compared the performance of our approach against ground-truth IMU (RTK-GPS) information and also versus our 5-point RANSAC algorithm using SIFT features [8] . Our objective is to compare our sparse and dense feature based solution with non-preserving scale feature detectors, as opposing to a more direct approach using SIFT and Nearest Neighbour strategy to correlate features between I L T k and I L T k+1 . To validate our results, we used the AO method for motion scale estimation in both approaches, even though there is no need to do so for the 5-point RANSAC implementation.
B. Results Comparison
In this section, one can observe results comparing our approach versus IMU ground-information and also with our implementation of the 5-point RANSAC algorithm. We present results of 6D velocities estimation (Linear and Angular) in the camera reference frame, which is defined as: X axis contains pitch information, Y axis yaw information and Z axis roll information according to the right hand rule, Z points towards the front.
Our method (6DP) contains a hybrid approach (dense and sparse) correlation method. Results were obtained using only 1000 ZNCC correlation points between I L T k and I L T k+1 . In figure 3 , one can observe the performance for angular velocity estimation between our 6DP method versus IMU and 5-point RANSAC information. The displayed results demonstrate a high degree of similarity between performance obtained using 6DP and IMU ground-truth information results. Most importantly, when it comes to angular velocities estimation 6DP method performance is better than the performance exhibited by the 5-point RANSAC algorithm.
However, for linear velocities as displayed in figure 4 , the 5-point RANSAC algorithm implementation performance is smoother then our 6DP approach, especially in Z axis T z . This may be due to the use of more reliable features (SIFT) [8] in the 5 point algorithm that the Harris corners used in 6DP.
The results here displayed demonstrate a compatible performance of both algorithms, one more suitable for linear motion estimation and the other more suitable for angular motion estimation.
What concerns methods run-time operations, 6DP by using recursive ZNCC approaches allows to reduce Domke Gabor Filter processing time by 20 percent. Even so, 6DP it is not yet suitable for real-time applications.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we presented a novel 6D Visual Odometry algorithm based on sparse and dense feature based mixture of Probabilistic Egomotion methods with stereo vision. We tested our algorithm performance against other known methods for visual odometry estimation, namely against the 5-point RANSAC algorithm.
The obtained results demonstrated that probabilistic methods are a viable way to conduct visual odometry estimation, especially by providing additional evidence that this type of approach performs particularly well on estimating camera rotation movement and translation up to a scale factor.
However, results presented also show that for obtaining motion scale estimation, the performance of using Harris corners propagated through E from sequential time frame images are not as accurate as the one obtained using highly distinctive features such as SIFT. Following this further, this occurs due to low correlation values between I L T k and I L T k+1
points.
In future work, one can overcome such events by extending our probabilistic approach to other types of multiple view geometry parametrization scheme. Moreover one that is able to cope with camera motion estimation with motion scale without the use of stereo vision. Other approach, can be adding IMU mechanization to the visual odometry estimation(Inertial Priors), to help select the more appropriate features for use with Absolute Orientation method. 
