This paper examines the out-of-sample performance of two common extensions of the Black-Scholes framework, namely a GARCH and a stochastic volatility option pricing model. The models are calibrated to intraday FTSE 100 option prices. We apply two sets of performance criteria, namely out-of-sample valuation errors and Value-at-Risk oriented measures. When we analyze the t to observed prices, GARCH clearly dominates both stochastic volatility and the benchmark Black S c holes model. However, the predictions of the market risk from hypothetical derivative positions show sizable errors. The t to the realized pro ts and losses is poor and there are no notable di erences between the models. Overall we therefore observe that the more complex option pricing models can improve on the Black S c holes methodology only for the purpose of pricing, but not for the Value-at-Risk forecasts.
Introduction
The correct valuation of derivatives is of crucial importance for practitioners in anynancial market. Derivatives are now a k ey component o f i n vestors' portfolios. This development is re ected in the fact that turnover and volume in these products experienced phenomenal growth since the 70's. For market participants, the main problem is that the prices obtained from the standard Black-Scholes model di er signi cantly from observed prices. These systematic valuation errors are documented in a stylized fact, the "smile" e ect: When the volatilities, which are backed out from the option prices, are plotted against moneyness and maturity, the resulting surface deviates signi cantly from the at surface, which the theoretical model predicts. These empirical biases re ect the fact that in reality v olatility is not constant, but time-depending. Such behavior contrasts the constant v ariance framework of the geometric Brownian Motion, which underlies the Black-Scholes method. The pricing errors resulting from this unrealistic assumption have serious consequences for market participants measuring the market risk of their portfolios. Market risk has become a focus of bank regulators due to spectacular bankruptcies like the Baring's Bank or Orange County cases. During the last couple of years, regulators have allowed nancial institutions to use their internal risk models to measure market risk and allocate the economic capital based on the respective risk-adjusted returns. For these purposes, the Value-at-risk (VaR) 1 has become the benchmark methodology. It measures the potential portfolio loss caused by adverse price moves during a holding period of one or ten days with a given probability. Based on the Capital Adequacy Directive supervisory authorities require large banks and securities rms to perform daily VaR calculations of their portfolios. Option pricing models are a crucial component of the marking-to-model systems with which banks calculate the regulatory and economic capital for their trading activities. Computing the potential loss for derivative positions is particularly challenging for a number of reasons. First, options are nonlinear instruments. So, the number of risk factors increases as the Greeks, i.e. Gamma and Vega need to be captured. Then, the distribution of option returns with respect to the underlying is skewed, which means that Normality is an approximation with varying degrees of accuracy. F or all these reasons, practitioners working in risk management h a ve r e n e w ed the interest in the pricing methods proposed by the academic literature 2 .
The purpose of this paper is to compare option pricing models, which are based on three commonly used parameterizations of volatility: Constant v olatility, GARCH and stochastic volatility (SV) 3 . W e perform this evaluation with two sets of criteria: Statistical and economic loss functions. First, we measure the errors relative to observed option prices. Then we test the suitability of the three models for forecasting the market risk of hypothetical positions. In this context the constant v olatility method is the natural benchmark. By reproducing the smile e ect, a more complex speci cation should lower the pricing errors. Earlier comparative studies 4 document that the errors of the BlackScholes model can indeed be reduced if the correct speci cations for the stochastic process of the underlying instrument are used. Up to now, GARCH and SV have not been compared directly from an option pricing point of view. A priori we can not conclude about the superiority of these closely related approaches. To compare the models we extend the available literature by analyzing VaR results. The particular focus of our comparative e v aluation is on the performance of the three valuation methods for risk management. So far, there is no evidence on how the pricing models perform, when they are applied to calculate the VaR of derivatives. In this perspective, our study closes a gap which is of particular interest for practitioners.
We proceed in three steps. First, we estimate the three stochastic processes from high-frequency FTSE 100 option prices by means of a Nonlinear Least Squares procedure. This method generalizes the one-parameter case, i.e. constant v olatility, to more complex stochastic processes. The resulting estimates are the risk-neutral parameters. This is a clear advantage over methods where parameters are rst estimated from return series and then adjusted for risk-neutral valuations. So our information set is not restricted to historical stock prices, but contains the market expectations about the characteristics of volatility. By means of this uni ed estimation, our study directly illustrates the advantages and disadvantages of GARCH and SV, which represent the two most popular variance models. In the second step we measure the out-of-sample pricing performance by the median errors relative to observed prices and whether moneyness and maturity biases are lowered. We nd that a more complex volatility model outperforms the simpler implied volatility approach. However, model selection is crucial. Only GARCH o ers signi cant i m p r o vements in the pricing performance. In contrast, the median pricing errors The GARCH option pricing model was introduced in 9]. SV models were proposed in 18] and 16]. of SV are close to those of the benchmark model of constant v olatility. The third step is the risk management application, where we compute the next-day V aR by means of a Monte Carlo simulation with full valuation. We compare the t to the pro ts and losses of hypothetical positions. Our tests indicate a weak t for the modeling of the tails of the pro t/loss distribution. In particular, GARCH and SV are unable to improve o n t h e benchmark Black-Scholes model. Thus, we can conclude that the rankings of the models depend on the performance criteria. Although we nd remarkable improvements in the out-of-sample pricing performance, these are not re ected in the application-oriented criteria of forecasting the distribution of the changes in portfolio value. Therefore, despite the decrease in the pricing errors, we can not improve the modeling of actual next-day losses in options trading. These di erences in the quality of the methodologies are noteworthy because so far the literature has mostly been oriented towards pricing performance.
The rest of this paper is composed as follows: In section 2 the data sets are described. Section 3 details the three option pricing models. Section 4 contains the empirical results. In section 5 we report the estimation results and ndings from the VaR application. In section 6 we summarize our results and provide suggestions for future research.
Sample and Estimation Method
Our sample comprises transactions data of European options on the FTSE 100 (index) traded at the London International Financial Futures and Options Exchange (LIFFE). The option prices are recorded synchronously with the FTSE 100 and time-stamped to the nearest second. Our high-frequency observations start on 4 January 1993 and end on 22 October 1997 covering a period of 1210 trading days. The sample comprises 102,211 traded call and put option contracts.
In a rst step the records are carefully checked for recording errors and for prices violating boundary conditions. Then all contracts with a time to maturity of less than two w eeks, with a price below 5 points 5 A brief description of the option contracts is given in Table 2 . We report the minimum, the 10th, the 25th, the 50th, the 75th, and the 90th percentile and the maximum of several sample characteristics. During the sample period the FTSE 100 rose from about 2700 points to more than 5000 points. Therefore, strike prices range from 2525 to 5875. The average time to maturity of all option contracts is 42 days. The longest contract has a time to maturity o f m o r e t h a n o n e y ear. In Table 2 we also report the statistics of the risk-free interest rate 7 and the ex post dividend yield of the FTSE 100 which are inputs to the option pricing models. Finally, the percentiles of the implied volatilities of all options are reported. The average implied volatility is about 14%, and 80% of all contracts have an implied volatility b e t ween 9% and 20%.
Since the sample comprises 65,549 option contracts traded on 1210 days, the aver- The accuracy of the recorded prices is 0:5 points. For options with low prices, pricing errors which are due to rounding e ects, may t h us be substantial. 6 The relation of the option's strike price to the observed index value de nes the moneyness of the option. This ratio is de ned as (index value -strike price)=strike price for calls and (strike price -index value)=strike price for puts, respectively. Table 1 : Sample descriptive statistics: The minimum, the 10th, the 25th, the 50th, the 75th, and the 90th percentile and the maximum of some characteristics of the cleaned FTSE data set used in the empirical analysis, namely the FTSE 100, the strike price, the option price (in points), the time to maturity ( i n d a ys), the (annualized) interest rate (in %), the (ex post annualized) dividend yield (in %), the (annualized) implied volatility (in %). The data set consists of 65,549 option contracts (33,633 call options and 31,916 put options).
age number of contracts per day is about 54. However, trading activity is not equally distributed. On the least active d a y, which i s 4 M a y 1993, only 7 trades were recorded whereas 351 transactions took place on the most active d a y, which is 16 July 1997. Therefore, it is not meaningful to reestimate the option pricing models every day. On the other hand, to allow for changing parameters we need to reestimate models within relatively short time intervals. In our experimental setup a sliding window technique is applied. The size of the time window is ten trading days meaning that option contracts are collected over a period of ten days. From this set the parameters are estimated by minimizing the (average) squared relative price error
where N is the number of contracts in the time window a n d p i andp i denote the observed and the theoretical option prices, respectively. W e c hoose relative pricing errors because option prices can take a wide variety o f v alues. Finally, the models are tested out-ofsample on the next window o f t e n d a ys. Then the time window is shifted by ten days and the models are reestimated. All together, 120 time windows are studied where the number of options (N) ranges from 114 to 1357. This procedure seems to be a reasonable trade-o between the size of data sets (the amount o f m a r k et information available) on the one hand and time dependence of the estimates on the other hand. The price of a European put option can be derived as P BS = C BS + Ke ; r(T ;t) ; Se ; (T;t) :
Given a set of observed option prices, one can estimate the (implied) volatility yielding the lowest pricing error 8 . As described in section 2, the parameter is estimated over a period of ten trading days such that the SRPE is minimized.
3.2 The Hull-White option pricing model Hull and White 19] proposed an option pricing model where both the stock price S and the instantaneous variance V follow a s t o c hastic process:
where the parameters a and b determine the long-run mean and the speed of mean reversion for the variance and can be interpreted as the volatility o f v olatility. The two Wiener processes dW and dZ have a correlation of . In this model there are two sources of risk, namely the future path of the asset price and the future path of volatility. In the above parameterization the price of volatility risk is set to be zero. This assumption implies that there is no risk premium for the volatility risk. In contrast to that, Heston 16] h a s i n troduced a closed-form model with a non-zero price of volatility r i s k .
The Hull-White model allows for an impact of correlation and volatility o f v olatility on option prices. Higher volatility o f v olatility means that the tails of the risk-neutral distribution of returns are fatter. In this situation extreme returns of positive and negative sign are more likely than in the Black-Scholes world where the asset price follows a lognormal distribution. With zero correlation between shocks to returns and shocks to volatility the risk-neutral distribution is symmetric but leptokurtic. The sign of the correlation determines the symmetry of the distribution. Considering the empirically relevant case where the correlation is negative, the left tail of the risk-neutral distribution 8 This procedure was introduced in 23].
of returns contains more probability mass than the right tail. As discussed in 1], this negative s k ewness has consequences for pricing: Out-of-the-money calls are overpriced by the Black-Scholes option pricing model.
To m a k e the parameter estimation computationally feasible, we use the Taylor series expansion as in 19] . It is assumed that the variance at time t is at its long-run mean V = ;a=b and that the future path is speci ed by Eq. (6). In the Hull-White model 19], prices C HW of European call options are approximated by C HW = C BS + Q 1 + Q 2 2 + Q 3 2 2 (7) where C BS is the corresponding Black-Scholes price. The factors Q 1 , Q 2 , Q 3 are derived in 19] and determine the deviation from the Black S c holes price. For the estimation of the model parameters, we minimize the SRPE (as outlined earlier) using a simulated annealing algorithm. This procedure produced better convergence to the optimum than standard algorithms.
The GARCH option pricing model
The GARCH option pricing model introduced in 9] is based on a discrete-time model of the economy. It starts with a model for one-period returns of the underlying asset which i s often a GARCH (10) where N(0 1) denotes the standard normal distribution. can be interpreted as the unit risk premium. This model assumes that returns are drawn from a normal distribution with time-depending volatility. Because of this heteroskedasticity the unconditional distribution is fat-tailed. To ensure stationarity of the variance, it is required that the parameters satisfy 1 (1 + 2 ) + 1 < 1. The unconditional variance of the process is then given by 0 =(1; 1 (1+ 2 ); 1 ). The GARCH process de ned by Eqs. (8) { (10) reduces to the standard homoskedastic lognormal process of the Black-Scholes model if 1 = 0 and 1 = 0. In other words, the Black-Scholes model is obtained as a special case.
In order to derive the GARCH option pricing model, the conventional risk-neutral valuation relationship has to be generalized to the locally risk-neutral valuation relationship 9]. This concept implies that under the pricing measure the asset return process is given by r t = ( r ; ) ; 1 2 2 t + t e t (11) e t N(0 1) (13) The form of the process thus remains essentially the same. Denoting the new noncentrality parameter~ = + , the risk-neutral pricing measure is determined by four parameters (if the interest rate r and the dividend yield are given), namely 0 , 1 , , and 1 .
From Eq. (11), it follows immediately that the price of the underlying asset at maturity T is S T = S t exp 0 @ ( r ; )(T ; t) ; 1
The conditional distribution of S T given today's price S t can not be determined analytically but has to be approximated by M o n te Carlo simulation. More precisely, a s e t o f M random paths 9 (e t+1 j : : : e T j ), j = 1 : : : M , is generated and the corresponding prices S T j are calculated using Eq. (13) and (14) . Then, for example, the price C G of a European call option with strike price K, which i s d e n e d b y C G = e ; r(T ;t) E max(S T ; K 0)]
where E denotes the risk-neutral conditional expectation operator, is approximately given byĈ
The price of a European put option can be estimated in a similar way. The conditional distribution of S T also depends on the current v alues of the innovation e t and the variance 2 t . As an approximation, the innovation e t and the variance 2 t of the asset return series model in Eqs. (8) { (10) can be used.
Comparing GARCH and SV, we observe that they nest the geometric Brownian motion of the Black-Scholes option pricing model. Both specify a volatility function, which is time-varying and asymmetric. Therefore, the two models can generate leptokurtosis as well as skewness in the risk-neutral distribution of returns. These deviations from the assumption of conditional normality of the Black-Scholes model are considered to be one explanation for the \smile" e ect (cf. 17], p. 439). GARCH is a deterministic variance model, so the same source of randomness impacts returns and variances. In contrast, SV has a second source of shocks in addition to those in returns.
The relation of time-discrete (GARCH) and time-continuous (SV) option pricing models has been studied extensively in 10]. In fact, a uni ed theory can be formulated where GARCH-type models converge to SV models as the length of the time intervals goes to zero 10]. Beyond the theoretical insight, this result is also essential from a practical point of view because it gives rise to the possibility o f i n terchanging GARCH and SV models for purposes of estimation and option valuation. This study is also intended to provide empirical results in this context.
Empirical Results

Parameter estimates
As described in section 2, the parameters of each model are estimated on 120 disjoint time windows each o f w h i c h c o vers a period of ten trading days. The mean values and standard deviations of the obtained parameters are reported in Table 4 .1. Most of the parameters vary considerably over the sample period which indicates the non-stationary behaviour of markets and the usefulness of the applied sliding window technique. 9 In the simulations M is set to 10000. Additionally, a c o n trol variate technique is used to reduce the variance of option prices. The average (annualized) implied volatility obtained from the Black-Scholes model is 13:8%. For the SV models and the GARCH models, the average volatility (calculated from the 120 setups) is 14:1% and 16:2% 10 , respectively. While the volatility of the SV model is only slightly larger than the implied volatility of the Black-Scholes model, the increase of volatility for the GARCH model is substantial.
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Out-of-sample pricing performance
In the rst part of our evaluation, two statistical error measures are applied to quantify the deviation of theoretical option prices from prices observed at the market. The RPE and ARPE are de ned as We focus on the overall t and on the t in subsets of our sample. The errors are categorized according to moneyness and time to maturity. The RPE is a measure of the bias of the pricing model. A non-zero RPE may therefore indicate the existence of systematic errors. The ARPE measures both the bias and the e ciency of pricing. In econometrics, the root mean squared error (RMSE) is a key criterion for model selection. The mean squared error indicates the mean squared deviation between the forecast and the outcome. It sums the squared bias and the variance of the estimator. The advantage of the ARPE relative to the RMSE measure is that it gives a percentage value of the pricing error. Therefore, it can be interpreted more easily and it provides more insight into the economic signi cance of performance di erences. Table 4 .2 shows that the median and the mean of the RPE di er. This indicates that the distribution of errors is not symmetric but skewed. Comparing the RPEs for the three di erent m o d e l s , w e see systematic underpricing across all models. In other words, the volatility of the underlying is systematically underestimated. In terms of the RPE and its standard deviation, the GARCH model performs best. The respective means and medians of all models are smaller than 10%. Across all maturities and strike prices, GARCH and SV can value options with an error of about 4%. This shows that the 10 For two time windows, the estimated GARCH models are integrated. The average volatility is calculated from the parameters of the remaining 118 models. more complex speci cations can reproduce the volatility smile and the term structure of volatility. The Hull-White model achieves a lower RPE but a higher standard deviation than the Black-Scholes model. Regarding the ARPE, we observe v alues between 11% and 15%. Again, GARCH dominates the two alternatives. According to this criterion, the performance of the Hull-White model is disappointing. In particular, it does not achieve a signi cant improvement relative to the Black-Scholes model but requires considerable computational e ort. Having examined the overall out-of-sample t, we n o w turn to the results on individual subsets. Looking at di erent maturity and moneyness classes in Table 4 .2, we see that prices for short-term out-of-the-money options are strongly biased for the Black-Scholes and the Hull-White model. Aggregated over all moneyness groups, prices of long-term options are generally more biased than prices of short-term options for these two models. The Black-Scholes dominates the other models for one category, and the Hull-White model is superior in four categories. In the remaining 30 categories the Hull-White and BS models are clearly dominated by the GARCH model.
RPE
When we examine the absolute relative pricing errors, there is again a di erence between mean values and medians. Once more, the GARCH model outperforms the Black-Scholes model and the Hull-White model in terms of median, mean and standard deviation. Table 4 .2 indicates that especially the Black-Scholes and the Hull-White models can not explain the prices of short-term out-of-the-money options. The Hull-White model has the best performance in a single category (T ; t 0:8, 0:08 moneyness 0:1) and the GARCH model is superior in the remaining cases. Comparing the ARPE across di erent moneyness groups, we see a clear pattern of falling ARPEs with rising moneyness. The ARPE tends to decrease with time to maturity for all models. It is also interesting to see that the GARCH model has a atter error structure across strike prices (only from 22% to 2%) than the other models.
The economic signi cance of pricing errors is strongly related to trading costs. These transaction fees are dominated by bid-ask spreads. We w ant to shed some light on this issue by reporting spreads for two options of the rst test set. On 18 January 1993 at 9 am, a short-term out-of-the-money put option (maturing in February) had a price of 7 points. The bid price was 5 points and the ask price was 9 points. The bid-ask spread of 4 points thus represents more than 57% of the actual price of the trade. On the other hand, a long-term out-of-the-money call option (maturing in December) was traded at a price of 148 points where the bid price and the ask price were 145 points and 150 points, respectively. The bid-ask spread of 5 points is roughly 3% in this case.
Comparing RPE and ARPE, we nd that the latter is much larger than the former. Since the RPE measures the bias from the theoretical price and the ARPE measures the bias as well as the variance, we see that the variance around the theoretical price dominates the systematic errors.
In order to examine the pricing errors of the option pricing models in more detail, the ARPEs are regressed on the time to maturity (in years), the moneyness of the option, and a binary variable that is set to unity, if the option is a call and to zero in the case of a put: ARPE = a 0 + a 1 Time to maturity + a 2 Moneyness + a 3 Call + (19) N(0 2 ) (20) The estimated coe cients a 0 , a 1 , a 2 , and a 3 are reported in Table 4 .2. We observe that for all three models the absolute relative pricing errors are signi cantly lower for longer maturities and increased moneyness. Therefore, in-the-money options are priced more precisely than out-of-the-money options and longer maturities better than shorter ones. It Table 5 : Out-of-sample absolute relative pricing errors of the Black-Scholes model, the Hull-White model and the GARCH model for FTSE 100 call and put option contracts:
The median of the absolute relative pricing errors ARPE = jp i ; p i j=p i is broken down into di erent moneyness and maturity groups. p i andp i denote the observed price and the model price, respectively.
is also interesting to see that the GARCH model prices calls and puts with good accuracy while both the Hull-White and the Black-Scholes models fail. Hence these two models can not reproduce the di erent c haracteristics of put and call options. Finally, w e observe that the R 2 statistics, i.e. the measures of determination, is lowest for the GARCH model. This indicates a lower explanatory value of moneyness, maturity and the put-call dummy. S o there is less systematic structure in the pricing errors of GARCH than in the Hull-White or Black-Scholes models. We can thus conclude once again that the theoretical prices of the GARCH model are closer to the values observed in the market than the prices of the SV model and the Black-Scholes model. After the evaluation of the statistical performance measures we n o w i n vestigate the consequences for risk management.
5 Value-at-Risk Performance
The Value-at-Risk (VaR) is de ned as the maximum loss that will not be exceeded with a certain probability. Let be this probability (often referred to as the con dence level) and let v be the change in the portfolio value until the next trading day. Then the Table 6 : Results from regressing out-of-sample absolute relative pricing errors (ARPEs) on the options' time to maturity, their moneyness and a binary variable set to unity f o r calls and to zero for puts: ARPE = a 0 +a 1 Time to maturity+a 2 Moneyness+a 3 Call+ where denotes the residual error. The t-statistics of the parameter estimates are shown in parentheses. Additionally, the R 2 -statistic and the results of the corresponding F-test are reported.
following equation holds:
(21) While this measure is very intuitive in its interpretation, its computation in practice is not uniquely determined. We implement a v ery general approach, which consists of the following steps, visualized in Figure 1 :
Every ten days, we reestimate the parameters of the three models from the option prices.
Within each window w e calculate the VaR for all options which are traded on two consecutive d a ys 11 . The reason is that we require realized pro t and loss observations in order to evaluate the performance of the VaR models. The sample contains 11,904 pairs for which w e compute pro ts and losses from holding a short position. We focus on short positions because of their unlimited potential loss.
For each pair, we compare the realized pro t or loss to the VaR estimate, which i s computed by M o n te Carlo (MC) simulation as follows:
{ To ensure out-of-sample evaluation, the parameter set of the previous ten day rolling window i s u s e d .
{ To get the VaR estimate one has to compute the distribution of prices for a particular option for the next trading day. This is done in a three step procedure.
{ First, we compute 10,000 di erent scenarios for the underlying index value 12 .
This is done consistently in the sense that the same process is assumed for both the simulation of the underlying and the option pricing model. So, when 11 This choice results in the largest subsample. 12 An Euler scheme (see, e.g., 21]) is used to simulate the time-continuous Hull-White process. computing the VaR for the GARCH option pricing model, a GARCH price process is assumed for this simulation.
{ Second, for each scenario, we v alue the options under the three alternative pricing models. In the case of the Black-Scholes model, this is straightforward because of the closed form solution. For the GARCH model, this step requires a second, nested MC simulation 13 . { Third, for each of the option prices calculated for time t + 1, the price change relative to time t is computed. Then the VaR is obtained as the quantile of the distribution of price changes. All VaR gures are computed for a one-day holding period using two popular condence levels, namely = 1 % a n d = 5 % . T o quantify the performance of the VaR models, we use the proportion of failures test and a distribution test. Our procedure as outlined above allows us to compute VaR without simplifying the underlying model. The VaR is obtained by M C s i m ulation accepting high computational e ort. This approach is particularly appropriate for options. The main alternative t o M C is the Variance-Covariance approach, proposed by J . P . Morgan in the Riskmetrics system. This method, termed the Delta-Gamma model, provides only an approximation to the 13 This increases the computational e ort considerably. Therefore, the number of scenarios was chosen as 2,500 for the GARCH models. For single option contracts, the di erence to the VaR estimates obtained from 10,000 simulations was checked and found to be negligible. distribution of option returns by means of a Taylor series expansion. It is based on an unconditional Gaussian distribution of portfolio returns. This assumption is frequently rejected, but it is needed for computational tractability. Studies on the VaR of derivatives (see, e.g., 28] or 26]) have documented the weaknesses of the variance-covariance approach. In contrast to that, our MC method is based on the full valuation of derivatives. Therefore, it does not hinge on the assumption of unconditional normality and eliminates one possible source of model error.
Proportion of failures test
The most important criterion of a risk management system is to ful ll the regulatory requirements. Under the current regulation, banks calculate their VaR gures and evaluate whether the realized trading losses exceed the VaR. Since VaR is the expected loss that will only be exceeded with probability , under the assumption of independence across time, such observations can be modeled as draws from a binomial random variable, where the probability of realizing a loss greater than the VaR is equal to . The Basle Committee on Banking Supervision proposed a binomial test to verify the accuracy of internal models for capital requirements. Following 22], we implemented the more powerful likelihood ratio test. The test statistic is given by: LR = ;2 l o g (1 ; ) (n;x) ( ) x + 2 log 1 ;
x n (n;x) x n x ! (22) where is the probability of failure under the null hypothesis, n is the sample size and x is the number of failures in the sample. A failure is de ned as an observation where the realized loss exceeds the VaR. Under the null hypothesis, the test statistic has a chi-square distribution with one degree of freedom.
The results of the proportions of failure test are presented in Table 5 .1. In all cases except one, the number of outliers is larger than the prespeci ed value. All models are rejected for the 99% level. A similar result is obtained for a 95% level where failure rates range from 4.8% to 10.8%. Only the Hull-White model has a relatively good t. However, this result is limited to the 95% level as the model is rejected at the 99% level. It is also interesting to see that while the GARCH model clearly outperformed the Hull-White model in terms of pricing, it is -apart from the larger numerical e ort -not well suited for risk management.
Distribution test
The disadvantage of the proportion of failures test is that the information provided by the predicted distribution of portfolio losses is reduced to a binary variable. It is not captured whether the observed loss was close to the VaR or far away. So in the above test the size of outliers has no impact, only their number matters. The choice of the VaR con dence level, i.e., 99% or 95%, is therefore crucial, as a model may reproduce the 95% but not the 99% values. Indeed, this is exactly the case for the SV model. In this situation, where the tails of the densities intersect at certain points, there is no clear decision rule. To o vercome these problems Crnkovic and Drachman 8] proposed a test procedure which is based on the entire distribution as predicted by the risk management model. This procedure therefore complements the Kupier measure for the quality o f market risk measurement. Eq. (21) can be rewritten as = v (;VaR) (23) where v (z) is the cumulative distribution function of option returns. Since realized returns ' should be random draws from this distribution, the transformed returns = f (') (24) should be uniformly distributed over the unit interval 14 . Therefore, this test uses the portfolio changes as they are predicted by the models to measure the goodness-of-t to the observed density. Figure 2 shows the histogram of the transformed returns plotted against the expected uniform distribution for the three option pricing models. All distributions di er from the uniform distribution with respect to the tails. The higher probability mass in the tails shows that more large losses and gains are observed than predicted by the risk management models. Additionally, there is a higher numb e r o f o b s e r v ations around 0:7 for the Hull-White model which deviates substantially from the hypothesized uniform distribution. The GARCH and the Black-Scholes model show the biggest deviations not in the centre of the distribution but in the tails. Overall these graphs indicate that all models are unable to capture the leptokurtosis of option returns and that their t to the tails of the distribution is quite weak. To quantify the deviation from the uniform distribution, which is visualized in Figure 2 , Crnkovic and Drachman 8] proposed a test based on the Kuiper statistic which measures the deviation between the empirical and the theoretical cumulative distribution function 15 . The smaller this distance, the better the t to the theoretical distribution. A key advantage of the Kuiper method is that all returns are equally weighted. Therefore, also the tails receive the necessary attention. 
The test results in Table 5 .2 show that the null hypothesis of a uniform distribution is rejected at a level of more than 99.9% for all three models. In other words, all models fail to reproduce the distribution of option returns. The relative di erences between the GARCH, the SV and the constant v olatility framework are minor. Concerning the risk management performance, we therefore conclude that there is no superior model among the three approaches. 17 Thus both the failure rates and the distribution test indicate that our models are not well suited to predict the one-day V aR. Although the GARCH model prices the FTSE options with some accuracy, its forecasts match the distribution of option returns rather poorly. This low V aR performance is expressed by the fact that there is no measurable improvement of GARCH on the benchmark Black S c holes method. This observation shows a pronounced divergence between suitability for pricing and for risk management which has not been noted in the literature so far.
To i n terpret these ndings we brie y analyze in which aspects the pricing methodology di ers from the VaR methodology. As indicated in Figure 1 , the key divergence concerns the stock price. The theoretical option price depends on two inputs, namely the current stock price and the set of parameters for the stochastic process. The pricing error is not a ected by h o w w e obtain the stock price because the true price (at time t) i s a vailable. However, in order to forecast the expected pro t/loss for tomorrow, we require a prediction of the stock price at t + 1 . W e obtain this forecast from a MC simulation which assumes normality. Therefore, the central problem is not how the derivatives are priced but how the process of the underlying is modeled in the VaR methodology. In this context it is important t o k eep in mind that we u s e t wo M C s i m ulations. To price the options with GARCH one MC simulation based on the estimation results provides the distribution of the stock price until the maturity of the option. The second MC simulation is common to all three models. It assumes that the density of the stock price at t + 1, which i s needed for the VaR predictions, is Gaussian. The discrepancy between the pricing and the VaR results indicates that the estimation of tomorrow's stock p r i c e b y means of a Gaussian MC simulation has a negative e ect on the performance. Another interpretation of this result is that a conditional normal distribution is su cient for the valuation of derivatives but not for the prediction of market risk. A similar observation has been made in 13]. This comprehensive study on VaR models for FX portfolios also documents that the distribution obtained from Gaussian MC simulations does not match the realized pro t/loss distribution very well. It is also reported that a fat-tailed MC model, which i s based on a mixture of normals, clearly dominates the VaR model with a single Gaussian. Therefore, the ndings in 13] seem to coincide with our tentative conclusions.
Conclusion
This paper has evaluated the performance of three option pricing models. We compare the benchmark Black-Scholes model to valuation methods using GARCH and SV. The three processes are calibrated to intraday m a r k et prices of FTSE 100 contracts. To e v aluate the performance, we use two sets of criteria, namely pricing errors and the t for Valueat-Risk applications. Our rst conclusion is on the behavior of the pricing errors. We observe that GARCH clearly dominates the SV and the benchmark Black-Scholes model. It achieves signi cant o verall improvements in pricing performance. Between SV and constant v olatility, there are smaller pricing di erences. The GARCH model also leaves negligible pricing errors between puts and calls. Therefore, we observe that the choice of the volatility model is crucial for achieving a satisfying pricing performance. However, these di erences in performance are not apparent in the context of risk management. To examine the competing methodologies in this context we use the VaR framework. A Monte Carlo simulation with full valuation provides the forecasts of the expected loss ove r a g i v en horizon. As our second main conclusion, we nd no measurable di erence between the VaR forecasts of the three models. In particular, we document that all three approaches exhibit a weak t to the realized pro ts and losses. Overall we therefore conclude that the performance of a model strongly depends on which loss function is applied. Despite the reasonable t to observed prices, the GARCH model fails to forecast the tails of the distribution of option returns with satisfying accuracy. W e discuss this divergence of results and we conclude that VaR predictions obtained by a Gaussian MC method are problematic.
For future research, we believe t h a t t wo directions are of particular interest. One way to possibly improve results would be to use a fat-tailed distribution (such a s a tdistribution). The option pricing model would thus be extended from a GARCH model with a conditional normal distribution to a model with a conditional t-distribution. The second issue concerns the parameterization of Stochastic Volatility. Here, the closed form versions seem to be a more promising speci cation than the Hull White model.
