In this paper we define and characterize cointegrated continuous-time linear state-space models. A main result is that a cointegrated continuous-time linear state-space model can be represented as a sum of a Lévy process and a stationary linear state-space model. Moreover, we prove that the class of cointegrated multivariate Lévy-driven autoregressive moving-average (MCARMA) processes, the continuous-time analogues of the classical vector ARMA processes, is equivalent to the class of cointegrated continuous-time linear state space models. Necessary and sufficient conditions for MCARMA processes to be cointegrated are given as well extending the results of Comte [7] for MCAR processes. The conditions depend on the autoregressive polynomial. Finally, we investigate cointegrated continuous-time linear state-space models observed on a discrete time-grid and derive an error correction form for this model. The error correction form is based on an infinite linear filter in contrast to the finite linear filter for VAR models.
lay the foundation for the field of cointegration analysis in discrete time. One of the most important results is the Granger representation theorem which connects the moving average, autoregressive and error correction representations of cointegrated time series. Johansen [16, 17] characterizes cointegration for VAR (vector autoregressive) processes precisely by making assumptions on the autoregressive polynomial in the Johansen-Granger representation theorem.
In this paper we study cointegrated continuous-time linear stochastic state-space models and cointegrated multivariate continuous-time ARMA(p, q) (MCARMA(p, q)) processes, respectively which are the natural extension of VARMA (vector autoregressive moving average) processes from discrete to continuous time. It is well known that the class of stationary linear state-space models and the class of stationary MCARMA processes are equivalent; see [27, Corollary 3.4] . Both model classes are driven by a Lévy process. An R m -valued stochastic process L = (L(t)) t≥0 is a Lévy process if L(0) = 0 m P-a.s., it has stationary and independent increments and càdlàg sample paths; see the excellent monograph of Sato [26] for details on Lévy processes. Throughout this paper we will assume The state vector process (X (t)) t≥t 0 is an R N -valued process and the output process (Y (t)) t≥t 0 is R dvalued. Every solution of (1.1) has the representation Y (t) = C exp(A(t − t 0 ))X (t 0 ) +C t t 0
exp(A(t − u))B dL(u).
A solution Y is called causal, if for all t ≥ t 0 , Y (t) is independent of the σ -algebra generated by {L(s) : s > t}.
On the other hand, the idea behind the definition of an R d -valued MCARMA(p, q) process (p > q positive integers) is that it is the solution to the differential equation
P(D)Y (t) = Q(D)DL(t) for
where D is the differential operator with respect to t, P(z) := I d×d z p + P 1 z p−1 + . . . + P p−1 z + P p (1.3) is the autoregressive polynomial with P 1 , . . . , P p ∈ R d×d and Q(z) := Q 0 z q + Q 1 z q−1 + . . . + Q q−1 z + Q q (1.4) is the moving average polynomial with Q 0 , . . . , Q q ∈ R d×m . However, since a Lévy process is not differentiable the formal definition of an MCARMA process is given later but it is a special linear state space model. The aim of this paper is to characterize continuous-time cointegrated linear state-space and MCARMA models and to relate both model classes. Cointegration in continuous time started being of interest in the early 1990s with Phillips [23] . In this work, Phillips investigated stochastic differential equations driven by a differentiable stationary process. The connection between cointegrated discrete-time models and continuous-time models were analyzed by Chambers [5] . The literature on Gaussian MCAR(1, 0) processes is rich, e.g., [19, 20, 31] . One of the first going away from the Gaussian assumption and the order (1,0) was Comte [7] ; he derived a characterization of continuous-time integrated and cointegrated processes, and in particular, he presented an error correction form and a characterization of cointegration for MCARMA(p, 0) processes. The processes considered in Fasen [10, 11] are special cases of cointegrated MCARMA processes.
The paper is structured on the following way. In Section 2 we introduce cointegrated linear statespace models in continuous-time and show that the definition is well-defined. An important conclusion is that a cointegrated linear state-space process has a representation as a sum of a non-stationary and a stationary process; the non-stationary process is a Lévy process and the stationary process is a stationary linear state-space model. This characterization can be used as definition of a cointegrated state-space model as well. Moreover, we investigate cointegrated MCARMA processes. An important result is that the class of cointegrated MCARMA models and the class of cointegrated linear statespace models are equivalent completing [27, Corollary 3.4 ] to the non-stationary case.
Probabilistic properties of cointegrated linear state-space models are content of Section 3. First, we derive an alternative characterization of cointegration for MCARMA processes extending the results of Comte [7] for MCAR processes. The property of cointegration of an MCARMA process is given in the matrices P p and P p−1 of the autoregressive polynomial (1.3). Furthermore, we investigate cointegrated linear state-space models sampled at a discrete-time grid because they are of particular interest in high-frequency data.
In the last section, Section 4, of this paper we derive an error correction form for a cointegrated linear state-space model sampled at a discrete time-grid. The error correction form enables us to analyze the short-run as well as the long-run behaviour; it is the first step to develop a parameter estimation method for a cointegrated model (cf. Fasen and Scholz [12] ). However, in order to obtain an error correction form for the sampled process we need to calculate the so-called linear innovations. This is done with the Kalman filter whose name dates back to Rudolf E. Kalman [18] . The derived error correction form is similar to the original error correction form presented by Engle and Granger [9] for VAR models. The main difference is that we have an infinite order linear filter instead of a finite linear filter. We show that the cointegration information is contained in parts of the filter and is thus not lost by sampling and filtering. Furthermore, the error correction form is used to derive probabilistic properties of the linear innovations.
Notation
We use as norms the Euclidean norm · in R d and the Frobenius norm · for matrices, which is submultiplicative. ℜ(z) denotes the real part of a complex number z ∈ C. The matrix 0 d×s is the zero matrix in R d×s and I d is the identity matrix in R d×d . For a matrix A ∈ R d×d we denote by A T its transpose, by det(A) its determinant, by rank A its rank and by λ max (A) its largest eigenvalue. For a matrix A ∈ R d×s with rank
For two matrices A, B we write diag(A, B) for a block diagonal matrix whose first block is the matrix A and the second block is the matrix B. The space of all m × n real-valued matrices is denoted with M m,n (R), the set of m-dimensional symmetric positive-definite matrices is denoted by S ++ m and GL N (R) := {A ∈ R N×N : det A = 0} for some N ∈ N.
2 Cointegrated state-space models and cointegrated MCARMA models
Cointegrated state-space models
First, we present definitions related to linear state-space models which we need subsequently. These definitions enable us to imply restrictions on the state-space model in order to achieve uniqueness in the output process and to define a cointegrated model. 
(b) The continuous-time linear state-space model is controllable if the controllability matrix
Another desired property of liner state-space models is a minimal dimension because otherwise there exists state-space models of smaller dimension which generate the same output process. Thus, non-minimality is a source of non-uniqueness of the state-space model. Minimality guarantees that we consider only components of the state vector which are relevant for the output process. If we have a non-minimal system there might be non-stationary components having no effect on the output process. Therefore, this property implies a one-to-one correspondence of the non-stationarity of the state process and the output process. The aim is to define a cointegrated linear state-space model. 
where 
Proof. Solving (2.1) leads directly to
which in the end gives (2.2). We define the following matrices
For the existence of the representation (2.1) we need to show that there exists a T ∈ GL N (R) which transforms the state-space model (A, B,C) to the desirable form (A * , B * ,C * ) and satisfies all restrictions (i)-(iv). Afterwards, we have to show that this transformation matrix is unique which results in the uniqueness of this representation.
Existence: Due to the eigenvalue assumption on the matrix A the upper part of A * is just the Jordan normal form corresponding to the eigenvalue zero. Thus there exists a transformation matrix T ′ such that
where the eigenvalues of A ′ 2 coincide with the non-zero eigenvalues of A which have by assumption strictly negative real parts. Otherwise A ′ 2 is not specified yet. Further,
Since the block-diagonal structure of A ′ is preserved by block transformations, we consider in the following only block-diagonal transformation matrices T ′′ = diag(T ′′ 1 , T ′′ 2 ) (see Gantmacher [13] , p.231) resulting in
and
Obviously, there exists a transformation matrix T ′′ 1 such that
forms a stationary linear state-space model. Hence, there exists a transformation matrix T ′′ 2 such that
. Moreover, the eigenvalues of A ′ 2 and hence, A 2 have strictly negative real parts so that (i) is satisfied as well. Finally, we set T = T ′′ T ′ and (A * , B * ,C * ) = (A ′′ , B ′′ ,C ′′ ).
Uniqueness: Assume there exists matrices
so that the state-space model ( A, B, C) satisfies the assumptions of this theorem as well. But then there exists a block diagonal transformation
, respectively are given in canonical form (cf. restriction (iv)), T 2 has to be the identity matrix. In order to prove uniqueness it remains to show that T 1 is the identity matrix as well. Due to
, we obtain
and thus, T 1 has to be orthogonal. If we now exploit the fact that C 1 and C 1 are both lower triangular matrices, we further get that T 1 is a lower triangular matrix itself and therefore the entries t i j , for i < j, must be zero or otherwise the lower triangular structure would not be preserved. Real-valued orthogonal matrices have only eigenvalues 1 or −1 and thus, the diagonal form of the transformation matrix T 1 consists only of the entries 1 or −1. Next, we utilize the restriction that the first non-zero element c j i i in each column of C 1 is positive. We start with the last column where the first positive entry c j c c is multiplied by t cc . This product must be positive and hence, t cc must be positive. Since the diagonal entries of a triangular quadratic matrix are the eigenvalues itself this implies that t cc = 1. Thus, all columns of T 1 are orthonormal. The (c − 1)-th column has only two entries which are nonzero and in order to be orthonormal to the c-th unit vector it must be a unit vector itself, i.e. it must be e c−1 . Iterating this procedure leads to T 1 = I c and consequently we have a unique form for the state-space model under the stated restrictions.
For the rest of the paper, we abbreviate the stationary part with
We show in the next lemma that the assumption of minimality of the state-space model (A, B,C, L) is equivalent to the assumption of minimality of the stationary state-space model (A 2 , B 2 ,C 2 , L) combined with assumptions on the matrices B 1 and C 1 . These assumptions on the decoupled model are often easier to verify than the assumption of the minimality of the model(A, B,C, L) itself. Proof. Minimality is equivalent to the condition that the controllability and observability matrices C AB and O AC , respectively have full rank. We prove an alternative criterion for observability (cf. Bernstein [2, Proposition 12.3.13]) . Therefore, for all eigenvalues λ of A we have to determine the rank of 
We consider two cases, beginning with the eigenvalue λ = 0 which simplifies the matrix to
The last equations follow by Bernstein [2, Proposition 2.8.3], the fact that C 1 has full rank c and the invertibility of A 2 . In the case λ = 0 we get 
From these considerations the following definition is well-defined. As we already mentioned, we can alternatively define the cointegrated linear state-space model as a sum of a Lévy process and a stationary linear state-space model which is verified in the next corollary.
Corollary 2.8. The following equivalences hold: (i) Y is a cointegrated linear state-space model. (ii) Y has the representation
Proof. The result is an immediate consequence of Theorem 2.4 and Lemma 2.6. Note that the model (A 2 , B 2 ,C 2 ) needs not to be minimal. In this case, we find a observationally equivalent minimal model and thus, obtain a cointegrated linear state-space model.
For this reason we also write
(A 2 , B 1 , B 2 ,C 1 ,C 2 , L) for a cointegrated linear state-space model.
Corollary 2.9. The cointegrated state-space model Y is causal.
Proof. This is obvious due to representation (2.2).
Cointegrated MCARMA process
First, we present the formal definition of an MCARMA process.
Definition 2.10. Define
where X is the solution to the pd-dimensional stochastic differential equation 3 Properties of cointegrated MCARMA processes
Characterization of cointegrated MCARMA processes
An important representation of cointegrated processes in discrete time is the so-called error correction form which was first introduced by Sargan [25] . We can define an analog version for the continuoustime case. 
where the polynomial P * has the representation P * (z) :=
P(z)−P p z and DY is the differential of Y in the L 2 sense.
If the process has a first-order mean square derivative DY , the definition of cointegration is equivalent to DY to be stationary due to [7, Proposition 1] .
The following result characterizes cointegration with respect to the matrices P p and P p−1 in the autoregressive polynomial; it is an extension of Comte [7, Proposition 7] for MCAR processes to MCARMA processes. (c) α
Then DY and β T Y are stationary processes, and thus, the MCARMA process Y is cointegrated.
Proof. By multiplying (3.1) with α and α ⊥T we obtain with P p = αβ T and α ⊥T α = 0 (d−r)×r the following equations
Since the system (3.2) is not invertible in Y and DY we define new processes
and obtain thereby invertibility. The matrix R :
since it is the sum of the projection matrices on the range and the projection matrix on the null space of β . Moreover, forβ :
we have due to (3.3) that ββ T + β ⊥β ⊥T = I d holds. Furthermore, we have
Rewriting system (3.2) with the newly defined variables yields
Rearranging the last expressions leads to
where the matrix polynomial P is given by
By assumption (b) and (c) we have
where all matrices in the last line have full rank and consequently a non-zero determinant. Then we can see due to (3.1) and (3.4) that P(z) = (α, α ⊥ ) T P(z)(β , β ⊥ /z) for z = 0 and thus,
Thus, P(z) has the same roots as P(z), except the null ones and the non-zero roots are assumed to have negative real part due to (a). Hence, the process (Z,V ) is asymptotically (exponentially) stable and has a stationary solution. The process DY (t) = β DZ(t) + β ⊥ V (t) is also stationary as a linear combination of stationary processes. Besides β T Y (t) = (β T β )Z(t) holds and therefore stationarity of β T Y (t) follows. Thus, the MCARMA process Y is cointegrated and this completes the proof.
Finally, we make some remarks on the last result and its implications on cointegration for MCARMA models.
Remark 3.3. The assumption in Theorem 3.2 have the following relevance:
• Assumption (a) guarantees that the process is non-stationary.
• Assumption (b) guarantees that there exist linear combinations which are stationary.
• Assumption (c) 
(i) The first method starts with a stationary d-dimensional MCARMA(p, q) process Y . The integrated process is defined by integration of Y , namely I(t) = t 0 Y (s) ds. Assume that the process Y satisfies P(D)Y (t) = Q(D)DL(t) and define P * (z) := zP(z). Then the equation for the integrated process is P * (D)I(t) = P(D)DI(t) = Q(D)DL(t).
The order of the polynomial P * (z) is p * := p + 1. Obviously (I(t)) t≥0 is then an MCARMA process as well with parameters (p * , q) and p * > q.
(
ii) The second method uses a non-stationary d-dimensional MCARMA(p, q) process I := (I(t)) t≥0 where DI is stationary. Assume, that the process I satisfies P(D)I(t) = Q(D)DL(t), t ≥ 0, and define Q * (z) := zQ(z). Then we have P(D)DI(t) = D[P(D)I(t)] = D[Q(D)DL(t)] = Q * (D)DL(t).

Clearly, DI(t) =: Y (t) is an MCARMA(p, q + 1) process. Again, this implies that we need the assumption p
> q + 1.
The different definitions of integrated processes are not equivalent. Both have in common that DI is stationary and it is an MCARMA process, whereas in the first definition there exist no β so that β T I is stationary. Due to the different definition of integration in (ii), P p is not fixed to be zero, thus we allow the process to be cointegrated.
Properties of cointegrated state-space models
Due to the decoupled canonical form the covariance matrix of the cointegrated state-space model can also be decomposed. We assume for reasons of simplicity that t 0 = 0 for the rest of the paper.
Corollary 3.6. Let the cointegrated linear state-space model be defined by
where
Proof. We obtain for the expectation evidently
Setting X 1 (0) = 0 leads then to
Cov(Y (t),Y (t + s)) = E Y (t)Y (t + s)
and finally, the result follows by calculating all the remaining expectations using Marquardt and Stelzer [22, Proposition 3.13] .
The time dependence of the covariance function is clearly visible in this representation and hence, this process is indeed non-stationary.
Cointegrated state-space models sampled at a discrete time-grid
In this subsection, we study the sampled version of the continuous time cointegrated state-space model and derive the same decoupling (cf. Theorem 2.4). Note that the (co-)integration property of the continuous-time model directly transfers to its sampled version by Comte [7, Proposition 3] .
Corollary 3.7. Let the cointegrated linear state-space model be defined by
Then the sampled process Y (h) := (Y (nh)) n∈N has the state-space representation
and the observation equation
with noise term
The sequence (R
sequence with mean zero and covariance matrix
Furthermore, we have that R The corollary shows that we have also a separation of the stationary part and the integrated part in the linear state-space model of the discrete-time model as in the continuous-time model. Moreover, we can clearly see the connection of the eigenvalue zero of the transition matrix A with unit roots in the discrete time case since e A has eigenvalues equal to one if A has eigenvalues equal to zero.
Let us now consider the solution of the sampled process Y (h) in more detail. We have to replace on the one hand, the Lévy process by a random walk and on the other hand, the stationary continuoustime state-space model with its discrete-time version.
Lemma 3.8. The solution of the sampled process Y (h) given in Corollary 3.7 is
where the stationary part Y (h)
Proof. In the same manner this follows by inserting t = nh into (2.2) and (2.4).
The first two moments of the sampled process are derived in the next lemma.
Lemma 3.9. The expectation of the sampled cointegrated state-space model (3.6) is given by
Suppose X (h)
Proof. Setting t = nh in Corollary 3.6 proves the claim.
For the last part of this paper we need the first difference of the sampled cointegrated process and the stationary part of this process.
Lemma 3.10. Let (R (h)
n,1 ) n∈N be defined as in (3.5) . The first difference of the sampled cointegrated process Y (h) is then
Proof. The first equality is obvious due to (3.5) and (3.6). To show the last representation we use (3.7) which gives
and consequently the statement.
Note that the first difference of the sampled cointegrated process ∆Y (h) is obviously stationary and the r th -moment exists if the r th -moment of the Lévy process exists since Y (h) has then a finite r th -moment due to Corollary 3.7. Moreover, we know that
sequence. Lastly, we analyze the dependence structure of the stationary part of the (sampled) process. Hence, we give the definition of strongly mixing; a kind of asymptotic independence. For more details on mixing processes see for example Bradley [3] or Doukhan [8] .
Definition 3.11. A continuous-time stationary stochastic process X = (X t ) t≥0 is called strongly mixing if for any m
With regard to already known results, we see quite easily that the stationary part of the sampled process satisfies the following mixing property, and due to the decoupling we know then the dependence structure of each summand. 
The same holds true for C
Proof. Due to Marquardt and Stelzer [22, Proposition 3 .34], the assertion for the stationary process holds. This property transfers to the sampled process right away and we also have the condition on the mixing coefficients. The last claim follows directly by Bradley [3, Remark 1.8 b)].
Furthermore, note that ∆Y
is also strongly mixing since it is the difference and consequently, a measurable function of the finite past values of a strongly mixing process (cf. [3, Remark 1.8 b)]).
Error correction form of a cointegrated state-space model sampled at a discrete time-grid
In this section we assume that we have a cointegrated state-space model
. In order to estimate the model parameters of the state-space model Y from observations in discrete time, the sampled version of the cointegrated state-space model is of special interest; more details can be found in Fasen and Scholz [12] . The representation of the discrete-time observations given in Corollary 3.7 has its limits since the noise R (h) is not observable. For this reason we derive an alternative representation with the help of the linear innovations.
Definition 4.1. The linear innovations
where P n is the orthogonal projection onto span{Y
and the closure is taken in the Hilbert space of square-integrable random variables with inner product
We want to obtain an error correction form of the sampled process. However, the linear statespace model is not in innovation form and thus, we apply a linear filter to this model. We use the Kalman filter for this purpose. The applicability of the Kalman filter for the sampled cointegrated state-space model given in Corollary 3.7 can be easily checked by adapting the results in Chui and Chen [6, Chapter 6 ] to the case of unit roots. The complete calculations can be found in Scholz [29, Section 4.6] . We only have to assume that the Lévy process has a positive definite covariance matrix, is independent of X 1 (0) and that the matrix C has full rank d which is automatically satisfied by our cointegrated model. This implies C Σ (h) C T has full rank and thus, the initialization of the Kalman filter with Ω (h) 0 = C Σ (h) C T guarantees the applicability of the Kalman filter. Let us first sum up the important results concerning the Kalman filter in the next proposition.
Proposition 4.2. The discrete-time algebraic Riccati equation
has a positive definite solution Ω (h) and the steady state Kalman gain matrix K (h) is given by
The linear innovations ε (h) of Y (h) are the unique stationary solution of the linear state-space model
Then, we have a moving average representation for the linear innovations given by
where B denotes the backshift operator defined as BY Define now the rational matrix-valued transfer function
The covariance matrix of the innovations is given by
V (h) = E ε (h) n ε (h)T n = CΩ (h) C T ∈ S ++ d .
Thus, the innovations form of Y
Obviously, we have k(0) = I d and 
Proof.
(i) Follows directly from Lemma 2.6 and the minimality assumption.
(ii) We obtain for k(1) the following representation by applying the decoupling into subsystems to (4.4)
Since K 6) where the matrix M is defined by
, which is obviously idempotent since P 2 = P holds. Note that the matrix product K (h) 1 C 1 is a nonsingular c × c matrix and consequently C 1 (K (h)
1 has rank c. Then we can rewrite the matrix k(1) once more using the representation (4.7) and obtain
Since the matrix P is idempotent and
1 has obviously rank c, we have due to the rank equation for an idempotent matrix (i.e. rank P + rank(I − P) = d, see e.g. Bernstein [2, Fact 3.12.9] ), that rank P = d − c. As above, by the Matrix Inversion Lemma we can rewrite the matrix Q −1 as
For the sake of brevity, we write R :
2 . Substituting the previous result into the formula for k(1) leads to
where we used the fact that 
Thus, we have completed the proof.
which can be represented as an infinite order linear filter due to
This leads to
We can now state an error correction form where we consider a linear state-space model instead of a VAR process as in the classical error correction form. The so-called transfer function error correction form for discrete-time state-space models was presented by Ribarits and Hanzon [24] . However, we have a continuous-time state-space model observed at discrete time points. Therefore, our error correction form has a similar form as the one of Ribarits and Hanzon but we have different matrices. 
Definition 4.4. The error correction form is given by
We receive
This means −αβ T C 1 = k(1)C 1 = 0 d×c . Since α and β have full rank r = d − c and rankC ⊥ 1 = d − c, C ⊥ 1 and β span the same space. Due to Lemma 2.6 we can conclude the statement.
In particular ε (h) is then as a sum of stationary processes stationary itself. In the following we present some alternative representations for the innovation sequence and present some probabilistic properties of them. From (a) we see that the innovations consist of two summands containing on the one hand, the filtered version of the stationary part and on the other hand, the filtered version of the increments of the driving Lévy process.
Proof. 
and thus, by comparison of the coefficients we obtain
. . .
This concludes the proof.
In the end, we investigate useful properties of the linear innovation sequence in the next proposition. is ergodic, which was already shown in Schlemm and Stelzer [28] . Then, the vector process
is obviously ergodic and stationary. Since by Lemma 4.6 (a), we can define a measurable function f such that ε Note that if we the Lévy process is a Brownian motion then Y (h) and hence, ε (h) is Gaussian. This even implies that the linear innovations are a sequence of i.i.d. random variables.
