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Abstract
Let H be a simple graph with n vertices and G be a sequence of n rooted graphs G1,G2, . . . ,Gn. Godsil
and McKay [C.D. Godsil, B.D. McKay, A new graph product and its spectrum, Bull. Austral. Math. Soc. 18
(1978) 21–28] defined the rooted product H(G), of H by G by identifying the root vertex of Gi with the ith
vertex of H, and determined the characteristic polynomial of H(G). In this paper we prove a general result
on the determinants of some special matrices and, as a corollary, determine the characteristic polynomials
of adjacency and Laplacian matrices of H(G).
Rojo and Soto [O. Rojo, R. Soto, The spectra of the adjacency matrix and Laplacian matrix for some
balanced trees, Linear Algebra Appl. 403 (2005) 97–117] computed the characteristic polynomials and the
spectrum of adjacency and Laplacian matrices of a class of balanced trees. As an application of our results,
we obtain their conclusions by a simple method.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a simple graph with adjacency matrix A(G). We shall denote by
D(G), the diagonal matrix of vertex degrees of G;
L(G) = D(G) − A(G), the Laplacian matrix G;
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Fig. 1. H(G1,G2,G3,G4,G5).
PG(λ), the characteristic polynomial of A(G);
QG(λ), the characteristic polynomial of L(G);
σ(M), the spectrum of a matrix M.
In the theory of spectra of graphs there are some basic reduction theorems which enable us to
determine the characteristic polynomials by simple numerical calculations. For example, one can
compute the characteristic polynomial of a graph by means of the characteristic polynomial of an
induced subgraph, obtained by deleting some vertex of the original graph. As a specific example
from [1, p. 59], let G be the graph obtained by joining the vertex x of the graph G1 to the vertex
y of graph G2 by an edge. Then
PG(λ) = PG1(λ)PG2(λ) − PG′1(λ)PG′2(λ),
where G′1 and G′2 are induced graphs by deleting x and y from G1 and G2, respectively. Gutman
[4] (see also [1, page 60]), generalized these relations: Let H be the graph obtained from the
graph G with vertex set {x1, x2, . . . , xn} in the following way:
(i) To each vertex xi of G a set Vi of k new (isolated) vertices is added,
(ii) xi is joined by an edge to each of the k vertices of Vi(i = 1, 2, . . . , n).
Then PH (λ) = λnkPG(λ − kλ ). Note that H is obtained in a way that each vertex of G is replaced
by the star graph with k edges.
One can generalize these relations replacing stars of the same size by different graphs
G1,G2, . . . ,Gk . Suppose that G1,G2, . . . ,Gk are simple graphs. For i = 1, 2, . . . , k, choose a
vertex xi of Gi . Let V = {xi |1  i  k} and consider a simple graph H with V as its vertex set.
The graph obtained by the union of G1,G2, . . . ,Gk and H is denoted by H(G1,G2, . . . ,Gk)
(see Fig. 1).
This graph is called the rooted product of H by G1,G2, . . . ,Gk and it is introduced by Godsil
and McKay [2]. We thank Professor Gutman for pointing out the Ref. [2], where the characteristic
polynomial of H(G1,G2, . . . ,Gk) was determined, using a result of Schwenk on coalescence of
two graphs. We thank Professor Kirkland who brought the paper of Schwenk [7] to our attention.
Let us recall the coalescence of rooted graphs G and H . The coalescence G ◦ H of G and H is
the graph obtained by identifying the root vertices of G and H .
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Fig. 2. A generalized Bethe tree of k levels βk = H(P1, βk−1, βk−1, βk−1), where H is the star of order 4.
In this paper we use a new method to determine the characteristic polynomial of the adjacency
matrix of H(G1,G2, . . . ,Gk). In fact, in Lemma 1, we prove a general result on the determinants
of some special matrices. As a result of Lemma 1, we determine the characteristic polynomial
of the adjacency and Laplacian matrices of H(G1,G2, . . . ,Gk). As applications of our results,
we also determine the spectra of adjacency and Laplacian matrices of some graphs and balanced
trees.
We are concerned with the problem of determining the characteristic polynomials of adja-
cency and Laplacian matrices of H(G1,G2, . . . ,Gk) in terms of the characteristic polynomials
of H and Gi , i = 1, 2, . . . , k. To this end we shall use a suitable labelling of the vertices of
H(G1,G2, . . . ,Gk) in order to find the adjacency matrix of the graph and then by implementing
our method the characteristic polynomial of the matrix is determined.
Recall that a tree is a connected acyclic graph. In a tree, any vertex can be chosen as the root
vertex. The level of a vertex on a tree is one more than its distance from the root vertex. Suppose T
is an unweighted rooted tree such that its vertices at the same level have equal degrees. We agree
that the root vertex is at level 1 and that T has k levels. In [6], Rojo and Robbiano, called such a
tree generalized Bethe tree. They denoted the class of generalized Bethe trees of k levels by Bk .
Let H be the star graph of order n + 1, P1 be the graph of order 1 and βk−1 be the generalized
Bethe tree of k − 1 levels. By our notation K = H(P1, βk−1, . . . , βk−1) is a generalized Bethe
tree of k levels, βk . Therefore the class of generalized Bethe trees of k levels lies in the class
defined above. In [5], Rojo and Soto obtained the characteristic polynomials and the spectrum of
adjacency and Laplacian matrices of this class of trees. A generalized Bethe tree of k levels is
shown in Fig. 2. As a corollary of our results we give a simple proof of the result of Rojo and
Soto.
2. Main results
LetK :=H(G1,G2, . . . ,Gk) be the graph defined above. In this section we determine the char-
acteristic polynomial ofK . Now supposeni is the number of vertices ofGi . We label the vertices of
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K so that the vertices ofG1 have consecutive labels from 1 ton1 such thatx1 has label 1, the vertices
of G2 have consecutive labels from n1 + 1 to n1 + n2 such that x2 has label n1 + 1, . . ., and finally
the vertices of Gk have consecutive labels from n1 + n2 + · · · + nk−1 + 1 to n1 + n2 + · · · + nk
such that xk has label n1 + n2 + · · · + nk−1 + 1. Let Eni,nj be an ni × nj matrix whose (1, 1)
entry is 1 and the other entries are zero if the vertex with label n1 + n2 + · · · + ni + 1 (vertex xi
of graph Gi) is adjacent to vertex with label n1 + n2 + · · · + nj + 1 (vertex xj of graph Gj ) in
the graph H . Otherwise Eni,nj is the zero matrix. If Ani is the adjacency matrix of the graph Gi ,
i = 1, 2, . . . , k, then the adjacency matrix of K is
A(K) =
⎡⎢⎢⎢⎢⎢⎣
An1 En1,n2 En1,n3 · · · En1,nk
En2,n1 An2 En2,n3 · · · En2,nk
En3,n1 En3,n2 An3 · · · En3,nk
...
...
...
.
.
.
...
Enk,n1 Enk,n2 Enk,n3 · · · Ank
⎤⎥⎥⎥⎥⎥⎦ . (1)
Let Bni = λIni − Ani , where λ is an indeterminant variable and Ini is the identity ni × ni matrix.
Then the characteristic polynomial of K is
PK(λ) = det(λI − A(K)) =
∣∣∣∣∣∣∣∣∣∣∣
Bn1 −En1,n2 −En1,n3 · · · −En1,nk−En2,n1 Bn2 −En2,n3 · · · En2,nk−En3,n1 −En3,n2 Bn3 · · · −En3,nk
...
...
...
.
.
.
...
−Enk,n1 −Enk,n2 −Enk,n3 · · · Bnk
∣∣∣∣∣∣∣∣∣∣∣
. (2)
If Dni is the diagonal matrix of vertex degrees of Gi and Cni = λIni − (Dni − Ani ), then
QK(λ) = det(λI − L(K)) =
∣∣∣∣∣∣∣∣∣∣∣
Cn1 En1,n2 En1,n3 · · · En1,nk
En2,n1 Cn2 En2,n3 · · · En2,nk
En3,n1 En3,n2 Cn3 · · · En3,nk
...
...
...
.
.
.
...
Enk,n1 Enk,n2 Enk,n3 · · · Cnk
∣∣∣∣∣∣∣∣∣∣∣
.
To compute the characteristic polynomial of K , we prove the following lemma, which is also true
for square matrices. Throughout this Lemma A denotes the matrix obtained by deletion of the
first row and the first column of the matrix A and A :=[1] if A = [a1,1].
Lemma 1. Let An1 , An2 , . . . , Ank be square matrices. If
X =
⎡⎢⎢⎢⎢⎢⎣
An1 En1,n2 En1,n3 · · · En1,nk
En2,n1 An2 En2,n3 · · · En2,nk
En3,n1 En3,n2 An3 · · · En3,nk
...
...
...
.
.
.
...
Enk,n1 Enk,n2 Enk,n3 · · · Ank
⎤⎥⎥⎥⎥⎥⎦ ,
then
det(X) =
∣∣∣∣∣∣∣∣∣∣∣
|An1 | α12 α13 · · · α1k
α21 |An2 | α23 · · · α2k
α31 α32 |An3 | · · · α3k
...
...
...
.
.
.
...
αk1 αk2 αk3 · · · |Ank |
∣∣∣∣∣∣∣∣∣∣∣
,
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where αij =
{|Ani | if Eni ,nj /= 0,
0 if Eni ,nj = 0.
Proof. We prove the Lemma by induction on k. Suppose that the Lemma is true for all positive
integers which are smaller than k. Let mi = n1 + n2 + · · · + ni , A′ij denote the cofactor of (i, j)th
entry of A, Aj denote the matrix obtained by deletion j th column of A and Aij denote the matrix
obtained by deletion of ith row and j th column of A. If An1 = [aij ] and
δij =
{
1 if aij /= 0,
0 if aij = 0,
then by expanding det(X) with respect to the first row of X we have
det(X) =
n1∑
r=1
a1rX
′
1r +
k∑
r=2
δ1,mr−1+1X′1,mr−1+1. (3)
By definition of the matrix X and induction hypothesis, for 1  r  n1, we have
X′1r =(−1)1+r
∣∣∣∣∣∣∣∣∣∣∣
(An1)1r 0 0 · · · 0
(En2,n1)r An2 En2,n3 · · · En2,nk
(En3,n1)r En3,n2 An3 · · · En3,nk
...
...
...
.
.
.
(Enk,n1)r Enk,n2 Enk,n3 · · · Ank
∣∣∣∣∣∣∣∣∣∣∣
=(An1)′1r
∣∣∣∣∣∣∣∣∣
An2 En2,n3 · · · En2,nk
En3,n2 An3 · · · En3,nk
...
...
.
.
.
Enk,n2 Enk,n3 · · · Ank
∣∣∣∣∣∣∣∣∣
=(An1)′1r
∣∣∣∣∣∣∣∣∣
|An2 | α23 α24 · · · α2k
α32 |An3 | α34 · · · α3k
...
...
...
.
.
.
...
αk2 αk3 αk4 · · · |Ank |
∣∣∣∣∣∣∣∣∣
=(An1)′1rF, (4)
where F = [fr,t ] is the square matrix of order k − 1 such that
fr,t =
{|Anr+1 | if r = t,
αr+1,t+1 if r /= t.
Now let 2  i  k and let Ân1 be the matrix obtained by deletion of the first row of An1 . Then
we have
(−1)mi−1+2X′1,mi−1+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ân1 0 0 · · · 0 · · · 0
En2,n1 An2 En2,n3 · · · 0 · · · En2,nk
...
...
...
...
...
...
...
Eni ,n1 Eni,n2 Eni,n3 · · · (Ani )1 · · · Enj ,nk
...
...
...
...
...
...
...
Enk,n1 Enk,n2 Enk,n3 · · · 0 · · · Enk,nk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Let I be the first column of Ân1 , J be the first row of (Anj )1, and let Ecmn denote the first column
of Emn and Ermn denote the first row of Emn. Then by replacing mi−1 + 1th column by the first
column, we have
(−1)mi−1+2X′1,mi−1+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
I An1 0 · · · 0 0 · · · 0
Ecn2,n1 0 An2 · · · 0 E2,ni+1 · · · En2,nk
...
...
...
...
...
...
...
...
Ecni ,n1 0 E
r
ni,n2 · · · J Erni ,ni+1 · · · Erni,nk
0 0 0 · · · Ani 0 · · · 0
Ecni+1,n1 0 Eni+1,n2 · · · 0 Eni+1,ni+1 · · · Eni+1,nk
...
...
...
...
...
...
.
.
.
...
Ecnk,n1 0 Enk,n2 · · · 0 Enk,ni+1 · · · Enk,nk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=(−1)mi−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
An1 0 · · · I 0 0 · · · 0
0 An2 · · · Ecn2,n1 0 E2,ni+1 · · · En2,nk
...
...
...
...
...
...
...
...
0 Erni,n2 · · · (Eni,n1)1,1 J Erni ,ni+1 · · · Erni,nk
0 0 0 · · · Ani 0 · · · 0
0 Eni+1,n2 · · · Ecni+1,n1 0 Eni+1,ni+1 · · · Eni+1,nk
...
...
...
...
...
...
.
.
.
...
0 Enk,n2 · · · Ecnk,n1 0 Enk,ni+1 · · · Enk,nk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=(−1)mi−1 |An1 ||Ani |
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
An2 · · · Ecn2,n1 En2,ni+1 · · · En2,nk
En3,n2 · · · Ecn3,n1 En3,ni+1 · · · En3,nk
...
...
...
...
...
...
Erni ,n2 · · · (Eni,n1)1,1 Erni,ni+1 · · · Erni,nk
Eni+1,n2 · · · Ecni+1,n1 Eni+1,ni+1 · · · Eni+1,nk
...
...
...
...
.
.
.
...
Enk,n2 · · · Ecnk,n1 Enk,ni+1 · · · Enk,nk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Therefore by induction hypothesis,
X′1,mi−1+1 = |An1 |
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
|An2 | α23 · · · α2,i−1 α21 α2,i+1 · · · α2k
...
...
...
...
...
...
...
...
αi−1,2 αi−1,3 · · · |Ani−1 | αi−1,1 αi−1,i+1 · · · αi−1,k
αi,2 αi,3 · · · αi,i−1 αi,1 αi,i+1 · · · αi,k
αi+1,2 αi+1,3 · · · αi+1,i−1 αi+1,1 |Ani+1 | · · · αi+1,k
...
...
...
...
...
...
.
.
.
...
αk,2 αk,3 · · · αk,i−1 αk,1 αk,i+1 · · · |Ank |
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Thus if for 2  i  k, Hi = [βr,t ] is a square matrix of order k − 1 such that for t < i
βr,t =
{|Anr+1 | if r = t + 1 and t /= 1,
αr+1,t Otherwise.
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For t  i,
βr,t =
{
|Anr+1 | if r = t,
αr+1,t+1 Otherwise.
Then by replacing the first column by ith column in X′1,mi−1+1 we have
X′1,mi−1+1 = (−1)i−1|An1 ||Hi |. (5)
Thus by (3), (4), and (5) we have
det(X) = |F |
n1∑
r=1
a1r (An1)
′
1r + |An1 |
k∑
r=2
δ1,mr−1+1(−1)i−1|Hr |
= |An1 ||F | +
k∑
i=2
(−1)i−1α1,r |Hr |
=
∣∣∣∣∣∣∣∣∣∣∣
|An1 | α12 α13 · · · α1k
α21 |An2 | α23 · · · α2k
α31 α32 |An3 | · · · α3k
...
...
...
.
.
.
...
αk1 αk2 αk3 · · · |Ank |
∣∣∣∣∣∣∣∣∣∣∣
.
In the last equation, the expansion of the determinant is considered with respect to the first row
from left to right. This completes the proof. 
Suppose that G1,G2, . . . ,Gk are simple graphs and for i = 1, 2, . . . , k, choose a vertex xi
of Gi . Let H be a simple graph with vertex set {x1, . . . , xk} and put K = H(G1, . . . ,Gk).
Let G′i be the induced graph obtained by deleting the vertex xi from Gi , i = 1, 2, . . . , k. The
following Theorem shows that the characteristic polynomial of A(K) can be computed as the
determinant of a matrix whose diagonal entries are PGi (λ), i = 1, . . . , k, and the (i, j)th entries
are PG′i (λ)A(H)ij . In fact PG′i (λ) is the determinant of the matrix obtained by deletion of the first
row and column of λI − A(G). In the following Theorem QG(λ) denotes the determinant of the
matrix obtained by deletion of first row and column of λI − L(G).
Theorem 1. Let H and G1,G2, . . . ,Gk , j = 1, 2, . . . , k, be simple graphs. If K =
H(G1,G2, . . . ,Gk) then PK(λ) = (−1)kdet(M), where
Mij =
⎧⎨⎩
−PGi (λ) if i = j,
PG′i (λ) if i /= j and A(H)ij = 1,
0 if i /= j and A(H)ij = 0,
and QK(λ) = det(N), where
Nij =
⎧⎨⎩
QGi (λ) if i = j,
QGi (λ) if i /= j and A(H)ij = 1,
0 if i /= j and A(H)ij = 0.
Proof. The proof is straightforward by applying (1), (2) and Lemma 1. 
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Now suppose that all of the graphs G1,G2, . . . ,Gk are equal graphs. Then the characteristic
polynomial of K = H(G1,G2, . . . ,Gk) in Theorem 1 has a simple form. This result generalizes
the result of Gutman mentioned in the introduction.
Corollary 1. Let H and G be simple graphs and K = H(G,G, . . . ,G︸ ︷︷ ︸
k
), then
(a) PK(λ) = (−PG(λ))kPH
(
− PG(λ)
PG′ (λ)
)
.
(b) QK(λ) = (QG(λ))kQH
(
QG(λ)
QG(λ)
)
.
Proof. (a) If the graphs G1,G2, . . . ,Gk are equal to a graph G, then by Theorem 1 the charac-
teristic polynomial of K is
PH (λ) = (−1)k
∣∣∣∣∣∣∣∣∣
−PG(λ) PG′(λ) · · · PG′(λ)
PG′(λ) −PG(λ) · · · PG′(λ)
...
...
.
.
.
PG′(λ) PG′(λ) · · · −PG(λ)
∣∣∣∣∣∣∣∣∣
= (−PG′(λ))k
∣∣∣∣∣∣∣∣∣∣∣
− PG(λ)
PG′ (λ)
1 · · · 1
1 − PG(λ)
PG′ (λ)
· · · 1
...
...
.
.
.
1 1 · · · − PG(λ)
PG′ (λ)
∣∣∣∣∣∣∣∣∣∣∣
,
where G′ is the induced graph obtained by deleting vertex xi from G, for some i. The last determi-
nant of the above equation is obtained by replacing λ on the principal diagonal of det(λI − A(H))
by − PG(λ)
PG′ (λ)
. So
PG(λ) = (−PG′(λ))kPH
(
− PG(λ)
PG′(λ)
)
.
The proof of (b) is similar. 
We need the following result which can be proved by an easy induction.
Lemma 2. If x and y are arbitrary variables, then we have∣∣∣∣∣∣∣∣∣∣∣
y 1 1 . . . 1
1 x 0 . . . 0
1 0 x . . . 0
...
...
...
.
.
.
...
1 0 0 · · · x
∣∣∣∣∣∣∣∣∣∣∣
n×n
= xn−1(xy − n).
Recall that the eccentricity e(u) of a vertex u is the largest distance from u to any other vertex
of the graph. The radius of the graph G is the minimum value of e(u) for any vertex u. A vertex
is a central point if its eccentricity equals the radius of the graph.
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Fig. 3. The graph H(G1, . . . ,Gk), where G1 = · · · = Gk are star graphs of the same order k and H is the path of order k.
Corollary 1 can be used to calculate the spectrum of various simple graphs. In particular if
we have the characteristic polynomials of the graphs Gi , i = 1, 2, . . . , k, and the spectrum of H ,
then we can compute the spectra of H(G1,G2, . . . ,Gk).
Example 1. Suppose that G1 = G2 = · · · = Gk are all star graphs of the same order n + 1, and
H is the path of order k. Then K = H(G1,G2, . . . ,Gk) is a tree as shown in Fig. 3. If the central
vertex in Gi has the first label, for i = 1, 2, . . . , k, then PGi (λ) = λn−1(λ2 − n) and PG′i (λ) = λn.
By Corollary 1
PK(λ) = (−λn)kPH
(
−λ
n−1(λ2 − n)
λn
)
.
The spectra of A(H) are λi = 2 cos
(
i π
k+1
)
, i = 1, 2, 3, . . . , k. Thus PK(λ) = 0 implies λ = 0
or λ2 − λλi − n = 0. So spectra of A(K) are 0 with multiplicity k(n − 2) and λi±
√
λ2i +4n
2 with
multiplicity 1 for i = 1, 2, . . . , k.
On the other hand QGi (λ) = (λ − 1)n−1(λ2 − (n + 1)λ) (using Lemma 2), QGi (λ) = (λ −
1)n and the spectra of L(H) are μi = 2 + 2 cos
(
iπ
k
)
, for i = 1, 2, 3, . . . , k (see for example [3]).
By Corollary 1
QK(λ) = (λ − 1)knQH
(
(λ − 1)n−1(λ2 − (n + 1)λ)
(λ − 1)n
)
.
So QK(λ) = 0 implies that λ = 1 or λ2 − (n + μi + 1)λ + μi) = 0. Hence the spectra of L(K)
are 1 with multiplicity k(n − 2) and n+μi+1±
√
(n+μi+1)2−4μi
2 with multiplicity 1 for
i = 1, 2, . . . , k.
3. Spectra of some balanced trees
In this section we give a simple proof of the result of Rojo and Soto [5], by applying our methods
given in Section 2. Recall that an unweighted rooted tree T such that its vertices at the same level
have equal degree is called a generalized Bethe tree. A generalized Bethe tree is a special case
of our definition. Let H be the star graph of order n + 1, P1 be the graph of order 1 and βk−1
be the generalized Bethe tree of k − 1 levels. By our notation K = H(P1, βk−1, . . . , βk−1) is a
generalized Bethe tree of k levels.
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Now let βk be generalized Bethe tree. Denote by dk−j+1 the degree of vertices on level j , for
j = 1, 2, . . . , k. Put
ej =
{
dj if j = k,
dj − 1 if j /= k.
Therefore if nk−j+1 denotes the number of vertices on level j , j = 1, 2, . . . , k − 1, then nk−j =
(dk−j+1 − 1)nk−j+1 and nk = 1.
Lemma 3. Let βk be a generalized Bethe tree of level k, P1 be the graph of order 1 and H be the
star graph of order n + 1. If in K = H(P1, βk, βk, . . . , βk) the graph P1 is on central vertex of
H, then K is a generalized Bethe tree of level k + 1 and
PK(λ) = P ek+1−1βk (λ)(λPβk (λ) − ek+1P
ek
βk−1(λ)).
Proof. By definition of H(P1, βk, βk, . . . , βk), we have K = βk+1 such that root vertex has
degree n and vertices in level 2 have degree dk + 1. The induced graph β ′k obtained by deleting
root vertex of βk contains ek disjoint copies of βk−1, thus Pβ ′k (λ) = P
ek
βk−1(λ). By Theorem 1 and
Lemma 2
Pβk+1(λ) = (−1)ek+1+1
∣∣∣∣∣∣∣∣∣∣∣
−λ 1 1 · · · 1
P
ek
βk−1(λ) −Pβk (λ) 0 · · · 0
P
ek
βk−1(λ) 0 −Pβk (λ) · · · 0
...
...
...
.
.
.
...
P
ek
βk−1(λ) 0 0 . . . −Pβk (λ)
∣∣∣∣∣∣∣∣∣∣∣
,
= (−1)ek+1+1P ekβk−1(λ)
∣∣∣∣∣∣∣∣∣∣∣∣
− λ
P
ek
βk−1 (λ)
1 1 · · · 1
1 −Pβk (λ) 0 · · · 0
1 0 −Pβk (λ) · · · 0
...
...
...
.
.
.
...
1 0 0 . . . −Pβk (λ)
∣∣∣∣∣∣∣∣∣∣∣∣
,
= (−1)ek+1+1P ekβk−1(λ)
(
−λ
P
ek
βk−1(λ)
(−Pβk (λ))ek+1 − ek+1(−Pβk (λ))ek+1−1
)
= P ek+1−1βk (λ)
(
λPβk (λ) − ek+1P ekβk−1(λ)
)
.
Thus the Lemma is proved. 
Suppose that  = {1, 2, 3, . . . , k − 1} and nk−j+1 is the number of vertices on level j of
βk . Since nj+1  nj , if i ∈ −  then nj+1 = nj and 1 = nk < nk−1. Put  = {j ∈  : nj >
nj+1} ∪ {k}. In the following Theorem we find the characteristic polynomial and eigenvalues of
adjacency matrix of βk as roots of simple recessive polynomials.
Theorem 2. Let P0(λ) = 1, P1(λ) = λ and
Pj (λ) = λPj−1(λ) − ejPj−2(λ) for j = 2, 3, . . . , k.
Then (a) Pβk (λ) = Pk
∏k−1
j=1 P
nj−nj+1
j and (b) σ (A(βk)) =
⋃
j∈{λ ∈ R : Pj (λ) = 0}.
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Proof. We prove (a) by induction on k. Suppose that (a) is true for all positive integers which are
smaller than k. By Lemma 3,
Pβk (λ) = (Pβk−1(λ))ek−1
(
λPβk−1(λ) − ekP ek−1βk−2 (λ)
)
.
Now βk−1 is obtained by deletion of the root vertex of βk . Thus βk−1 has k − 1 levels and βk−2
has k − 2 levels. We denote by rk−j the number of vertices in level j , for j = 1, 2, . . . , k − 1, in
βk−1, and denote by mk−j−1 the number of vertices in level j , for j = 1, 2, . . . , k − 2, in βk−2.
Therefore
rj − rj+1 = ek−1ek−2 · · · ej+2(ej+1 − 1) for j = 1, 2, . . . , k − 2,
mj − mj+1 = ek−2ek−3 · · · ej+2(ej+1 − 1) for j = 1, 2, . . . , k − 3.
If nk−j+1 denotes the number of vertices in level j , for j = 1, 2, . . . , k in the graph βk , then
nj − nj+1 = ek(rj − rj+1) for j = 1, 2, . . . , k − 2.
Therefore by induction hypothesis we have
Pβk (λ) =
⎛⎝Pk−1 k−2∏
j=1
P
rj−rj+1
j
⎞⎠ek−1⎛⎝λPk−1 k−2∏
j=1
P
rj−rj+1
j − ek(Pk−2
k−3∏
j=1
P
mj−mj+1
j )
ek−1
⎞⎠
= P ek−1k−1
k−2∏
j=1
P
(rj−rj+1)(ek−1)
j
⎛⎝λPk−1 k−2∏
j=1
P
rj−rj+1
j −
ek
(
P
ek−1
k−2 P
ek−1(ek−2−1)
k−3 P
ek−1ek−2(ek−3−1)
k−4 . . . P
ek−1ek−2···e3(e2−1)
1
))
=
⎛⎝P ek−1k−1 k−2∏
j=1
P
(rj−rj+1)(ek−1)
j
⎞⎠×
(
P
ek−2
k−2 P
ek−1(ek−2−1)
k−3 P
ek−1ek−2(ek−3−1)
k−4 . . . P
ek−1ek−2···e3(e2−1)
1
)
(λPk−1 − ekPk−2)
=
⎛⎝P ek−1k−1 k−2∏
j=1
P
(rj−rj+1)(ek−1)
j
⎞⎠⎛⎝k−2∏
j=1
P
(rj−rj+1)
j
⎞⎠ (λPk−1 − ekPk−2)
=
⎛⎝P ek−1k−1 k−2∏
j=1
P
(rj−rj+1)ek
j
⎞⎠Pk
= Pk
k−1∏
j=1
P
nj−nj+1
j .
This proves (a). We can prove (b) by applying (a). 
Similarly we can compute the Laplacian polynomial of a generalized Behte tree βk by calcu-
lating the determinant of L(βk) using Theorem 1 and Lemma 2.
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Theorem 3. Let βk be a generalized Bethe tree of k level. Let Q0(λ) = 1, Q1(λ) = λ − 1 and
Qj(λ) = (λ − dj )Qj−1(λ) − ejQj−2(λ), j = 2, 3, . . . , k.
Then (a) Qβk (λ) = Qk
∏k−1
j=1 Q
nj−nj+1
j and (b) σ (L(βk)) =
⋃
j∈{λ ∈ R|Pj (λ) = 0}.
Proof. (a) We prove the result by induction on k. Suppose that the result is true for all positive
integers which are smaller than k. Let βk−1 be a generalized Bethe tree of k − 1 level, P1 be the
graph of order 1 and H be the star graph of order n + 1. Then βk = H(P1, βk−1, βk−1, . . . , βk−1).
As usual we assume that dk+j−1 denotes the vertex degree of level j in βk . Now suppose that for
1  i  k − 1, Li denotes the Laplacian matrix of the graph βi such that (1, 1) entry is replaced
by λ − dk−1 (one less than λ − ek−1). If the number of vertices of βk−1 is t , then the Laplacian
matrix of βk is given by
λI − L(βk) =
⎡⎢⎢⎢⎢⎢⎣
λ − ek E1,t E1,t · · · E1,t
Et,1 Lk−1 0 · · · 0
Et,1 0 Lk−1 · · · 0
...
...
...
.
.
.
...
Et,1 0 0 · · · Lk−1
⎤⎥⎥⎥⎥⎥⎦ .
By induction hypothesis and using the notation of Theorem 2,
det(Lk−1) = Qk−1
k−2∏
j=1
Q
rj−rj+1
j and det(Lk−2) = Qk−2
k−3∏
j=1
Q
mj−mj+1
j .
Thus by Theorem 1 we have
Qβk(λ) = det(λI − L(βk))
=
∣∣∣∣∣∣∣∣∣∣∣
λ − ek 1 1 · · · 1
|Lk−2|ek−1 |Lk−1| 0 · · · 0
|Lk−2|ek−1 0 |Lk−1| · · · 0
...
...
...
.
.
.
...
|Lk−2|ek−1 0 0 · · · |Lk−1|
∣∣∣∣∣∣∣∣∣∣∣
= |Lk−2|ek−1
∣∣∣∣∣∣∣∣∣∣∣
λ−ek
|Lk−2|ek−1 1 1 · · · 1
1 |Lk−1| 0 · · · 0
1 0 |Lk−1| · · · 0
...
...
...
.
.
.
...
1 0 0 · · · |Lk−1|
∣∣∣∣∣∣∣∣∣∣∣
= |Lk−1|ek−1
(
(λ − ek)|Lk−1| − ek|Lk−2|ek−1
)
=
⎛⎝Qk−1 k−2∏
j=1
Q
rj−rj+1
j
⎞⎠ek−1
⎛⎝(λ − ek)Qk−1 k−2∏
j=1
Q
rj−rj+1
j − ek
⎛⎝Qk−2 k−3∏
j=1
Q
mj−mj+1
j
⎞⎠ek−1⎞⎠
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= Qek−1k−1
k−2∏
j=1
Q
(rj−rj+1)(ek−1)
j
⎛⎝k−2∏
j=1
Q
rj−rj+1
j
⎞⎠ ((λ − ek)Qk−1 − ekQk−2)
=
⎛⎝Qek−1k−1 k−2∏
j=1
Q
(rj−rj+1)ek
j
⎞⎠Qk
= Qk
k−1∏
j=1
Q
nj−nj+1
j .
This proves (a). By applying (a) the proof of (b) is easy. 
Example 2. Let T be a tree of type B5 as shown in Fig. 4. For this tree we have e1 = 0, e2 =
3, e3 = 2, e4 = 1, e5 = 2 and n1 = 12, n2 = 4, n3 = 2, n4 = 2, n5 = 1. So P0(λ) = 1, P1(λ) =
λ, P2(λ) = λP1 − 3P0 = λ2 − 3, P3(λ) = λP2 − 2P1 = λ3 − 5λ, P4(λ) = λP3 − P2 = λ4 −
6λ2 + 3, and P5(λ) = λP4 − 2P3 = λ5 − 8λ3 + 13λ. Therefore
PT (λ) = P5
4∏
j=1
P
nj−nj+1
j (λ)
= λ8(λ2 − 3)2(λ3 − 5λ)0(λ4 − 6λ2 + 3)1(λ5 − 8λ3 + 13λ)1
= λ9(λ2 − 3)2(λ4 − 6λ2 + 3)(λ4 − 8λ2 + 13).
Thus the spectrum of A(T ) is
{
0,±√2,±√5,±
√
4 ± √3
}
. To compute Laplacian polynomial
and spectra of T we have
Q0(λ) = 1,
Q1(λ) = λ − 1,
Fig. 4. The graph of Example 2.
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Q2(λ) = (λ − 4)Q1 − 3Q0 = λ2 − 5λ + 1,
Q3(λ) = (λ − 3)Q2 − 2Q1 = λ3 − 8λ + 14λ − 1,
Q4(λ) = (λ − 2)Q3 − Q2 = λ4 − 10λ3 + 29λ2 + 24λ + 1,
Q5(λ) = (λ − 2)Q4 − 2Q3 = λ5 − 12λ4 + 47λ3 − 66λ2 + 21λ.
Therefore
QT (λ) = Q5
4∏
j=1
Q
nj−nj+1
j (λ) = Q81Q22Q4Q5.
So the spectrum of L(T ) is{
0, .0439, .2087, .2087, .4423, 1, 1.3320, 2.3227, 3.0797, 3.6772, 4.7912, 4.7912, 5.5442, 5.5576
}
.
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