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1 Einleitung
1.1 Einführung und Motivation
Das alltägliche Leben wird immer stärker von portablen elektronischen Kleinst-
geräten begleitet. So besitzt inzwischen fast jeder Mensch, oft schon ab dem
Grundschulalter, ein digitales Mobiltelefon. Hinzu kommen PDAs (Personal
Digital Assistants) und Navigationssysteme, sowie Handheld-Spielekonsolen.
Getrieben von der stetigen Weiterentwicklung der Fertigungsprozesse integrier-
ter Schaltungen steigt nicht nur die Leistung dieser Geräte an, sondern auch
deren Funktionsumfang. Dabei spielt die Kommunikationstechnik eine beson-
dere Rolle, da inzwischen fast jedes Gerät in der Lage sein muss, auf vielfältige
Weise Daten zu empfangen oder zu senden. Als Beispiel sei hier das Mobiltelefon
aufgeführt, welches heute häufig eine Reihe schnurloser Verbindungsstandards
(UMTS, GSM, Bluetooth, WLAN, GPS) beherrscht und dabei nicht mehr nur
als Mobiltelefon, sondern auch als PDA, mobiles Navigationsgerät, Musikplayer,
Fotoapparat, Minicomputer und UKW-Radioempfänger dient.
Der UKW-FM-Radiostandard ist einer der ältesten Funkstandards. Die ers-
te FM-Radioübertragung fand im Jahr 1925 statt. In den 60er Jahren ist das
ursprünglich monophone Radiosystem dann zu einem stereophonen System er-
weitert worden und in den 90er Jahren kam das Radio Daten System (RDS)
zur Übertragung weiterer Serviceinformationen hinzu. Dementsprechend ist in-
zwischen jeder Haushalt mit mindestens einem FM-Radioempfangsgerät aus-
gestattet. Allerdings liegt Musik heutzutage immer häufiger in digitaler Form
als MP3-Datei vor, z. B. auf einem Mobiltelefon als mobilem Medienplayer. Als
Folge fehlt oftmals eine Schnittstelle zwischen dem Mobiltelefon als Musikplayer
und dem klassischen Radio als Wiedergabegerät (Schallwandler). Diese Lücke
gilt es zu schließen, um bestehende Wiedergabegeräte weiterhin mit neuen Mu-
sikplayern nutzen zu können.
Das wesentliche Merkmal der Weiterentwicklung der Fertigungsprozesse inte-
grierter Schaltungen ist die kontinuierliche Verringerung der minimalen Struk-
turgröße. Diese hat inzwischen 45 nm erreicht und der nächste Technologiekno-
ten (32 nm) steht kurz vor der Einführung. Dabei wird zur Kostenreduktion eine
gemeinsame Fertigung von Analog- und Digitalteil auf einem Die, „System on
a Chip“(SoC), angestrebt. Für den Entwurf integrierter digitaler Schaltungen
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bringt diese Entwicklung eine Reihe von Vorteilen mit sich. Die maximal mög-
liche Taktrate und somit die Rechenleistung steigen, während die Versorgungs-
spannung, der Flächenbedarf und die Leistungsaufnahme bei gleichbleibender
Taktrate sinken.
Für den Entwurf integrierter Analogschaltungen bedeuten die Fortschritte in
Fertigungstechnik neue Herausforderungen, da die Weiterentwicklung sehr stark
von der Entwicklung digitaler Schaltungen getriebenen wird und die Herstel-
lungsprozesse für diese optimiert werden. Die sinkende Versorgungsspannung
hat einen geringeren verfügbaren analogen Spannungshub zur Folge. Es steigen
nicht nur der Einfluss der Fertigungsschwankungen und das Rauschen, sondern
auch die Rauschsensitivität. Weiterhin bietet die Verkleinerung der minimalen
Strukturbreite für analoge Schaltungen keine oder nur geringe Flächenvorteile,
da diese kaum mit der minimalen Strukturgröße skalieren. Daher ist es wün-
schenswert immer mehr analoge Schaltungsteile durch digitale zu ersetzen, um
von der zukünftigen Prozessentwicklung zu profitieren.
1.2 Zielsetzung
Ziel dieser Arbeit ist daher die Implementierung eines FM-Radiotransmitters
zur „System on a Chip“ Integration im Nanometerbereich. Diese Co-Integrati-
on mit weiteren Schaltungsteilen und Signalverarbeitungsprozessoren, z. B. in
einem Mobilfunkchip für Mobiltelefone, ermöglicht es diesen, die auf ihnen ge-
speicherten digitalen Medien auf existierenden analogen Radioempfängern wie-
derzugeben, indem sie als FM-Radiosender fungieren. Die Unterstützung des
RDS-Standards ermöglicht es dabei, zusätzliche Informationen wie etwa den
Titel oder den Künstlernamen zu übertragen.
Die Implementierung des Senders soll auf der Basis einer modernen digita-
len Phasenregelschleife (Phase Locked Loop – PLL) erfolgen, welche erst durch
die Fortschritte der CMOS-Integration konkurrenzfähig zur klassischen Mixed-
Signal PLL wird. Das Konzept der digitalen PLL verzichtet, bis auf den hier
digital gesteuerten Oszillator (Digitally Controlled Oscillator – DCO), auf alle
analogen Komponenten. Damit eignet sich die digitale PLL besonders für die
angestrebte Integration mit anderen Schaltungsblöcken und für die Fertigung in
für digitale Schaltungen optimierten Herstellungsprozessen. Durch die Nutzung
einer Hardwarebeschreibungssprache zur Schaltungssynthese ist eine schnelle
Anpassbarkeit und Übertragung in andere Herstellungsprozesse gewährleistet.
Zur Realisierung eines Testchips steht für diese Arbeit eine gebräuchliche 90 nm
CMOS-Technologie zur Verfügung. Hinsichtlich des angestrebten Einsatzes in
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mobilen Geräten stellt eine möglichst geringe Leistungsaufnahme („Low-Power“)
einen wesentlichen Entwurfsaspekt dar. Die nominelle Versorgungsspannung der
genutzten 90 nm Technologie beträgt 1V. Zur weiteren Reduktion der Leis-
tungsaufnahme soll der in Mobiltelefonen vorhandene 32 kHz Quarz an Stelle
des sonst üblichen 13MHz oder 26MHz Quarzes als Referenzquarz der PLL
genutzt werden.
Aus der angestrebten niedrigen Referenzfrequenz ergibt sich eine geringe Band-
breite des Schleifenfiltes. Die Realisierung einer Mixed-Signal PLL würde die
Implementierung großer Kapazitäten für das analogen Schleifenfilter erfordern.
Eine kostengünstige Integration dieser Kapazitäten ist aufgrund des hohen Flä-
chenbedarfs nicht möglich. Für eine digitale PLL hingegen kann das flächenin-
tensive Schleifenfilter und der zugehörige Schleifenfilterabgleich entfallen. Zur
weiteren Kostenreduktion soll auf alle externen Komponenten verzichtet wer-
den. Diese umfassen im Besonderen die in diesem Frequenzbereich gebräuchli-
chen externen Spulen des Oszillators.
Die vorgestellte Arbeit umfasst neben dem „full-custom“ Entwurf der analogen
und mixed-signal Komponenten (Simulation und Layout) auch die Hochspra-
chenbeschreibung und Synthese des Digitalteils der PLL. Zur Verifikation der
Simulationsergebnisse wird ein Testchip gefertigt und dieser auf einer Testpla-
tine vermessen.
1.3 Aufbau der Arbeit
Zentraler Bestandteil dieser Arbeit ist die Entwicklung eines FM-Radiosenders,
welcher auf der Basis einer vollständig digitalen PLL implementiert wird. Hier-
zu wird zunächst in Kapitel 2 der UKW-Radiostandard einschließlich des RDS-
Standards vorgestellt. Im Anschluss wird der Aufbau einer klassischen Mixed-
Signal PLL beschrieben, um darauf aufbauend die Unterschiede und im Be-
sonderen die Vorteile einer vollständig digitalen PLL aufzuzeigen. Dabei wird
auf den prinzipiellen Aufbau und die Funktion der einzelnen Komponenten ein-
gegangen. Darüber hinaus werden Konzepte zur Aufprägung einer Modulation
mit Hilfe der PLL auf das Oszillatorausgangssignal vorgestellt und verglichen.
Einen weiteren Schwerpunkt stellt die Einführung in die Grundlagen gesteuer-
ter Oszillatoren dar.
Im folgenden Kapitel 3 wird dann das Konzept des UKW-FM-Radiotransmitters
im Detail vorgestellt. Dabei wird ausführlich auf den Aufbau der zugrunde lie-
genden digitalen PLL eingegangen. Einen Schwerpunkt nimmt hier der Entwurf
des digital gesteuerten Oszillators ein, da dieser als einzige analoge Komponente
in der ansonsten digitalen Regelschleife verbleibt. Sofern Simulationsergebnis-
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se zur Entscheidungsfindung im Entwurfsprozess beitragen, z. B. bei der Wahl
der Oszillator- oder der TDC Architektur, werden diese ebenfalls aufgeführt.
Weiterhin werden Ausblicke auf eine mögliche weiterführende Entwicklung ein-
zelner Komponenten bereits bei der Beschreibung dieser präsentiert, um eine
umfassende und geschlossene Beschreibung zu gewährleisten.
Die Simulations- und Messergebnisse, ein Vergleich dieser Ergebnisse, sowie eine
Beschreibung der Simulationsmethodik und der Modellierung werden in Kapi-
tel 4 gegeben.
Eine Zusammenfassung der Arbeit und ein Ausblick in Hinblick auf die zukünfti-
ge Entwicklung der Herstellungsprozesse integrierter Schaltungen und mögliche
weitere Anwendungsgebiete der vorgestellten digitalen PLL schließt diese Ar-
beit in Kapitel 5 ab.
Ergänzende und vertiefende Informationen zu einzelnen Aspekten der Arbeit
finden sich im Anhang.
4
2 Grundlagen
2.1 Einleitung
Zu Beginn dieses Kapitels wird zunächst der UKW-Radiostandard inkl. des
RDS-Standards mit den wesentlichen Spezifikationen vorgestellt. In Kürze wird
weiterhin eine diskrete Umsetzung eines UKW-FM-Radiotransmitters mit RDS
Unterstützung präsentiert.
Zur Realisierung eines FM-Radiosenders wird anschließend die Frequenzsyn-
these mittels eines Phasenregelkreises beschrieben. Hierzu werden zunächst be-
kannte Phasenregelkonzepte vorgestellt, um darauf aufbauend die Entwicklung
einer vollständig-digitalen PLL zu motivieren. Ebenfalls werden zwei verschie-
dene Ansätze zur Umsetzung einer digitalen PLL vorgestellt und die Entschei-
dung für den in dieser Arbeit umgesetzten Ansatz gegeben.
Ein zentraler Bestandteil einer PLL ist der Oszillator als frequenzerzeugende
Komponente. Die Implementierung eines digital gesteuerten Oszillators stellt
einen wesentlichen Anteil dieser Arbeit dar, daher werden die zugehörigen Grund-
lagen ebenfalls in einem separaten Unterkapitel ausführlich erläutert.
Abschließend erfolgt eine kurze Vorstellung einiger Konzepte zur Aufprägung
einer Modulation. Diese sollen miteinander verglichen und ihre Vor- bzw. Nach-
teile aufgezeigt werden. Dabei wird auch verdeutlicht, wodurch sich das in dieser
Arbeit vorgestellte Konzept der digitalen PLL von bisherigen Verfahren unter-
scheidet.
2.2 UKW-Radiostandard
2.2.1 UKW-Radioübertragung
Das UKW-Radio gehört zu den ältesten elektrotechnischen Standards und stellt
das erste elektronische Massenmedium dar. Es war zunächst auf die Übertra-
gung monophoner Audiosignale beschränkt. Erst später wurde der Standard
erweitert, um eine Übertragung von stereophonen Signalen zu ermöglichen. Da-
bei galt es eine Abwärtskompatibilität zum älteren monophonen Standard zu
gewährleisten, um existierende monophone Empfänger weiterhin nutzen zu kön-
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nen. Um dies zu erreichen, wird die zusätzliche Information des stereophonen
Signals auf einen Unterträger gemischt. Das allgemeine Blockdiagramm eines
FM-Senders ist in Abbildung 2.1 dargestellt. Das Eingangsaudiosignal, beste-
Encoder
RDS
FM−
Modulator
Frequenz−
erzeugung
Daten
38 kHz
19 kHz57 kHz
links
rechts
Audio
Bandpass
Pilotton
Preemphasis
Abbildung 2.1: Blockdiagramm der FM-Basisbandsignalerzeugung.
hend aus einem linken und einem rechten Kanal, wird zunächst auf eine Band-
breite von 30Hz bis 15 kHz beschränkt. Anschließend folgt ein Präemphasefil-
ter zur linearen Vorverzerrung, bzw. Höhenanhebung, des Audiosignals. Durch
eine entsprechende Höhenabsenkung im Empfänger sollen frequenzabhängige
Störungen besser unterdrückt werden. Im europäischen Rundfunk ist ein Prä-
emphasefilter mit einer Laufzeit bzw. Grenzfrequenz von 50µs bzw. 3,2 kHz
üblich. In Nordamerika werden hingegen 75µs bzw. 2,2 kHz verwendet. Das
Monosignals wird als Summe aus dem linken und rechten Kanal gebildet. Zur
Erzeugung eines Stereosignals wird die Differenz aus dem linken und rechten
Kanal (links − rechts) gebildet und auf eine Unterträgerfrequenz von 38 kHz
gemischt. Im Empfänger können der linke und rechte Kanal durch Herunter-
mischen des Differenzsignals und nachfolgende Summen- bzw. Differenzbildung
zurückgewonnen werden
(links+ rechts) + (links− rechts) = 2 · links (2.1)
(links+ rechts)− (links− rechts) = 2 · rechts. (2.2)
Damit der Empfänger das stereophone Signal wieder erzeugen kann, ist zusätz-
lich die Übertragung eines Pilottons von 19 kHz erforderlich. Dieser zeigt zum
einen an, dass ein Stereosignal vorliegt und ermöglicht dem Empfänger durch
Frequenzverdoppelung des Pilottons einen phasengenauen Empfang des Diffe-
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renzsignals.
Zur Übertragung weiterer Information, wie etwa Sendername, Titel, Interpret
usw. wurde Anfang der neunziger Jahre das RDS-System eingeführt. Ebenfalls
in Verbindung mit RDS wurde das Autofahrer-Rundfunk-Informationssystem
(ARI) eingeführt, welches von Blaupunkt zusammen mit den ARD-Rundfunk-
anstalten entwickelt wurde und der räumlichen Zuordnung und Übermittlung
von Verkehrsnachrichten dient. Zur Übertragung wird das RDS-Signal in Phase
oder in Quadraturphase auf der dritten Harmonischen (57 kHz) des Pilottons,
welche als Unterträger dient, übertragen. Ein weiterer Dienst wird durch TMC
(Traffic Message Channel) auf der vierten Harmonischen des Pilottons bereit-
gestellt. Er wird von elektronischen Navigationssystemen verwendet und dient
der automatischen Umfahrung von Verkehrsstaus und Verkehrsbehinderungen.
In dieser Arbeit wird lediglich die RDS-Funktionalität weiter vorgestellt und
implementiert. Mit ihr soll die Übertragung von Sendernamen, Künstler- und
Titelinformationen ermöglicht werden. Das resultierende Basisbandspektrum
eines Stereo-UKW-FM-Transmitters mit RDS-Unterstützung ist in Abb. 2.2
dargestellt. Zur Erzeugung eines FM-Radiosignals ist weiterhin zu beachten,
Hz
30 5338
kHzkHz
23
kHz
15
kHz
signal
Differenz−PilottonAudio
Mono
kHz
57
RDS
f
Abbildung 2.2: Basisbandspektrum eines FM-Stereosignal mit RDS.
dass die Unterträgersignale (Differenzsignal und RDS) durch eine Amplituden-
modulation erzeugt werden. Das vollständige Basisbandsignal wird durch eine
Frequenzmodulation auf die Kanalfrequenz aufgeprägt, dabei wird von der Spe-
zifikation ein maximaler Frequenzhub (Frequenzabweichung von der Kanalmit-
tenfrequenz) von ±75 kHz vorgeschrieben. Hiervon entfallen ±6,75 kHz auf den
Pilotton. Für das RDS-Signal empfiehlt die Spezifikation eine Anhebung von
±2 kHz. In Bezug auf das Mono- bzw. Differenzsignal ist zu beachten, dass das
Differenzsignal mit zwei Seitenbändern vertreten ist, weshalb das Monosignal
doppelt gewichtet werden muss.
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2.2.2 RDS-Radiostandard
Der RDS-Standard ist in der DIN EN 62106 festgelegt [25]. Er wurde 1983 von
der Europäischen Rundfunkunion ausgearbeitet und ist 1987 endgültig verab-
schiedet worden.
Aufbau RDS-Sender
Der Aufbau eines RDS-Senders ist in Abb. 2.3 abgebildet. Die Datenrate ei-
Impulse−
umsetzer
Daten−
Quelle
:24
Biphasezeichengenerator
:2
2375 Hz1187,5 Hz Bittakt
Differenzkodierung
a) b) c) d)
Amplituden−
modulation
mit Träger−
unterdrückung FM−
Modulator
Frequenz−
erzeugung
57 kHz
e)
Formungsfilter
QD
√
cospiftd
4
td
2
Abbildung 2.3: Blockschaltbild eines RDS-Senders.
nes RDS-Systems beträgt 1187,5Bit/s. Der zugehörige Datentakt kann aus
der Unterträgerfrequenz durch Division durch 48 (= 2 · 24) abgeleitet wer-
den. Die Eingangsdatenbits a) werden zunächst, entsprechend der Vorschrift in
Tabelle 2.1, differenzkodiert. Anschließend wird die differenzkodierte Bitfolge
Vorgehendes Ausgangs- Neues Eingangssignal Neues Ausgangssignal
Signal b) (zur Zeit ti−1) a) (zur Zeit ti) b) (zur Zeit ti)
0 0 0
0 1 1
1 0 1
1 1 0
Tabelle 2.1: Vorschrift für die Differenzkodierung.
b) in eine Impulsfolge c) umgesetzt. Nach einer Verzögerung der Impulsfol-
ge um td/2 = 2/1187,5 s und einer Subtraktion von der unverzögerten Folge
entsteht eine vorzeichenbehaftete Biphasefolge doppelter Frequenz d). Mathe-
matisch kann dies durch Gleichung (2.3) und (2.4) beschrieben werden
d(t) = δ(t)− δ(t− td/2) für eine logische ’1’ der Quelle (2.3)
d(t) = −δ(t) + δ(t− td/2) für eine logische ’0’ der Quelle. (2.4)
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Jedes Datenbit der Quelle erzeugt somit ein ungerades Impulspaar d(t). Diese
Impulse werden anschließend durch ein Pulsformfilter HT (f) mit der Übertra-
gungsfunktion
HT (f) =

√
cos
πftd
4
wenn 0 ≤ f ≤ 2/td
0 wenn f > 2/td
(2.5)
und
td =
1
1187,5
s (2.6)
geformt. Das Spektrum des Filterausgangssignals e) ist bandbegrenzt. Im Emp-
fänger kommt ein Filter mit den gleichen Übertragungseigenschaften zum Ein-
satz, so dass sich insgesamt ein Kosinus-roll-off-Filter mit einem Roll-off-Faktor
von eins ergibt. Die zeitliche Darstellung der Impulsantwort eines solchenWurzel-
(a) (b)
Abbildung 2.4: (a) Zeitliche Darstellung eines einzelnen Impulses bzw. eines
Biphaseimpulses und (b) einer Impulsfolge.
Kosinus-Filters und die Impulsantwort eines Biphase-Zeichens sind in Abb.
2.4(a) dargestellt. Eine geformte Impulsfolge zeigt Abb.2.4(b).
Das Filterausgangssignal wird anschließend auf die Unterträgerfrequenz von
57 kHz gemischt. Dabei wird eine Amplitudenmodulation mit Trägerunterdrü-
ckung eingesetzt. Das Unterträgersignal kann dann zusammen mit den Audio-
signalen und mit Hilfe eines FM-Modulators gesendet werden.
Die Signale der einzelnen Stufen des RDS-Senders a) bis d) sind zusammenge-
fasst in Abb. 2.5 dargestellt.
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Abbildung 2.5: Verarbeitung der RDS-Datenbits.
Aufbau RDS-Datenwort
Der allgemeine Aufbau der RDS-Basisbandkodierung und der spezielle Aufbau
zur Übermittlung eines Sendernames wird in Abb. 2.6 gezeigt. Das größte Ele-
ment der RDS-Basisbandkodierung wird als Gruppe bezeichnet. Jede Gruppe
hat eine Länge von 104Bits und wird in vier Blöcke mit einer Länge von 26Bits
unterteilt. Jeder 26Bit-Block setzt sich wiederum zusammen aus 16 Datenbits
und einem Prüfwort, bestehend aus 10 Bits. Während der Übertragung wer-
den immer die höherwertigsten Bits als erstes übertragen. Dabei existiert keine
Lücke zwischen den Gruppen und Blöcken.
Informationswörter Der Aufbau der Informationswörter richtet sich nach dem
jeweiligen Typ der Gruppe. So existieren verschiedene Gruppentypen zur Über-
mittlung unterschiedlicher Informationen. Im Folgenden wird beispielhaft der
Gruppentyp 0B vorgestellt. Er wird zur Übermittlung des Sendernamens ver-
wendet und darf nur genutzt werden, wenn keine alternativen Frequenzen vor-
liegen. Für den Aufbau der anderen Gruppentypen und weitere Informationen
sei auf die RDS-Spezifikation verwiesen [25].
Das erste Informationswort einer Gruppe enthält immer den PI-Code. Der PI-
Code setzt sich zusammen aus der Länderkennung, der Programmart und der
Programmbezugszahl. Beim Gruppentyp 0B enthält das dritte Informations-
wort ebenfalls den PI-Code. Das zweite Informationswort enthält weitere Da-
ten, z. B. den Gruppentypen, die Verkehrsfunkkennung, die Programmbeitrags-
10
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Offset C’
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Prüfwort
+
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+
Block 4
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Prüfwort
+
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PTY
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+
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4
6
2
8
1
3
5
7
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Abbildung 2.6: Aufbau eines RDS-Datenworts (Gruppentyp 0B).
kennung, die Verkehrsdurchsagenkennung und die Musik-/Sprachkennung. Die
Decodersteuerung enthält weitere Informationen, z. B. ob eine Stereosendung
vorliegt, und die Adresse für das Namenssegment des Senders, welches beim
Gruppentyp 0B im vierten Informationswort übertragen wird. Der Sendername
kann aus max. acht Ziffern bestehen, die mit acht Bit kodiert sind. Um den
gesamten Sendernamen zu übertragen, sind vier Gruppen erforderlich, da mit
jeder Gruppe nur zwei Ziffern des Sendernamens übertragen werden können.
Beispielwerte der einzelnen Felder sind in Tabelle 2.2 aufgeführt.
Fehlerschutz Das Prüfwort ermöglicht dem Empfänger Übertragungsfehler zu
erkennen und zu korrigieren. Es besteht aus zwei Teilen und wird gebildet,
indem das Informationswort mit x10 multipliziert und anschließend modulo-2
durch das Generatorpolynom g(x)
g(x) = x10 + x8 + x7 + x5 + x4 + x3 + 1 (2.7)
dividiert wird. Zum Divisionsrest wird abhängig von der Blocknummer ein
Offset-Wort (vgl. Tabelle 2.3) addiert, um das Prüfwort zu erhalten.
Implementierung Die RDS-Signalgenerierung, die Erzeugung des Mono- und
Differenzaudiosignals, sowie die Generierung der benötigten Pilotton- und Un-
terträgerfrequenzen ist in VHDL programmiert und in einem FPGA realisiert
worden. Zur Verifikation wird mit Hilfe zweier A/D-Wandler der linke und
11
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Kategorie Inhalt Codewort
Länderkennung b15 bis b12 Deutschland 0001
Programmart b11 bis b8 Lokalsender 0000
Programmbezugszahl b7 bis b0 willkürlich 00000001
Gruppentyp 0B 00001
Verkehrsfunkkennung (TP) kein Verkehrsfunk 0
Programmbeitragskennung (PTY) Wissenschaft 01000
Verkehrsdurchsagenkennung (TA) keine Durchsage 0
Musik/Sprache-Kennung (MS) Musik 1
Decodersteuerung (DI) d3d2d1d0 0001
Sendername RADIOIAS 52 41 44 49
4F 49 41 53 (hex)
Tabelle 2.2: Beispielübersicht der verwendeten Codierungen.
Offset-Wort Binärwert
A 00 1111 1100
B 01 1001 1000
C 11 0110 1000
C’ 11 0101 1000
D 01 1011 0100
Tabelle 2.3: Offset-Worte RDS.
rechte Kanal eines Audiosignals digitalisiert. Das im FPGA erzeugte Stereo-
Basisbandsignal mit RDS wird anschließend mit Hilfe eines D/A-Wandlers,
zusammen mit einer DC-Spannung zur Kanaleinstellung, dem Steuereingang
eines auf Kanalfrequenz schwingenden VCOs zugeführt. In Abbildung 2.7 ist
das gemessene Basisbandspektrum des D/A-Wandlerausgangs dargestellt (vgl.
Abb. 2.2). Deutlich sind Mono-, Differenz- und RDS-Signal, sowie der Pilotton
erkennbar. Im Display eines Radios mit RDS-Unterstützung wird die gesendete
Senderkennung angezeigt. Die Funktion der Basisbandsignalaufbereitung und
des RDS-Senders kann somit bestätigt werden.
2.3 Phasenregelschleifen
Der Einsatz einer PLL zur Erzeugung hochfrequenter Trägersignale ist heute
Stand der Technik. Sie ermöglichen eine vollständige Integration in einem Chip
12
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Abbildung 2.7: Spektrum des FM-Basisbandsignals bei Anregung mit Musik.
(SoC) in Verbindung mit einer hohen Frequenzauflösung und geringem Phasen-
rauschen. Bei der Betrachtung eines Phasenregelkreises wird in der Regel eine
Unterteilung in vier Gruppen vorgenommen [3, 4, 17]:
• Software PLL (SPLL)
• Lineare PLL (LPLL)
• Klassische PLL (DPLL)
• Vollständig-digitale PLL (ADPLL).
Die Unterscheidung beruht im Wesentlichen auf der Art der Implementierung
der einzelnen Komponenten. Werden diese z. B. digital oder analog umgesetzt?
Die Software-PLL wird als Software auf einem Mikrocontroller oder einem DSP
realisiert. Dadurch ist sie äußerst flexibel, aber nicht geeignet für Funkanwen-
dungen. Die Lineare PLL hingegen ist vollständig analog und ebenfalls nicht
für Funkanwendungen geeignet. Die am weitesten verbreitete und am häufigsten
eingesetzte PLL ist die klassische PLL. Sie besitzt einen digitalen Phasendetek-
tor (PD) und ein analoges Schleifenfilter. Daher wird sie auch als Mixed-Signal
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PLL bezeichnet. Die Klassische PLL wird im Folgenden detailliert vorgestellt,
um die Schwierigkeiten bei deren Implementierung zu erläutern und die Vor-
teile beim Wechsel zur Vollständig-digitalen PLL zu beschreiben. Das Konzept
der Vollständig-digitalen PLL ist nicht neu, jedoch gewinnt es erst durch die
zunehmende Integrationsdichte und der damit verbundene Verkleinerung der
minimalen Strukturgröße an Bedeutung für die Funkkommunikation [71].
2.3.1 Mixed-Signal PLL
Der allgemeine Aufbau einer PLL ist in Abbildung 2.8 dargestellt. Der Phasen-
detektor (PD) als Messglied im Phasenregelkreis vergleicht das Referenzsignal
fref , welches in der Regel dem Systemtakt entspricht, mit einem noch zu be-
stimmenden rückgekoppelten Signal fdiv. Die Ausgangsgröße des PDs ist der
Phasenfehler oder auch die Regelabweichung. Sie wird im Schleifenfilter tiefpass-
gefiltert. Am Ausgang des Filters steht dann eine Spannung UV CO als Stellgröße
für den folgenden spannungsgesteuerten Oszillator (Voltage Controlled Oscilla-
tor – VCO) zur Verfügung. Der VCO (die Regelstrecke im Regelkreis) erzeugt
nun entsprechend seiner Eingangsspannung ein hochfrequentes Ausgangssignal
fV CO. Dieses VCO-Ausgangssignal wird jedoch nicht direkt auf den PD gege-
ben, sondern zunächst auf eine niedrigere Frequenz fdiv heruntergeteilt. Der
Frequenzteiler agiert somit als Dämpfungsglied im Rückkoppelzweig des Re-
gelkreises. Er sorgt dafür, dass der PD eine um den Teilerwert N niedrigere
Frequenz am Eingang sieht, als wirklich am Ausgang des VCOs vorhanden ist.
Um diesen vermeintlichen Fehler auszugleichen, steuert der Regelkreis den VCO
soweit aus, bis die Ausgangsfrequenz fV CO um den Faktor N höher ist als die
Referenzfrequenz fref
fV CO = N · fref . (2.8)
PD
Systemtakt VCO
:N
Schleifenfilter
fref fV CO
fdiv
Abbildung 2.8: Allgemeine Struktur eines Phasenregelkreises.
Die Verwendung einer PLL in Kombination mit einem Frequenzteiler ist ein
wesentlicher Aspekt der Frequenzsynthese. Er ermöglicht es, Ausgangsfrequen-
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zen zu erzeugen, die um ein Vielfaches höher sind als die Referenzfrequenz. Für
die Funktion einer PLL an sich ist ein Frequenzteiler hingegen nicht notwen-
dig. Ein Nachteil dieses Verfahrens liegt darin, dass nur Frequenzen generiert
werden können, die ein N-faches der Referenzfrequenz darstellen. In diesem Fall
wird von Integer-N-Frequenzsynthesizern gesprochen. Die Höhe der Referenz-
frequenz, typisch ist ein Bereich zwischen 10MHz und 30MHz, gibt somit die
minimale Schrittweite der Ausgangsfrequenz vor. Für Funkanwendungen ist die-
se Auflösung unzureichend.
Um die Auflösung zu Erhöhen könnte z. B. eine kleinere Referenzfrequenz ge-
wählt werden. Dies führt jedoch zu hohen Teilerwerten, die das Rauschen in der
PLL und die Dynamik bei schnellen Kanalwechseln beeinträchtigen. Um diesen
Nachteil auszugleichen, ist das Teilerverhältnis des Frequenzteilers nicht fest,
sondern kann dynamisch umgeschaltet werden (Kap. 2.3.1).
Im Folgenden werden die einzelnen Komponenten einer PLL detailliert vor-
gestellt und dabei die Entwicklung bis zur Σ∆-Fractional-N-PLL (Abb. 2.9)
beschrieben.
Multi−Modulus
Teiler
PFD
Systemtakt
Kanalwahl
HF−VCO
CP
Modulator
Digitaler −
fdiv
N
fref fV COUV COICPUP/DN
Σ∆
Abbildung 2.9: Aufbau einer Mixed-Signal PLL.
Phasendetektoren
Es existieren mehrere Realisierungsmöglichkeiten für Phasendetektoren, von de-
nen die beiden am häufigsten genutzten hier vorgestellt werden.
Der einfachste PD ist ein XOR-Gatter, welches auch als Multiplizierer betrach-
tet werden kann. Bei der Definition der logischen Pegel '0' und '1' zu '-1' und
'+1' ergibt sich beispielhaft der in Abb. 2.10(a) dargestellte Signalverlauf für
eine Phasenverschiebung von Φe = 90◦. Das Ergebnis ist ein symmetrisches
Phasenfehlersignal UXOR mit verdoppelter Frequenz und einem Tastverhältnis
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von 50%. Durch eine folgende Tiefpassfilterung wird der Mittelwert UXOR des
Phasenfehlers bestimmt. Er ist in Abbildung 2.10(b) für verschiedene Phasen-
fehler dargestellt. Es ergibt sich die abgebildete Übertragungskennlinie und ein
fref
+1
−1
t
t
t
+1
+1
UXOR
fdiv
−1
−1
(a)
UXOR
Φe
+1
pipi
2
−pi
−1
3pi
2
−
pi
2
−
3pi
2
(b)
Abbildung 2.10: (a) Signalverlauf und (b) Übertragungskennlinie eines XOR
Phasendetektors.
linearer (Fang-)Bereich von
0 ≤ Φe ≤ π. (2.9)
Dieser Fangbereich, der hier auch dem Ziehbereich entspricht, definiert die Pha-
senfehlerwerte, für die die PLL einrastet. Bei größeren Phasendifferenz kann ein
Einrasten nicht garantiert werden, bzw. es kann zum „Cycle-Slipping“ kommen
(z. B. durch große Frequenzsprünge), d. h. die PLL springt zwischen den sich pe-
riodisch wiederholenden linearen Bereichen der PD-Übertragungskennlinie hin
und her.
Ein weiterer großer Nachteil liegt in der Beschränkung auf Eingangssignale (fref
und fdiv) mit einem Tastverhältnis von 50%. So kann aus dem symmetrischen
Oszillatorausgangssignal fV CO durch Frequenzteilung ein unsymmetrisches Si-
gnal fdiv entstehen.
Eine Alternative stellt der Phasen-Frequenz-Detektor (PFD) in Abb. 2.11(a)
dar. Die Funktionsweise lässt sich auch anhand eines Zustandsdiagramms (Abb.
2.11(b)) verdeutlichen. Wird am Eingang des PFDs eine steigende Flanke de-
tektiert, so wird am entsprechenden Ausgang (UP oder DN) eine logische '1'
gesetzt. Erst wenn an beiden Eingängen eine steigende Flanke detektiert wurde,
wird der Zustand zurückgesetzt (Reset der FlipFlops durch Rückkopplung der
Ausgänge über ein UND-Gatter). Der Zustand, in dem beide Ausgänge logisch
'1' sind kann somit nicht auftreten, daher wird der PFD auch als „Tri-state“
Phasendetektor bezeichnet. Ein Vorteil ist, dass symmetrische Eingangssignale
16
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fdiv
fdiv
fdiv
(b)
Abbildung 2.11: (a) Aufbau des PFDs und (b) Darstellung der Funktionsweise
im Zustandsdiagramm.
mit einem Tastverhältnis von 50% nicht mehr erforderlich sind. Auch vergrößert
sich der lineare Fangbereich auf
− 2π ≤ Φe ≤ 2π (vgl. Abb. 2.12(b)). (2.10)
Zusätzlich ist der Ziehbereich unendlich, da der Ausgangswert für positive Pha-
senfehler Φe immer positiv ist und für negative Phasenfehler immer negativ.
Somit können nicht nur Phasenfehler, sondern durch den ausgedehnten Ziehbe-
reich auch Frequenzfehler, detektiert werden.
fref
+1
t0
t
+1
UP
0
t
+1
DN
0
t
+1
fdiv
0
(a)
Zieh−
bereich
Zieh−
bereich
Fangbereich
ICP
Φe
+1
−1
pi−pi
(b)
Abbildung 2.12: (a) Funktionsweise des PFDs im Zeitbereich und (b) Übertra-
gungskennlinie.
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Der PFD wird immer in Verbindung mit einer Ladungspumpe (Charge Pump
– CP) eingesetzt, welche die Phasenfehlerimpulse UP und DN in Stromimpul-
se ICP mit positiven und negativen Vorzeichen umsetzt. Am Ausgang der CP
ergibt sich ein gemittelter Strom ICP .
Schleifenfilter
Das Schleifenfilter (Loop Filter – LF) wird im Allgemeinen als passives Tief-
passfilter ausgelegt. Aktive Filter werden aufgrund ihrer höheren Komplexität
und der zusätzlichen Rauschanteile durch den Einsatz von Operationsverstär-
kern nur selten eingesetzt.
Als Regler im Regelkreis bestimmt es die Regelkenngrößen, wie Einschwing-
verhalten, Regelabweichung und Stabilität. Im Falle des XOR-PDs ist das ein-
fachste Schleifenfilter ein RC-Glied (vgl. Abb. 2.13(a)). Wird ein PFD eingesetzt
(Abb. 2.11(a)), so wird der der Ausgangsstrom ICP des PFDs zunächst inte-
griert (C1) und die resultierende Spannung anschließend tiefpassgefiltert (siehe
Abb. 2.13(b)). Der zusätzliche Integrator, bzw. die Polstelle bei Null, bewirkt,
dass die bleibende Regelabweichung e∞ gegen Null geht, weil der Regelkreis nun
zweifach integrierendes Verhalten besitzt. Ein Pol befindet sich bereits im Os-
zillator. Allerdings kann der Regelkreis dann instabil werden. Um die Stabilität
zu gewährleisten, wird ein zusätzliches phasenanhebendes Glied (Lead-Glied)
bestehend aus R2 und C2 eingefügt.
UV COUXOR
R
C
(a) Typ-I PLL.
R2
C2
R3
UV CO
ICP
C3C1
(b) Typ-II PLL.
Abbildung 2.13: Schleifenfilter einer (a) Typ-I bzw. einer (b) Typ-II PLL.
In Abhängigkeit vom Aufbau der PLL werden der Typ und die Ordnung einer
PLL bestimmt. Der Typ einer PLL ist definiert als die Anzahl der Pole des Sys-
tems im Ursprung (bei s = 0). Somit ist der Typ einer PLL gewöhnlich um eins
höher als die Anzahl der Pole bei s = 0 im Schleifenfilter und mindestens vom
Typ I, da der Oszillator bereits einen Pol im Ursprung besitzt. Die Ordnung
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einer PLL hingegen gibt an, wie viele Pole die Übertragungsfunktion der PLL
aufweist, also Anzahl der Pole des Schleifenfilters plus den Pol des Oszillators
im Ursprung.
Liegt also eine PLL bestehend aus einem XOR-Gatter als PD und einem RC-
Tiefpass als Schleifenfilter vor, so wird von einer Typ-I PLL gesprochen. Der
PFD wird immer zusammen mit einer CP und einem Integrator im Schleifen-
filter eingesetzt, damit ergibt sich eine Typ-II PLL.
Der wesentliche Vorteil der Typ-II PLL ist, dass die bleibende Regelabweichung
e∞ bei Großsignalbetrachtung gegen Null geht, während sich bei einer Typ-I
PLL ein konstanter Wert einstellt. Bei Kleinsignalbetrachtung kann eine Typ-I
PLL einen rampenförmig ansteigenden Fehler nicht gegen Null ausregeln. Es
stellt sich eine konstante Regelabweichung ein. Bei einer Typ-II PLL hingegen
geht der Endwert der bleibenden Regelabweichung gegen Null [45]. Eine Typ-II
PLL ist somit in der Lage diesen auszuregeln. Ein rampenförmig ansteigender
Fehler kann beispielsweise vorliegen, wenn der Chip z. B. durch einen Power
Amplifier kontinuierlich thermisch aufgeheizt wird. Daher ist der Einsatz einer
Typ-II PLL in der Regel zu bevorzugen.
Spannungsgesteuerter Oszillator
Die Spannung UV CO am Ausgang des Schleifenfilters ist die Stellgröße für den
folgenden spannungsgesteuerten Oszillator, welcher die Regelstrecke in der Re-
gelschleife repräsentiert. Er erzeugt ein hochfrequentes Ausgangssignal fV CO
proportional zur Eingangsspannung. Die Implementierung des Oszillators ist
ein wesentlicher Bestandteil dieser Arbeit, daher wird der Beschreibung eines
Oszillators ein separates Kapitel 2.5 gewidmet.
Frequenzteiler
Ein Frequenzteiler ist nicht grundsätzlich als Bestandteil eines Phasenregelkrei-
ses notwendig. Er wird jedoch benötigt, wenn Ausgangsfrequenzen als Vielfa-
ches der Eingangs-/Referenzfrequenz generiert werden sollen (Gleichung (2.8)).
In diesem Fall teilt er die hochfrequente PLL-Ausgangsfrequenz fV CO auf die
Frequenz fdiv, welche im eingerasteten Zustand identisch ist mit der Referenz-
frequenz.
Frequenzteiler lassen sich zunächst in synchrone und asynchrone Teiler unter-
gliedern. Synchrone Teiler bieten den Vorteil eines geringen Rauschbeitrags,
allerdings besitzen sie eine hohe Leistungsaufnahme, da alle FlipFlops auf der
hohen Eingangsfrequenz arbeiten.
Die einfachste Teilerstruktur, ein durch 2-Teiler, ist in Abb. 2.14(a) dargestellt.
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Er wird durch ein D-FlipFlop realisiert, wobei der Ausgang invertiert auf den
Eingang zurückgekoppelt wird. Indem n D-FlipFlops hintereinander geschaltet
und synchron angesteuert werden, wobei wiederum der Ausgang des letzten
FlipFlops invertiert auf das Erste zurückgekoppelt wird, lässt sich ein Teiler
durch 2n (Abb. 2.14(b)) realisieren. Teiler mit einem ungeraden Teilerverhält-
nis sind ebenfalls möglich, hierbei wird allerdings zusätzlich ein NOR-Gatter
benötigt. Abb. 2.14(c) zeigt einen Teiler durch 3. Durch Hinzufügen weiterer
D-FlipFlops kann er zu einem Teiler durch 2n−1 erweitert werden (vgl. Abb.
2.14(b)).
Um variable Ausgangsfrequenzen bei fester Referenzfrequenz generieren zu kön-
nen, muss das Teilerverhältnis im Rückkoppelpfad einstellbar sein. Ein um-
schaltbarer durch 2/3-Teiler (Dual-Modulusteiler) ist in Abb. 2.14(d) darge-
stellt. Über das mod-Signal lässt sich das Teilerverhältnis 2 oder 3 einstellen.
in
outQD
(a) Teiler durch 2.
in
outQD QD QD
(b) Teiler durch 2n (n = Anzahl der Flip-
Flops).
out
in
QD QD
(c) Teiler durch 3.
in
mod outQD QD
(d) Teiler durch 2/3.
Abbildung 2.14: Aufbau verschiedener Teiler.
Zur Implementierung der Teiler stehen verschiedene Techniken zur Verfügung.
Sie können entweder in differentieller Emitter Coupled Logic (ECL) oder Sour-
ce Coupled Logic (SCL) oder single-ended in True Single Phase Logic (TSPC)
oder CMOS-Logik aufgebaut werden. ECL- und SCL-Logik bieten eine hohe
Geschwindigkeit, allerdings haben sie durch den kontinuierlich fließenden Quer-
strom auch eine hohe Leistungsaufnahme ([13, 1, 66]).
Um den wählbaren Teilerwertebereich zu erweitern, werden mehrere Dual-Mo-
dulusteiler (durch 2/3 Teiler) kaskadiert und asynchron angesteuert. Ein großer
Vorteil hierbei ist, dass jede Teilerstufe auf der bereits heruntergeteilten Aus-
gangsfrequenz der vorherigen Stufe arbeitet, wodurch die Leistungsaufnahme
signifikant sinkt. Ein solcher Multi-Modulus-Teiler (MMD) mit der zugehöri-
gen Steuerlogik ist in Abb. 2.15 dargestellt. Er wird in [79] vorgestellt.
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:2/:3 :2/:3 :2/:3 :2/:3 :2/:3 fdivfV CO
b0 b1 b2 b3 b5
mod0 mod1 mod2 mod3 mod4
Abbildung 2.15: Aufbau eines Multi-Modulus-Dividers.
Fractional-N-Frequenzsynthese
Die bisher beschriebene PLL ist in der Frequenzauflösung beschränkt auf die Re-
ferenzfrequenz, da als Ausgangsfrequenz nur ein ganzzahliges Vielfaches der Re-
ferenzfrequenz erzeugt werden kann (Integer-N-PLL). Eine Verkleinerung von
fref ist nicht praktikabel, um eine benötigte Frequenzauflösung zu erreichen.
Auch steigen hierdurch die Einschwingzeit und das Phasenrauschen beträchtlich
an. Um dennoch eine höhere Frequenzauflösung zu erreichen, wird das Teiler-
verhältnis im Rückkoppelpfad der PLL schnell zwischen verschiedenen Werten
hin- und hergeschaltet, wobei der zeitliche Mittelwert der Teilerverhältnisse
dem fraktionalen Anteil des gewünschten Teilerverhältnisses entspricht. In die-
sem Fall wird von Fractional-N-Frequenzsynthese gesprochen.
Im einfachsten Fall wird der Teilerwert periodisch zwischen zwei Werten (z. B.
N und N+1) umgeschaltet. Dieser Ansatz, auch als Standard-Fractional-N be-
zeichnet, hat den Nachteil, dass die periodische Teilerfaktorsequenz unerwünsch-
te Seitenbänder generiert (vgl. Abb. 2.16(a)). Diese werden in der Fachliteratur
auch als „Fractional Spurs“ bezeichnet [61].¸
Random-Fractional-N bezeichnet ein Verfahren, bei dem die unerwünschten Sei-
tenbänder unterdrückt werden, indem die Teilersequenz zufällig gewählt und
eine Periodizität vermieden wird. Anstelle der unerwünschten Seitenbänder ent-
steht ein Zufallsrauschen (vgl. Abb. 2.16(b)).
Eine weitere Verbesserung stellt die Verwendung eines Σ∆-Modulators zur Er-
zeugung der Zufallssequenz dar (Σ∆-Fractional-N-Frequenzsynthese)[62, 46].
Der Vorteil liegt hier in einer deutlichen Verbesserung der Rauscheigenschaf-
ten durch spektrale Rauschformung (in der Literatur auch als „Noise Shaping“
bezeichnet). D. h. das Quantisierungsrauschen in der Nähe der Trägerfrequenz
wird zu Frequenzen in einem größeren Abstand zum Träger verschoben (vgl.
Abb. 2.16(c)). Dort können sie dann durch die Dynamik des Regelkreises heraus-
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(a) Standard-Fracti-
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(b) Random-Fracti-
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(c) Σ∆-Fractional-N
Abbildung 2.16: Spektren verschiedener Fractional-N-PLLs.
gefiltert werden. Die Stärke der Rauschformung hängt dabei von der Ordnung
des Σ∆-Modulators (siehe Abb. 2.18) ab.
Aufbau eines Σ∆-Modulators
Die einfachste Struktur eines Σ∆-Modulators erster Ordnung ist in Abbildung
2.17 dargestellt. Das Eingangssignal X(z) wird verzögert, aber unverändert
ΣΣ Σ Z
−1
Quantisierer
Integrator
X(z) Y (z)
E(z)
A(z) B(z)
Abbildung 2.17: Aufbau eines Σ∆-Modulators 1. Ordnung.
übertragen, während der Quantisierungsfehler E(z) mit einer Hochpassfunk-
tion (1 − z−1) gewichtet wird. Für die Rauschformung eines Σ∆-Modulators
k-ter Ordnung folgt |Hk(ejωTa)| = 2k · sink(ωTa/2). Sie ist in Abb. 2.18 für
Σ∆-Modulatoren erster bis dritter Ordnung dargestellte. Eine detaillierte Be-
schreibung der Σ∆-Implementierung, sowie eine Herleitung der Übertragungs-
funktion wird in Anhang E gegeben. Die Struktur einer Mixed-Signal PLL mit
eingebautem Σ∆-Modulator ist in Abbildung 2.31 dargestellt.
Rauschbetrachtung
Eine Untersuchung des Phasenrauschens ist ein wesentlicher Aspekt des Ent-
wurfs von PLLs. Besonders in der Kommunikations- und Funktechnik ist ein
22
2.3 Phasenregelschleifen
Abbildung 2.18: Vergleich der normierten Übertragungsfunktion von Σ∆-
Modulatoren unterschiedlicher Ordnung.
möglichst geringes Phasenrauschen (siehe Kap. 2.5.4) wichtig.
Nachfolgend werden die einzelnen Rauschquellen innerhalb der PLL und ihr
Einfluss auf das Ausgangsrauschen beschrieben[29]. Kenntnisse der Ursachen
und Wirkung von Rauschen, sowie der Auswirkungen der fortschreitenden Ver-
kleinerung der minimalen Strukturgrößen auf den Schaltungsentwurf und Rau-
schen [30] motivieren den Wechsel von der Mixed-Signal PLL zur vollständig-
digitalen PLL (siehe Kap. 2.3.2).
Zur vereinfachten Rauschanalyse wird vom linearen zeitkontinuierlichen Modell
der PLL ausgegangen, wobei zunächst alle Blöcke als rauschfrei angenommen
werden. Da in der Realität alle Blöcke rauschbehaftet sind, ihre Rauschleistung
jedoch klein gegebenüber dem Nutzsignal ist, kann ihr Rauschen als zusätzliche
Störquelle beschrieben werden (vgl. Abb. 2.19). So ist es möglich das Superpo-
sitionsprinzip anzuwenden und die Auswirkungen der einzelnen Beiträge zum
Gesamtausgangsrauschen separat zu betrachten.
Für ein einfacheres Verständnis sei hier
H(s) =
φdiv
φref
(2.11)
als die Übertragungsfunktion der geschlossenen Regelschleife von φref nach φdiv
definiert. Dabei handelt es sich um eine Tiefpassübertragungsfunktion, dement-
sprechend wird das Rauschen des Referenzoszillators φn,ref und des Phasenfre-
quenzdetektors φn,PFD tiefpassgefiltert zum Ausgang übertragen.
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φn,div(s)
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φdiv(s)
Vctrl(s)
φn,LF (s)
Abbildung 2.19: Rauschmodell des Phasenregelkreises.
Das Rauschen der Ladungspumpe φn,CP und des Frequenzteilers φn,div wird
ebenfalls tiefpassgefiltert, allerdings wird es zusätzlich mit 1
KPFD
gewichtet und
geht mit negativem Vorzeichen in das Gesamtrauschen ein
φaus = N ·H(s)
[
φn,ref + φn,PFD +
1
KPFD
(φn,CP − φn,div)
]
. (2.12)
Das Rauschen des Schleifenfilters φn,LF und des Oszillators φn,V CO wird hin-
gegen mit [1−H(s)] hochpassgefiltert auf den Ausgang übertragen
φaus = [1−H(s)] · [2πKV COφn,LF + φn,V CO] . (2.13)
Die tiefpassgefilterten Rauschanteile (Gl. (2.12)) bestimmen im Wesentlichen
das trägernahe Rauschen, während die hochpassgefilterten Anteile (Gl. (2.13))
das Weitab-Rauschen bestimmen. Da die tiefpassgefilterten Anteile mit dem
Teilerfaktor N gewichtet werden, sollte dieser möglichst klein gewählt werden,
um das trägernahe Phasenrauschen zu minimieren. Dies führt zu einer hohen
Referenzfrequenz und folglich zu einer schlechten Frequenzauflösung. Um auch
bei hoher Referenzfrequenz eine gute Frequenzauflösung zu ermöglichen, werden
Σ∆-Modulatoren eingesetzt. Durch die Σ∆-Modulation werden unerwünsch-
te Seitenbänder (vgl. Abb. 2.16(a)) weitgehend unterdrückt und Rauschen zu
einem höheren Frequenzoffset verschoben. Die begrenzte Auflösung des Σ∆-
Modulators führt jedoch zu so genannten „Fractional Spurs“ im Spektrum des
Ausgangssignals. Störtöne hervorgerufen durch die feste Referenzfrequenz („Re-
ference Spurs“) lassen sich ebenfalls nicht unterdrücken.
Zur Verbesserung der Rauscheigenschaften von PLLs sind viele Techniken ent-
wickelt worden, die jedoch den Aufwand, die Komplexität und die Leistungsauf-
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nahme, sowie den Flächenbedarf der PLL erhöhen. So lassen sich die „Fractional
Spurs“ des Σ∆-Modulators durch verbesserte digitale Quantisierungsalgorith-
men weiter unterdrücken [86, 78].
Störungen, die durch die Variation des Teilerwerts in die Schleife eingebracht
werden, können über einen weiteren D/A-Wandlerpfad vom Σ∆-Modulation
zum Schleifenfilter kompensiert werden.
Um „Reference Spurs“ zu unterdrücken, ist es möglich, das Schleifenfilter mit
Schaltern zu versehen und diese so zu steuern, dass nur Strom in das Filter
fließen kann, wenn die Ladungspumpe aktiv ist. Die Verbindung zum VCO-
Eingang wird dabei für die Dauer der Ladungspumpenaktivität unterbrochen.
Bei inaktiver CP wird die Verbindung zur CP geöffnet und das Schleifenfilter
mit dem VCO verbunden. Einkopplungen der Referenzfrequenz lassen sich so
vermeiden [44].
2.3.2 Vollständig-digitale PLL
Der Übergang zu immer neueren CMOS-Prozessen im Nanometerbereich [64]
ist der wesentliche Grund für die Bestrebungen von analogen zu digitalen Schal-
tungsimplementierungen im Bereich der Funkkommunikation zu wechseln. Die
Entwicklung dieser neuen CMOS-Prozesse wird von der Zunahme der Integra-
tionsdichte für die digitale Funktionalität getrieben, für die diese Prozesse pri-
mär ausgelegt sind. Die Implementierung analoger Schaltungsblöcke hingegen
gestaltet sich aufgrund von Nichtidealitäten als immer größere Herausforderung
[30]. So nehmen z. B. Rauschen und Schwankungen durch Herstellungstoleran-
zen immer weiter zu, während die verfügbare Versorgungsspannung abnimmt.
Gegen analoge Schaltungen spricht auch, dass diese kaum mit der minimalen
Strukturgröße skalieren, während sich der Flächenbedarf eines digitalen Schal-
tungsteils auf ein Viertel reduziert, wenn sich die minimale Strukturgröße hal-
biert. Ein weiterer Vorteil digitaler Schaltungen ist, dass diese in der Regel
mit einer Hardwarebeschreibungssprache (z. B. VHDL) beschrieben und an-
schließend synthetisiert werden. Als Folge kann die Umsetzung auf Gattereben
und die anschließende Layouterstellung weitgehend automatisch durch CAD-
Unterstützung erfolgen. Durch die Hochsprachenbeschreibung ist außerdem eine
hohe Wiederverwertbarkeit und eine schnelle Anpassbarkeit gegeben. Weiterhin
vereinfacht die digitale Implementierung die Systemsimulationen und funktio-
nalen Verifikation des Systems[27].
Für die Implementation eines Phasenregelkreises, wie er in dieser Arbeit be-
schrieben wird, bedeutet dies, dass auf möglichst alle analogen Komponenten
verzichtet werden soll. Das Ziel ist, den Phasendetektor und das Schleifenfilter
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digital auszuführen, während der Oszillator als einzige analoge Komponente im
Phasenregelkreis verbleibt, da keine alternative, rein digitale Ausführung eines
gesteuerten Oszillators existiert. Ansätze existieren schon seit einigen Jahren,
allerdings wurde bisher meistens ein D/A-Wandler eingesetzt, um ein digitales
Schleifenfilterausgangssignal auf den analog Spannungseingang eines VCOs zu
geben [11]. Üblich ist es hingegen, den spannungsgesteuerten Oszillator mit ei-
nem zusätzlichen digitalen Steuereingang für eine Grobkalibrierung zu versehen
und den analogen Eingang weiterhin für die Feinabstimmung zu nutzen.
Das Ziel dieser Arbeit ist es, den Oszillator vollständig digital anzusteuern und
auf eine analoge Ansteuerung völlig zu verzichten [71]. Daher wird im Folgen-
den der Begriff DCO - „Digitally Controlled Oscillator“ verwendet und nicht
mehr von einem VCO gesprochen, wenn keine analoge Ansteuerung vorliegt.
Eine detaillierte Beschreibung der Grundlagen des Oszillatordesigns findet sich
in Kap. 2.5.2.
Neben der Implementierung des Oszillators und dessen digitaler Ansteuerung
besteht eine weitere Herausforderung in einer möglichst genauen Messung des
Phasenfehlers ΦE , der jetzt ebenfalls digital erfasst werden muss. Für die Um-
setzung des digitalen Schleifenfilters [87] kann auf Wissen aus der digitalen
Signalverarbeitung zurückgegriffen werden. Ein grundlegender Vorteil eines di-
gitalen Schleifenfilters ist, dass dessen Größe weitgehend unabhängig von der
Bandbreite ist. Bei einem analogen Filter sind für geringe Schleifenbandbreiten,
die besonders durch niedrige Referenzfrequenzen ermöglicht werden, große Ka-
pazitäten erforderlich. Diese sind in der Regel teuer, entweder weil sie integrierte
viel Fläche benötigen oder weil sie extern realisiert werden müssen.
PLL unter Beibehaltung des MMDs
In Abbildung 2.20 ist zunächst das Blockschaltbild einer digitalen PLL darge-
stellt, in der PFD, LF und VCO durch entsprechende digitale Schaltungen er-
setzt wurden, während der Frequenzteiler im Rückkoppelpfad beibehalten wur-
de. Der häufigste Ansatz zum Aufbau eines digitalen Phasen-Frequenzdetektors
(DPFD) besteht in der Kombination zweier Detektoren, die unterschiedliche
Aufgaben erfüllen. Die häufigsten Unterteilungen sind die in Frequenz- und
Phasendetektion, bzw. in die Messung des Integeranteils (ganzzahliger Anteil)
und des fraktionalen Anteils des Phasenfehlers (vgl. Abb. 2.21). So kann bei
Einsatz eines klassischen PFDs (siehe Abb. 2.11(a)) durch ein Auswerten der
UP-/DN-Impulse (z. B. durch Zählen) der ganzzahlige Anteil eines Phasenfeh-
lers, bzw. der Frequenzfehler, bestimmt werden. Da die so gewonnene Feh-
lerauflösung nicht ausreichend ist, bestimmt ein zweiter Phasendetektor den
fraktionalen Anteil (z. B. durchz Bestimmung der Länge der UP-/DN-Impulse
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Abbildung 2.20: Digitale PLL mit digitalem PFD und MMD.
eines PFDs). Möglich sind mehrere Ansätze, so können die UP-/DN-Impulse
Systemtakt (DPFD)
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fref
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Abbildung 2.21: Digitale PLL detailliertem DPFD und MMD.
mit dem Oszillatortakt abgetastet werden, bzw. für die Dauer eines Impulses
werden die Oszillatortaktflanken gezählt [52]. Alternativ kann die Länge eines
Impulses mit einer Verzögerungskette (Delay-Line) ermittelt werden [41]. Eine
Einführung in die Messung eines fraktionalen Phasenfehlers wird nachfolgend
in Kap. 2.3.2 gegeben.
PLL ohne MMD
Die Beibehaltung des Multi-Modulus-Teilers im Rückkoppelpfad und des da-
mit verbundenen Σ∆-Modulators birgt Nachteile, da sowohl der MMD als auch
der Σ∆-Modulator Rauschanteile in die PLL einbringen. Außerdem wird an
aufwändigen Modulationskonzepten festgehalten, da die Modulation weiterhin
über den Teiler in die Schleife eingebracht wird (siehe Kap. 2.4.4). Dieser Modu-
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lationspfad ist jedoch bandbegrenzt, d. h. es ist eine Vorkompensation oder ein
zweiter abgestimmter Hochpassmodulationspfad notwendig (siehe Kap. 2.4.5).
Daher wird in dieser Arbeit ein anderer Ansatz verfolgt, der sich stärker von der
klassischen Mixed-Signal PLL abgrenzt, indem auf den MMD verzichtet wird.
Stattdessen wird ein rein digital „geprägter“ Ansatz gewählt, wobei ebenfalls
ein zweiteiliger Ansatz zur Ermittelung des Phasenfehlers angewendet wird. Der
hochfrequente Oszillatortakt wird dabei zur Bestimmung des Integeranteils des
Oszillatorphasenverlaufs genutzt und eine Verzögerungskette zur Bestimmung
eines fraktionalen Fehlerkorrekturwertes ΦE [70].
Im Detail wird der als digitales Binärwort dargestellte Phasenfehler ΦE be-
stimmt, indem mit jeder steigenden Referenztaktflanke die Differenz zweier kon-
tinuierlicher Phasenakkumulatoren ΦR und ΦV gebildet wird (Abb. 2.22). Die
DCO
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Abbildung 2.22: Blockschaltbild einer digitalen PLL ohne MMD.
Berechnung der Referenzphase ΦR[k] erfolgt durch Akkumulation des Teilerver-
hältnisses N =
fref
fDCO
mit ausreichend vielen Nachkommastellen. Der Verlauf
der Oszillatorphase ΦV [i] wird ermittelt durch Zählen der steigenden Oszilla-
tortaktflanken, wobei mit jeder Referenztaktflanke der Wert des Oszillatorpha-
senakkumulators ΦV [k] abgetastet wird. Die so erreichte Phasenauflösung ist
allerdings für die Funkkommunikation unzureichend, da sie auf eine Oszillator-
periode beschränkt ist. Daher muss mit einer weiteren Schaltung ein fraktionaler
Phasenfehler ermittelt werden, der den Zeitraum zwischen der Referenztaktflan-
ke und der letzter Oszillatortaktflanke beschreibt [84].
Da die einzelnen Phasenakkumulatoren in verschiedenen Taktdomänen arbei-
ten (Referenztakt bzw. Oszillatortakt) ist hier eine geeignete Synchronisation
erforderlich, auf die später bei der Beschreibung der Implementierung des Os-
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zillatorphasenakkumulators eingegangen wird (Kap. 3.4.2).
Digitale Bestimmung des Phasenfehlers
Als Begriff für eine Schaltung, die eine Zeit oder Zeitdifferenz misst und als
digitalen Wert ausgibt, sei hier zunächst der Ausdruck TDC (Time-to-Digital-
Converter) eingeführt. Verbreitete Verfahren zur Messung einer Zeit beruhen
auf der Verzögerung eines Signals in einer Kette von Verzögerungsgliedern und
dem anschließenden synchronen Auslesen und Auswerten des Ketteninhalts. Ei-
ner der bekanntesten Ansätze ist die so genannte „Vernier-Delay-Line“ vgl. Abb.
2.23 [8, 35]. Dabei werden zwei Signale Start und Stop auf eine Kette von Ver-
QD QD QD
Start
Stop τ2
τ1
τ2 τ2 τ2
τ1τ1τ1
Abbildung 2.23: Aufbau einer Vernier-Delay-Line.
zögerungselementen mit einer Laufzeit τ1 bzw. τ2 gegeben. Bestimmt werden
soll die Zeitdifferenz zwischen den beiden Signalen, wobei die steigende Flanke
des Start-Signals vor der des Stop-Signals in die Verzögerungskette eintreten
muss. Weil die Verzögerungen τ1 und τ2 so gewählt sind, dass τ1 > τ2 gilt,
wird das Stop-Signal irgendwann das Start-Signal einholen. Da die Zwischensi-
gnale der beiden Verzögerungsketten jeweils mit dem Clock-Eingang bzw. mit
dem D-Eingang einer Reihe von FlipFlops verbunden sind, wird der Inhalt der
„Stop“-Verzögerungskette abgetastet. Der Inhalt der FlipFlops ist ein Thermo-
metercode, der anzeigt nach wieviel Laufzeiten τ2 das Stop- das Start-Signal
eingeholt hat. Die Einheit und die Auflösung der Zeitmessung entspricht also
der Differenz der Laufzeiten ∆τ = τ1 − τ2. Hierdurch ist es möglich sehr hohe
Zeitauflösungen zu erreichen, die kleiner sind als die Laufzeit der schnellsten
CMOS-Grundschaltung eines Inverters.
Gegen dieses Konzept spricht der hohe Aufwand, da eine analoge Regelung für
die Steuerung der Laufzeiten notwendig ist. Analoge Schaltungsteile sollen hier
vermieden werden, da in dieser Arbeit rein digitale Implementierungen ange-
strebt werden. Außerdem steigt der Flächenbedarf und die Leistungsaufnahme,
da zwei Verzögerungsketten vorhanden sind und die Länge der Ketten LTDC
mit der Auflösung steigt, da die maximale Periodendauer der DCO-Schwingung
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TDCO vom TDC erfasst werden muss LTDC ≥ max(TDCO)/min(∆τ).
Eine Vereinfachung stellt der TDC in Abb. 2.24 dar. Hier wird nur eine Ver-
zögerungskette genutzt, deren Inhalt synchron ausgelesen wird. Die Laufzeit
QD QD QD QD QD
q〈1〉 q〈2〉 q〈3〉
fDCO
fref
τ
q〈L〉q〈L− 1〉
Abbildung 2.24: Prinzip des vereinfachten TDCs.
τ der Verzögerungselemente muss nun nicht mehr einstellbar sein. Dafür ist
die Zeitauflösung auf die Laufzeit begrenzt und nicht mehr durch die potentiell
kleinere Differenz zweier Laufzeiten vorgegeben. Um einen fraktionalen Phasen-
fehler, z. B. als Zeitdifferenz zwischen der Oszillatortaktflanke und der letzten
Referenztaktflanke zu bestimmen, kann fDCO an den Eingang der Verzöge-
rungskette und fref an den Clock-Eingang der FlipFlops angelegt werden.
Ein Nachteil der Zeitmessung mit einer Verzögerungskette ist, dass die genaue
Laufzeit aufgrund von Fertigungsschwankungen, Temperaturschwankungen und
Rauschen nicht exakt bekannt ist. Daher kann eine Zeitdifferenz nur in der Ein-
heit „Anzahl der Verzögerungselementlaufzeiten“ bestimmt werden, aber nicht
in einer absoluten Zeiteinheit. Eine Lösung besteht darin, sowohl die steigende
als auch die fallende Flanke des Signals in der Verzögerungskette zu bestim-
men. Hieraus kann die Periodendauer des Signals wieder in der Einheit Anzahl
der Verzögerungselementlaufzeiten berechnet werden. Die genaue Zeitdifferenz
und somit der Phasenfehler kann durch eine Normierung der Zeitdifferenz auf
die Periodendauer und einem Vergleich mit der bekannten Sollfrequenz des
DCOs bestimmt werden, da sich die Einheit „Anzahl der Verzögerungselement-
laufzeiten“ dann herauskürzt (siehe Abb. 3.22). Zur weiteren Verbesserung der
Auflösung ist eine Langzeitmittelung der Periodendauer möglich.
Um auf die Langzeitmittelung zur Normierung des Inhalts der Verzögerungsket-
te verzichten zu können, ist der Einsatz einer Verzögerungsregelschleife (Delay
Locked Loop – DLL), wie in Abbildung 2.25 dargestellt, denkbar. Das Signal
s1 wird in einer spannungsgesteuerten Verzögerungskette um die Phasendiffe-
renz ∆Φ verzögert und von einem PD mit dem unverzögerten Signal verglichen.
Nach einer Tiefpassfilterung kann der Phasenfehler zur Steuerung der Laufzeit
in der Verzögerungskette genutzt werden. Mit einem zweiten Signal s2 wird der
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Abbildung 2.25: Fraktionale Phasenmessung mit einer DLL.
Inhalt der Verzögerungskette ausgelesen. Der Vorteil ist, dass der Thermome-
tercode der Kette direkt in eine binäre Darstellung überführt werden kann, da
die Verzögerung der Kette bekannt ist und die Mittelung entfallen kann. Zur
Überführung in einen Thermometercode muss die Anzahl der Verzögerungs-
elemente n allerdings eine Potenz von 2 sein. Die Auflösung ist durch ∆Φ/n
gegeben und geringer als im vorherigen Ansatz (Abb. 2.24), da die Verzögerung
der einzelnen Elemente nicht minimal gewählt werden kann, um eine Steuerbar-
keit zu gewährleisten. Ein weiterer wesentlicher Nachteil dieses Ansatzes besteht
in der analogen Reglung, auf die eigentlich verzichtet werden sollte, und dem
damit verbundenen Flächen- und Leistungsbedarf. Soll die Phasenmessung auf
der Referenzfrequenzebene erfolgen, so wird der Flächenbedarf besonders groß,
da eine komplette Referenzperiode in der Verzögerungskette Platz finden muss.
In Abbildung 2.26 ist ein nach diesem Konzept in einer 250nm-Technologie
gefertigter DPFD dargestellt. Bei einer Referenzfrequenz von fref = 13MHz
beträgt die Anzahl der Verzögerungselemente LTDC = 1024. Die Kantenlänge
des Chips beträgt 1, 4 cm.
Rauschbetrachtung
Das Blockschaltbild mit Rauschquellen zur digitalen PLL (Abb. 2.27) zeigt,
dass im Vergleich zur Mixed-Signal PLL in Abb. 2.19 viele Rauschquellen eli-
miniert wurden. So tragen aufgrund der Digitalisierung weder Ladungspumpe
noch Schleifenfilter und Teiler zum Rauschen in der PLL bei. Nicht verhindert
werden können Rauschbeiträge durch den Referenzoszillator und den DCO. An
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Abbildung 2.26: Foto des DPFD-Chips.
normierter DCOSchleifenfilterPhasendetektorReferenzquelle
φn,TDC
φref
φn,ref N φn,DCO
φV
HLF (z)
1
2pi
2piKDCO
s
Abbildung 2.27: Rauschmodell des digitalen Phasenregelkreises.
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die Stelle des Phasendetektorrauschbeitrags tritt hier ein Beitrag durch den
TDC φn,TDC . Dieser resultiert zum einen aus der begrenzten Auflösung des
TDCs (die minimale Laufzeit eines Verzögerungselements) und zum anderen
aus dem Schwanken der Laufzeiten der Verzögerungselemente und der Mitte-
lung bei der Bestimmung der Oszillatorperiodendauer TDCO.
Nicht dargestellt ist ein Beitrag in der Ansteuerung des Oszillators, der auf-
tritt, wenn ein Σ∆-Modulator zum Dithern der niederwertigsten Ansteuerbits
eingesetzt wird (s. Kap. 3.6.1).
Ansonsten kann die digitale PLL infolge ihres digitalen Charakters als rausch-
frei angenommen werden, solange die Registerstufen eine ausreichende Breite
besitzen und Quantisierungseffekte somit vernachlässigt werden können.
2.4 Modulationskonzepte
Neben der Frequenzsynthese spielt die Erzeugung eines modulierten Signals
eine wichtige Rolle in der Kommunikationstechnik. Als erstes Modulationskon-
zept wird der Aufwärtsmischer vorgestellt. Da er jedoch nur zur Modulation
dient, sind zur Erzeugung der benötigten Frequenzen weitere Schaltungsteile
zum Beispiel in Form einer PLL notwendig. Nachfolgend werden dann verschie-
dene Konzepte präsentiert, die auf einem PLL-Regelkreis zur Frequenzsynthese
beruhen, aber so erweitert wurden, dass die Modulationsdaten direkt aufge-
bracht werden können.
2.4.1 Grundlagen
Die Modulation beschreibt in der Nachrichtentechnik den Vorgang, bei dem
zu übertragende Informationen in Form eines Datensignals auf ein, in der Re-
gel sinusförmiges, Trägersignal U(t) = A · sin (2πfct) aufgebracht (moduliert)
werden. Dabei wird das Datensignal im Spektrum zur Frequenz des Trägers fc
verschoben. Um die Modulation zu bewerkstelligen kann die Amplitude A(t),
die Frequenz fc + fmod(t) oder die Phase des Trägers φmod(t) durch eine zeit-
abhängige Funktion ersetzt werden
U(t) = A(t)sin (2π(fc + fmod(t))t+ φmod(t)) . (2.14)
Dementsprechend werden die einzelnen Modulationsarten Amplituden(AM)-,
Frequenz(FM)- oder Phasen(PM)-modulation unterschieden. Beispielhaft sind
die entsprechenden Signalverläufe in Abb. 2.28 dargestellt. Für die Frequenzmo-
dulation gilt, dass diese aufgrund der integralen Beziehung zwischen Frequenz
und Phase φmod(t) = 2π
∫ t
0
fmod(t)dt auch als Phasenmodulation dargestellt
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Nutzsignal
Traegersignal
AM−moduliertes Signal
FM−moduliertes Signal
PM−moduliertes Signal
Zeit
Abbildung 2.28: Darstellung verschiedener Modulationsarten.
werden kann. In der Praxis ist dies aber schwierig, da das Integral nicht immer
geschlossen lösbar ist. Neben einer reinen AM-, FM- oder PM-Modulation sind
auch Kombinationen von AM und FM bzw. AM und PM möglich. Diese sind
jedoch nur bei den heute üblichen digitalen Modulationsverfahren üblich.
2.4.2 I/Q-Aufwärtsmischer
In dem in Abbildung 2.29 dargestellten I/Q-Aufwärtsmischer, auch als Vek-
tormodulator bezeichnet, werden die Sendedaten im Digitalteil in I- und Q-
Komponenten zerlegt und anschließend getrennt analoggewandelt und tiefpass-
gefiltert. I/Q steht hier für Inphase und Quadraturphase. Dabei handelt es sich
um zwei Signalkomponenten, die senkrecht aufeinander stehen, wobei die I-
Komponente der Q-Komponente um 90◦ vorauseilt. Die analogen und tiefpass-
gefilterten I/Q-Komponenten werden nun auf die gewünschte Kanalfrequenz
gemischt, indem sie jeweils mit 90◦ phasenverschobenen Signalen der Kanalfre-
quenz ωc multipliziert werden. In der folgenden Addition (Zusammenführung
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der beiden Signalwege) löschen sich unerwünschte Signalkomponenten (Spiegel-
frequenzen) ωc−ωm aus, während sich die gewünschten Komponenten ωc+ωm
verstärken (vgl. Gleichung (2.15))[5].
cos(ωmt) · cos(ωct)− sin(ωmt) · sin(ωct) = cos((ωc + ωm)t) (2.15)
Das Summensignal kann dann verstärkt und bandpassgefiltert gesendet werden
[42].
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Abbildung 2.29: I/Q-Aufwärtsmischer.
Bei dem dargestellten Konzept wird auch von „Direct-Upconversion“ gespro-
chen, da das Modulationssignal direkt auf die Kanalfrequenz gemischt wird.
Hierbei tritt der Effekt einer Kopplung des unmodulierten Hochfrequenzoszilla-
torsignals und des modulierten Signals gleicher Frequenz am Leistungsverstär-
ker (Power Amplifier – PA) auf. Der Hochfrequenzoszillator (HF-VCO) ver-
sucht sich in diesem Fall auf das induzierte Signal des PAs zu synchronisieren.
Das Ergebnis ist eine Selbstmodulation des HF-VCOs, auch „Injection Locking"
genannt. Abhilfe schafft eine Aufwärtsmischung über eine Zwischenfrequenz.
Dabei wird das Datensignal zuerst auf die Zwischenfrequenz und anschließend
auf die Kanalfrequenz gemischt. Wegen des hohen zusätzlichen Aufwands wird
dieses Konzept jedoch nur selten eingesetzt.
Alternativ ist es auch möglich den VCO auf der doppelten Kanalfrequenz zu
betreiben, um der Selbstmodulation entgegen zu wirken. Dies hat weiterhin
den Vorteil, dass eine exakte Generierung der 90◦ verschobenen Trägersignale
cos(ωmt) und sin(ωmt) durch eine Division durch zwei möglich ist.
Die hohe spektrale Güte und Phasengenauigkeit des Modulationssignals spricht
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für den Einsatz mischerbasierter Systeme. Dies gilt besonders für anspruchsvol-
le GSM-Systeme. Nachteilig sind die erhöhten Implementierungskosten und der
erhöhte Stromverbrauch, da zusätzlich zur PLL, welche zur Frequenzsynthe-
se benötigt wird, noch mindestens zwei D/A- (Digital/Analog)Wandler, zwei
Mischer und zwei Filter benötigt werden.
2.4.3 Modulation bei geöffneter Regelschleife
Die Modulation mit geöffneter Regelschleife (Open-Loop-Modulation) (Abbil-
dung 2.30) erweitert die PLL aus Abbildung 2.9 um ein digitales Filter zur
Pulsformung und einen nachfolgen D/A-Wandler. Das resultierende Signal kann
dann direkt als Modulationssignal auf den VCO gegeben werden. Allerdings ist
es bei diesem Verfahren notwendig, dass der PLL-Regelkreis während des Sen-
devorgangs zwischen der Charge Pump und dem Schleifenfilter durch einen
Schalter aufgetrennt wird, da ansonsten die Modulation durch das Regelverhal-
ten der PLL gestört wird.
D A
PFD CP
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PA
TX−Daten
HF−VCO
Systemtakt
Sendefilter
Abbildung 2.30: PLL mit Modulation bei geöffneter Regelschleife.
Die Vorteile dieses Modulationskonzeptes liegen in der einfachen Struktur und
dem damit verbundenen geringen Implementierungsaufwand. Im Vergleich zur
mischerbasierten Modulation in Abbildung 2.29 sind nur wenige zusätzliche
Komponenten (ein Pulsformfilter, ein D/A-Wandler, ein Schalter) notwendig.
Mischer und weitere D/A-Wandler oder Filter werden nicht benötigt.
Ein Problem dieses Konzeptes ist, dass die Trägerfrequenz während der Über-
tragung auf Grund der geöffneten Regelschleife nicht nachgeregelt wird. Sie
wird vor einem Übertragungsvorgang eingeregelt und ist anschließend anfällig
für Störungen zum Beispiel durch Temperaturänderungen.
Wegen ihrer Anfälligkeit ist die Modulation bei geöffneter Regelschleife daher
nicht geeignet, um die Spezifikationen des GSM-Systems z. B. in Bezug auf den
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erlaubten Phasenfehler zu erfüllen. Sie wird aber häufig in DECT-Systemen
(Digital Enhanced Cordless Telecommunications) eingesetzt.
2.4.4 1-Punkt-Modulation
Bei der Modulation mit geschlossener Regelschleife (Closed-Loop-Modulation)
wird die Regelschleife niemals aufgetrennt. Daher ist es hier (im Vergleich zur
Modulation mit geöffneter Regelschleife, vgl. Abbildung 2.30) auch nicht mög-
lich, die Sendedaten direkt auf den VCO zu geben, da diese durch die Schlei-
fendynamik der PLL ausgeregelt würden. Statt dessen werden die gefilterten
Sendedaten zusammen mit der Kanaleinstellung zur Ansteuerung auf einen
Σ∆ -Modulator gegeben, welcher die Modulation anschließend über den Multi-
Modulus-Teiler in die PLL einbringt (siehe Abbildung 2.31).
Multi−Modulus
Teiler
PFD
PA
CP
HF−VCO
TX−Daten
filterfilter
Sende− Vorverzerrungs−
Systemtakt
Kanalwahl
Digitaler
Modulator
−Σ∆
Abbildung 2.31: PLL mit 1-Punk-Modulation bei geschlossener Regelschleife.
Weil die PLL während des Sendens nicht geöffnet werden muss, ist dieses Ver-
fahren resistenter gegen Störungen, da diesen ständig entgegengeregelt wird.
Der Vorteil des geringen Implementierungsaufwands ist auch hier vorhanden,
da lediglich das digitale Sendefilter als zusätzliche Komponente benötigt wird.
Der Nachteil dieses Konzeptes liegt im Tiefpasscharakter der PLL. Die Modu-
lationsdaten werden an einem Tiefpasspunkt aufgeprägt und entsprechend der
PLL-Bandbreite, welche durch das Tiefpassfilter bestimmt wird, tiefpassgefil-
tert. Die Tiefpassfilterung ist notwendig, um die Stabilität der Regelschleife zu
gewährleisten, und um Störungen, welche u. a. durch die Variation der Tei-
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lerfaktoren hervorgerufen werden, herauszufiltern. Gleichzeitig werden aber die
höherfrequenten Anteile des Modulationssignals gedämpft und so die maximale
Datenrate limitiert. Daher ist es gegebenenfalls notwendig die Modulations-
bandbreite zu erhöhen und gleichzeitig die Rauschanforderungen zu erfüllen.
Eine Lösung des Problems besteht darin ein weiteres digitales Filter mit dem
Sendefilter in Reihe zu schalten. Dieses Filter hat dann die Aufgabe, die von der
PLL gedämpften hohen Frequenzanteile des Modulationssignals derart über-
zugewichten, dass das begrenzende Verhalten der PLL ausgeglichen wird[55].
Dabei wird auch von Vorkompensation oder 1-Punk-Modulation mit Vorver-
zerrung gesprochen. Die Schwierigkeit dieses Ansatzes liegt in der genauen An-
passung der Übertragungsfunktion des digitalen Vorverzerrungsfilters zur ana-
logen Übertragungsfunktion der PLL (Matching) (siehe Abb. 2.32). Ist diese
Anpassung nicht gegeben, so kommt es zu Verzerrungen der Modulationsdaten.
Jedoch soll hier nicht tiefer auf dieses Konzept eingegangen werden.
Tiefpass Kompensations−
filter
Gesamtübertra−
gungsfunktion
PLL Übertra−
digital analog
gungsfunktion
Abbildung 2.32: Prinzip der digitalen Vorverzerrung.
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2.4.5 2-Punkt-Modulation
Die 2-Punkt-Modulation stellt einen weiteren Ansatz dar, um trotz geringer
PLL-Bandbreiter mit hoher Datenrate übertragen zu können. Dazu werden die
digitalen und gaußgefilterten Modulationsdaten über einen zweiten Pfad analog
gewandelt und anschließend direkt auf den VCO gegeben (vgl. Abbildung 2.33).
Die Übertragungsfunktion vom VCO-Eingang aus ist die Inverse der Tiefpass-
Multi−Modulus
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CP
HF−VCO
Systemtakt
TX−Daten
Kanalwahl
Sendefilter
Digitaler
Modulator
−
D A
Σ∆
Abbildung 2.33: PLL mit 2-Punkt-Modulation bei geschlossener Regelschleife.
übertragungsfunktion vom Multi-Modulus-Teiler zum Oszillatorausgang (siehe
Abb. 2.34). Daher wird der VCO-Eingang auch als Hochpassmodulationspunkt
bezeichnet, d. h. die hochfrequenten Modulationsanteile werden an dieser Stelle
nicht gedämpft. Somit steht eine höhere Bandbreite zur Übertragung zur Ver-
fügung.
Mathematisch lässt sich zeigen, dass eine ausschließliche Modulation über nur
einen Modulationspunkt nicht zum gewünschten Ziel führt. Damit es nicht zu
Verzerrungen der Modulationsdaten kommt, müssen auch hier beide Pfade auf-
einander abgestimmt sein.
Die 2-Punkt-Modulation bei geschlossener Regelschleife besitzt einen großen
Vorteil gegenüber der 1-Punkt-Modulation mit geschlossener Regelschleife, da
zur Anpassung der beiden Modulationspfade nur noch die Steilheit des VCOs
und die Genauigkeit des D/A-Wandlers betrachtet werden muss. Die Schleifen-
verstärkung und andere Schleifenelemente müssen hierzu nicht mehr betrachtet
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Abbildung 2.34: (b) Die Summe aus Tiefpass- und Hochpassmodulationspfad
führt zu einer verbesserten Sprungantwort bzw. (a) zu einer
frequenzunabhängigen Übertragungsfunktion.
werden. Jedoch sei auch hier für eine genaue Betrachtung auf weiterführende
Literatur verwiesen [47, 65, 79].
2.4.6 Modulation einer digitalen PLL
Die Aufprägung einer Modulation erfolgt bei einer digitalen PLL als 2-Punkt-
Modulation bei geschlossener Regelschleife. Nach einer geeigneten Aufbereitung
der Daten z. B. durch Pulsformfilterung können diese über den Referenzein-
gang in die PLL eingebracht werden (Abb. 2.35). Da eine alleinige Modulation
+
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++
+
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Σ
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+
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(direkte Modulation)
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Abbildung 2.35: Modulation einer digitalen PLL.
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über den Referenzeingang aufgrund des Tiefpassübertragungscharakters an die-
sem Punkt nicht möglich ist, werden die Daten zusätzlich direkt auf den DCO
gegeben. Dabei ist zu Beachten, dass diese vor der Normierung in die PLL
eingebracht werden müssen. Auch hier gilt, dass eine ausschließliche, direkte
Modulation am Hochpasspunkt nicht möglich ist, da die Modulationsdaten an-
sonsten als Phasenfehler erkannt und ausgeregelt würden.
Dennoch birgt die hier gezeigte 2-Punkt-Modulation einen Vorteil gegenüber
der 1-Punkt- und 2-Punkt-Modulation der Mixed-Signal PLL oder der digita-
len PLL, bei der der Teiler im Rückkoppelpfad beibehalten wird, da ein auf-
wändiges Matching der beiden Modulationspfade oder des Vorverzerrungsfilters
entfallen kann.
2.5 Oszillatoren
Oszillatoren dienen der Frequenzerzeugung in der Nachrichten- und Kommuni-
kationstechnik, damit stellen sie eines der wichtigsten Basiselemente dar. Ihre
Güte und Rauscheigenschaften bestimmen imWesentlichen die Performance des
gesamten Systems. In der hier vorgestellten digitalen PLL stellt der Oszillator
trotz seiner digitalen Ansteuerung die einzige analoge Komponente dar. Auf-
grund seiner zentralen Bedeutung werden die Grundlagen des Oszillatordesigns
im Folgenden detailliert dargestellt.
2.5.1 Grundlagen
Die Aufgabe des Oszillators besteht in der Generierung einer stabilen Schwin-
gung. Im Systemersatzschaltbild (Abb. 2.36) mit der Übertragungsfunktion
Uaus
Uein
= H(s)
1+H(s)
bedeutet dies, dass die folgenden beiden Bedingungen erfüllt
sein müssen. Für den Betrag der Übertragungsfunktion H(s) muss gelten
H(s)
UausUein = 0
Abbildung 2.36: Ein einfaches rückgekoppeltes System.
|H(s)| ≥ 1, (2.16)
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während die Phasenverschiebung ein Vielfaches von ∠H(s) = n · 360◦ (n ∈ N)
sein muss. Liegt eine negative Rückkopplung vor, so stellt diese ebenfalls eine
Phasendrehung von 180◦ dar und es gilt
∠H(s) = n · 360◦ + 180◦. (2.17)
In der Literatur werden diese Bedingungen unter dem Namen „Barkhausen-
Kriterium“ zusammengefasst [21].
Laufzeitoszillatoren
Die am häufigsten eingesetzten Schaltungen zur Frequenzerzeugung sind die
Laufzeit- und die Resonanzoszillatoren. Laufzeitoszillatoren bestehen aus min-
destens einem Verstärker und einer beliebigen Anzahl von Laufzeitgliedern. Das
bekannteste und einfachste Beispiel für einen Laufzeitoszillator stellt der Rin-
goszillator in Abb. 2.37 dar. Er besteht aus einer ungeraden Anzahl von In-
vertern, die gleichzeitig als Verstärker und Laufzeitglied fungieren. Durch eine
Uaus
Abbildung 2.37: Ringoszillator.
Steuerung der Laufzeit ist eine Kontrolle der Ausgangsfrequenz möglich.
Werden differentielle Inverter eingesetzt, so ist es möglich einen Oszillator beste-
hend aus vier Invertern zu realisieren, wenn durch eine Kreuzkopplung zwischen
zwei Invertern eine zusätzliche Phasendrehung von 180◦ realisiert wird. Dies hat
den Vorteil, dass direkt 90◦ verschobene I/Q-Signale für die Kommunikations-
technik generiert werden können [26].
Der wesentliche Nachteil der Laufzeitoszillatoren besteht in ihrem hohen Pha-
senrauschen, weshalb sie für die meisten Kommunikationsstandards nicht ge-
eignet sind [20].
Resonanzoszillatoren
Resonanzoszillatoren basieren auf einem LC-Glied oder einem Schwingquarz als
Quelle der Schwingung. Quarzbasierte Resonanzoszillatoren werden aufgrund
ihrer hohen Güte und ihres geringen Durchstimmbereichs z. B. als Referenzos-
zilloren für PLLs eingesetzt [22]. Ein weiterer Nachteil ist, dass Quarzoszillato-
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ren sich nicht auf einem Siliziumchip integrieren lassen. Es existieren Ansätze so
genannte akustische Raumwellen-Dünnschichtresonatoren (Film Bulk Acoustic
Wave – FBAR) auf Siliziumchips zu integrieren, jedoch sind diese vornehm-
lich als Ersatz für separate akustische Oberflächenwellenfilter (Surface Acoustic
Wave – SAW) gedacht [77, 53].
In der drahtlosen Kommunikationstechnik werden daher häufig LC-basierte Os-
zillatoren eingesetzt. Diese bestehen aus der Parallelschaltung einer Spule L und
eines Kondensators C (Abb. 2.38(a)). Da in elektrischen Schaltungen ohmsche
Verluste auftreten, werden diese hier vereinfacht als Widerstand R parallel zum
idealen Schwingkreis modelliert. Diese Verluste im Schwingkreis müssen aus-
geglichen werden, d. h. es muss durch eine aktive Schaltung Energie in den
Schwingkreis eingefügt werden. Dies kann mit Hilfe eines kreuzgekoppelten
Transistorpaars erreicht werden (Abb. 2.38(c)), welches im vereinfachten Er-
satzschaltbild (Abb. 2.38(b)) durch einen Widerstand −R dargestellt wird.
L C
(a)
L C R −R
(b)
−R
(c)
Abbildung 2.38: Aufbau eines LC-Oszillators: (a) Idealer LC-Schwingkreis; (b)
LC-Schwingkreis mit parasitären Widerständen und aktiver
Kompensation; (c) Realisierung eines negativen Widerstandes
zur Kompensation.
Ein LC-Oszillator benötigt also immer zusätzlich eine aktive Kompensation der
Schwingkreisverluste. Ggf. kann auch noch eine gesteuerte Stromquelle zur Re-
gelung der Schwingungsamplitude mit implementiert werden. Dadurch ist es
möglich das Rauschen des Oszillators zu minimieren [39].
Ein großer Nachteil der LC-Oszillatoren ist der hohe Flächenbedarf der planar
integrierten Spule. Dieser Flächenbedarf sinkt auch nicht mit der Verkleine-
rung der minimalen Strukturgrößen zukünftiger CMOS-Prozesse. Stattdessen
steigen die Kosten, da die Chipfläche immer teurer wird. Die Verwendung ex-
terner Spulen ist nur in seltenen Fällen sinnvoll, da auch hier Kosten durch die
Fläche der Anschlusspads und die zusätzliche externe Komponente anfallen.
43
2 Grundlagen
2.5.2 Gesteuerte Oszillatoren
Ein wesentlicher Aspekt des Oszillatorentwurfs ist die Durchstimmbarkeit der
Oszillationsfrequenz, welche durch die Kapazität des Kondensators und der
Induktivität der Spule im Schwingkreis bestimmt wird zu
fOSC =
1
2π
√
LC
. (2.18)
Die Spule eignet sich aufgrund ihrer festen geometrischen Struktur und damit
ihrer festen Induktivität nicht für eine Veränderung der Oszillatorfrequenz. Eine
Ausnahme bildet hier der Kurzschluss von Windungen, welches sich allerdings
nur für eine mögliche Bandumschaltung eignet [43]. Da die für diese Arbeit ver-
wendetet Technologie bereits einige parametrisierbare Spulen bereitstellt und
keine neue Spule entworfen wurde, wird hier nicht weiter auf den Spulenentwurf
[6, 89] eingegangen, sondern lediglich in Kapitel 3.3.1 die Wahl der verwendeten
Spule erläutert.
2.5.3 Varaktoren
Kondensatoren, deren Kapazität sich durch die Veränderung einer angelegten
Spannung einstellen lässt, werden Varaktoren genannt. In integrierten Schaltun-
gen lassen sich hierzu entweder p-n-Dioden oder MOS-Transistoren verwenden.
p-n-Dioden
Eine p-n-Diode besteht aus einem p- und einem n-dotierten Gebiet (siehe Abb.
2.39(a)). Wird an die Diode eine Spannung UR in Sperrrichtung angelegt, so
bildet sich an der p-n-Grenzschicht eine Raumladungszone, deren Kapazität Cj
von der angelegten Spannung abhängt [15]. Diese lässt sich als Kleinsignalka-
pazität berechnen nach
Cj =
dQ
dUR
=
dQ
dW1
dW1
dUR
(2.19)
mit Q als spannungsabhängiger Ladung in der Sperrschicht und W1 als die
Dicke der Sperrschicht. Es gilt weiterhin
dQ = AqNAdW1 (2.20)
und
dW1
dUR
=
[
ε0εr
2qNA
(
1 + NA
ND
)
(ψ0 + UR)
]1/2
(2.21)
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mit A als Fläche des p-n-Kontakts, q als Elementarladung, NA als Akzeptor-
dichte, ND als Donatordichte, ε0 als Dielektrizitätskonstante, εr als relative Di-
elektrizitätskonstante des jeweiligen Materials und ψ0 als die sich einstellende
Diffusionsspannung am p-n-Übergang. Damit ergibt sich der formale Zusam-
menhang zwischen der Kapazität der Raumladungszone und der angelegten
Spannung zu
Cj = A
[
qε0εrNAND
2(NA +ND)
]1/2
1√
ψ0 + UR
. (2.22)
d
p−Gebiet n−Gebiet
p n
(a)
Utune
np
(b)
Abbildung 2.39: (a)Schematische Darstellung einer PN-Diode im Sperrbetrieb.
(b) Verschaltung zweier Dioden als Varaktor.
In der Praxis eignet sich die Diode nur eingeschränkt als Varaktor, da durch
die notwendige Polung in Sperrrichtung die nutzbaren Steuerspannungen und
Amplituden beschränkt sind.
In einem differentiellen Oszillator werden gewöhnlich zwei Dioden gegeneinan-
der geschaltet mit der Steuerspannung Utune in der Mitte (vgl. Abb. 2.39(b)).
In dieser Arbeit werden Dioden als Varaktoren im Folgenden nicht weiter be-
trachtet, da das verwendetet Design Kit keine geeigneten Diodenmodelle für
den hier präsentierten Oszillator bereitstellt.
MOS-Varaktoren
Neben der Nutzung von Grenzschichtkapazitäten stellt die Verwendung der
Gatekapazität integrierter Feldeffekttransistoren (Metal Oxide Semiconductor
Field-Effect Transistor – MOSFET) eine weitere Möglichkeit der Realisierung
von Varaktoren dar. In den heute üblichen MOS Prozessen stehen hierzu zwei
verschiedene Transistortypen zur Verfügung, die sich durch einen komplementä-
ren Aufbau unterscheiden (Complementary MOS – CMOS). Ein entsprechender
Technologiequerschnitt ist in Abb. 2.40 dargestellt.
Die Dimensionierung erfolgt über die Gateweite w und die Gatelänge l. Die
Dicke dOx des Gateoxids ist durch die Technologie vorgegeben. Zur Berechnung
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n+ n+
Bulk Source
Gate
Drain Drain
Gate
Source Bulk
Poly Poly
Oxid Oxid
n+p+ p+p+
n−Wanne
p−Substrat
Abbildung 2.40: CMOS Technologiequerschnitt.
der Kapazität sind mehrere physikalische Effekte zu beachten, da neben der
gewünschten Gatekapazität auch parasitäre Kapazitäten zur Gesamtkapazität
beitragen [37]. So setzt sich die Gatekapazität aus der Gate-Kanal-Kapazität
CGC = ε0εrOx
(l − 2lOV )w
dOx
(2.23)
und der Kanal-Bulk-Kapazität
CCB ≈ ε0εrSi(l − 2lOV )w
xd
(2.24)
zusammen (Abb. 2.41). Diese wird wiederum durch die Dicke des Kanals bzw.
Drain
Poly
Oxid
Gate
Source
Bulk
CGDCGC CCB
lOV
l
dOx
CGS
Abbildung 2.41: Parasiten einer MOS-Kapazität.
der Verarmungszone
xd =
√
2εrSi
qNSub
|ψS − ψF | (2.25)
bestimmt, die sich aus dem Fermi-Potential ψF im Halbleiter und der Diffe-
renz des Oberflächenpotential ψS des Halbleiters ergibt. Dieses kann über die
angelegte Spannung kontrolliert werden. NSub ist hier die Ladungsträgerdichte
im Substrat und dOx die Dicke des Gateoxids. lOV beschreibt die Länge der
Gate-Drain- bzw. der Gate-Source Überlappungsbereiche. Diese Überlappungs-
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bereiche führen zu unerwünschten, parasitären Gate-Source-, bzw. Gate-Drain-
Kapazitäten
CGS = CGD = Cov = ε0εrOx
lOV w
dOx
. (2.26)
Darüber hinaus können noch Grenzschichtkapazitäten zwischen dem Drain- und
Source-Anschluss und dem Substrat (Bulk) CSB , CDB betrachtet werden, die
aber hier nicht weiter relevant sein sollen.
Wird ein MOSFET als Varaktor eingesetzt, so ist nicht nur die Minimierung der
parasitären Kapazitäten wichtig, um eine möglichst große Kapazitätsänderung
im Verhältnis zur Gesamtkapazität zu erreichen, sondern auch eine Minimie-
rung der ohmschen Verluste im MOSFET, um eine möglichst hohe Güte zu
erzielen [24, 56]. Der grundsätzliche Verlauf der Gate-Source-Kapazität CGS
am Beispiel eines n-Kanal MOSFET ist in Abb. 2.42(a) in Abhängigkeit von
der angelegten Gate-Spannung dargestellt, wobei Drain, Source und Bulk kurz-
geschlossen sind. Erkennbar sind die drei Betriebsbereiche Inversion, Verarmung
und Akkumulation.
Wird der Bulk-Anschluss fest mit dem Massepotential verbunden, so steht
der Akkumulationsbereich nicht mehr zur Verfügung (Abb. 2.42(b)). Ein aus-
(a) Akkumulations- und Inversionsbe-
trieb.
(b) Inversionsbetrieb
Abbildung 2.42: Varaktorkennlinien eines n-MOS-Transistors.
schließlicher Akkumulationsbetrieb ohne Inversion ist ebenfalls möglich, wenn
die Steuerspannung Utune lediglich an den Bulk-Anschluss angeschlossen wird.
Die drei zugehörigen Verschaltungen der n-Kanal MOSFETs als Varaktoren
sind in Abb. 2.43 gegeben.
Die Verwendung von p-Kanal-Transistoren zur Realisierung von Varaktoren
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p n
Utune
(a) Akkumulations- und
Inversionsbetrieb.
np
Utune
(b) Inversionsbetrieb.
np
Utune
(c) Akkumulationsbe-
trieb.
Abbildung 2.43: Aufbau von n-Kanal MOSFET Varaktoren.
ist ebenfalls möglich. In diesem Fall sind die Kennlinien und der Inversions-/
Akkumulationsbereich entsprechend an der 0V -Achse zu spiegeln. Ein Vorteil
der Verwendung von p-Kanal MOSFETs ist, dass diese in der Regel in einer
eigenen n-Wanne auf einem p-Substrat gefertigt werden (vgl. Abb. 2.40). So-
mit ist es möglich ein unterschiedliches Bulk-Potential für verschiedene p-Kanal
MOSFETs zu wählen. Der Akkumulationsbetrieb ist folglich möglich. Bei n-Ka-
naltransistoren hingegen ist der Akkumulationsbetrieb nur dann nutzbar, wenn
in der zugrunde liegenden Technologie n-Kanal MOSFETs mit einer separaten
p-Wanne in einer n-Wanne bereitgestellt werden.
Varaktorarbeitsbereiche in einem Oszillator
Bei der Nutzung eines MOSFETs als Varaktor in einem VCO bzw. einem DCO
existieren Unterschiede in Bezug auf die Ansteuerung und die Wahl der Ar-
beitsbereiche. In einem VCO wird ein Varaktor mit einer großen Kapazität
eingesetzt, welcher von einer kontinuierlichen analogen Steuerspannung Utune
gesteuert wird. Dementsprechend existieren zwei mögliche Arbeitsbereiche zwi-
schen dem Verarmungsgebiet und dem Inversions- bzw. Akkumulationsgebiet,
die möglichst linear sein sollten, siehe Abb. 2.44(b).
In einem DCO hingegen wird ein Varaktor mit einer möglichst kleinen Ka-
pazität angestrebt, um eine hohe Auflösung zu erzielen. Die Anzahl der Va-
raktoren ist entsprechend hoch und die Ansteuerung erfolgt digital. Das Prin-
zip der Ansteuerung ist in Abbildung 2.44(a) dargestellt. Ein einzelnes Bit
TW 〈i〉 des Ansteuerworts schaltet den Varaktor mit Hilfe eines Inverters zwi-
schen zwei festen Arbeitspunkten um. Hierzu wird der Inverter nicht mit dem
Versorgungsspannungs- und dem Massepotential verbunden, sondern mit den
Spannungen Utune,high und Utune,low der beiden Arbeitspunkte (Abbildung
2.44(b)). Ein Arbeitspunkt liegt immer im Verarmungsgebiet. Der zweite Ar-
beitspunkt kann entweder im Inversions- oder Akkumulationsbereich liegen. Al-
lerdings ist in der dargestellten Kapazitätskennlinie der Inversionsbereich vorzu-
ziehen, da im Arbeitspunkt die Kapazität unabhängig von der Steuerspannung
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Utune,high
Utune,low
TW 〈i〉
np
(a)
VCO-Arbeitsbereiche
DCO-Arbeitspunkte
Utune,low
Utune,high
(b)
Abbildung 2.44: (a) Ansteuerung eines digitalen Varaktors und (b) Varaktor-
arbeitsbereiche.
sein sollte dC
dUGS
= 0 , damit Störungen und Rauschen der Steuerspannung keine
Kapazitätsänderung hervorrufen und somit das Phasenrauschen erhöhen.
Festkapazitäten
Neben Dioden und MOS-Transistoren, deren Kapazitäten sich über eine Steu-
erspannung kontinuierlich einstellen lassen, können auch Festkapazität binär
zwischen zwei Zuständen umgeschaltet werden. Diese Möglichkeit wird häufig
zur digitalen Vorabstimmung eines VCOs genutzt, während Feinabstimmung
und Modulation über eine analoge, kontinuierliche Steuerspannung erfolgt. Um
Festkapazitäten zu implementieren bieten einige Prozesse die Möglichkeit MIM-
Kondensatoren (Metal Insulator Metal – MIM) zu nutzen. Diese werden als
zusätzlicher Plattenkondensator über den übrigen Verdrahtungsebenen herge-
stellt (Abb. 2.45(a)). Da hierzu jedoch zusätzliche Prozessschritte durch das
Aufbringen des Dielektrikums und der Nitridschicht notwendig sind, steigen
die Produktionskosten. Daher bieten viele Hersteller diese Option nicht an.
Alternativ kann ein Festkondensator auch als Plattenkondensator zwischen zwei
Verdrahtungsebenen implementiert werden. Allerdings sind hierdurch nur ge-
ringe Kapazitätsdichten zu erreichen, was zu einem hohen Flächenbedarf und
damit ebenfalls zu hohen Kosten führt. Mit der Verkleinerung der minimalen
Strukturgröße, und damit auch der minimalen Abstände zwischen zwei Leiter-
bahnen, gewinnen so genannte Fringe-Kapazitäten immer stärker an Bedeu-
tung. Bei ihnen wird nicht mehr die Kapazität zwischen zwei übereinanderlie-
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Pad
Oxid
Nitrid
MIM Kondensator Top Metal
MIM Dielektrikum
(a) Technologiequerschnitt einer MIM-
Kapazität.
(b) Draufsicht einer
Fringe-Kapazität.
Abbildung 2.45: (a) Aufbau einer MIM- und einer (b) Fringe-Kapazität.
genden Metallebenen genutzt, sondern die Kapazität zwischen zwei nebenein-
anderliegenden Leiterbahnen derselben Metallebene (Abb. 2.45(b)).
2.5.4 Kenngrößen
Um eine Vergleichbarkeit zwischen verschiedenen Oszillatoren und Varaktoren
zu gewährleisten, ist es sinnvoll eine Reihe von Kenngrößen, wie etwa Durch-
stimmbereich, Steilheit, Güte und Phasenrauschen, einzuführen.
Durchstimmbereich und Steilheit
Im einfachsten Fall wird der ideale VCO durch einen linearen Zusammenhang
zwischen der Steuerspannung UV CO und der Ausgangsfrequenz fV CO beschrie-
ben (Abb. 2.46)
test
fV COUV CO
(a)
fV CO
UV COUmax
∆f
Umin
∆U
fmax
f0
fmin
(b)
Abbildung 2.46: (a) Symbol und (b) Übertragungskennlinie eines VCOs.
fV CO = f0 +KV CO · UV CO. (2.27)
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Dieser lineare, proportionale Zusammenhang wird durch die Steilheit KV CO
des Oszillators beschrieben
KV CO =
fmax − fmin
Umax − Umin . (2.28)
Um den möglichen Ausgangsfrequenzbereich besser vergleichen zu können, wird
dieser häufig auf die Mittenfrequenz des Oszillators fcenter bezogen, damit er-
gibt sich die Definition des Durchstimmbereichs zu
Durchstimmbereich =
fmax − fmin
fcenter
= 2
fmax − fmin
fmax + fmin
. (2.29)
In der Realität ist die VCO-Kennlinie nur bedingt linear, da die Frequenz pro-
portional zur Wurzel aus der Kapazität (Formel (2.18)) ist und diese sich nur
in einem beschränkten Bereich linear zur Steuerspannung verhält (vgl. Abb.
2.42(a)). In der Praxis ist Linearität nur für einen kleinen Frequenzbereich,
der dem Modulationshub des jeweiligen Systems entspricht, notwendig, damit
eine aufgeprägte Modulation nicht verzerrt wird. Durch eine übergeordnete,
digital geschaltete Varaktorbank wird i. d. R. die gewünschte Kanalfrequenzbe-
reich grob eingestellt. Dadurch kann auch der Durchstimmbereich und damit
die Steilheit des analogen Steuereingangs gering bleiben, da eine hohe Steilheit
auch das Rauschen am Eingang verstärkt, wodurch das Phasenrauschen des
Ausgangssignals zunimmt.
Güte
Die Güte Q ist ein Maß für die Verluste, die in einem Bauelement oder einer
Schaltung auftreten [43]. Sie ist definiert als das 2π-fache des Verhältnisses aus
der maximal gespeicherten Energie Wgespeichert, max und dem Energieverlust in
einer Periode WVerlust pro Periode
QW = 2π
Wgespeichert, max
WVerlust pro Periode
= 2πf
Wgespeichert, max
PV
. (2.30)
Der Energieverlust kann dabei auch durch die Verlustleistung und die Frequenz
WVerlust pro Periode =
PV
f
ausgedrückt werden, wobei in Abhängigkeit von der
Anwendung auch andere Definitionen vorteilhaft sein können.
Für ein einzelnes Bauelement mit der komplexen Impedanz Z bietet sich die
Definition als Betrag des Verhältnisses aus Imaginär- und Realteil des Bauele-
ments an
QZ =
∣∣∣∣Im(Z)Re(Z)
∣∣∣∣ . (2.31)
51
2 Grundlagen
Alternativ zur Impedanz kann die Definition auch über die Admittanz erfolgen,
für eine Induktivität bzw. eine Kapazität folgt für die Gütedefinition dann
Qind = +
Im(Z)
Re(Z)
= −Im(Y )
Re(Y )
bzw. Qcap = −Im(Z)
Re(Z)
= +
Im(Y )
Re(Y )
. (2.32)
Die Gütedefinition nach Gl. (2.31) ist ungeeignet für Schaltungen, bei denen
im Resonanzfall der Imaginärteil Null wird. Hier bietet sich eine Definition mit
Hilfe der 3dB-Bandbreite bei Resonanzfrequenz oder über die Änderung der
Phase φ bei Resonanz an
Q3dB =
ωres
∆ω3dB
bzw. Qφ =
ωres
2
dφ
dω
∣∣∣
ωres
. (2.33)
Güte einer verlustbehafteten Induktivität Als einfachstes Ersatzschaltbild ei-
ner verlustbehafteten Induktivität wird meistens eine Reihenschaltung aus L
und R verwendet, wobei R den ohmschen Anteil modelliert. Die Energiespei-
cherung erfolgt dann in der Spule und der Verbrauch im Widerstand, damit
folgt für die Güte:
Qind, R = 2π · Wgespeichert, max
WV erlust pro Periode
= 2π ·
1
2
LR|IˆR|2
1
2
RR|IˆR|2T
= 2π · fLR
RR
=
ωLR
RR
. (2.34)
Eine Modellierung als Parallelschaltung aus L und R wird nur selten verwendet,
sie führt entsprechend zu einer Güte von
Qind, P =
RP
ωLP
. (2.35)
Güte einer verlustbehafteten Kapazität Auf die gleiche Weise lässt sich die
Güte einer Kapazität darstellen, welche in der Regel als Parallelschaltung aus
C und R dargestellt wird
Qcap, P = 2π ·
1
2
CP |UˆP |2
1
2
|UˆP |2
RP
T
= ωCPRP . (2.36)
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Die Darstellung als Reihenschaltung wird nur selten verwendet.
Güte eines Schwingkreises Ein Schwingkreis wird im einfachsten Fall als Serien-
oder Parallelschwingkreis modelliert, d. h. es wird ein L, ein C und ein R parallel
bzw. in Reihe geschaltet. Für den Parallelschwingkreis, der auch im in der Ar-
beit vorgestellten Oszillator genutzt wird, ergibt sich die Güte somit zu
QP = ωCPRP . (2.37)
Bei Resonanzfrequenz ω0 = 1√
LPCP
kann die Güte auch dargestellt werden als
QP =
RP√
LP /CP
. (2.38)
Phasenrauschen
Die Betrachtung des Phasenrauschens ist einer der elementaren Gesichtspunkte
bei der Spezifikation von Funkkommunikationssysthemen. So werden für einen
Sender häufig spektrale Masken definiert, die das ausgesendete Spektrum ein-
halten muss. Auch für Empfänger ist das Phasenrauschen des Lokaloszillators
von großer Bedeutung, da es sich mit dem zu empfangenden Signal überlagern
oder mischen kann.
Das Signal eines rauschfreien Oszillators lässt sich als cos-Signal mit fester Am-
plitude A, fester Frequenz ωc und fester Phasenverschiebung φ beschreiben
Uaus,ideal(t) = A · cos(ωct+ φ). (2.39)
Im Spektrum bei Einseitenbandbetrachtung entspricht dies einem idealen Dirac-
Impuls bei ω = ωc(Abb. 2.47(a)) bei Vernachlässigung der negativen Frequen-
zachse. Rauschen kann im einfachsten Fall als zufällige Abweichung der Oszilla-
torfrequenz von der gewünschten Trägerfrequenz ωc betrachtet werden. In der
Realität sind jedoch sowohl die Amplitude A(t) als auch die Phasenverschiebung
φ(t) zeitabhängig
Uaus,real(t) = A(t) · cos(ωct+ φ(t)). (2.40)
Im Spektrum führt dies zu einer Verbreiterung des Dirac-Impulses (vgl. Abb.
2.47(b)). Um das Phasenrauschen quantifizieren zu können, wird die Leistung
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Abbildung 2.47: (a) Leistungsspektrum eines idealen und (b) eines realen Os-
zillators.
des Ausgangssignals in einem 1Hz breiten Band in einem Abstand ∆ω von der
Trägerfrequenz bestimmt und auf die Leistung des Trägers bezogen
Lgesamt{∆ω} = 10 · log
[
PRausch(ωc +∆ω)
PTräger
]
. (2.41)
Die Einheit des Phasenrauschens Lgesamt ist somit dBc/Hz. Schwankungen in
der Amplitude gehen zwar mit in die Berechnung des Phasenrauschen ein, sind
aber in vielen Fällen von untergeordneter Bedeutung im Vergleich zu Schwan-
kungen in der Phase, da die Amplitude für digitale Signale begrenzt ist und
für Signale mit Frequenz- oder Phasenmodulation ohne Amplitudenmodulati-
onsanteil begrenzt werden kann. Das Phasenrauschen L{∆ω} eines Oszillators
([18, 19]) wird häufig durch das Leeson-Cutler Modell [36]:
L{∆ω} = 10 · log
{
2FkT
Pc
·
[
1 +
(
ωc
2QS∆ω
)2]
·
(
1 +
∆ω1/f3
|∆ω|
)}
. (2.42)
beschrieben. Hier ist F ein empirischer Parameter, der durch eine Messung zu
ermitteln ist, k die Boltzmann-Konstante, T die absolute Temperatur, Pc die
Leistung des Trägers und Q die Güte des Schwingkreises. ∆ω1/f3 ist hier die
Eckfrequenz zwischen der 1/f3- und 1/f2-Region in der grafischen Darstellung
des Leeson-Cutler Modells (Abb. 2.48). In diesen Bereichen fällt das Spektrum
mit 30 dB/Dek. bzw. 20 dB/Dek. in doppelt logarithmischer Darstellung ab. In
der trägernahen 1/f3-Region überwiegt das durch den Oszillator hochgemischte
1/f -Rauschen der Transistoren. Die Ursache des 1/f2-Rauschens ist das hoch-
gemischte thermische Grundrauschen des Oszillators, welches in einem größeren
Abstand vom Träger die dritte Region darstellt.
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log∆ω
∼ 1
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∼ 1
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Abbildung 2.48: Phasenrauschen eines Oszillators nach dem Leeson-Cutler-
Modell.
Wird Phasenrauschen nicht spektral, sondern im Zeitbereich betrachtet, so wird
von Phasenjitter gesprochen, einer Abweichung der Periodendauern von der
idealen Periodendauer. Eine Umrechnung der im analogen Schaltungsentwurf
üblichen spektralen Phasenrauschdarstellung in einen äquivalenten Phasenjit-
ter, der durch Zufallsprozesse im digitalen Schaltungsentwurf beschrieben wer-
den kann, wird von [68, 33] beschrieben.
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3.1 Einleitung
Nachfolgend werden der Entwurf und der Aufbau, der in dieser Arbeit ent-
wickelten digitalen PLL, vorgestellt. Dazu wird zu Beginn das Konzept des
FM-Radiosenders präsentiert und anschließend auf den Aufbau der einzelnen
Komponenten eingegangen. Soweit sinnvoll werden dabei bereits Simulations-
ergebnisse vorgestellt, um Entscheidungen im Entwurfsprozess zu motivieren.
Außerdem werden an geeigneter Stelle mögliche Ausblicke für eine Weiterent-
wicklung gegeben, um den Entwurf einer digitalen PLL möglichst geschlossen
darzustellen.
3.2 Aufbau UKW-FM-Radio-Transmitter
Der Aufbau des UKW-FM-Radio-Transmitters ist in Abb. 3.1 dargestellt [48].
Er basiert auf der bereits in Abb. 2.35 gezeigten digitalen PLL. Zusätzlich
+
+Σ
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+
DCO
wahl
akkumulator detektor normalisierung
phasen−
Referenz− DCO Steigungs−
Phasen− filter
Schleifen−
Σ
akkumulator
phasen−
Oszillator−
+
fraktionale Phasenmessung
Tiefpasspfad
(direkte Modulation)
Hochpasspfad
:32/:36
Daten
Kanal− fref
KDCO
fDCO fchN
Abbildung 3.1: Aufbau des FM-Radiotransmitters.
wird ein umschaltbarer Frequenzteiler durch 32 bzw. 36 implementiert, um die
hohe Frequenz des Oszillators von über 3GHz herunterzuteilen. Der Hinter-
grund hierfür ist, dass ein integrierter Oszillator im UKW-Frequenzbereich ei-
ne diskrete, externe Spule erfordern würde. In dieser Arbeit wird jedoch eine
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vollständig integrierte Lösung angestrebt. Der zusätzliche Flächenbedarf der
planaren, integrierten Spule kann dabei teilweise durch den Wegfall von An-
schlusspads kompensiert werden. Diese Division der Oszillatorfrequenz wird
typischerweise durch eine Kaskadierung von durch 2 Teilern realisiert, damit
bietet sich ein Teilerverhältnis der Oszillatorfrequenz zur UKW-Radio-Frequenz
von Nch =
fosc
fch
= 16 oder Nch = 32 an. Dies entspricht ca. fosc = 1,6GHz bzw.
fosc = 3,2GHz. Simulationen zeigen jedoch, dass sich ein Oszillator im 3,2GHz-
Frequenzbereich mit deutlich weniger Phasenrauschen realisieren lässt, weshalb
dieser Frequenzbereich gewählt wurde. Nachteilig wirkt sich diese Wahl auf die
Größe des Durchstimmbereichs des Oszillators aus, der jetzt ebenfalls entspre-
chend größer ausfallen muss ∆fosc = Nch∆fch = 32(108MHz − 87,5MHz) =
656MHz. Um dem entgegen zu wirken, wird ein umschaltbarer Frequenztei-
ler mit einem Teilerverhältnis Nch = 32 oder Nch = 36 implementiert (vgl.
Kap. 3.3.5). Die Zuordnung der Kanalfrequenzen fch zu den Oszillatorfrequen-
zen ist in Tab. 3.1 dargestellt. Der benötigte Durchstimmbereich beträgt nun
∆fosc = 3,456GHz− 3,072GHz = 384MHz.
UKW Freq. Teiler Osz.-Freq.
[MHz] [GHz]
87,5 36 3,150
96,0 3,456
96,0 32 3,072
108,0 3,456
Tabelle 3.1: Umsetzung der Oszillatorfrequenz in das UKW-Band.
Als Referenzfrequenz der PLL wird fref = 32,768 kHz angestrebt. Dies ist vor-
teilhaft für die angestrebte Integration zusammen mit weiteren RF-Komponen-
ten in einem Chip für Funksysteme. So enthält ein Mobiltelefon zwei Refe-
renzquarze, einen 26MHz Quarz u. a. für die GSM PLL und einen 32,768 kHz
Audioquarz. Durch ausschließliche Nutzung des Audioquarzes und Deaktivie-
rung des 26MHz Quarzes kann somit Energie gespart werden. Um trotzdem
eine ausreichende Abtastrate der Sendedaten sicherzustellen ist somit die Ab-
leitung eines weiteren Modulationstaktes notwendig. Dies wird in Kapitel 3.7.2
beschrieben. Die Implementierung ist jedoch nicht Bestandteil des ersten Test-
chips. Stattdessen wird die Referenzfrequenz variabel gewählt. Dies ermöglicht
nicht nur das Aufprägen einer Modulation, sondern erschließt auch weitere Ein-
satzbereiche für die digitale PLL.
Neben der gezeigten PLL wird ein 3-Leiterinterface zur Programmierung der
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PLL und zur Übertragung der aufbereiteten Modulationsdaten zur PLL reali-
siert. Die Aufbereitung der Modulationsdaten (siehe Kap. 2.2) selbst erfolgt auf
einem FPGA. Dies ist deutlich flexibler als eine integrierte Lösung, die in einer
weiteren Iteration integriert werden kann.
3.3 Digital gesteuerter Oszillator
Der Entwurf und die Implementierung des DCOs ist elementarer Bestandteil
dieser Arbeit und von wesentlicher Bedeutung, da der Oszillator maßgeblich
die Performance des Gesamtsystems bestimmt. Ziele der Oszillatoroptimie-
rung sind die Minimierung der Leistungsaufnahme, des Flächenbedarfs und des
Phasenrauschens, sowie eine Maximierung der Frequenzauflösung. Eine weite-
re Herausforderung stellt der benötigte Durchstimmbereich auf der untersten
Bank zum Aufprägen der Modulation dar. Da der Oszillator auf der 36-fachen
Kanalfrequenz betrieben wird, ist auch der spezifizierte Frequenzhub des FM-
Radiostandards mit 36 zu multiplizieren. Der erforderliche Frequenzhub bei der
Oszillatorfrequenz beträgt entsprechend 36 · 75 kHz = 2,7MHz.
Zum besseren Verständnis der Entwurfsoptimierung wird zunächst der Zusam-
menhang zwischen den Entwurfsgrößen Induktivität L, Kapazität C und der
resultierenden Frequenz f bzw. der Frequenzauflösung ∆f hergeleitet. Durch
Ableitung der Oszillatorfrequenz (Gl. (2.18)) nach der Kapazität ergibt sich
df
dC
=
d
dC
1
2π
√
LC
=
1
2π
√
L
d
dC
C−
1
2
=
1
2π
√
L
(
−1
2
)
C−
3
2
=
1
2π
√
LC
(
−1
2
)
1
C
. (3.1)
Damit ergibt sich der folgende Zusammenhang
∆f = (−)f 1
2
∆C
C
, (3.2)
der durch Einsetzen von C = 1/
(
(2πf)2 L
)
aus Gl. (2.18) auch als
∆fosc = 2π
2f3oscL∆C (3.3)
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geschrieben werden kann. Dies bedeutet, dass die Wahl einer kleinen Induktivi-
tät die Frequenzauflösung erhöht. Die Frequenzauflösung selber ist stark von der
Oszillationsfrequenz abhängig, somit ist ein Betrieb des Oszillators bei geringe-
rer Frequenz zu bevorzugen. Aber dies ist hier nicht möglich, da ein vollständig
integrierter Oszillator angestrebt wird.. Die minimale Kapazitätsänderung ist
durch die Technologie vorgegeben.
In Bezug auf die eigentliche Kanalfrequenz ergibt sich eine Erhöhung der Auf-
lösung, da nicht nur fosc, sondern auch auch ∆fosc durch Nch =
∆fosc
∆fch
geteilt
wird, damit folgt
∆fch = 2π
2f3chN
2
chL∆C. (3.4)
Die Abhängigkeit von ∆fosc und ∆fch von fosc bzw. fch ist in den Abbildungen
3.2(a) und 3.2(b) für einen minimal dimensionierten Varaktor mit ∆C = 27 aF
und L = 1,5 nH dargestellt. Weil die erreichbare Frequenzauflösung durch das
(a) (b)
Abbildung 3.2: (a) Abhängigkeit der minimalen Frequenzänderung von der Fre-
quenz unter Betrachtung des DCOs bzw. (b) bei Betrachtung
der Kanalfrequenz mit L = 1,5 nH und ∆C = 27 aF.
Schalten eines minimalen Varaktors nicht ausreichend ist, wird diese durch ein
Dithering des Ansteuerworts weiter erhöht (Kap. 3.6.1).
Da die Steilheit des DCOs und somit ∆fosc stark von fosc und von Fertigungs-
und Temperaturschwankungen abhängt, ist dieses bei jeder Kanalfrequenz zu
bestimmen (Kap. 3.6.3).
3.3.1 Spulenwahl
Die verwendete Technologie stellt bereits verschiedene Spulentypen zur Verfü-
gung. Diese lassen sich mit Hilfe der Parameter Leitungsweite w, Windungszahl
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n und Innendurchmesser d oder Induktivität L konfektionieren. Anschließend
wird automatisch ein Layout mit Ground-Shield generiert. Als Optimum wurde
eine Spule mit n = 3 Windungen, einer Induktivität L = 1,52 nH, einem Innen-
durchmesser d = 90nm und einer Güte Q = 15 ermittelt. Eine Spule mit zwei
Windungen ermöglicht zwar eine geringfügig höhere Güte und theoretisch auch
eine kleinere Induktivität, allerdings benötigt eine Spule mit zwei Windungen
auch eine deutliche größere Fläche und wurde deshalb verworfen. Ein Vergleich
der verschiedenen Spulentypen findet sich in Anhang A.
3.3.2 Varaktoren
Bei der Wahl der Varaktoren existiert eine große Anzahl an Freiheitsgraden.
Es ist nicht nur möglich n-Kanal oder p-Kanal Transistoren als Varaktoren im
Akkumulations- oder Inversionsbetrieb zu nutzen, sondern auch Transistoren
unterschiedlicher Gateoxiddicke. So stellt das verwendete Design Kit neben den
1V-Transistoren auch 2,5V-Transistoren zur Verfügung. Eingeschränkt wird
die Anzahl der Möglichkeiten lediglich dadurch, dass keine n-Kanal Transis-
toren im Akkumulationsbetrieb genutzt werden können. Für diese wäre eine
weitere p-Wanne in der n-Wanne notwendig, jedoch existieren in dem hier ver-
wendeten Design Kit keine entsprechenden Simulationsmodelle, weshalb diese
hier nicht weiter betrachtet werden.
Neben der Abhängigkeit der Kapazität von der Steuerspannung (vgl. Kap.
2.5.3) ist die Güte Q bzw. die Abhängigkeit der Güte von der Steuerspannung
von Bedeutung. Abbildung 3.3 zeigt diese Abhängigkeiten beispielhaft für einen
n-MOS Transistor mit und ohne Akkumulationsbereich. Eine Betrachtung aller
möglichen Varaktorkombinationen führt an dieser Stelle zu weit [82]. Im Verar-
mungsbereich, in dem sich immer ein Arbeitspunkt befindet (vgl. Abb. 2.44(b))
ist die Güte am höchsten. Im Akkumulations- und Inversionsbereich ist sie nied-
riger, wobei die Güte im Inversionsbereich erst für sehr große Steuerspannungen
merklich abfällt. Wird der Transistor ausschließlich als Inversionstyp betrieben
(siehe Abb. 3.3(b)), so bleibt die hohe Güte über einen deutlich größeren Be-
reich erhalten, allerdings wird der Gradient des Kapazitätsverlaufs in diesem
Fall erst für große negative Spannungen zu Null.
Ein Vergleich der Güte eines 1V- und eines 2,5V-n-MOS Transistors vergleich-
barer Kapazität ist in Abb. 3.4 gegeben. Es fällt auf, dass die Güte des 2,5V-
Transistors, außer im Übergangsbereich von Verarmung nach Inversion, höher
ist als die des 1V-Transistors. Dies gilt ebenfalls für die p-Kanal Transistoren.
Für eine Vorkalibrierung der Oszillatorfrequenz, für die nicht die maximal mög-
liche Auflösung benötigt wird, bietet es sich somit an, die 2,5V-Transistoren
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(a) Akkumulations- und Inversionsbereich.
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(b) Inversionsbereich.
Abbildung 3.3: Kapazität und Güte eines n-MOS-Transistors mit und ohne Ak-
kumulationsbereich.
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Abbildung 3.4: Vergleich der Güte eines 1V und eines 2,5V n-MOS Transistors.
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aufgrund ihrer höheren Güte zu nutzen.
Ausblick
Durch die weitere Verkleinerung der minimalen Strukturgröße in neuen CMOS-
Prozessen kann von einer Verringerung der Gate-Kapazität und folglich von
einer Verbesserung der Frequenzauflösung ausgegangen werden. Somit begüns-
tigt die zukünftige Prozessentwicklung das Konzept der digitalen PLL.
Neben dem Schalten der Gatekapazität ist es möglich, einen binär angesteuerten
Varaktor aus geschalteten Festkapazitäten (MIM- oder Fringe-Kapazitäten) zu
realisieren. Auch hier wirkt sich die zukünftige Prozessentwicklung positiv aus.
Durch die Abnahme des minimalen Leiterbahnabstands auf den Verdrahtungs-
ebenen steigt die Kapazitätsdichte der Fringe-Kapazitäten (Abb. 2.45(b)) an.
Die Kapazitätsdichte von MIM-Kapazitäten in der verwendeten Technologie be-
trägt ca. 2 fF/µm2, die der Fringe-Kapazitäten 1,2 fF/µm2 und die von Fringe-
Kapazitäten in einer vergleichbaren 65 nm-Technologie 2 fF/µm2. Somit bietet
es sich für neuere Technologien an, eine Implementierung der obersten Varak-
torbank durch Fringe-Kapazitäten zu untersuchen, da diese eine vergleichbare
Kapazitätsdichte zu MIM-Kapazitäten in der verwendeten 90 nm-Technologie
besitzen. Wesentliche Vorteile dieser Kapazitäten sind eine höhere Güte gegen-
über MOSFET-Kapazitäten und die Möglichkeit Schaltungsteile unterhalb der
Kapazität zu platzieren, wodurch der Flächenbedarf der Varaktorbank verrin-
gert werden kann.
Die Realisierung einer Varaktorbank, bestehend aus geschalteten MIM-Kapa-
zitäten, wird in Anhang C gezeigt.
3.3.3 Oszillatorarchitektur
Neben der Wahl eines Spulentyps und der Untersuchung der verschiedenen Va-
raktortypen stehen auch verschiedene Oszillatorarchitekturen zur Auswahl, wo-
bei die Entscheidungsfindung nicht unabhängig vollzogen wird. So kann die
Wahl der Oszillatorarchitektur einen bestimmten Varaktortypen begünstigen
und umgekehrt. Neben den übergeordneten Entwurfszielen, wie der Minimie-
rung der Leistungsaufnahme und des Phasenrauschens, ist bei der Implementie-
rung eines DCOs die Höhe des Gleichspannungspotentials (DC-Potential) der
Schwingung von besonderer Bedeutung. Die Oszillatorarchitektur hat wesentli-
chen Einfluss auf die Lage des DC-Potentials und somit auf die benötigten Steu-
erspannungen Utune,high und Utune,low, die zur Einstellung der Arbeitspunkte
benötigt werden (siehe Abb. 2.44). Die Differenz zwischen dem DC-Potential
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und den Steuerspannungen muss so gewählt werden, dass beide Arbeitspunkte
erreichbar sind, dabei steht als maximale Steuerspannung lediglich 1V zur Ver-
fügung.
Die Freiheitsgrade bei der Wahl der Oszillatorarchitektur umfassen im Wesent-
lichen die Realisierung des negativen Widerstands und der Bias-Stromquelle
zur Arbeitspunkteinstellung. So kann der negative Widerstand durch n-MOS,
durch p-MOS oder komplementär sowohl durch n-MOS als auch p-MOS Tran-
sistoren realisiert werden. Die Bias-Stromquelle kann ebenfalls in n-MOS oder
p-MOS ausgeführt werden, wenn der Oszillator mit einem aufgeprägten Strom
realisiert werden soll. Sie kann aber auch entfallen. In diesem Fall wird der Os-
zillator mit einer festen Versorgungsspannung betrieben.
Abbildung 3.5(a) zeigt beispielhaft einen DCO mit Bias-Stromquelle und nega-
tivem Widerstand in n-MOS-Technik [69]. In diesem Fall muss die Spule einen
varactor banks
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Abbildung 3.5: Aufbau dreier unterschiedlicher DCO-Architekturen.
Mittenabgriff besitzen, der hier mit der Versorgungsspannung verbunden ist.
Dies gilt ebenfalls für die Spule in Abb. 3.5(b). Hier ist der Mittenabgriff mit
der p-MOS Bias-Stromquelle verbunden. Wird ein komplementärer negativer
Widerstand in n- und p-MOS realisiert, so kann der Mittenabgriff der Spule
entfallen (Abb. 3.5(c)). Die Implementierung einer Bias-Stromquelle ist weiter-
hin möglich [74], jedoch nicht erforderlich.
Die Bias-Stromquelle ermöglicht es, die Stromaufnahme und die Amplitude der
Schwingung gezielt zu regeln. Allerdings ist das Phasenrauschen bei aufgepräg-
tem Strom größer [83, 19, 59]. Dies gilt in Simulation selbst bei der Verwendung
einer idealen Stromquelle. Die Erhöhung des Phasenrauschens bei Verwendung
eines Stromspiegels auf Transistorebene beträgt ca. 3 dBc
Hz
.
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Bei der Verwendung eines komplementären Aufbaus ohne Stromquelle, lässt sich
das Gleichspannungspotential des Resonators und die Stromaufnahme sehr ein-
fach und genau über das Weiten-/Längen-Verhältnis der n-MOS- gegenüber den
p-MOS-Transistoren einstellen. Wird der negative Widerstand ausschließlich
aus n-MOS- oder p-MOS-Transistoren aufgebaut, bewirken leichte Schwankun-
gen in der Transistordimensionierung und Frequenz eine große Abweichung des
Phasenrauschens und der Leistungsaufnahme. Ein Vorteil der komplementären
Lösung ist eine Halbierung der Stromaufnahme bei gleichem Phasenrauschen
[80].
In dieser Arbeit wird daher die komplementäre Struktur ohne Stromquellen in
Abbildung 3.5(c) zur Realisierung des DCOs gewählt.
Aufbau Varaktorbänke
Der DCO enthält mehrere Varaktorbänke, die sich in Funktion und Aufbau
unterscheiden und nachfolgend vorgestellt werden.
Vorkalibrierung – PVT-Bank Die oberste Bank, auch PVT (Process-Voltage-
Temperature)-Bank genannt, dient der Vorkalibrierung des DCOs, um Her-
stellungs- und Temperaturschwankungen auszugleichen. Außerdem wird die ge-
wünschte Sollfrequenz grob eingestellt. Dazu wird eine möglichst große relati-
ve Kapazitätsänderung in Bezug zur Grundkapazität angestrebt, um so einen
möglichst großen Durchstimmbereich zu erzielen. Zwischen den einzelnen Va-
raktoren wird eine binäre Gewichtung gewählt. Somit kann diese Bank sehr
einfach durch das ebenfalls binäre Wort TWP angesteuert werden, welches ei-
ne Breite von 8 Bit besitzt. Die aus der binären Ansteuerung resultierende
geringere Linearität ist für diese Bank nicht von Bedeutung, da sie nicht zur
Modulation dient. Zur Realisierung werden 2,5V-p-MOS Transistoren genutzt.
Diese besitzen eine geringfügig höhere relative Frequenzänderung als die n-MOS
Transistoren und eine höhere Güte als die 1,0V-Transistoren. Die Verschaltung
erfolgt entsprechend Abb. B.3(a).
Frequenzwahl – Acquisition-Bank Nachdem mit Hilfe der PVT-Bank die Soll-
frequenz grob eingestellt wurde, erfolgt anschließend eine Feinabstimmung mit
der Acquisition-Bank. Diese ist im Aufbau prinzipiell identisch zur PVT-Bank,
so werden ebenfalls binär gewichtete 2,5V-p-MOS Transistor verwendet. Die
Ansteuerung TWA ist auch hier 8 Bit breit. Lediglich die Auflösung ist deut-
lich höher mit einer ausreichenden Überlappung zur PVT-Bank.
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Modulation – Tracking-Bank Die Tracking-Bank dient der Feinstauflösung
der Sollfrequenz. Weiterhin wird mit Hilfe der Tracking-Bank die Modulation
aufgeprägt. Dementsprechend sind die Anforderungen an die Tracking-Bank
entsprechend höher. So wird eine möglichst hohe Frequenzauflösung und Li-
nearität angestrebt. Die relative Kapazitätsänderung ist auf dieser Bank nicht
wichtig, da sie nur gering zur Gesamtkapazität im Resonator beiträgt.
Um eine möglichst hohe Auflösung zu erzielen, werden 1,0V-n-MOS Transis-
toren verwendet. Zur Verbesserung der Linearität werden die Varaktoren die-
ser Bank nicht binär gewichtet. Stattdessen wird das 9 Bit breite binäre An-
steuerwort TWFI mit Hilfe eines Binär-zu-Thermometercode Konverters zur
Ansteuerung von 512 Varaktoren, bestehend aus minimal dimensionierten Ein-
heitstransistoren, in einen Thermometercode übersetzt.
Diese große Anzahl benötigter Varaktoren ergibt sich aus dem Verhältnis des
Modulationshubs des FM-Radiostandards zur minimalen Frequenzänderung ei-
nes minimal dimensionierten Varaktors bei Kanalfrequenz 2·75 kHz
725Hz
≈ 207 (vgl.
Abb. 3.2(b)). Zusätzlich ist zur Sicherheit eine Überlappung mit der überge-
ordneten Acquisition-Bank erforderlich.
Um ein flächenefizientes Layout zu erhalten, werden die 512 Varaktoren in ei-
ner Matrix bestehend aus 32 Spalten 16 Zeilen angeordnet. Die Umsetzung
des Binärcodes in einen Thermometercode wird durch Zeilen- und Spaltende-
koder am Rand der Matrix realisiert. Ein sequenzielles Auffüllen der Spalten
entspräche hierbei der einfachsten Form der Ansteuerung, siehe Abb. 3.6(a).
Allerdings können Herstellungsschwankungen das lokale Matching der Varak-
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Abbildung 3.6: Unterschiedliche Ansteuerung der Varaktoren der Tracking-
Bank (a) sequenzielle Ansteuerung und (b) Common-Centroid
Ansteuerung.
toren zueinander beeinflussen und so die Linearität der Modulationsbank be-
einträchtigen. Diesen Missmatchingeffekten wird entgegengewirkt, indem die
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Ansteuerung nicht sequenziell erfolgt. Stattdessen wird ein Common-Centroid
Ansatz verfolgt, bei dem die aktiven Spalten möglichst gleichmäßig über die
Matrix verteilt werden, siehe Abb. 3.6(b).
Als weitere Optimierung ist eine dynamische und zufällige Wahl der Spalten-
und Zeilenzuordnung denkbar.
Der Aufbau einer Zelle bestehend aus Varaktor und Dekodierlogik ist in Abb. 3.7
dargestellt. Cs dient der Aktivierung einer vollständigen Spalte. Die Signale Rs
Ch
Rs
Cs
p′
n′
Abbildung 3.7: Dekodierlogik innerhalb einer Zelle der Tracking-Bank.
und Ch aktivieren einzelne Elemente einer nicht vollständig gefüllten Spalte.
Als problematisch gestaltet sich die Wahl der Arbeitspunkte bei der Verwen-
dung von 1,0V-Transistoren, da diese nicht mit dem 0,5V Gleichspannungspo-
tential des Resonators übereinstimmen. Als Lösung wird das Kapazitätsarray
der Tracking-Bank mit zwei Trennkondensatoren Ctrenn in Reihe geschaltet,
vgl. Abb. 3.8. Die Knoten p′ und n′ können dann auf ein beliebiges Poten-
n
R R
p
Ctrenn Ctracking Ctrenn
p′ n′
Abbildung 3.8: Aufbau der Tracking-Bank mit Trennkapazitäten (Widerstände
gegen GND).
tial gelegt werden. In diesem Fall wird das Massepotential gewählt. Für die
Gesamtkapazität CFI dieser Bank folgt entsprechend
CFI =
Ctrenn · Ctracking
2(Ctrenn + Ctracking)
. (3.5)
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Dabei ergibt sich zusätzlich eine Erhöhung der Auflösung dieser Bank. Die Wahl
des Widerstands R stellt einen Trade-off zwischen einer kleinen Relaxationszeit
beim Umschalten der Varaktoren und der Güte der Varaktorbank dar [82].
Fractional-Tracking-Bank Die Frequenzauflösung, die durch das Schalten ei-
nes minimal dimensionierten Transistors erzielbar ist, reicht nicht aus, um eine
Modulation mit ausreichender Genauigkeit zu gewährleisten. Daher wird ei-
ne vierte Varaktorbank eingeführt. Der Integeranteil des Ansteuerworts TWFI
dient, wie oben beschrieben, zur Ansteuerung der Matrix aus 512 Minimalva-
ratoren. Der fraktionale Anteil des Ansteuerworts TWFF wird mit Hilfe eines
Σ∆-Modulators zur Ansteuerung einer weiteren Bank genutzt. Diese besteht
ebenfalls aus Minimalvaraktoren und wird parallel zur Matrix der 512 Varakto-
ren zwischen die Trennkapazitäten geschaltet. Die Breite dieser Bank beträgt
sieben Bit. Die genaue Funktionsweise dieser Bank, bzw. der Σ∆-Ansteuerung,
wird in Kapitel 3.6.1 beschrieben.
Der vollständige Aufbau des DCOs mit allen Bänken ist vereinfacht in Abb. 3.9
dargestellt.
FrequenzwahlVorkalibrierung Frequenz−Tracking
Binär zu
Thermometer−
code Modulator
8 8
9
7512
5
C0
TW Pi TW
A
k
2i∆CP ∆CF∆CF
fΣ∆
L
p
n
TW FI TW FF
Σ∆−
2k∆CA
Abbildung 3.9: Aufbau des Oszillators aus den einzelnen Bänken.
Der Berechnung der Frequenz des Oszillators kann nach der bekannten For-
mel f = 1/
(
2π
√
LCges
)
erfolgen, wobei die Kapazität im Resonator nun als
Summe über alle Varaktoren aller Bänke zu erfolgen hat
Cges = C0+
∑
TW={P,A, FI}
TW−1∑
j=0
2j(C0,x+TWj∆Cx)+
TWFF−1∑
k=0
(C0,F+TWk∆CF ).
(3.6)
Abbildung 3.10 zeigt das Layout des DCOs. Dessen Flächenbedarf wird im We-
sentlichen durch die Fläche der Spule bestimmt. Obwohl die Varaktormatrix
der Tracking-Bank nur einen Bruchteil der Kapazität der PVT-Bank oder der
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Abbildung 3.10: Layout des DCOs.
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Acquisition-Bank besitzt, erfordert sie eben so viel Fläche wie die übrigen Bänke
zusammen. Der Grund hierfür ist der Flächenbedarf der Zeilen- und Spalten-
dekodierung der einzelnen Varaktoren.
Tabelle 3.2 fasst die Kapazitätswerte der Bänke vor und nach dem Layout zu-
sammen. Cin=0 bzw. Cin=max beschreiben die minimale bzw. die maximale
(a) pre-Layout
Bank Variante Cin=0 Cin=max ∆C Qin=0 Qin=max
[fF] [fF] [fF]
PVT PMOS (1V) 1713 2166 453 3,8 · 109 1,1 · 107
(2,5V) 1713 2760 1047 3,8 · 109 1,5 · 1011
PVT MIM 1136 3132 1996 4,2 · 103 213
AQ (1V) 109 182 73 692 60
(2,5V) 109 251 142 692 139
TR 91 69 -22 250 237
FR 1,155 1,57 0,415 9,7 · 104 6,7 · 103
(b) post-Layout
Bank Variante Cin=0 Cin=max ∆C Qin=0 Qin=max
[fF] [fF] [fF]
PVT PMOS (1V) 2145 2600 455 292 238
(2,5V) 2145 3192 1047 292 193
PVT MIM 1286 3172 1886 286 77
AQ (1V) 152 225 73 135 41
(2,5V) 152 293 141 135 47
TR 283 269 -14 88 95
FR 13,29 13,70 0,41 376 405
Tabelle 3.2: Eckdaten Varaktorbänke.
Kapazität der Bank und ∆C die Differenz. Daneben ist die Güte der Bänke bei
minimaler und maximaler Kapazität aufgeführt.
Zur Vollständigkeit und Vergleichbarkeit sind ebenfalls die Werte der PVT bei
einer 2V Versorgungsspannung bzw. bei einer Realisierung mit MIM-Kapazi-
täten aufgelistet.
3.3.4 Optimierung DCO-Ansteuerung
In der weiteren Entwicklung des DCOs bieten sich mehrere Möglichkeiten zur
Optimierung an, die unabhängig von der Wahl der Oszillatorarchitektur oder
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der Technologie sind.
So besteht eine Abhängigkeit zwischen der Güte des Oszillatorausgangssignals
und dem Zeitpunkt, zu dem ein neues Ansteuerwort angelegt wird [81]. Durch
das binäre Schalten wird die Kapazität eines Varaktors um den Wert ∆C verän-
dert, dabei kann die gepeicherte Ladung Q nicht plötzlich abfließen. Hierdurch
entsteht ein Spannungssprung, sofern Ladung in dem Varaktor gespeichert ist.
In Abbildung 3.11 ist dies für zwei verschiedene Zeitpunkte dargestellt. Erfolgt
Kapazitätsänderung
Q/∆CU(t)
t
(a)
Kapazitätsänderung
U(t)
t
(b)
Abbildung 3.11: Auswirkung einer Kapazitätsänderung zu verschiendenen Zeit-
punkten .
das Schalten des Varaktors bei maximaler Ladung/anliegender Spannung (Abb.
3.11(a)) entsteht ein Spannungssprung. Ist der Varaktor nicht geladen (Abb.
3.11(b)), so ergibt sich kein Sprung. Der optimale Zeitpunkt zum Anlegen eines
neuen Steuerworts und somit zur Minimierung des Phasenrauschens ist also der
Spannungsnulldurchgang der Schwingung. Zur Beschreibung der Abhängigkeit
zwischen der Größe des Ausgangsspannungssprungs und dem Zeitpunkt wird in
der Literatur die „impulse sensitivity function“ (ISF) definiert [18].
Eine Schaltung, die die Kontrolle des Schaltzeitpunktes des DCO Ansteuer-
worts TW ermöglicht ist in Abb. 3.12 dargestellt. Durch die Steuerspannung
Uadjust kann die Laufzeit der Inverterkette variiert werden. Dies ermöglicht eine
Verzögerung des fΣ∆-Signals, mit dessen steigenden Taktflanken das Oszillator-
steuerwort TWFF übernommen wird. Diese Optimierung ist nur für den frak-
tionalen Anteil der Tracking-Bank sinnvoll, da diese am häufigsten angesteuert
wird. Die Spannung Uadjust kann aus dem Phasenfehler abgeleitet werden.
Eine weitere Möglichkeit das Verhalten des DCOs zu optimieren besteht in der
Wahl einer höheren Versorgungsspannung zur Ansteuerung der Varaktoren, um
im Inversionsbereich und besonders im Akkumulationsbereich einen besseren
Arbeitspunkt erreichen zu können (vgl. Abb. 2.44(b)). In diesen Arbeitspunk-
ten sollte keine Abhängigkeit der Kapazität von der angelegten Steuerspannung
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DCO
DIV
Uadjust
TW FF QD
fΣ∆
fDCO
Abbildung 3.12: Verzögerung der DCO Ansteuerung.
mehr vorhanden sein, damit ein Schwanken der Steuerspannung sich nicht auf
die Oszillation durchschlagen kann.
Da es vermieden werden soll, eine zusätzliche, höhere Versorgungsspannung
von Außen bereitzustellen, kommt nur eine integrierte Lösung in Frage, die aus
Platzgründen ohne eine Spule auskommen muss. Die Nutzung eines Hochsetz-
stellers ist somit nicht möglich [9].
Abbildung 3.13 zeigt den Aufbau eines Spannungsverdopplers [12, 57]. An die
UV DD
2UV DD 2UV DD − Uth
Uclock
C2C1
M1 M2
M4
M3
CL
M5
Abbildung 3.13: Aufbau eines Spannungsverdopplers.
unteren Anschlüsse der Kondensatoren C1 und C2 wird ein Taktsignal Uclock
bzw. das invertierte Taktsignal angelegt, d. h. die unteren Anschlüsse der Kon-
densatoren befinden sich abwechselnd auf dem Masse- bzw. dem Versorgungs-
spannungspotential UVDD. Im Gegentakt schaltet auch immer einer der kreuz-
gekoppelten Tansistorschalter M1 und M2, so dass der Kondensator, der mit
Masse verbunden ist, auf das Versorgungsspannungspotential UVDD aufgeladen
wird. In der nächsten Taktphase wird der untere Anschluss des auf UVDD auf-
geladen Kondensators mit UVDD verbunden, so dass am oberen Anschluss, bzw.
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am Eingang der als Diode verschalteten Transistoren M3 bzw. M4 die Spannung
2UVDD anliegt. Der Lastkondensator CL am Ausgang wird somit zweimal pro
Takt auf 2UVDD aufgeladen. Durch die Reihenschaltung eines Transistors M5
als Diode kann die Ausgangspannung, falls erforderlich, um die Schwellenspan-
nung Uth abgesenkt werden.
Die Implementierung eines Spannungsverdopplers steht dabei nicht im Wider-
spruch zu dem Ziel einer geringen Leistungsaufnahme. So ist ein Wirkungsgrad
bis zu 80% möglich und die benötigte Leistung im eingerasteten Zustand gering,
da nur noch wenige Varaktoren pro Takt umgeladen werden.
Kritisch und genauer zu untersuchen ist die Auswirkung der verdoppelten Ver-
sorgungsspannung auf das Phasenrauschen des Oszillators. Diese Auswirkungen
sollten gering sein, wenn im Arbeitspunkt keine Abhängigkeit der Kapazität von
der angelegten Steuerspannung mehr vorhanden ist.
3.3.5 Frequenzteiler
Da der Oszillator auf einer deutlich höheren Frequenz in Relation zur FM-
Radiofrequenz betrieben wird, ist die Implementierung eines Frequenzteilers
erforderlich, um die gewünschte Zielfrequenz zu erzeugen. Die Struktur des
zwischen Division durch 32 und Division durch 36 umschaltbaren Teilers ist in
Abb. 3.14 dargestellt. Der prinzipielle Aufbau der einzelnen Teilerstufen wird
:2:2 :2/:3 :3/:4
FM−Radio
Teiler :32/:36
DCO
p
n
divsel
2 · 2 · 4 · 2 = 32
2 · 3 · 3 · 2 = 36
fΣ∆
fCKV
fCKV
Abbildung 3.14: Blockdiagramm des DCO-Frequenzteilers .
in Kap. 2.3.1 erläutert. Die erste Stufe des dargestellten Teilers ist differentiell
aufgebaut und mit dem Oszillatorausgang verbunden. Am Ausgang der ersten
Teilerstufe befindet sich ein Buffer, welcher sowohl die nächste Teilerstufe, als
auch ein differentielles Signal fCKV , fCKV treibt. Die folgenden Teilerstufen
sind single-ended aufgebaut. Der Divisor der mittleren Stufen lässt sich durch
das divsel-Signal zwischen einer Division durch 2/3 bzw. 3/4 umschalten. Da die
letzte Stufe durch zwei dividiert, lassen sich so die geforderten Teilerverhältnis-
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se 32 bzw. 36 (2 ·2 ·4 ·2 = 32, 2 ·3 ·3 ·2 = 36) realisieren. Das Ausgangssignal der
letzten Stufe, wird in einem Ausgangsbuffer verstärkt und anschließend zur An-
tenne weitergeleitet. Durch die letzte Teilerstufe, welche durch zwei dividiert,
wird ein Tastverhältnis (duty-cycle) von 50% zurückgewonnen. Dies hat den
Vorteil, dass alle ungeradzahligen Oberwellen unterdrückt werden.
Wie sich im Rahmen dieser Arbeit gezeigt hat, ist es vorteilhaft, den halbierten
Oszillatortakt als Takt zur Messung der Oszillatorphase im Rückkoppelpfad
der PLL zu nutzen. Daher sei dieser bereits hier eingeführt als fCKV =
fDCO
2
.
Weiterhin wird nachfolgend ein hochfrequenter Überabtasttakt fΣ∆ zur An-
steuerung der Fractional-Tracking-Bank benötigt (vgl. Kap. 3.6.1). Dieser kann
nach der zweiten Teilerstufe abgegriffen werden. Die Frequenz des Dithertakts
beträgt in Abhängigkeit von der Oszillatorfrequenz und dem divsel-Signal zwi-
schen 500MHz und 850MHz.
3.4 Bestimmung des Phasenfehlers
3.4.1 Fraktionaler Phasenfehler
An dieser Stelle soll zunächst die Messung des fraktionalen Anteils des Pha-
senfehlers vorgestellt werden (vgl. Abb. 2.22), da die bei Ermittlung des frak-
tionalen Anteils gewonnen Informationen anschließend für die Bestimmung des
ganzzahligen Anteils benötigt werden.
Der in dieser Arbeit implementierte TDC ist eine Weiterentwicklung des TDCs
aus Abbildung 2.24. Eine Zeit wird gemessen, indem ein Rechtecksignal auf eine
Kette von Verzögerungsgliedern gegeben wird. Durch synchrones Auslesen des
Inhalts der Verzögerungskette kann die Position der Flanken des Eingangssi-
gnals in der Kette bestimmt werden. Als Verzögerungselement wird ein Inverter
genutzt, da dieser die kleinste Laufzeit aller möglichen digitalen Gatter besitzt.
Nachfolgend werden zwei Ansätze zur Implementierung der Inverterkette und
der FlipFlops vorgestellt.
Inverterkette
Die beiden in dieser Arbeit untersuchten Strukturen nutzen den gleichen CMOS-
Inverter, welcher bei Belastung mit einem weiteren Inverter und einem FlipFlop
hinsichtlich der Laufzeit optimiert wurde. Der Unterschied zwischen den bei-
den Implementierungen liegt in der Realisierung der FlipFlops. In der einfachen
Realisierung (Abb. 3.15) werden Standard-FlipFlops aus der digitalen Synthe-
sebibliothek genutzt [70]. In der anderen komplexeren Realisierung werden diffe-
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Abbildung 3.15: TDC mit Standard-FlipFlops.
rentielle FlipFlops mit D- und D-Eingang genutzt (siehe Abb. 3.16). Aufgrund
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Q
D
D Q
D
DQ
D
D Q
D
D Q
D
D
q〈1〉 q〈2〉 q〈3〉 q〈47〉 q〈48〉
fCKV
en
fref
fCKV
Abbildung 3.16: TDC mit differentiellen FlipFlops.
der differentiellen Struktur ist hier die Implementierung einer zweiten Inverter-
kette erforderlich, in der das invertierte Oszillatorsignal fCKV verzögert wird
[72]. Zusätzlich zur zweiten Inverterkette wird die differentielle Struktur mit
einer Schaltung zum „Edge-Alignment“ versehen, welche aus einer Kreuzkopp-
lung zweier Inverter besteht. Sie hat die Aufgabe einen eventuellen Laufzeit-
unterschied zwischen den Flanken von fCKV und fCKV an den Eingängen der
Inverterketten auszugleichen. Um Energie zu sparen, können beide Architektu-
ren abgeschaltet werden, indem das en-Signal auf logisch ’1’ gesetzt wird. Im
einfachsten Fall wird das en-Signal mit fref verbunden. In diesem Fall sind die
Inverterketten 50% der Zeit inaktiv. Da im TDC lediglich eine fCKV -Periode
abgespeichert werden muss, reicht es theoretisch den TDC unmittelbar vor einer
fref -Flanke wieder zu aktivieren. Allerdings ist in diesem Fall eine Vorhersage-
logik zu implementieren, weshalb hierauf verzichtet wurde.
Der Aufbau des differentiellen (Sense Amplifier Based) FlipFlops wird in Abb.
3.17 gezeigt [51]. Im Vergleich zu den häufig verwendeten FlipFlop-Strukturen,
welche aus einemMaster- und einem Slave-Latch bestehen, wird in dem hier vor-
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Pulsgenerator
Slave Latch
SS
DD
clock
R R
Q
Q
Abbildung 3.17: Aufbau des Sense Amplifier FlipFlops.
gestellten differentiellen FlipFlop ein Pulsgenerator anstelle des Master-Latches
eingesetzt [2]. Der Pulsgenerator erzeugt einen kurzzeitigen Puls, wenn sich das
Datensignal bei einer steigenden Taktflanke von clock verändert hat. Dieser
Puls reicht aus, um ein set(S) oder reset(R) des Slave-Latches zu bewirken,
welches den gesetzten Zustand bis zum nächsten set- oder reset-Ereignis fest-
hält.
Durch den differentiellen Aufbau der FlipFlops sollen einige Probleme der Standard-
FlipFlops gelöst werden. So soll der Bereich einer möglichen Metastabilität
verkleinert, bzw. die Zeit, die benötigt wird bis sich am Ausgang ein fester
logischer Pegel einstellt, minimiert werden. Weiterhin sind die Übergänge der
steigenden und fallenden Flanken am Ausgang nicht symmetrisch und der Meta-
stabilitätsbereich, welcher aus einer steigenden bzw. einer fallenden D-Flanke
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am Eingang resultiert, hängt von der Zeitdifferenz (Delay) zwischen der D-
und der Takt-(clock)-Flanke ab. Diese Abhängigkeit ist in Abb. 3.18(a) für
das Standard-FlipFlop aus der Synthesebibliothek und in Abb. 3.18(b) für das
differentielle FlipFlop dargestellt. Auf der x-Achse ist jeweils die Zeitdifferenz
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(b) Differentielles Sense Amplifier FlipFlop.
Abbildung 3.18: Vergleich des clock-nach-Q Delays in Abhängigkeit vom D-
nach-clock Delay der beiden FlipFloptypen.
zwischen einer Flanke des D-Eingangssignals und der abtastenden steigenden
clock-Flanke aufgetragen. Auf der y-Achse ist entsprechend die Zeitdifferenz
zwischen der Taktflanke und einer steigenden bzw. fallenden Ausgangssignal-
flanke Q bei steigender bzw. fallender Eingangsflanke von D aufgetragen. Die
Bereiche der Metastabilität des Standard-FlipFlops sind zwar um ca. 10 ps
verschoben im Vergleich zum differentiellen FlipFlop, allerdings beträgt die-
ser Wert gerade die Hälfte einer Inverterlaufzeit und ist geringer als zunächst
erwartet wurde [58]. Auch ist die Breite der metastabilen Bereiche (2 ps) des
Standard-FlipFlops kleiner als beim differentiellen FlipFlop (3 ps) und ebenfalls
deutlich kleiner als erwartet.
Zur Bestimmung der Abhängigkeit der Inverterlaufzeit von Fertigungs- und
Temperaturschwankungen sind Monte-Carlo-Simulationen durchgeführt wor-
den. Die Verteilung der Inverterlaufzeiten in einem Temperaturbereich von
0−40 ◦Cmit 200 Durchläufen ist beispielhaft für die differentielle TDC-Struktur
in Abb. 3.19 dargestellt. Die Mittlere Inverterlaufzeit beträgt τinv = 19,2 ps und
die Standardabweichung σ = 355 fs. Aufgrund der geringen Schwankung wird
τinv nachfolgend als konstant angenommen. Für die Variante mit Standard-
FlipFlops gilt τinv = 20ps.
Die Länge des TDCs, bzw. die Anzahl LTDC der benötigten Inverter der Ket-
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Abbildung 3.19: Monte-Carlo-Simulation der Inverterlaufzeit der differentiellen
TDC-Struktur.
te, kann somit als Quotient der vorgegebenen maximalen fCKV Periodendauer
TCKV und der minimalen Inverterlaufzeit τinv bestimmt werden. Da eine ganze
fCKV Periode sicher abgedeckt werden muss, ergibt sich LTDC zu:
LTDC ≥ max(TCKV )
min(τinv)
=
1
1,5GHz
τinv = 19ps
= 35. (3.7)
Um trotzdem eine ausreichende Reserve sicherzustellen, sind beide Architektu-
ren mit der Länge LTDC = 48 implementiert worden. Ein Vergleich der beiden
Realisierungen in Bezug auf Leistungsaufnahme und Fläche ist in Tabelle 3.3
aufgelistet. Die Implementierung mit Standard FlipFlops benötigt sowohl bei
Typ P32kHz P26MHz Iˆedge IDC,on Chipfläche τclktoQ
[µW] [µW] [mA] [mA] B ·H [µm · µm] [ps]
Standard 741 620 4,72 1,2 260 · 10 200
Differtielles 904 931 4,72 1,8 140 · 25 490
Tabelle 3.3: Vergleichsdaten der beiden TDC-Implementierungen.
fref = 32 kHz als auch bei fref = 26MHz ca. 150 − 200µW weniger Leis-
tung als die differentielle Implementierung. Die maximale Stromaufnahme im
Abtastzeitpunkt Iˆedge ist für beide Architekturen identisch. Die kleinere Leis-
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tungsaufnahme der Implementierung mit Standard FlipFlops resultiert aus ei-
ner geringeren konstanten Stromaufnahme im eingeschalteten Zustand IDC,on.
Diese setzt sich im Wesentlichen aus der Stromaufnahme der Inverterkette zu-
sammen, da im aktiven Zustand immer mindestens zwei fCKV -Flanken durch
jede Kette propagieren. Im Flächenvergliech fällt die einfache TDC-Struktur
ebenfalls kleiner aus. Die höhere Laufzeit vom Abtastzeitpunkt bis zum Si-
gnalwechsel am Ausgang τclktoQ bei der differentiellen Implementierung ist im
Wesentlichen der Laufzeit des Ausgangsbuffers, welcher nicht in Abb. 3.17 dar-
gestellt ist, geschuldet.
Wie der Vergleich der beiden TDCs gezeigt hat, bietet die differentielle Struktur
keine bzw. nur geringe Vorteile in Bezug auf den Versatz der beiden Metasta-
bilitätsbereiche. Daher wird für die Realisierung der digitalen PLL in dieser
Arbeit die einfachere Struktur mit Standard FlipFlops gewählt.
Aufgrund der fortschreitenden Verkleinerung der minimalen Strukturgrößen
neuer CMOS-Prozesse und der daraus resultierenden geringeren minimalen In-
verterlaufzeit kann zukünftig von einer Erhöhung der Phasenauflösungen ausge-
gangen werden. Weiterhin verspricht die Abwandlung des Konzepts eines kürz-
lich vorgestellten „multipath gated“ Ringoszillators eine deutliche Erhöhung
der Auflösung [23, 76]. Das Prinzip eines „Multipath Gated“-TDCs wird im
Anhang in Kapitel D gezeigt. In der Simulation erreicht dieses Konzept eine
Auflösung von τinv = 4,5 ps.
Auswertung und Normierung
Um eine Aussage über den fraktionalen Anteil des Phasenfehlers treffen zu kön-
ne, muss der Inhalt des TDCs D〈1: 48〉 ausgewertet und normiert werden. Da
die Verzögerungskette aus Invertern als Verzögerungselement aufgebaut wird,
stellt der Inhalt der Kette eine Folge von ”01”- bzw. ”10”-Übergängen dar. Wenn
eine Signalflanke durch die Kette propagiert, stellt sich diese als Folge zweier
gleichartiger logischer Pegel in der Kette dar. Um die Auswertung des Ketten-
inhalts zu vereinfachen, wird der Ausgang jedes zweiten FlipFlops invertiert.
Hierdurch ergibt sich ein Thermometercode im Ausgangsvektor q〈1: 48〉 der
FlipFlops. Die Position der steigenden Flanken ∆tr bzw. der fallenden Flanke
∆tf ist dann durch einen ”10”- bzw. einen ”01”-Wechsel im Thermometercode
ablesbar. Dies ist beispielhaft für TCKV = 8τinv in Abb. 3.20 dargestellt.
Die Position ist der steigenden/fallenden fCKV -Flanke ist in der Einheit „An-
zahl der Inverterlaufzeiten τinv“ kodiert. Um den fraktionalen Phasenfehler ΦE
zu bestimmen, muss dieser auf die Periodendauer TCKV bezogen werden. Diese
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0001111000
7
3
D〈1〉
D〈2〉
fCKV
D〈3〉
D〈4〉
D〈5〉
D〈6〉
D〈7〉
D〈8〉
D〈9〉
D〈10〉
fref
∆tr = 7tinv
∆tr
∆tf
q〈1: 10〉
Abbildung 3.20: Inhalt des TDCs.
kann aus dem Betrag der Differenz der Position der steigenden und fallenden
Flanke ermittelt werden
TCKV = 2 · |∆tr −∆tf |. (3.8)
Durch eine Mittelung von TCKV über mehrere Perioden k ist es möglich die
Auflösung weiter zu verbessern
TCKV =
1
NTDC
NTDC∑
k=1
TCKV [k]. (3.9)
Es bietet sich an, die Anzahl der Summanden zur Mittelung wieder als Potenz
von zwei zu wählen, da sich die Division dann zu einer einfachen Shift-Operation
vereinfacht. Für die hier implementierte PLL ist die Anzahl der Summanden zu
NTDC = 64 gewählt worden.
Des Weiteren ist zu beachten, dass aus der Sicht des Oszillatorflankenzählers
(siehe Kap. 3.4.2) eine Oszillatorflanke zu viel gezählt wurde, daher berechnet
sich ΦE nicht zu ∆trTCKV , sondern zu
ΦE [k] = 1− ∆tr[k]
TCKV
. (3.10)
Nebenbei kürzt sich bei dieser Normierung die Einheit „Anzahl der Inverter-
laufzeiten τinv“ heraus, da TCKV ebenfalls in dieser Einheit vorliegt.
Zur Verdeutlichung ist dies für einen positiven und einen negativen Phasenfeh-
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ler ΦE in Abb. 3.21 dargestellt. Zur Darstellung von ΦE ist eine Bitbreite von
letzte gezählte Flanke
in 
negativer Phasenfehler:
positiver Phasenfehler:
ΦV∆tr
∆tf
∆tr
ΦE > 0 ΦE = 1−
∆tr
TCKV
∆tf
fRet
fref
CKV
fRet
fref
fCKV
ΦE < 0
ΦE = 1−
∆tr
TCKV
Abbildung 3.21: Bestimmung des Phasenfehlers.
WF = 14 festgelegt worden. Das Prinzip der Auswertung und Normierung des
TDC-Inhalts ist in Abb. 3.22 noch einmal abgebildet.
Bei der Berechnung von ΦE ist ein Spezialfall zu beachten. Die Inverterlaufzeit
kann im Betrieb leicht schwanken. Daher kann es passieren, dass ∆tr größer ist
als die gemittelte Periodendauer T fCKV . In diesem Fall wird ΦE negativ (vgl.
Gl.(3.10)) und das Setzen eines Korrekturbits TDCskip mit der Wertigkeit des
untersten Integerbits ist erforderlich (siehe auch Gl. (3.19)). Die Berechnung der
Position der Flanken, des Phasenfehlers und der Steuerbits wird in Abbildung
3.23 veranschaulicht.
3.4.2 Flankenzähler
Die Bestimmung der Phasenlage des Oszillators basiert auf dem Zählen der
steigenden Ausgangstaktflanken des Oszillatorsignals. Die Herausforderung bei
der Implementierung des Zählers liegt zum einen in der sehr hohen Frequenz
des Oszillators und zum anderen in der Synchronisation (Abtastung) des Zäh-
lers mit der Referenztaktdomäne des Digitalteils. Um die Anforderungen an
die Geschwindigkeit zu vermindern, zählt der Zähler in der hier vorgestellten
Implementierung nicht direkt die Flanken des DCO Ausgangssignals, sondern
die des durch zwei geteilten Signals fCKV (vgl. Abb. 3.14). Die Frequenz von
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Perioden−
mittelung
Inversion
Pseudo Thermometer−Code Flanken Detektor
q〈48〉q〈3〉q〈2〉
∆tf∆tr
TCKV /τinv
ΦE
q〈1〉
2WF
2WF
TCKV /τinv
Abbildung 3.22: Normierung des TDC Ausgangs.
fCKV liegt dann in einem Bereich von 1,5GHz bis 1,7GHz anstatt 3,0GHz bis
3,4GHz. Der einzige Nachteil, der sich hierdurch ergibt, ist, dass die Länge des
TDCs verdoppelt werden muss, da dieser nun eine ganze Periode des fCKV -
Signals aufnehmen muss. Unter dem Aspekt der Leistungsaufnahme ist eher
von einem Vorteil auszugehen, da zu erwarten ist, dass eine Erhöhung der Zäh-
lereingangsfrequenz zu einer stärkeren Erhöhung der Leistungsaufnahme führt
als die Verdoppelung der TDC-Länge.
Prinzip des zweiteiligen Zählers
Zähler lassen sich zunächst in zwei Gruppen einteilen. Synchrone Zähler bieten
in der Regel den Vorteil einer hohen Geschwindigkeit, besitzen jedoch auch eine
hohe Leistungsaufnahme. Asynchrone Zähler hingegen besitzen eine geringere
Leistungsaufnahme, jedoch sind sie langsamer im Vergleich zu synchronen Zäh-
lern.
Um einen ausreichend schnellen Zähler zu erhalten, wird, in der hier vorge-
stellten Implementierung, der Zähler in zwei separate Zähler aufgeteilt. Dieses
Vorgehen wird anhand von Abb. 3.24 verdeutlicht. Bei beiden Zählern handelt
es sich um synchrone Zähler, da alle FlipFlops mit dem gleichen Taktsignal be-
trieben werden. Begrenzt wird die Geschwindigkeit der Zähler durch die Summe
der Laufzeiten des Addierers und der FlipFlops (Beim oberen Zähler 2 kommt
noch die Laufzeit der Multiplexer hinzu). Der untere Zähler 1 zählt nur die
unteren beiden LSB-Bits ΦV [i]〈1: 0〉. Er ist schnell, da die zu verarbeitende
Bitbreite auf 2 Bits begrenzt ist.
Der obere Zähler 2 ist langsam, weil er die Mehrzahl der oberen MSB-Bits
82
3.4 Bestimmung des Phasenfehlers
7 85
1
6 1
2 3 4 5 6 7 8 1 2 3 4
1 1 11 1 1 0 00 0 0 0
1 1 1 10000000 0
Skip
Flanke
1
1
1
1
0
0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1
1
0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1
1
1
1
1
1
0
0
0
0
0
0
1
1
1
1
0
0
0
0
0
1
1
1
1
1
0
0
0
0
0
1
1
1
1
0
0
0
0
0
0 0
1
1
1
1
1
0
0
0
0
0
0
1
1
1
1
0
0
0
0
0
1
1
1
1
1
0
0
0
0
0
1
1
1
1
0
0
0
0
0
0 0
2 3 4 5 6 7 8
∆tf
∆tr
ΦE
fref
fCKV
0
8
1
8
2
8
3
8
5
8
4
8
3
8
7
8
2
8
6
8
1
8
0
8
EDGEsel
TDCskip
q〈1〉
q〈2〉
q〈3〉
q〈4〉
q〈5〉
q〈6〉
q〈7〉
q〈8〉
q〈9〉
q〈10〉
EDGEsel
t
ΦE
Abbildung 3.23: Beispielhafte Auswertung des TDC-Inhalts mit TDCO = 8τinv.
ΦV [i]〈WI − 1: 2〉 verarbeiten muss. Allerdings hat er jetzt vier fCKV -Takte
Zeit, da nur ein Inkrement durchgeführt werden muss, wenn ΦV [i]〈1: 0〉 = ”11”
gilt. Der kritische Pfad wird jetzt nicht mehr von der Addiererlaufzeit bestimmt,
sondern von der Laufzeit des UND-Gatters und des Multiplexers.
Retiming und Abtastung des Zählers
Ein weiteres Problem neben der begrenzten Geschwindigkeit des Zählers ist
die Abtastung und Synchronisation des Zählers mit der Referenztaktdomäne.
Wenn sich die Abtastflanke am Takteingang eines FlipFlops zeitlich zu nahe an
einer Flanke des Datensignals am D-Eingang eines FlipFlops befindet, so kann
es passieren, dass das FlipFlop einen falschen Wert am Ausgang übernimmt,
oder dass für eine zu lange Zeit kein eindeutiger logischer Zustand am Ausgang
angenommen wird. In diesem Fall wird auch von Metastabilität gesprochen.
Das Problem neben einem möglicherweise falschen Wert ist, dass ein metasta-
biler Zwischenwert durch die nachfolgende digitale Logik propagieren und sich
weiter ausbreiten kann. Die Wahrscheinlichkeit des Auftretens eines metasta-
bilen Zustands muss deshalb minimiert werden. Hierzu werden üblicherweise
mehrere FlipFlops hintereinander in Reihe geschaltet, da mit jeder zusätzlichen
FlipFlopstufe die Wahrscheinlichkeit eines metastabilen Zustands exponentiell
abnimmt. Die statistische Zeit bis zum ersten Auftreten einen Fehlers (mean
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’1’
’1’
Zähler 1
Zähler 2
QD
QD
1
0
ΦV [i]〈1: 0〉
ΦV [i]〈WI − 1: 2〉
ΦV 〈1〉ΦV 〈0〉
fCKV
ΦV [i]〈WI − 1: 0〉
Abbildung 3.24: Zweiteiliger Zähler.
time between failures – MTBF) wird größer.
Abhilfe schafft ein „Retiming“ des Referenztaktes fref . Die Taktung der digi-
talen Logik der Regelschleife (Schleifenfilter, DCO-Ansteuerung usw.) erfolgt
mit einem Takt fRet, der durch Überabtastung von fref mit fCKV aus fref ab-
geleitet wird (siehe Abb. 3.25). Um Metastabilität zu vermeiden, werden zwei
QDfref fRet
fCKV
Abbildung 3.25: Retiming des Referenztaktes.
Abtastpfade realisiert, in denen fref zunächst einmal mit der steigenden (QP )
und einmal mit der fallenden Flanke (QNF ) von fCKV abgetastet wird. Die
weitere Signalverarbeitung in den beiden Pfaden erfolgt dann mit den steigen-
den Flanken von fCKV .
Im Ausgangsthermometercode des TDCs ist die Information über die Position
der letzten fCKV -Flanke relativ zur fref -Flanke enthalten. Diese Information
kann genutzt werden, um über das EDGEsel-Signal eine Entscheidung zwischen
den beiden Abtastpfaden zu treffen. Das Retiming des Referenztaktes fref und
die Pfadwahl sind im unteren Teil von Abb. 3.26 dargestellt. Der zugehörige zeit-
liche Verlauf der Signale ist in Abb. 3.27 gegeben. Die Pfadentscheidung sollte
stets so getroffen werden, dass die abtastende fCKV -Flanke zeitlich möglichst
weit von der steigenden fref -Flanke entfernt ist. Im linken Teil von Abb. 3.27
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’1’
Synchronzähler für die höherwertigen Bits
Zähler
LSB 2−Bit
fRet
ΦV [k]〈1: 0〉
ΦV [k]〈17: 2〉
CKV 4 fRet
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EDGEselfCKV fCKV 4
fCKV 4
ΦV [i]〈1: 0〉 ΦV [i]〈1〉
fref
QD QD
QD
QD
QD
QD QD
QD
1
0
QD
1
0
QP
QNQNF
Abbildung 3.26: Aufbau des Flankenzählers mit Retiming.
befindet sich die steigende fref -Flanke in der Nähe der fallenden fCKV -Flanke,
daher wird der Pfad gewählt, welcher fref mit der steigenden fCKV -Flanke
abtastet (QP , fRetP , EDGEsel = 1). Im rechten Teil der Abbildung ist die
entsprechende Wahl des anderen Pfades abgebildet.
Die Pfadentscheidung mit Hilfe des EDGEsel-Signals aus dem TDC-Thermo-
metercode ist in Abb. 3.23 beispielhaft für eine Länge von 8 Inverterlaufzeiten
τinv des fCKV -Signals im TDC dargestellt. Damit die abtastende Flanke immer
mindestens eine Viertel fCKV -Periode (hier 2τinv) von der fref -Flanke entfernt
ist, kann zur Pfadwahl EDGEsel = q 〈3〉 gewählt werden.
In der hier implementierten PLL ist fCKV das durch zwei geteilte Oszillator-
ausgangssignal, d. h. es muss die halbe Oszillatorfrequenz bzw. die doppelte Pe-
riodendauer betrachtet werden. Für die Inverterlaufzeit gilt τinv = 20ps. Damit
ergibt sich für die Wahl des EDGEsel-Signals EDGEsel = q 〈NEDGEsel〉 = q 〈8〉
NEDGEsel =
1
2
1
fDCO
τinv
· 1
4
=
1
2
1
3,2GHz
20 ps
· 1
4
≈ 8. (3.11)
In der verwendeten Implementierung, siehe Abbildung 3.26, wird das zweiteilige
Zählerkonzept aus Abb. 3.24 weiter ausgebaut. Der Zähler für die niederwerti-
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?
?
?
fCKV
fref
EDGEsel
QNF
QN
QP
fRet
q〈1:L〉
Abbildung 3.27: Zeitliche Darstellung der Pfadwahl für das Retiming des Refe-
renztaktes.
gen LSB-Bits ist ebenfalls zwei Bit breit, damit entspricht das obere LSB-Bit
ΦV [i]〈1〉 des Zählers dem durch vier geteilten Eingangstakt fCKV 4. Dieses wird
zur Taktung des synchronen MSB-Bit Zählers als auch zur Verzögerung des
abgetasteten Referenztaktes QN bzw. QP genutzt. Wenn am Ende der bei-
den Abtastpfade die Wahl zwischen fRetN und fRetP getroffen wird, liegt eine
ausreichende Verzögerung vor, um das EDGEsel-Signal des TDCs als frei von
Metastabilität annehmen zu können.
Der synchrone Zähler besitzt eine Breite vonWI = 18 Bit. Diese ergibt sich aus
der Bedingung der minimalen Bitbreite⌈
log2
(
fCKV,max
fref,min
)⌉
=
⌈
log2
(
1
2
3,45GHz
32 kHz
)⌉
= 16 (3.12)
und der Beobachtung, dass zwei weitere Bits erforderlich sind, um auch im
Typ-I Betrieb der PLL ein sicheres Einrasten zu gewährleisten.
Eine detaillierte Darstellung des implementierten Zählers ist in Abb. 3.28 ge-
geben. Für eine ausreichende Verzögerung des Referenztaktes werden hier zwei
mit fCKV 4 getaktete Registerstufen genutzt. Um eine ausreichende Geschwin-
digkeit des des LSB-Zählers zu gewährleisten, wird dieser als asynchroner Zähler
ausgeführt. Damit entspricht er einem Frequenzteiler bestehend aus zwei hin-
tereinander geschalteten Registern, deren negierter Ausgang auf den Eingang
zurückgekoppelt wird.
Die gezeigte Zählerstruktur ist in VHDL beschrieben und synthetisiert worden.
Das Layout (Place-&-Route) ist ebenfalls automatisch erstellt worden. Aller-
dings erfordern die hohen Ansprüche an das Laufzeitverhalten die Definition
einer Reihe von Randbedingungen. So muss z. B. in den Pfad des Q-Ausgangs
von FlipFlop F8 zu den Eingängen der FlipFlops F2/F3 eine Verzögerung ein-
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Abbildung 3.28: Aufbau des Flankenzählers mit asynchronem LSB-Zähler und
Retiming.
gefügt werden, damit es an den Eingängen zu keiner Setup- oder Hold-Violation
kommt. Unter der Annahme, dass alle FlipFlops die gleiche Laufzeit besitzen,
könnten sich ansonsten an diesen FlipFlops die Signale am Takt- und am D-
Eingang gleichzeitig ändern.
Eine Verzögerung ist ebenfalls vor den D-Eingängen der FlipFlops F4/F5 er-
forderlich. Gleichzeitig müssen die Laufzeiten vom fCKV -Eingang zu den D-
Eingängen dieser FlipFlops (F2/F3/F4/F5) um die Setup-Zeit der FlipFlops
kleiner sein als die Periodendauer des Eingangstakts, um eine Setup-Violation
zu vermeiden. Das Gleiche gilt für die Laufzeit vom fCKV -Eingang zum fCKV 4-
Ausgang, da ansonsten eine Violation an den D-Eingängen der FlipFlops F6/F7
auftreten kann.
3.4.3 Auswertung des Phasenfehlers
Ein Vorteil der digitalen PLL ist, dass der Referenzphasenverlauf ΦR und der
Phasenverlauf des Oszillators ΦV als digitales Wort vorliegen. Daher kann der
Phasendetektor als Messglied der Regelschleife durch eine arithmetische Sub-
traktion realisiert werden. Zum besseren Verständnis soll hier zunächst die Pha-
sendarstellung der digitalen PLL genauer erläutert werden.
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Mathematisch besteht zwischen Frequenz- und Phasenverlauf bei wert- und
zeitkontinuierlicher Betrachtung ein integraler Zusammenhang
φ =
∫ t
0
2πf(t)dt. (3.13)
Die Phase φ kann zunächst als linear wachsende wert- und zeitkontinuierliche
Größe angesehen werden. Aufgrund der digitalen Darstellung der Phase mit
einer begrenzten Wortbreite liegt in der Realität eine quantisierte Größe, die
in Abhängigkeit von der Wortbreite WI irgendwann überläuft. Der Überlauf
entspricht dabei einer modulo-2WI -Operation.
Die Phasenverläufe ΦR und ΦV können somit als rotierende Vektoren dargestellt
werden (vgl. Abb. 3.29). Der Phasenfehler ΦE entspricht dabei dem Winkel
signed:
unsigned:
ΦR
ΦE
ΦV
−2WI−1, 2WI−1 − 1
0, 2WI − 1
Abbildung 3.29: Darstellung der Phasenverläufe von ΦR und ΦV als rotierende
Vektoren.
zwischen den Vektoren ΦR und ΦV . Bei einer Wortbreite von WI Bits kön-
nen die Phasenvektoren max. den Wert 2WI − 1 annehmen. Der Phasenfehler
ΦE = ΦR − ΦV kann hingegen auch negative Werte annehmen. Bei gleicher
Wortbreite ergibt sich ein möglicher Wertebereich von [−2WI−1; 2WI−1 − 1].
Weiterhin sind die Phasen ΦR[k] und ΦV [i] nicht nur quantisiert und im maxi-
malen Wert beschränkt, sondern auch zeitdiskret. Zur Berechnung der Referenz-
phase wird mit jeder Referenztaktflanke kTref (Tref = 1fref ) das Referenzwort
N = fDCO
fref
akkumuliert
ΦR (kTref ) = ΦR[k] =
k∑
l=1
N [l] . (3.14)
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Die Berechnung der Oszillatorphase erfolgt durch Zählen der Taktflanken des
Oszillatorsignals
ΦV (iTDCO) = ΦV [i] =
i∑
l=1
1. (3.15)
Die Berechnung des Phasenfehlers ΦE [k] erfolgt mit fref . Daher ist der Wert
ΦV [i] mit fref abzutasten, um ihn in der Referenztaktdomäne zu bestimmen
ΦV [k] = ΦV [i]|iTDCO=⌈kTref ⌉. (3.16)
Für die Berechnung des Phasenfehlers gilt somit
ΦE [k] = ΦR[k]− ΦV [k]. (3.17)
Zur Veranschaulichung sind die zeitlichen Verläufe von ΦR[k] und ΦV [i] bei-
spielhaft für WI = 4Bit und N = 12 in Abb. 3.30 zeitlich dargestellt. Durch
14
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6
4
2
−2
−6
6
4
2
15
13
9
5
1
−1
−3
−7
5
1
2 3 4 51
14−9=52−13=5 10−5=5 4−15=56−1=5
6−1=5 2−(−3)=5 −2−(−7)=5 −6−5=5 4−(−1)=5
37 4925131
unsigned:
signed:
Tref −Takte
TDCO −Takte
us(ΦR[k])
s(ΦV [i]) us(ΦV [i])
s(ΦR[k])
ΦV [k]
Abbildung 3.30: Darstellung der Phasenverläufe von ΦR[k] und ΦV [i] mit Mo-
duloarithmetik.
den kontinuierlich steigenden Phasenverlauf und die modulo-Operation ergibt
sich eine Sägezahnfunktion. Der obere Graph zeigt den idealen kontinuierlichen
Verlauf von ΦR mit den Abtastpunkten ΦR[k]. Zu den Zeitpunkten kTref wird
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N = 12 auf die Referenzphase aufaddiert.
Im unteren Graphen ist der ideale kontinuierliche Verlauf von ΦV dargestellt.
Mit jedem Oszillatortakt iTDCO erhöht sich ΦV [i] um eins. Der Wert von ΦV [k]
in der Referenztaktdomäne ist ebenfalls dargestellt. Die absolute Differenz zwi-
schen zwei aufeinanderfolgenden Abtastpunkten ΦV [k] − ΦV [k − 1] entspricht
im Idealfall ebenfalls N . Der Verlauf der beiden Phasen ist dann identisch bis
auf den Versatz der beiden Sägezahnkurven, der hier ΦE [k] = 5 entspricht.
An der linken Seite der beiden Graphen befinden sich zwei Skalen für vorzeichen-
lose (unsigned) bzw. vorzeichenbehaftete (signed) Interpretation derWI = 4Bit
breiten Darstellung der Phasenwerte mit einem Wertebereich von [0; 15] bzw.
[−8; 7]. Zur Akkumulation der Phase wird die vorzeichenlose Interpretation der
Binärdarstellung gewählt. Der Überlauf entspricht einermodulo−16-Operation
(ΦR[k + 1] = mod(ΦR[k] + 12, 24) bzw. ΦV [i+ 1] = mod(ΦV [i] + 1, 24)).
Der Phasenfehler wird vorzeichenbehaftet interpretiert. Die Berechnung von
ΦE [k] ist unterhalb der beiden Graphen dargestellt. Sie kann auf zwei Weisen
erfolgen, durch vorzeichenlose und vorzeichenbehaftete Interpretation der Pha-
senverläufe. In beiden Fällen kann es zu Überläufen kommen, wie die umran-
deten Berechnungen zeigen. Aus schaltungstechnischer Sicht ist es am besten,
die Subtraktion als vorzeichenlose Operation durchzuführen. Nach dem Ab-
schneiden eines eventuellen Überlaufs durch eine modulo-Operation kann das
Ergebnis dann vorzeichenbehaftet interpretiert werden. Beispielhaft bedeutet
dies z. B. für die Berechnung von ΦE [k] = 2 − 13 = −11. In binärer Darstel-
lung entspricht −11|d = 10101|b. Nach der modulo − 16-Operation ergibt sich
0101|b = 5|d und somit ΦE [k] = 2− 13 = 5.
Phasendetektor
Der Aufbau des Phasendetektors gestaltet sich einfach, da er lediglich aus digita-
len Addierern und Subtrahierern besteht. Gl. (3.17) zur Berechnung von ΦE [k],
die bisher nur den ganzzahligen Anteil des Oszillatorphasenverlaufs ΦV [k] (sie-
he Abb. 3.28) berücksichtigt, ist jedoch noch um einen weiteren Term ΦE [k],
welcher dem fraktionalen Anteil entspricht, zu erweitern
ΦE [k] = ΦR[k]− ΦV [k] + ΦE [k]. (3.18)
Die Berechnung von ΦE erfolgt durch Normierung des TDC-Ausgangs (vgl. Abb.
3.22). Weiterhin ist zu beachten, dass der normierte Ausgangswert des TDC
unter bestimmten Bedingungen negativ werden kann. Für diesen Fall wird ein
weiteres Bit ΦE,I von der Normierungslogik generiert, dessen Wertigkeit der des
untersten Integerbits entspricht (siehe Kap. 3.4.1).
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Ein weiteres Bit mit der Wertigkeit des untersten Integerbits muss aufgrund
der beiden Retiming-Pfade (Abb. 3.26) eingefügt werden. In dem Fall, dass
sich die steigende Flanke des fref -Signal unmittelbar vor der steigenden Flanke
des fCKV -Signals befindet, wird der Pfad gewählt, welcher fref zunächst mit
der fallenden fCKV -Flanke abtastet (vgl. 3.27). In diesem Fall wird jedoch ei-
ne fCKV -Flanke zu viel gezählt, welche im Phasendetektor wieder von ΦV [k]
abgezogen werden muss. Hierzu dient das Signal TDCskip, welches logisch ’1’
ist, wenn das erste Viertel der fCKV -Periode im TDC-Ausgangscode logisch
’0’ ist. Für das Beispiel in Abbildung 3.23 bedeutet dies, TDCskip =’1’, wenn
q〈3: 0〉 = “0000“ gilt. Für die Berechnung von ΦE ergibt sich somit in Summe
ΦE [k] = ΦR[k]− ΦV [k] + ΦE [k]− ΦE,I [k] + TDCskip[k]. (3.19)
3.4.4 Referenzphasenakkumulator
Der Referenzphasenakkumulator beinhaltet neben dem eigentlichen Akkumu-
lator noch eine Rücksetzfunktionalität, wodurch sich der Aufbau komplexer ge-
staltet. Die Rücksetzfunktionalität ist erforderlich, um ein schnelles Einrasten
über alle Bänke zu gewährleisten. Im Betrieb als Typ-I-PLL wird der Phasen-
fehler auf einen konstanten Wert geregelt. Bei einem Bankwechsel muss dieser
daher zurück auf Null gesetzt werden. Der Aufbau des Referenzphasenakkumu-
lators ist in Abb. 3.31 dargestellt.
QD
1
0
OTRZPR
reset
OAZPR
OPZPR
fRet
ΦV [k]
ΦE [k] Z
P
R
Φt0
Φt1
N ΦR[k]
Abbildung 3.31: Akkumulation und Rücksetzen der Referenzphase.
Das Rücksetzen des Phasenakkumulators wird durch das ZPR-Signal einge-
leitet, welches sich als logische ODER-Verknüpfung der ZPR-Signale der drei
Blöcke zur Ansteuerung der Bänke (vgl. Abb. 3.43) und einem systemweiten
reset-Signal ergibt. Ist ZPR logisch ’0’, befindet sich die Schaltung im Akku-
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mulationsbetrieb und das Signal Φt0 wird durch den Multiplexer an die Aus-
gangsregisterstufe weitergereicht. Es gilt
ΦR[k] = ΦR[k − 1] +N. (3.20)
Zum Rücksetzen des Phasenfehlers wird einmalig Φt1 an die Ausgangsregister-
stufe weitergereicht und es gilt
ΦR[k] = N +ΦV [k − 1]− ΦE [k − 1]. (3.21)
Die Berechnung des Phasenfehlers folgt in diesem Fall durch Einsetzen von
Gl. (3.21) in Gl. (3.18)
ΦE [k] = (N +ΦV [k − 1]− ΦE [k − 1])− ΦV [k] + ΦE [k]
= N − (ΦV [k]− ΦV [k − 1])− (ΦE [k]− ΦE [k − 1]) . (3.22)
Im eingerasteten Zustand gilt für den Erwartungswert E {ΦE [k]}
E {ΦE [k]} = N − E {(ΦV [k]− ΦV [k − 1])− (ΦE [k]− ΦE [k − 1])}
= 0, (3.23)
da der Oszillatorphasenakkumulator in einem Referenztakt N Flanken zählt,
bzw. für den Erwartungswert E {(ΦV [k]− ΦV [k − 1])} = N angenommen wer-
den kann.
Die Wortbreite des Referenzphasenakkumulators bestimmt sich aus der er-
forderlichen Wortbreite des ganzzahligen Anteils nach Gl. (3.12) und der ge-
wünschten Frequenzauflösung bei maximaler Referenzfrequenz, welche die frak-
tionale Wortbreite bestimmt. Die gesammte Wortbreite wird hier zuWI+WF =
32Bit gewählt. Die minimale Frequenzauflösung bei maximaler Referenzfre-
quenz beträgt somit
fref,max
2WF
= 26MHz
214
= 1,5 kHz. Für kleinere Referenzfre-
quenzen ist sie entsprechend höher.
3.4.5 Einrastdetektion und Quality Monitoring
Für das Einrasten der PLL bis auf die unterste Bank ist die Bestimmung eines
Umschaltzeitpunkts zwischen den Bänken erforderlich. Die einfachste Lösung
besteht darin, eine feste Zeit, die der Einrastzeit der jeweiligen Bank unter
ungünstigsten Bedingungen entspricht, zu warten. Um ein möglichst schnel-
les Einrasten und damit einen möglichst schnellen Frequenzwechsel der PLL
zu ermöglichen, ist es erforderlich, den Zeitpunkt zu bestimmen, an dem der
Einrastvorgang einer Bank abgeschlossen ist, um dann zur nächsten, niederwer-
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tigeren Bank zu wechseln. Weiterhin ist während des Betriebs zu kontrollieren,
ob die PLL noch eingerastet ist. Hierzu kann die in Abb. 3.32 dargestellte Schal-
tung genutzt werden.
Z
−1
Z
−1
abs >= Schwelle
detektion
Einrast−
1
0
ΦE,2[k]
enable
ΦE[k]
Abbildung 3.32: Quality Monitoring und Lock-Detection.
Zunächst wird die absolute Differenz zwischen dem aktuellen Phasenfehler ΦEk
und dem vorherigen Phasenfehler ΦEk−1 bestimmt. Diese absolute Differenz
kann dann zur Bestimmung eines Einrastzeitpunkts genutzt werden. Wird in ei-
ner festgelegten Zeit keine Überschreitung einer ebenfalls festgesetzten Schwelle
beobachtet, so kann davon ausgegangen werden, dass die PLL eingerastet ist.
Wird die Schwelle mehrfach hintereinander überschritten, nachdem die PLL
vorher eingerastet war, so hat die PLL den eingerasteten Zustand verlassen.
Die Schaltung kann ebenfalls zur Beobachtung des Phasenfehlers genutzt wer-
den, indem gezählt wird, wie häufig eine festgesetzt Schwelle überschritten wird.
Je häufiger eine Schwelle überschritten wird, umso stärker schwankt der Pha-
senfehler und umso größer ist das Phasenrauschen der PLL.
Es ist aber auch möglich, einmalige Ausreißer des Phasenfehlers, z. B. durch eine
fehlerhafte Bestimmung der Oszillatorphase, zu unterdrücken. Dazu kann für
einen weiteren Referenztakt der Phasenfehler des vorherigen Taktes beibehalten
werden, indem das enable-Signal zu ’1’ gesetzt wird.
3.5 Schleifenfilter
Das Schleifenfilter, welches in analogen PLLs als RC-Netzwerk realisiert wird
und daher von Herstellungstoleranzen und Rauschen beeinflusst werden kann,
ist hier digital ausgeführt. Die Struktur aus Addierern, Multiplizierern und Ver-
zögerungselementen bietet nicht nur einen geringeren Flächenbedarf und eine
gute Integrierbarkeit in moderne CMOS-Prozesse, sondern auch eine einfache
Rekonfigurierbarkeit. Dabei wird eine Filterarchitektur angestrebt, welche eine
Umschaltung der PLL zwischen Typ-I und Typ-II Betrieb ermöglicht, d. h. für
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den Typ-II Betrieb muss ein Integrator im Schleifenfilter vorhanden sein. Die
Struktur des verwendeten Schleifenfilters ist in Abb. 3.33 dargestellt [67]. Durch
α
ρ
1
z−1
ΦE[k] ΦE,LFaus [k]
Abbildung 3.33: Aufbau des Schleifenfilters.
die Wahl der Parameter α und ρ kann das Verhalten der PLL angepasst werden.
Ist ρ = 0 so stellt das Filter lediglich ein einfaches Proportionalglied dar. Wie
sich bei einer genauen mathematischen Betrachtung der gesamten PLL (vgl.
Kapitel 3.5.1) zeigt, ergibt sich dann eine Typ-I PLL erster Ordnung. Gilt für
ρ 6= 0, so ergibt sich eine Typ-II PLL zweiter Ordnung. Der Integrator 1
z−1
im
ρ-Zweig entspricht einem Pol im Ursprung.
Soll eine Übertragung erfolgen, so wird zunächst über die drei Bänke die ge-
wünschte Frequenz eingestellt. Auf Grund der begrenzten Frequenzauflösung
dieser Bänke kann diese nur mit einer vorgegebenen Genauigkeit erreicht wer-
den. Der verbleibende Abstand zwischen der eingestellten Frequenz und der
gewünschten Frequenz entspricht maximal der Frequenzauflösung des unters-
ten Bits der jeweiligen Bank. Bei jedem Bankwechsel ist daher ein weiterer
Einschwingvorgang erforderlich. Unterschiede zwischen der Typ-I-PLL und der
Typ-II-PLL betreffen sowohl die Einschwingzeit, welche für eine Typ-I PLL
kürzer ist, als auch den stationären Phasenfehler im eingerasteten Zustand.
Der Abstand von der Bankmitte zur gewünschten Kanalfrequenz ist bei der
Typ-I-PLL im Phasenfehler ΦE kodiert. Die Typ-I-PLL regelt den Phasenfeh-
ler auf einen konstanten Wert, der ungleich Null ist.
Die Typ-II-PLL regelt den Phasenfehler immer auf Null. Bei ihr steckt der Ab-
stand von der Bankmitte zur Kanalfrequenz im Integrator ( 1
z−1
). Daher können
bei der Typ-II-PLL die Filterkoeffizienten bzw. die Bandbreite einfacher um-
geschaltet werden, ohne dass ein erneuter Einschwingvorgang erforderlich ist.
Dies gilt natürlich nur, wenn die aktive Varaktorbank nicht gewechselt wird. Ein
Wechsel der Filterkoeffizienten ohne erneutes Einschwingen ermöglicht es, die
Einschwingzeit effektiv zu verkürzen, indem der Einschwingvorgang zunächst
bei hoher Bandbreite beginnt und dann die Bandbreite verringert wird. Eine
hohe Bandbreite ermöglicht eine geringe Einschwingzeit, während eine kleine
Bandbreite eine hohe Unterdrückung von Phasenrauschen und Referenztönen
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ermöglicht.
3.5.1 Mathematische Betrachtung
Mit der Kenntnis der Filterstruktur ist eine detaillierte mathematische Betrach-
tung des Übertragungs- und Einrastverhaltens möglich. Hierzu wird der DCO
als normiert angenommen, d. h. die Betrachtung der Normierung zur Ansteue-
rung des DCOs (vgl. 3.6) kann entfallen, bzw. es wird angenommen, dass die
Steilheit des DCOs bekannt ist.
Der wichtigste Aspekt der mathematischen Betrachtung ist die Stabilität der
Regelschleife. Diese muss in jedem Fall gewährleistet sein. Eine kurze Ein-
schwingzeit wird besonders in Mobilfunkanwendungen angestrebt, um schnel-
le Kanalwechsel und eine Verlängerung der Ruhezeit vor einem erneuten Ein-
schwingvorgang zu erzielen. Hierdurch kann Energie gespart werden. Gleich-
zeitig muss durch geeignete Wahl der Filterkoeffizienten sichergestellt werden,
dass Rauschbeiträge ausreichend unterdrückt werden.
Ein mathematisches Modell der digitalen PLL im Laplace-Raum ist in Abb.
3.34 dargestellt. Im Vergleich zur Mixed-Signal PLL (Abb. 2.19) enthält die
normierter DCOSchleifenfilterPhasendetektor
α
φDCO1
s
fref
KDCO
N φn,TDC
KDCO2pi
φn,DCO
φref
φn,ref
ρ
fref
s
1
2pi
Abbildung 3.34: Modell der vollständig digitalen PLL mit Rauschquellen im
Laplace-Bereich.
digitale PLL nur noch zwei Rauschquellen. Der Oszillator als einzige verblie-
bene analoge Komponente des Systems ist rauschbehaftet, welches durch den
Beitrag φn,DCO repräsentiert wird. Die übrigen Rauschbeiträge von Phasende-
tektor, Ladungspumpe, Schleifenfilter und Teiler sind nicht mehr vorhanden.
Stattdessen wird ein Beitrag φn,TDC eingeführt, welcher dem Quantisierungs-
rauschen im digitalen System, aufgrund der beschränkten Auflösung des TDCs,
entspricht. Weiterhin existiert noch ein Beitrag durch die Referenzquelle φn,ref ,
welcher jedoch von der Implementierung der PLL nur insofern abhängig ist, als
dass er durch die Übertragungsfunktion gefiltert wird.
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Aus dem Modell der digitalen PLL lässt sich die Übertragungsfunktion der
geöffneten Regelschleife Hol(s) ablesen als
Hol(s) = N
1
2π
(
α+ ρ
fref
s
)(
fref
KDCO
KDCO
2π
)
1
s
. (3.24)
Unter der Annahme, dass die Steigungen KDCO der Ansteuerung und des Os-
zillators ideal abgeglichen sind, vereinfacht sich der Ausdruck für die geöffnete
Regelschleife zu
Hol(s) = N
(
α+
ρfref
s
)
fref
s
= N
ρf2ref
s
· 1 + s/(ρfref/α)
s
. (3.25)
Damit folgt für die Übertragungsfunktion der geschlossenen RegelschleifeHcl(s)
Hcl(s) =
Hol(s)
1 +Hol(s)
= N
(
α+ ρ
fref
s
)
fref
s
1 +
(
α+ ρ
fref
s
)
fref
s
= N
sfrefα+ f
2
refρ
s2 + sfrefα+ f2refρ
. (3.26)
Ausgehend von diesen Übertragungsfunktionen erfolgt die weitere Untersuchung
getrennt für die Typ-I bzw. Typ-II PLL.
Typ-I PLL
Eine PLL vom Typ-I besitzt nur einen Pol im Ursprung (bei s = 0). Dieser be-
findet sich im Oszillator, dementsprechend wird im Schleifenfilter ρ = 0 gewählt.
Der zweite Pol im Ursprung ist dann nicht aktiv. Als Übertragungsfunktion der
geschlossenen Regelschleife folgt aus Gl. (3.26)
Hcl(s) = N
αfref
αfref + s
= N
1
1 + s
αfref
. (3.27)
Es ergibt sich ein einfacher Tiefpass erster Ordnung, dessen 3 dB-Eckfrequenz
sich zu f3dB =
αfref
2pi
ergibt. Die Sprungantwort h(t) lässt sich berechnen durch
Multiplikation der Übertragungsfunktion Hcl(s) mit einem Sprung 1s im Fre-
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quenzbereich und anschließender Rücktransformation in den Zeitbereich (ε(t)
ist hier die Einheitssprungfunktion)
1
s
·Hcl(s) = N · 1
s
· αfref
αfref + s
= N ·
(
1
s
− 1
αfref + s
)
(3.28)

hε(t) = ε(t) ·N ·
1− e−
t
1
αfref
 . (3.29)
Die Übertragungsfunktion und die Sprungantwort einer Typ-I PLL bei fref =
32 kHz ist in Abb. 3.35 für unterschiedliche Filterparameter dargestellt. Ein
(a) Übertragungsfunktion. (b) Sprungantwort.
Abbildung 3.35: Übertragungsfunktion und Sprungantwort einer Typ-I PLL
mit fref = 32 kHz.
Überschwingen ist im dargestellten System erster Ordnung nicht vorhanden.
Auch ist die Stabilität des Systems immer gewährleistet, da nur ein Pol vorhan-
den ist.
Es sei an dieser Stelle darauf hingewiesen, dass die Multiplikation im Schlei-
fenfilter schaltungstechnisch durch eine Rechts-Shift-Operation realisiert wird.
Hierdurch kann der Aufwand minimiert und Energie und Fläche eingespart
werden. An das Schleifenfilter wird entsprechend der ganzzahlige Zweierloga-
rithmus des gewünschten Filterkoeffizienten angelegt αexp = −log2(α) (Bsp.
α = 1
8
= 2−3 =̂ αexp = 3). Die Quantisierung der Filterparameter ist somit auf
Potenzen von zwei beschränkt (α = { 1
2
; 1
4
; 1
8
; 1
16
; · · · }).
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Eine Übersicht charakteristischer Eckdaten der PLL ist in Tabelle 3.4 aufgelis-
tet. TS ist die Einschwingzeit bis zu einem Zeitpunkt, ab dem die Abweichung
fref = 32 kHz fref = 26MHz
α αexp f3dB TS α αexp f3dB TS
1/4 2 1300Hz 366µs 1/16 4 259 kHz 1,8µs
1/8 3 650Hz 732µs 1/32 5 129 kHz 3,7µs
1/16 4 325Hz 1364µs 1/64 6 65 kHz 7,4µs
1/32 5 163Hz 2728µs 1/128 7 32 kHz 14,8µs
Tabelle 3.4: Charakteristische Eckdaten der Typ-I PLL bei minimaler und ma-
ximaler Referenzfrequenz.
vom stationären Endwert nach Anregung mit einem Einheitssprung dauerhaft
kleiner ist als 0,05. Für die Abschätzung der Einschwingzeit gilt TS = 3αfref .
Typ-II PLL
Für die Typ-II PLL gilt ρ 6= 0. Werden die Eigenfrequenz ωn und die Dämpfung
ζ folgendermaßen definiert
ωn =
√
ρfref , (3.30)
ζ =
αfref
2ωn
=
1
2
α√
ρ
, (3.31)
so ergibt sich die Übertragungsfunktion eines klassischen Zweipolsystems aus
Gl. (3.26) [45]
Hcl(s) = N
2ζωns+ ω2n
s2 + 2ζωns+ ω2n
. (3.32)
Auch hier liegt ein Tiefpass erster Ordnung vor, denn in der Übertragungsfunk-
tion der Typ-II-PLL existiert neben der zweiten Polstelle ebenfalls eine Null-
stelle im Zähler. Da es sich jedoch um ein Zweipolsystems handelt, tritt beim
Anlegen eines Sprunges ein Überschwingen auf, welches von der Dämpfung des
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Systems abhängt. Die Sprungantwort des Systems berechnet sich analog zur
Typ-I PLL zu
1
s
·Hcl(s) = N · 1
s
· 2ζωns+ ω
2
n
s2 + 2ζωns+ ω2n
= N ·
(
2ζ
ωn
· ω2n
s2 + 2ζωns+ ω2n
+
ω2n
s(s2 + 2ζωns+ ω2n)
)
(3.33)

hε(t) = ε(t) ·N ·
(
2 · ζ
ωn
· ωn√
1− ζ2
· e−ζωnt · sin
(
ωn
√
1− ζ2t
)
+1− 1√
1− ζ2
· e−ζωnt · sin
(
ωn
√
1− ζ2t+ φ
))
(3.34)
für ζ < 1 und φ = arccos(ζ). Sie ist in Abhängigkeit der verschiedenen Filter-
parameter in Abb. 3.36 dargestellt. Eine unterschiedliche Dämpfung macht sich
auch im Verlauf der Übertragungsfunktion durch die Größe der Überhöhung
bemerkbar. Die Übertragungsfunktion der PLL ist ebenfalls in Abhängigkeit
der verschiedenen Filterparameter in Abb. 3.37 dargestellt. Die Bandbreite der
PLL lässt sich durch entsprechende Wahl der Filterparameter mit konstan-
ter Überhöhung/Dämpfung einfach variieren (vgl. Abb.3.37(c)). Die Stabilität
des Systems kann auch hier noch gewährleistet werden, da die Phase im 0 dB-
Durchgang des Betragsverlaufs der Übertragungsfunktion größer als −180◦ ist
(siehe Abb. 3.38(b)). Charakteristische Eckdaten der Typ-II PLL bei minima-
ler und maximaler Referenzfrequenz sind in Tabelle 3.5 zusammengefasst. Ein
großer Vorteil der digitalen PLL und des digitalen Filters ist, dass die Bandbrei-
te auf einfache Weise durch Veränderung der Filterparameter verändert werden
kann. In einem analogen Filter wäre dies nur schwer möglich, da das Filterver-
halten durch die Größe der Widerstände und Kondensatoren fest vorgegeben
ist. Außerdem ist die digitale Implementierung unabhängig von Prozess- und
Fertigungsschwankungen.
Ferner ist eine Umschaltung der PLL zwischen Typ-I- und Typ-II-Betrieb reali-
sierbar. Damit ist es möglich einen Kanalwechsel oder einen Einschwingvorgang
auf den oberen Bänken im Typ-I-Betrieb mit hoher Bandbreite durchzuführen.
Der anschließende Betrieb zum Empfang oder zur Übermittlung kann dann bei
niedriger Bandbreite im Typ-II-Betrieb durchgeführt werden. Dies ist sinnvoll,
da ein Vergleich der beiden PLL-Typen bestätigt, dass eine Typ-II PLL eine
deutlich höhere Einschwingzeit als eine Typ-I PLL bei gleich Bandbreite be-
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(a) α = konst. (b) ρ = konst.
(c) ζ = konst.
Abbildung 3.36: Sprungantwort der Typ-II PLL in Abhängigkeit der verschie-
denen Filterparameter mit fref = 32 kHz.
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Abbildung 3.37: Übertragungsfunktion der Typ-II PLL in Abhängigkeit der
verschiedenen Filterparameter mit fref = 32 kHz.
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fref = 32 kHz
α αexp ρ ρexp ζ f3dB ωn TS
1/2 1 1/8 3 0,7 3790Hz 1843Hz 374µs
1/4 2 1/32 5 0,7 1895Hz 922Hz 748µs
1/8 3 1/128 7 0,7 948Hz 461Hz 1497µs
1/2 1 1/16 4 1 3231Hz 1304Hz 505µs
fref = 26MHz
α αexp ρ ρexp ζ f3dB ωn TS
1/32 5 1/2048 11 0,7 188 kHz 91 kHz 7,6µs
1/64 6 1/8192 13 0,7 94 kHz 46 kHz 15,1µs
1/128 7 1/32768 15 0,7 47 kHz 23 kHz 30,2µs
1/64 6 1/16384 14 1 80 kHz 32 kHz 20,4µs
Tabelle 3.5: Charakteristische Eckdaten der Typ-II PLL bei minimaler und ma-
ximaler Referenzfrequenz.
sitzt.
Eine hohe Bandbreite bietet den Vorteil eines schnellen Einschwingens, während
bei geringer Bandbreite Rauschen besser unterdrückt wird und das Spektrum
des Ausgangssignals besser wird. Rauschunterdrückung und Einschwingzeit sind
in der Regel die wesentlichen Ziele der Optimierung [10].
Erhöhung der Ordnung
Um eine stärkere Filterung und bessere Rauschunterdrückung zu erzielen, kön-
nen weitere Pole in die PLL eingefügt werden. Die Implementierung einer Typ-
III PLL ist jedoch ungeeignet, da hierbei ein weiterer Pol im Ursprung hin-
zugefügt wird, wodurch der Phasenverlauf der offenen Regelschleife bei −270◦
beginnt und die Stabilität nur gewährleistet werden kann, wenn der Phasen-
verlauf mehrfach angehoben wird. Anstatt den Typ der PLL zu erhöhen, kann
die Ordnung der PLL erhöht werden, indem weitere Pole im Schleifenfilter hin-
zugefügt werden, die sich nicht im Ursprung befinden. In dieser Arbeit werden
hierzu einstufige IIR-Filter kaskadiert und mit dem bisherigen Schleifenfilter in
Reihe geschaltet (siehe Kap. 3.5.4). Die Übertragungsfunktion eines einzelnen
IIR-Filters (vgl. Gl. (3.41)) ist im Laplace-Bereich gegeben als
HIIR(s) =
1 + s
fref
1 + s
λfref
. (3.35)
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Für die f3dB-Eckfrequenz dieses Filters folgt damit
f3dB,IIR =
λ
2π
fref . (3.36)
Die Übertragungsfunktion der geöffneten Regelschleife (Gl. (3.25)) lässt sich bei
einer Kaskadierung von drei einstufigen IIR-Filtern erweitern zu
Hol,IIR(s) = N
ρf2ref
s
· 1 + s/(ρfref/α)
s
2∏
n=0
1 + s
fref
1 + s
λnfref
. (3.37)
Bei der Implementierung klassischer Mixed-Signal PLLs ist eine Ordnung größer
als drei aus Stabilitätsgründen unüblich [4, 14, 60]. Die digitale Implementierung
ermöglicht es jedoch, auch höhere Ordnungen zu realisieren.
Die Übertragungsfunktion Hol,IIR(s) der geöffneten Regelschleife mit drei IIR-
Filtern ist in Abb. 3.38(a) dargestellt, die der geschlossenen Regelschleife in
Abb. 3.38(c). Gut zu erkennen ist, wie die drei zusätzlichen Filter den Abfall
im Vergleich zum Verlauf ohne IIR-Filter (λn = 0) ab ca. 400 kHz jeweils um
20 dB/Dek. von 20 dB/Dek. auf 80 dB/Dek. steigern . Wichtig bei der Wahl
der f3dB-Eckfrequenz bzw. der Filterparameter (λn) ist die Maximierung der
Phasenreserve.
Wie der Phasenverlauf in Abb. 3.38(b) zeigt, ist die Stabilität für eine Typ-
II PLL ohne IIR-Filter unkritisch, da der Verlauf von −180◦ auf −90◦ steigt.
Bei der PLL mit aktivem IIR-Filter fällt der Phasenverlauf bis auf −300◦ ab.
Das Maximum der Überhöhung wurde jedoch möglichst nahe an den 0 dB-
Durchgang der offenen Regelschleife gelegt, wodurch eine Phasenreserve von
47, 7◦ erreicht und die Stabilität des Systems gesichert werden kann.
3.5.2 Typ-I PLL
Die Implementierung eines Schleifenfilters mit umschaltbarer Schleifenbandbrei-
te für eine Typ-I PLL ist in Abbildung 3.39 dargestellt [75]. Die gezeigte Struk-
tur ermöglicht eine Umschaltung zwischen drei Filterkonstanten α1, α2 und α3.
Sie ist aber auf eine andere Anzahl übertragbar. Um den Schaltungsaufwand
zu minimieren, wird das Proportionalglied α durch eine Rechts-Shift-Operation
und nicht durch eine Multiplikation realisiert. An die Bitshifter wird der ent-
sprechende Zweierlogarithmus angelegt αexp = −log2(α). Durch die Kaskadie-
rung der Bitshifter darf an jeden Shifter nur die Differenz zur vorherigen Stufe
angelegt werden (αi,exp − αi−1,exp).
Während des Einschwingvorgangs wird sukzessive von der höchsten Filterband-
breite α1 zur kleinsten Bandbreite α3 umgeschaltet. Die Umschaltung wird
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Abbildung 3.38: Vergleich der Übertragungseigenschaften der digitalen PLL bei
unterschiedlicher Ordnung.
durch das Steuerwort TRK geregelt. Sobald sich bei einer festen Bandbreite
der stationäre Zustand in einem Toleranzbereich bewegt, erfolgt der Bandbrei-
tenwechsel. Dazu wird die momentane Differenz der Filterausgangswerte der
alten und der neuen Filterbandbreite abgespeichert. Für einen Wechsel von der
ersten zur zweiten Stufe beträgt diese
∆TW1 = α1ΦE − α2ΦE . (3.38)
Wird diese Differenz auf den Ausgangswert des Bitshifters der neuen Filterstufe
aufaddiert
ΦE,LFaus = α2ΦE +∆TW1 = α1ΦE , (3.39)
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Abbildung 3.39: Schleifenfilter eine Typ-I PLL mit Bandbreitenumschaltung.
so bleibt der Filterausgangswert der vorherigen Filterbandbreite zunächst er-
halten. Lediglich die Variation bzw. die Bandbreite wird durch das kleinere
Proportionalglied verringert. Ein erneutes Einschwingen kann so zwar nicht
komplett verhindert werden, jedoch muss nach der Umschaltung nur noch ein
maximaler Fehler in der Größe des Schwankungsbereichs der vorherigen Band-
breite korrigiert werden (vgl. Abb. 3.40).
Mittelwert
Schwankungsbereich
umschaltung
Bandbreiten−
α2 α3α1
t
ΦE
Abbildung 3.40: Verlauf des Phasenfehlers bei zweifacher Bandbreitenumschal-
tung.
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3.5.3 Typ-II PLL
Die Implementierung des Schleifenfilters der Typ-II PLL ist in Abb. 3.41 darge-
stellt. Neben dem Proportionalpfad wird ein zweiter Pfad bereitgestellt, welcher
Typ−I Filter
Offset Integrator
QD
QD
1
0
0
1
1X
00
01
αexp
ΦE[k] ΦE,LFaus [k]
TRK
fRet
fRet
SRST
T2en
T2en
SRST
ΦE[k0]
ρexp
ρ1,exp
ρ3,exp
ρ2,exp
Abbildung 3.41: Schleifenfilter eine Typ-II PLL.
einen Pol im Ursprung (s = 0) besitzt und so einen PI-Regler (proportional-
integral controller) realisiert. Der Proportionalfaktor ρ wird wieder als Rechts-
Shift-Operation realisiert, um den Hardwareaufwand zu minimieren. Die Rei-
henfolge der Multiplikation und der Integration ist prinzipiell kommutierbar.
Findet die Integration jedoch, wie dargestellt, vor der Integration statt, so bie-
tet dies den Vorteil, dass der Faktor ρ und somit die Bandbreite umgeschaltet
werden kann, ohne dass sich der Wert am Ausgang des PI-Pfads ändert. Ein
erneuter Einschwingvorgang wird vermieden.
Um den Einrastvorgang zu verkürzen, wird die PLL bei Aktivität der oberen
beiden Bänke als Typ-I PLL betrieben. Auch auf der untersten Bank zur end-
gültigen Kanalakquisition und Modulation macht es Sinn, den Einrastvorgang
zunächst ohne den PI-Pfad durchzuführen, um den Vorgang zu beschleunigen.
Der PI-Pfad kann dann aktiviert werden, indem das T2en-Signal auf logisch ’1’
gesetzt wird. Bei diesem Vorgehen ist es allerdings erforderlich, den Phasenfehler
ΦE [k], der im Betrieb als Typ-I PLL auf einen konstanten Wert eingestellt wird,
abzuspeichern (ΦE [k0]). Hierzu dient die Registerstufe vor der shift-Operation.
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Anstatt den aktuellen Phasenfehler ΦE [k] zu akkumulieren, wird dann die Dif-
ferenz zum Umschaltzeitpunkt ΦE [k] − ΦE [k0] integriert. Wird dieser Offset
nicht abgespeichert, so muss der Integrator zunächst ΦE [k] bis auf den Wert
ΦE [k0] integrieren. Dies benötigt jedoch mehr Zeit als der Einrastvorgang der
Typ-I PLL.
Der komplette Einrastvorgang über alle Bänke ist in Abb. 4.1 zusehen.
3.5.4 Schleifenfilter höherer Ordnung
Durch die Kaskadierung der bereits beschriebenen Schleifenstrukturen mit wei-
teren FIR- oder IIR-Filtern ist es möglich, weitere Pole hinzuzufügen und die
Ordnung der PLL zu erhöhen. In der Praxis werden in der Regel IIR-Filter
eingesetzt. Diese besitzen zwar den Nachteil, dass sie instabil werden können,
dafür sind sie jedoch kompakter und haben stärkere Filtereigenschaften. Der
Aufbau eines einstufigen IIR-Filters, welches mehrmals hintereinander kaska-
diert werden kann, ist in Abb. 3.42 abgebildet. Mit Hilfe des Multiplexers ist
1
0
Q D
x[k] y[k]
synchron
reset
enable
λexp
y[k − 1]
clk
Abbildung 3.42: Einstufiges IIR-Filter.
es möglich das Filter zu umgehen. Bei aktiviertem Filter kann die Lage der
Polstelle über λ eingestellt werden. Die Übertragungsfunktion des Filters im
Zeitbereich bzw. in der z-Domäne lautet
y[k] = (1− λ) y[k − 1] + λx[k] (3.40)

HIIR(z) =
λz
z − (1− λ) . (3.41)
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3.6 Normierung und DCO-Ansteuerung
Die Steilheit des DCO KDCO, also die Frequenzänderung ∆f bezogen auf die
Änderung des Ansteuerworts ∆TW hängt stark von der Oszillatorfrequenz (vgl.
Gl. (3.3)) ab
KDCO(fDCO) =
∆f(fDCO)
∆TW
, (3.42)
daher ist es notwendig den Ausgangswert des Schleifenfilters ΦE,LFaus auf die
Steilheit des DCO zu normieren. Da die Phasen- und Phasenfehlerwerte auf die
Referenzfrequenz bezogen sind, ist weiterhin eine Multiplikation mit fref erfor-
derlich. Diese beiden Operationen können jedoch zusammengefasst werden, um
den Schaltungsaufwand zu minimieren. Abb. 3.43 zeigt die Schaltung zur Nor-
mierung und DCO Ansteuerung. Diese muss für jede Bank des DCOs vorhanden
sein. Nach der Normierung TW = ΦE,LFaus · frefKDCO steht ein neues Ansteuer-
DCO−Bank
MSB−Bit
LSB−Bits
DCO
ARST
TW
ΦE,LFaus
ZPR
MEMDCO,in
MEMDCO,out
fRet
fRet
enable
fref
KDCO
QD
R
1
0
QD
Abbildung 3.43: Normierung und DCO Ansteuerung.
wort TW bereit. Aber nur wenn die jeweilige Bank aktiv ist, also enable logisch
’1’ ist, wird es an die Bank weitergeleitet, ansonsten wird der vorherige Ansteu-
erwert beibehalten. Die FlipFlop-Stufe ermöglicht ein Zurücksetzen des Werts
und sorgt dafür, dass alle Steuerbits zeitgleich mit dem Referenztakt angelegt
werden. Mit Hilfe des Signals MEMDCO,out kann der Ansteuerwert im ein-
gerasteten Zustand gespeichert und später über MEMDCO,in wieder angelegt
werden. So ist es möglich, einen neuerlichen Einschwingvorgang zu übersprin-
gen.
Weiterhin kann mit Hilfe dieser Signale ein kontinuierliche Sendebetrieb ohne
Bankwechsel auch bei starker Drift der Kapazitätswerte der Bänke sicherge-
stellt werden. Dies ist erforderlich, wenn kapazitive Drift der Bänke so groß
ist, dass die Tracking-Bank sich bei Ansteuerung ohne Modulation nicht mehr
in der Nähe der Mittenstellung befindet und der Modulationshub nicht mehr
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vollständig abgedeckt werden kann. In diesem Fall kann die Tracking-Bank mit
Hilfe des MEMTIDCO,in-Signals wieder in die Mittenstellung gebracht werden.
Gleichzeit muss die Acquisition-Bank mit Hilfe des MEMADCO,in-Signals um
die gleiche Frequenzdifferenz in die entgegengesetzte Richtung bewegt werden.
Die UND-Verknüpfung des invertierten enable-Signals mit dem verzögerten
enable-Signal detektiert die fallende Flanke des enable-Signals, welches das En-
de der Aktivität dieser Bank bedeutet. Das ZPR-Signal hat dann die Aufgabe
einen Reset des Phasendetektors auszulösen, um eine andere Bank aktivieren
zu können.
Im letzten Schritt der Ansteuerung wird das oberste Bit des Steuerworts inver-
tiert. Hierdurch wird erreicht, dass ein Einschwingvorgang immer in der Mitte
der Bank beginnt und ein maximaler Ausschlag in beide Richtungen möglich
ist. Wenn der Phasenfehler Null ist, oder nach einem Reset, ist also nur das
oberste Bit gesetzt. Dies positioniert die Bank in der Mitte.
Für die oberen beiden Bänke, die nur der Kanalakquisition dienen, reicht es
aus, die Multiplikation mit
fref
KDCO
durch eine Shift-Operation zu ersetzen, um
so den Schaltungsaufwand weiter zu minimieren.
3.6.1 Ansteuerung Fractional-Tracking-Bank
Die Frequenzauflösung des DCOs, welche durch das Schalten einer minimalen
Kapazität der untersten Bank erzielt werden kann, ist beschränkt (vgl. Gl. (3.3)
und Abb. 3.2). Sie reicht nicht aus, um eine ausreichende Übertragungsqualität
zu erzielen. Zukünftige Prozesse versprechen zwar eine erhöhte Auflösung durch
kleinere Strukturen, welche zu kleineren schaltbaren Kapazitäten führen. Für
den verwendeten Prozess ist jedoch eine andere Lösung erforderlich.
Die Grundidee des hier vorgestellten Verfahrens ist, dass eine oder mehrere
Varaktorkapazitäten der untersten Bank mit maximaler Auflösung mit einer
genügend hohen Taktrate (höher als die der Referenzfrequenz) zwischen zwei
Zuständen hin- und hergeschaltet werden (Dithering). Dabei muss der Mittel-
wert dieses Ditherings der gewünschten Frequenz entsprechen. Zur Erzeugung
der Ansteuersequenz der Varaktoren wird ein Σ∆-Modulator eingesetzt. Dieser
erzeugt aus einem fraktionalen Eingangswort eine Ausgangssequenz ganzer Zah-
len, deren Mittelwert dem fraktionalen Eingangswert entspricht. Hinzu kommt,
dass der Oszillator eine Bandpasscharakteristik besitzt. Die Oszillatorfrequenz
kann beim Schalten eines Varaktors nicht augenblicklich zwischen zwei diskre-
ten Frequenzen wechseln. Somit ergibt sich durch Einsatz von High-Speed-Σ∆-
Dithering eine gemittelte Oszillatorfrequenz und eine Frequenzauflösung, welche
ohne Dithering nicht zu erreichen ist.
Das Grundprinzip des Σ∆-Modulators wurde zunächst in A/D-Wandlern ein-
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gesetzt und später auch zur Ansteuerung eines Multi-Modulus-Teilers in einer
Σ∆-Fractional-PLL genutzt (vgl. Kapitel 2.3.1). In der digitalen PLL wird der
DCO direkt, wie in [71] vorgeschlagen, von einem Σ∆-Modulator angesteu-
ert. Das zugehörige Blockschaltbild der Integration des Σ∆-Modulators in die
ADPLL ist in Abb. 3.44 gegeben. Das digitale Steuerwort TW wird zunächst
DIV
High−Speed−
−Modulator
integer Bits
fraktionale Bits
DCO
QD
QD
QD
Σ∆
14
fRet
9
fCKV
9
5
fΣ∆fref
TW 7
TW FI
TW FF
Abbildung 3.44: DCO mit High-Speed-Σ∆-Dithering zur Verbesserung der Fre-
quenzauflösung.
in den ganzzahligen Integeranteil TWFI und den fraktionalen Anteil TWFF
aufgeteilt. Die Berechnung des Steuerworts und des Integeranteils erfolgt mit
dem fRet-Takt, welcher von fref abgeleitet wird. Der fraktionale Anteil von
TW wird auf den Σ∆-Modulator gegeben, welcher mit einer im Vergleich zum
Referenztakt hohen Taktrate (High-Speed) betrieben wird. Bei dieser Taktrate
kann eine genügend hohe Frequenz- und Phasengenauigkeit des DCO-Signals
gewährleistet werden. Weiterhin kann der Takt fΣ∆ durch eine einfache Division
aus dem DCO-Takt gewonnen werden (vgl. Kap. 3.3.5). Der genaue Takt hängt
daher immer von der aktuellen Kanalfrequenz und dem Teilerverhältnis fDCO
fch
ab, wodurch die Funktion jedoch nicht beeinträchtigt wird. Der Ausgangswert
des Σ∆-Modulators steuert direkt eine separate sieben Bit breite Varaktorbank
des Oszillators.
Die Frequenzauflösung ∆fΣ∆ mit Σ∆-Dithering, welche im Vergleich zur Fre-
quenzauflösung des kleinsten Varaktors ∆f erreicht werden kann, lässt sich
berechnen zu
∆fΣ∆ =
∆f
2NFF
. (3.43)
Bei einer Eingangsbitbreite von NFF = 5 ergibt sich eine Verbesserung der
Frequenzauflösung um den Faktor 32. Eine mathematische Betrachtung der
Quantisierung und der Auswirkung auf das Ausgangsphasenrauschen der PLL
findet sich im Anhang F.2.
Die Laufzeit, der typischerweise verwendeten Σ∆-Modulatorstrukturen, ist für
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die hier verwendete hohe Taktrate kritisch. Daher wird im Folgenden die Im-
plementierung einer laufzeitoptimierten Σ∆-Modulatorstruktur vorgestellt.
Σ∆-Modulator
Die Aufgabe des Σ∆-Modulators wurde schon im vorherigen Abschnitt bespro-
chen. Aus dem fraktionalen Anteil des Ansteuerworts TW muss am Ausgang
des Σ∆-Modulators eine ganzzahlige Schaltsequenz derart generiert werden,
dass der Mittelwert dem fraktionalen Eingangwert entspricht.
Die hier vorgestellte Struktur unterscheidet sich durch ihre Laufzeitoptimierung
von anderen häufig verwendeten Strukturen (z. B. in [79] und [47]). Eine detail-
lierte Herleitung dieser Strukturen ist in Anhang E dargestellt. Das Ergebnis
der Herleitung und Laufzeitoptimierung ist ein Σ∆-Modulator dritter Ordnung
als MASH-Struktur (Multi Stage Noise Shaping Technique). Er ist in Abbildung
3.45 und 3.46 dargestellt.
Combiner
7
Y2(z) Y3(z)
Y (z)
Y1(z)
X(z)
fΣ∆
Abbildung 3.45: Aufbau eines Σ∆-Modulators dritter Ordnung als MASH-
Struktur.
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Abbildung 3.46: Aufbau des Combiners.
Ein Vorteil dieser Struktur ist der verkürzte kritische Pfad, der jetzt durch die
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Laufzeit eines Akkumulators und eines FlipFlops gegeben ist. Die Betrachtung
der Laufzeit ist notwendig, da der Σ∆-Modulator mit bis zu 850MHz getak-
tet wird. Ein weiterer Vorteil liegt in der Darstellung der Ausgangsdaten des
Σ∆-Modulators. Ein Σ∆-Modulator dritter Ordnung erzeugt Ausgangswerte
im Bereich zwischen minus drei und plus vier. Mit Hilfe des Combiners in Abb.
3.46 werden diese auf einfache Weise in einen Thermometercode überführt und
können daher direkt zur Ansteuerung des DCO genutzt werden. Es bietet sich
an, hierfür eine getrennte Varaktorbank bestehend aus sieben Kapazitäten zu
verwenden (vgl. Abb. 3.9).
3.6.2 Referenztaktdithering
Aufgrund der periodischen Bestimmung des Phasenfehlers und der folgenden
Berechnung eines neuen DCO Ansteuerworts in jedem Referenztakt erscheint
dieser auch im Spektrum des Oszillatorausgangssignals. Die Referenzfrequenz
und die zugehörigen Harmonischen im Spektrum relativ zum Trägersignal wer-
den als Reference Spurs bezeichnet. Sie stellen ein Problem dar, weil sie Nach-
barkanäle und Empfänger stören können.
Eine Möglichkeit diese Reference Spurs zu dämpfen, besteht darin, die Energie
dieser Störtöne über einen breiteren Frequenzbereich zu verteilen, indem die
Taktung der Oszillatoransteuerung leicht verwackelt wird (Dithering). Hierzu
kann das in Abb. 3.47 dargestellte System genutzt werden. Der verzögerte Sys-
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QD
QD
QDQD QD QD QD
fRet
Σ∆−Modulator
fΣ∆
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Abbildung 3.47: Dithering des Referenztaktes.
temtakt fRet wird mit dem fΣ∆-Takt hochfrequent abgetastet und durch eine
112
3.6 Normierung und DCO-Ansteuerung
Reihe von FlipFlops verzögert. Aus der Menge der verzögerten fRet-Signale wird
eines in einem Multiplexer ausgewählt und zur Taktung der digitalen Logik der
Regelschleife und der DCO-Ansteuerung genutzt. Zur Auswahl kann wieder
ein Σ∆-Modulator genutzt werden. Dies hat den Vorteil, dass im Mittel im-
mer das gleich Signal und somit die gleiche Verzögerung bis zur Aktualisierung
der DCO-Ansteuerung gewählt wird. Wird dieser Takt ebenfalls zur Taktung
weiterer digitaler Komponenten auf dem gleichen Chip genutzt, so kann durch
die Variation des Taktes die Kopplung von periodischem Substratrauschen des
Digitalteils in den analogen HF-Teil vermindert werden.
3.6.3 Ermittlung DCO-Steilheit
Da die Steilheit des DCO KDCO stark von Fertigungsschwankungen abhängt,
ist es erforderlich, diese für jeden Kanal zu bestimmen, um Verzerrungen der
Modulation zu verhindern. Im einfachsten Fall wird KDCO einmal vor Beginn
der Modulation ermittelt. Dazu wird eine Linearisierung in einem Arbeitspunkt,
der Sollfrequenz des Oszillators, vorgenommen und von einem linearen Zusam-
menhang zwischen dem Ansteuerwort TW und der Oszillatorfrequenz fDCO
ausgegangen
fDCO(TW ) = fsoll +KDCO · TW . (3.44)
Das Prinzip dieser Linearisierung ist in Abb. 3.48 dargestellt. Die PLL wird auf
KDCO
TWTW2TW1
fDCO
fsoll +∆f
fsoll
fsoll −∆f
Abbildung 3.48: Linearisierung der Steuerkennlinie im Arbeitspunkt.
zwei Frequenzen in einem Abstand ∆f beidseitig von der gewünschten Sollfre-
quenz fsoll eingerastet und dann das Ansteuerwort gemittelt. Die Steilheit des
DCO ergibt sich anschließend zu
KDCO(f) =
2∆f
TW2 − TW1
. (3.45)
Das zugehörige Flussdiagramm ist in Abb. 3.49 dargestellt. Die zugehörige
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Abbildung 3.49: Flussdiagramm der DCO-Gain Bestimmung.
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schaltungstechnische Realisierung zeigt Abbildung 3.50. Das GainEsten-Signal
Zähler
0
1
QD
QD
QD QD
SDCO,Sel
SDCO,Prog
SDCO,use
m
GainEsten
TW
fRet
fref
2∆f
TW1
TW2
Mctl
0 . . . 2m − 1
Abbildung 3.50: Gain-Bestimmung.
startet, sobald der eingerastete Zustand erreicht ist, einen Zähler. Der Zähler
steuert mit Hilfe desMctl-Signals die Akkumulation von 2
m Oszillatoransteuer-
wörtern. Mit der fallenden Flanke von Mctl wird der Inhalt des Akkumulators
einer Registerstufe weitergereicht und zusätzlich mit der nächsten fRet-Flanke
zurückgesetzt. Die Mittelwertbildung des Akkumulatorinhalts erfolgt durch ei-
ne Shift-Operation um m Stellen. Dies minimiert den Hardwareaufwand, da
eine Shift-Operation einfacher zu realisieren ist als eine Division.
Nach einem Frequenzwechsel um 2∆f und der erneuten Bestimmung eines
gemittelten Ansteuerworts kann die Differenz der beiden Ansteuerwörter be-
stimmt werden. Die anschließende Normierung auf die Frequenzdifferenz wird
als Multiplikation mit 1
2∆f
ausgeführt, da eine Multiplikation einfacher zu rea-
lisieren ist als eine Division. Zusammen mit dieser Normierung wird eine Multi-
plikation mit fref durchgeführt. Damit ergibt sich eine Normierungskonstante
SDCO für die DCO-Ansteuerung, die sowohl die Steilheit des DCO KDCO als
auch die Multiplikation mit fref bewerkstelligt
SDCO =
fref
2∆f
(
TW2 − TW1
)
=
fref
KDCO
. (3.46)
Die Normierung der DCO-Ansteuerung kann somit in einer Operation erfolgen.
Der Faktor fDCO
2∆f
ist als programmierbare Größe im Chip realisiert worden.
Weiterhin ermöglicht ein Multiplexer die Umschaltung der zu nutzenden DCO-
Normierungskonstanten SDCO,use. Somit kann sowohl der ermittelte Wert als
auch ein programmierter Wert SDCO,Prog über das Steuersignal SDCO,Sel ge-
wählt werden.
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3.6.4 Kontinuierliche Kalibrierung
Eine Alternative zur Bestimmung der DCO-Steilheit vor dem Beginn der Über-
tragung stellt der nachfolgend vorgestellte LMS(least-mean square)-Algorithmus
zur kontinuierlichen Nachkalibrierung der DCO-Steilheit dar [73]. Damit eignet
er sich besonders für Systeme, die nicht zeitschlitzbasiert arbeiten und somit
keine Kalibrierung im Leerlauf ermöglichen. Eine kontinuierliche Kalibrierung
ist jedoch bei fortlaufendem Sendebetrieb sinnvoll, da sich die Steilheit des DCO
z.B. durch Erwärmung des Chips verändern kann.
Der vorgestellte Algorithmus basiert auf der Auswertung der Sprungantwort
der PLL durch Beobachtung des Phasenfehlers. Die Idee ist in Abb. 3.51 skiz-
ziert. Wird ein Frequenzsprung auf die PLL gegeben, so hat dies einen Sprung
Überbestimmung
ideal
Unterbestimmung
Einschwingzeit
TW
∆f
∆TW
∆t
ΦE,max
t
Abbildung 3.51: Veranschaulichung der Sprungantwort bei über- bzw. unterbe-
stimmter Steilheit des Oszillators KDCO.
des Oszillatoransteuerworts TW zur Folge. Dabei ist es zunächst egal, ob der
Sprung über den Modulationseingang oder den Eingang zur Kanalwahl einge-
bracht wird. Zur angestrebten Kalibrierung während des Sendevorgangs kommt
jedoch nur der Modulationseingang in Frage. Ist die Steilheit KDCO des Oszil-
lators nicht ideal, so zieht dies eine kurze Einschwingzeit nach sich. Anhand der
Reaktion der PLL, d. h. durch Auswertung des Vorzeichens des Phasenfehlers,
kann eine Aussage darüber getroffen werden, ob die Steilheit über- bzw. unter-
bestimmt ist.
Das zugehörige Blockdiagramm der kontinuierlichen Kalibrierung ist in Abb.
3.52 dargestellt. Zunächst wird ein ausreichend großer Sprung aus der Differenz
zweier aufeinanderfolgender Modulationswörter detektiert. Dabei reicht es für
eine nachfolgende vereinfachte Berechnung aus, nur das Vorzeichen des Sprungs
zu betrachten. Bei gegebenen Schleifenfiltereinstellungen und bekannter Schlei-
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Abbildung 3.52: Blockdiagramm der kontinuierlichen DCO-Kalibrierung.
fendynamik ist die Zeitverzögerung zwischen dem Anlegen eines Sprungs und
dem maximalen Ausschlag des Phasenfehlers ΦE abschätzbar. Die Detektion
eines Sprungs löst zeitverzögert eine Abtastung von ΦE,max aus. Im Idealfall
erfolgt die Abtastung nach ∆t zum Zeitpunkt des Maximalausschlags von ΦE .
Für die Auswertung gilt nun, dass die aktuelle DCO-Steilheit KDCO zu groß
ist und verkleinert werden muss, wenn das Vorzeichen des Sprungs mit dem
Vorzeichen von ΦE übereinstimmt. Im umgekehrten Fall bei ungleichen Vorzei-
chen muss KDCO vergrößert werden. Nach erfolgter Abtastung von ΦE kann
ein Gradient
▽ = ΦE · sign (Sprung) (3.47)
für die folgende Anpassung von KDCO definiert werden. Zur weiteren Vereinfa-
chung des Algorithmus reicht es aus, nur das Vorzeichen und nicht die Ampli-
tude von ΦE zu betrachten ▽ = sign (ΦE) · sign (Sprung). Eine Multiplikation
mit einem Faktor µ erlaubt die Einstellung der Schrittgröße bei der Berechnung
eines neuen KDCO-Werts
K−1DCO [k] = K
−1
DCO [k − 1] + µ · ▽ [k] . (3.48)
Eine schaltungstechnische Realisierung der kontinuierlichen DCO-Kalibrierung
wird in Abb. 3.53 gezeigt. Die Modulationsdaten werden zunächst verzögert.
Anschließend wird überprüft, ob über fünf aufeinander folgende Takte eine
strenge steigende oder fallende Monotonie der Modulationsdaten vorliegt. Eine
strenge Monotonie reicht zur Kalibrierung nicht aus, daher wird zusätzlich über-
prüft, ob eine Mindestsprunghöhe xth gegeben ist. Sind beide Kriterien erfüllt,
so erfolgt eine Multiplikation mit dem Vorzeichen des Phasenfehlers sign (ΦE)
und eine Addition bzw. Subtraktion zu aktuellen DCO-Normierungskonstanten
117
3 Beschreibung der vollständig digitalen PLL
DDDD3DDaten
0
1
QD
xth sign(ΦE)
SDCO,Sel
fRet
SDCO,Prog
SDCO,use
Abbildung 3.53: Schaltung kontinuierlichen DCO-Kalibrierung mit Überprü-
fung der Monotonie.
SDCO,use. Damit die Normierungskonstante nicht ständig hin- und hergeregelt
wird und sich ev. Fehlentscheidungen nur minimal auswirken können, wird hier
µ = 1 gewählt.
3.7 Modulation
Um einen Transmitter zu realisieren, ist es erforderlich eine Modulation auf
die generierte Ausgangsfrequenz aufzuprägen. Die einfachste Möglichkeit einen
Modulationspfad zu implementieren, wird in Kapitel 2.4.6 erläutert. Die dort
vorgestellte Realisierung ist im gefertigten Testchip umgesetzt worden. Jedoch
ist es nicht möglich die angestrebte Referenzfrequenz von fref = 32,768 kHz
zu nutzen, da das Basisbandspektrum des stereophonen Radiosignals mit RDS
eine Bandbreite von ca. 60 kHz besitzt. Um die Nyquist-Bedingung zu erfüllen,
wäre also mindesten fref = 120 kHz erforderlich. Zur Lösung dieses Problems
wird im Testchip auf die Anforderung fref = 32,768 kHz verzichtet. Statt des-
sen wird fref variabel realisiert, um höhere Referenzfrequenzen zu ermöglichen.
Alternativ kann der Modulationspfad mit einer höheren Taktfrequenz fmod be-
trieben werden, während die eigentliche Schleifenoperation mit der angestrebten
niedrigen Referenzfrequenz von fref = 32,768 kHz betrieben wird. Bei der Wahl
von fmod ist allerdings eine weitere Randbedingung zu beachten. So führt der
Modulationstakt fmod ebenfalls zu „Spurs“ im Spektrum des Ausgangssignals
analog zu den „Reference Spurs“ des Referenztaktes. Diese Spurs sind eben-
so mit der Modulation des FM-Radiosignals beaufschlagt. Daher sollte fmod
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mindestens der Bandbreite des frequenzmodulierten Signals entsprechen. Diese
wird auch als „Carson-Bandbreite“ bc bezeichnet und lässt sich abschätzen zu
bc = 2(fhub + 2fBB). (3.49)
fhub ist hier der Modulationshub der Frequenzmodulation und fBB die Band-
breite des Basisbandsignals [28]. Das FM-Stereosignal mit RDS besitzt eine
Bandbreite von fBB = 60 kHz (siehe Kap. 2.2.1). Der Modulationshub beträgt
fhub = 75 kHz. Allerdings ist zu beachten, dass der DCO mit der 32- bzw. 36-
fachen Kanalfrequenz betrieben wird. Daraus resultiert ein Carson-Bandbreite
des Oszillatorsignals von
bc,DCO = 2(36fhub + 2fB) = 2(36 · 75 kHz + 2 · 60 kHz) = 5,5MHz. (3.50)
Für die Carson-Bandbreite bei Kanalfrequenz fch ergibt sich entsprechend bc,ch =
2(75 kHz + 2 · 60 kHz) = 390 kHz.
Durch den Frequenzteiler wird auf fch heruntergeteilt, dabei bleibt allerdings
der Abstand der Spurs und Wiederholungsspektren zur Trägerfrequenz beste-
hen. Lediglich die Leistung der Spurs wird mit dem Quadrat des Teilerverhält-
nisses gedämpft [16]. Abbildung 3.54 verdeutlicht diesen Zusammenhang. Wird
die Modulationstaktfrequenz entsprechend der Carson-Bandbreite bei Oszilla-
torfrequenz gewählt fmod = bc,DCO, so überlagern sich die Wiederholungsspek-
tren bei Oszillatorfrequenz nicht (vgl. Abb. 3.54(a)). Bei Kanalfrequenz beträgt
der Abstand der Wiederholungsspektren in diesem Fall mehrere Kanalbandbrei-
ten.
Wird der Takt des Modulationspfads entsprechend der Carson-Bandbreite bei
fch gewählt fmod = bc,ch = 390 kHz, überlagern sich die Wiederholungsspek-
tren bei fDCO. Bei fch grenzen sie direkt aneinander, überlagern sich aber nicht
(vgl. Abb. 3.54(b)). Somit kann die Carson-Bandbreite bei Kanalfrequenz als
minimal erforderlicher Modulationstakt angesehen werden.
3.7.1 Variable Referenzfrequenz
Eine Neuerung der hier präsentierten PLL ist die Implementierung einer varia-
blen Referenzfrequenz. Diese liegt für den in dieser Arbeit vorgestellten Testchip
im Bereich von fref = 32,768 kHz bis fref = 26MHz. Als Vorteil ergibt sich
hieraus ein großes mögliches Einsatzfeld. Systeme wie etwa GSM, DECT, GPS,
Bluetooth usw. benötigen in der Regel eine Referenzfrequenz von mindestens
13MHz, um die jeweiligen Phasenrauschanforderungen zu erfüllen. Für den hier
entwickelten FM-Radio-Transmitter steht allerdings eine niedrige Leistungsauf-
nahme im Vordergrund, weshalb fref = 32,768 kHz angestrebt wird.
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(a) Modulationsfrequenz entspricht der Carson-Bandbreite bei Oszillatorfre-
quenz fmod = bc,DCO.
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(b) Modulationsfrequenz entspricht der Carson-Bandbreite bei Kanalfre-
quenz fmod = bc,ch.
Abbildung 3.54: Abstand bzw. Überlagerung der Wiederholungspektren bei
verschiedenen Modulationstaktraten und Trägerfrequenzen.
Zur Realisierung der variablen Referenzfrequenz ist in erster Linie eine Er-
höhung der Wortbreite der Phasenakkumulatoren erforderlich. Aufgrund des
großen Teilerverhältnisses N = fCKV,max/fref,min wird eine hohe Bitbreite
zur Darstellung des ganzzahligen Anteils der Phasenverläufe benötigt (vgl. Gl.
(3.12)). Um auch bei hohen Referenzfrequenzen eine hohe Frequenzauflösung zu
erzielen, wird ebenfalls eine große Wortbreite für den fraktionalen Phasenanteil
benötigt.
Damit nicht alle von fref abhängigen Größen mit entsprechend hoher Wortbrei-
te realisiert werden müssen, wird der PLL ein Parameter Kshift übergeben. Er
dient als „Skalierungsfaktor“ für Größen innerhalb der digitalen PLL, die von
fref abhängig sind. Damit die Skalierungen nicht als Multiplikation realisiert
werden müssen, wird der Faktor Kshift zur nächst größeren Zweierpotenz ge-
rundet. Kshift berechnet sich somit als aufgerundeter Zweier-Logarithmus des
Verhältnisses der Referenzfrequenz zur minimalen Referenzfrequenz
Kshift =
⌈
log2
(
fref
fref,min
)⌉
. (3.51)
120
3.7 Modulation
Als maximal möglicher Wert ergibt sich
Kshift,max =
⌈
log2
(
fref,max
fref,min
)⌉
=
⌈
log2
(
26MHz
32,768 kHz
)⌉
= 10. (3.52)
Bevor die Werte der DCO-Steilheit SDCO, der Normierungsfaktor der Gain-
Bestimmung fDCO
2∆f
oder das Modulationswort an die PLL weitergereicht wer-
den, erfolgt eine Skalierung mit 2Kshift,max−Kshift , bspw.
SDCO,Prog = SDCO,ideal · 2Kshift,max−Kshift . (3.53)
In der PLL wird die Skalierung dann durch eine einfache Shift-Operation rück-
gängig gemacht.
Der Vorteil dieses Verfahrens ist, dass bis zu Kshift,max Stellen bei der Im-
plementierung der Multiplizierer und der Quantisierung der Signale eingespart
werden können.
Soll der mögliche Referenzfrequenzbereich später eingeschränkt werden, so ist
dies aufgrund der Hochsprachenbeschreibung der PLL schnell und einfach mög-
lich.
3.7.2 Überabtastung des Modulationspfads
Wenn die Schleifenoperation mit der angestrebten Referenzfrequenz von fref =
32, 768 kHz duchgeführt wird, ist es erforderlich den Modulationspfad mit einem
höhren Takt fmod zu betreiben. Damit auf den Einsatz einer zweiten Referenz-
taktquelle bzw. einer zweiten PLL zur Erzeugung von fmod verzichten werden
kann, sollte fmod ebenfalls von der digitalen PLL generiert werden.
Eine Erweiterung der digitalen PLL mit einem höheren Modulationstakt fmod
im Vergleich zu fref und einer Ableitung desselben aus fDCO ist in Abbildung
3.55 dargestellt. Zur Phasenakkumulation, bzw. zum Betrieb der Regelschleife,
wird fref (bzw. fRet) genutzt, während die Modulationspfade mit fmod betrie-
ben werden.
Der direkte Modulationspfad muss nur geringfügig modifiziert werden. Hier
reicht es aus, den Schaltungsteil zur Normierung der DCO-Ansteuerung eben-
falls mit fmod zu takten.
Im Tiefpassmodulationspfad hingegen muss ein weiterer Akkumulator zur In-
tegration der Modulationsdaten während einer fref -Periode eingefügt werden.
Dieser wird mit jedem fref -Takt ausgelesen und zurückgesetzt. Um Synchro-
nisationsprobleme zwischen der fmod- und der fref -Taktdomäne zu vermeiden,
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Abbildung 3.55: Blockdiagramm der PLL mit überabgetastetem Modulations-
pfad und Ableitung von fmod mit Kompensation.
wird fmod hier als ein ganzzahliges Vielfaches von fref gewählt. Aus schaltungs-
technischer Sicht bietet sich wieder die Wahl einer Zweierpotenz an
fmod = 2
x · fref . (3.54)
Es empfiehlt sich, die Synchronisation zwischen der fref - und der fmod-Takt-
domäne im Schleifenfilter zu vollziehen. Dies bietet den Vorteil, dass die Re-
gelabweichung, also der Phasenfehler, schneller, das heißt mit dem nächsten
fmod-Takt anstelle des fref -Takts, zur Berechnung eines neuen Ansteuerworts
führt. Ein Rauschbeitrag aufgrund der Schleifenverzögerung kann so vermin-
dert werden.
Zur Ableitung von fmod aus fDCO kann ein Multi-Modulus-Teiler (siehe Abb.
2.15) eingesetzt werden. Das Teilerverhältnis ist im einfachsten Fall
Nmod =
[32|36] · fch
fmod
≈ fDCO
fmod
. (3.55)
Ein Nachteil dieses Konzepts ist, dass es zu self-mixing Effekten durch die Ab-
leitung des Modulationstakts vom modulierten Signal kommen kann. Auf der
anderen Seite präsentiert dieses Vorgehen aber auch eine Form von Dithering
des Referenztakts, welches Reference Spurs unterdrückt und daher ebenfalls
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implementiert wurde (vgl. Kap. 3.6.2).
Darüber hinaus ist die Frequenzabweichung von fmod vom Idealwert aufgrund
des Modulationsanteils viel kleiner als der Frequenzhub der Modulation des
fDCO oder des FM-Radio Ausgangssignals, da das Signal und damit der Mo-
dulationshub heruntergeteilt wird auf fmod. Somit beeinflusst das modulierte
Taktsignal nur geringfügig die eigentliche Modulation und damit die Audioqua-
lität. Während die hohe Taktrate des Modulationspfads das Quantisierungs-
rauschen des Modulationsanteils reduziert und die PLL weiterhin bei niedriger
Taktrate betrieben werden kann.
Dies zeigt auch die folgende Abschätzung. Mit einem maximalen Modulati-
onshub von ±75 kHz bei einer Kanalfrequenz fch = 100MHz ergibt sich eine
Genauigkeit von
∆f
f
=
±75 kHz
100MHz
= ±750 ppm, (3.56)
welches einem vergleichsweise ungenauen Takt entspricht. Zum Vergleich: ein
nicht kompensierter Quarzoszillator besitzt ein Genauigkeit von ungefähr± 30−
50 ppm. Ein kompensierter Quarzoszillator weist typischerweise Genauigkeiten
von ungefähr ±2, 5 ppm auf. Eine USB-Schnittstelle hingegen erfordert bei-
spielsweise lediglich eine Genauigkeit von 500 ppm.
Um den Anteil des Modulationshubs auf fmod zu reduzieren, ist es jedoch auch
möglich, das Verhältnis des Modulationshubs zur fmod Frequenz zum Teilerver-
hältnis fDCO/fmod hinzu zu addieren. Für Nmod gilt in diesem Fall
Nmod =
[32|36] · (fch + fhub)
fmod
, (3.57)
wobei fhub hier dem Modulationshub entspricht. Als weitere Verbesserung ist
es möglich, den Teilerfaktor Nmod während einer fref -Periode mit einem Σ∆-
Modulator zu dithern. Eine Generierung von fmod mit Vorkompensation ist
somit realisierbar (vgl. Abbildung 3.55). Die Ableitung von fmod aus fDCO und
die Taktung des Modulationspfads mit fmod funktioniert in der Simulation. Sie
ist aber noch nicht Bestandteil des vorgestellten Testchips.
3.8 Zusammenfassung
In Abbildung 3.56 ist das vereinfachte Top-Level-Schematic des FM-Radiosen-
ders zusammen mit der äußeren Beschaltung dargestellt. Der Sender lässt sich
in Digital-, Analog- und Mixed-Signal-Teil unterteilen. Jeder dieser Teile wird
von außen mit einer eigenen Vorsorgungsspannung betrieben. Zur Ansteuerung
der Varatorbänke des DCOs wird ebenfalls die Mixed-Signal Versorgungsspan-
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Abbildung 3.56: Top-Level-Schematic des FM-Radiotransmitters.
nung (VDD_M, GND_M) genutzt, um Einkopplungen in den LC-Schwingkreis
zu vermeiden.
Die Programmierung des Transmitters erfolgt über ein serielles 3-Leiterinter-
face. Zum Debuggen wurde eine Schnittstelle zum Auslesen von Zuständen
(DATA_OUT) implementiert.
Eine zusätzliche 2,5V-Versorgungsspannung (VDD_2V5, GND_2V5) wird aus-
schließlich für die I/O-Pads der digitalen Signalleitungen des Interfaces benö-
tigt. Durch die Verwendung von 2,5V-Logikpegeln wird eine direkte Ansteue-
rung des Testchips mit Hilfe eines vorhandenen FPGAs ermöglicht. Die Level-
Shifter zur 1V-Spannungsdomäne sind bereits in den I/O-Pads integriert.
Ein Layoutbild des FM-Radiosenders ist in Abb. 3.57 gegeben. Im linken Teil
der Abbildung ist der in VHDL beschriebene und synthetisierte digitale Teil
der PLL zu sehen. Das Layout wurde mit Hilfe eines Place-&-Route-Tools au-
tomatisch erzeugt.
Rechts ist der DCO zu sehen (vgl. Abb. 3.10). Die Größe eines DCOs wird
im Wesentlichen durch die Fläche der Spule bestimmt. Die Varaktorbänke des
DCOs sind kleiner als die Spule, daher bietet es sich an, in der Fläche links und
rechts der horizontalen Symmetrieachse des Oszillators weitere Schaltungsteile
zu platzieren. Dies ist hilfreich, da so die hochfrequenten Mixed-Signal Schal-
tungsteile direkt am Oszillatorausgang positioniert werden können. Zwischen
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Abbildung 3.57: Layout des FM-Radiotransmitters.
dem DCO und dem digitalen Teil des Transmitters wurden daher der Flanken-
zähler, der Frequenzteiler, der TDC, der Ausgangsbuffer und der Eingangsbuf-
fer des Referenztakts untergebracht. Von diesen Komponenten wurde nur der
Flankenzähler synthetisiert und das Layout durch Place-&-Route erzeugt. Ein
Zusammenschluss des Flankenzählers mit dem digitalen Teil der PLL ist auf-
grund der hohen zeitkritischen Anforderungen nicht möglich.
Alle übrigen freien Flächen des DCOs wurden mit Stützkapazitäten zur Stabi-
lisierung und Glättung der Versorgungsspannungen aufgefüllt.
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4.1 Simulation des Systems und der Komponenten
Die Implementierung einer digitalen PLL stellt sehr hohe Ansprüche an die
Simulationstechnik. Gründe hierfür sind unter Anderem das Vorhandensein von
digitalen und analogen Komponenten, die üblicherweise mit unterschiedlichen
Werkzeugen und Simulatoren entworfen und simuliert werden. Weitere Gründe
sind die hohen Frequenzen und die große Anzahl an Bauelementen.
4.1.1 Analoge Simulation DCO
Zur Simulation analoger Schaltungen wird in der Regel ein auf Spice (Simulati-
on Program with Integrated Circuit Emphasis) basierender Simulator eingesetzt,
in diesem Fall Virtuosor Spectrer von Cadencer[32]. Zur Simulation werden
die Knoten- und Maschengleichungen des analogen Schaltungsnetzwerks in ein
Differentialgleichungssystem überführt, welches dann gelöst werden muss. Soll
eine hohe Auflösung bei Frequenzen im Gigahertzbereich erzielt werden, so er-
höht sich automatisch die benötigte Simulationsdauer.
Ein weiteres Problem stellt die Größe der Netzliste dar. In klassischen VCOs
wird ein analoger Varaktor und im Regelfall eine kleine digitale Bank zur Vor-
kalibrierung eingesetzt. Der DCO hingegen besteht aus drei digitalen Varak-
torbänken, wobei die unterste Bank aus 512 Varaktoren besteht. Das Ergebnis
ist eine um mehrere Größenordnungen komplexere Netzliste im Vergleich zum
VCO.
Nach Entwurf und Simulation des DCOs muss „manuell“ mit CAD-Unterstüt-
zung ein Layout der Schaltung erstellt werden. Dieses kann nach der Extraktion
der parasitären Bauelementen aus dem Layout rücksimuliert (verifiziert) wer-
den. Durch die Extraktion der Parasiten wächst die Netzliste jedoch deutlich
an. Die einfachsten Modelle, die in der Extraktion genutzt werden können, sind
RC-Modelle (Reihenwiderstand mit einer Kapazität nach GND). Dieses Modell
führt zwar zur kleinsten Netzliste nach der Extraktion, allerdings bricht die Si-
mulation ab. Daher ist dieses Modell nicht nutzbar. Alternativ wird daher ein
Cc_RCc-Modell ohne Extraktion der Reihenwiderstände für differentielle Netz-
werke genutzt [82]. Für eine detaillierte Beschreibung der Extraktionsmodelle
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sei auf die Dokumentation des Design Kits verwiesen.
Eine Gesamtsimulation des DCOs unter ausschließlicher Verwendung extrahier-
ter Modelle ist trotzdem nicht möglich, da die maximal verfügbaren 3GB Ar-
beitsspeicher für die verwendete 32Bit Version von Spectrer nicht ausreichend
sind. Erst wenn für die unterste Bank (512 Varaktoren) nicht das extrahier-
te Modell genutzt wird, ist eine Simulation möglich. Dabei reduziert sich die
Anzahl der zu lösenden Gleichungen um eine Größenordnung von 109.314 auf
10.550 Gleichungen.
Um eine Ansteuerung des DCOs zu ermöglichen und gleichzeitig die Komple-
xität der Netzliste möglichst gering zu halten, werden VerilogA-Modelle zur
Ansteuerung genutzt. VerilogA bietet im Vergleich zu anderen Beschreibungs-
sprachen den Vorteil, dass die Modelle vom verwendeten Spectrer-Simulator
genutzt werden können. Aktuelle Mixed-Signal Simulatoren mit Unterstützung
für moderne Mixed-Signal Beschreibungssprachen wie etwa Verilog-AMS [34],
werden vom verwendeten Design Kit nicht unterstützt.
Zur Simulation der Ansteuerung und des Schaltverhaltens wird eine transien-
te Simulation genutzt. Eine PSS (Periodic Steady State)-Simulation mit einer
anschließenden PNOISE-Simulation kann zur Berechnung der Schwingfrequenz
und des Spektrums des DCOs genutzt werden. Eine Simulation von Umschaltef-
fekten in der Varaktoransteuerung, bzw. des Σ∆-Ditherings, ist damit allerdings
nicht möglich, da dann kein periodischer Arbeitspunkt vorliegt, welcher durch
die PSS gefunden werden kann [81].
Eine transiente Simulation des Einschwingverhaltens oder eine PSS-Simulation
mit anschließender PNOISE-Simulation benötigt trotz der Verwendung von
VerilogA-Modellen und des Verzichts auf die extrahierten Modelle der untersten
Varaktorbank mehrere Stunden.
4.1.2 Simulation PLL
Zur Simulation und Implementierung des Digitalteils der digitalen PLL wird
die Hardwarebeschreibungssprache VHDL (VHSIC (Very High Speed Integra-
ted Circuit) Hardware Description Language) genutzt [38]. Die Nutzung einer
Hardwarebeschreibungssprache ermöglicht die Implementierung eines stark pa-
rametrisierbaren Designs, welches eine schnelle und einfache Anpassung von
Entwurfsparametern ermöglicht. Weiterhin wird die Wiederverwendung von
Code und die Portierung in andere Technologien vereinfacht. Eine hohe Zu-
verlässigkeit der Simulationsergebnisse und der Schaltungsrealisierung durch
Synthese ist aufgrund der Hochsprachenbeschreibung ebenfalls gewährleistet.
Weiterhin wird VHDL zur Modellierung der analogen Schaltungsteile, insbe-
sondere des DCOs, genutzt. Dadurch ist eine Systemsimulation der gesamten
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PLL möglich. Um realistische Ergebnisse zu erzielen, kann das Rauschen des
DCOs und der Referenzquelle im Modell nachgebildet werden. Somit sind alle
Rauschquellen der PLL auch in der VHDL-Beschreibung vorhanden. Quan-
tisierungseffekte wirken sich in der realen Schaltung genauso aus wie in der
Beschreibung.
Rauschmodellierung DCO
Das Phasenrauschen von Oszillatoren wird gewöhnlich in drei Bereiche mit ei-
ner Steigung von 1/f3, 1/f2 und 1/f0 bei doppelt-logarithmischer Darstellung
aufgeteilt (vgl. 2.48)[18]. Der 1/f0-Bereich beschreibt das flache Elektronenrau-
schen bzw. das thermische Grundrauschen. Dieses kann mit Hilfe eines edge-
to-edge Jitters im Zeitbereich modelliert werden. Dabei handelt es sich um
eine nicht akkumulative zeitliche Abweichung ∆TJ [i] vom idealen Zeitpunkt
i ·TDCO einer steigenden Oszillatorausgangstaktflanke. TDCO = 1/fDCO ist die
Periodendauer des Oszillatorausgangssignals, bzw. die Zeit zwischen zwei äqui-
distanten steigenden Taktflanken des Ausgangssignals. Bei Vorhandensein von
1/f0-Rauschen lassen sich die effektiven Zeitpunkte einer Flanke berechnen zu
tJ [i] = i · TDCO +∆TJ [i]. (4.1)
Die Abweichung ∆TJ [i] im Zeitbereich wird als additives weißes gaußsches Rau-
schen (additive white gaussian noise – AWGN) modelliert. Dabei handelt es sich
um Rauschen, dessen Amplitude gaußverteilt ist. Die Verteilung kann aus den
Rauschwerten im Frequenzbereich nach folgendem Zusammenhang bestimmt
werden (siehe hierzu auch [33] und [68])
σ∆TJ =
TDCO
2π
·
√
L · fDCO. (4.2)
Der 1/f2-Bereich beschreibt das hochgemischte thermische Rauschen. Im Zeit-
bereich wird es als cycle-to-cycle Jitter, akkumulativer Jitter oder „oscillator
wander“ bezeichnet ∆TA[k] [54]. Die effektiven Zeitpunkte einer Flanke ergeben
sich zu
tA[i] = i · TDCO +
i∑
k=1
∆TA. (4.3)
Die Beziehung zwischen Zeit- und Frequenzbereich gilt entsprechend
σ∆TA =
∆f
fDCO
· √TDCO
√
L{∆f}. (4.4)
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Bei einem Phasenrauschen des DCOs von L{∆f} = 10−103 dBc/Hz10 bei ∆f =
59 kHz und fDCO = 3,264GHz folgt σ∆TA = 7,3 fs.
Der 1/f3-Bereich beinhaltet hochgemischtes „flicker noise“(1/f)[7]. Bekannte
Ansätze zur Modellierung dieses Bereichs nutzen eine Reihe von FIR und IIR
Filtern unterschiedlicher Grenzfrequenz, um in Summe einen 1/f3-Abfall nach-
zubilden. Da diese Filter bei sehr hoher Frequenz betrieben werden müssen,
wird ein solches nicht modelliert, um die Simulationsdauer nicht übermäßig zu
erhöhen. Die dabei entstehende Ungenauigkeit in der Rauschmodellierung ist
nur von geringer Relevanz, da die 1/f3-Region sehr klein ist und nur in direk-
ter Trägernähe existiert. Der gleiche Modellierungsansatz kann auch genutzt
werden, um das Rauschspektrum des Referenzoszillators nachzubilden.
Transiente Simulation
Die Simulation der digitalen PLL kann ausschließlich transient im Zeitbereich
erfolgen. Simulationsmethoden aus dem analogen Schaltungsentwurf stehen hier
nicht zur Verfügung. Die Auswertung der transienten Simulation erfolgt durch
Abtastung und Weiterverarbeitung der Daten mit MATLABr .
Abbildung 4.1 zeigt den Einschwingvorgang der PLL bei fref = 32 kHz. Aufge-
tragen auf der y-Achse ist hier die momentane Frequenzabweichung ∆f des Os-
zillators von der gewünschten Zielfrequenz. Der Einschwingvorgang beginnt auf
der obersten Bank. Diese besitzt den größten Durchstimmbereich, aber auch die
geringste Auflösung. Gut zu erkennen ist, wie die oberste Bank vor demWechsel
Abbildung 4.1: Frequenzabweichung von der Zielfrequenz während eines Ein-
schwingvorgangs über alle Bänke.
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zur nächsten Bank bei t = 2,5ms den eingeschwungenen Zustand erreicht hat
und nur noch periodisch zwischen zwei Ansteuerwerten hin- und herschaltet.
Nach dem Bankwechsel folgt ein weiterer Einrastvorgang mit höherer Auflö-
sung.
Der zweite Wechsel zur untersten Bank mit der höchsten Auflösung erfolgt nach
t = 5,2ms. Hier ist zu erkennen, wie die Auflösung erneut zunimmt. Weiterhin
ist eine Zunahme der Ansteuerfrequenz zu beobachten. Dabei handelt es sich
um das High-Speed-Σ∆-Dithering. Zu erkennen ist ebenfalls eine leichtes Über-
schwingen beim Einrastvorgang der untersten Bank im Vergleich zur obersten
Bank. Dies beruht auf der Tatsache, dass die Einrastvorgänge der oberen bei-
den Bänke als Typ-I PLL und der untersten Bank als Typ-II PLL durchgeführt
werden.
4.1.3 Simulationsergebnisse FM-Radiosender
Basierend auf der transienten Simulation der PLL kann diese im Folgenden
weiter verifiziert werden.
Kontinuierliche Kalibrierung
Der Algorithmus einer kontinuierlichen Kalibrierung der Oszillatorsteilheit wird
in Kap. 3.6.4 vorgestellt. Zum Nachweis der Realisierbarkeit wird die Kapazität
der Modulationsbank bei aktiver Audioübertragung sprungartig um 10% verän-
dert. Dies entspricht gleichfalls einer Änderung der Oszillatorsteilheit um 10%.
Die Annahme einer plötzlichen 10%igen Änderung ist zwar nicht realistisch,
da sich die Steilheit, z. B. durch Tempeaturschwankungen, nicht sprungartig
sondern nur stetig ändern kann. Jedoch kann durch die Annahme eines sprung-
förmigen Änderung gut die Wirksamkeit der kontinierlichen Kalibrierung nach-
gewiesen werden.
Abb. 4.2 zeigt die sprungförmige Änderung der Steilheit und wie diese sich nach
dem Sprung dem neuen Idealwert nähert. Weiterhin ist der Phasenfehler ΦE
dargestellt, welcher durch die Fehlkalibrierung zunimmt und mit der Korrektur
der Steilheit wieder abnimmt.
Die Annahme einer festen Symbolrate ist im Gegensatz zu einem digitalen
Übertragungssystem bei analoger Audioübertragung nicht möglich. Daher wird
bei der zeitlichen Verzögerung ∆t zwischen der Detektion eines Sprungs der
Modulationsdaten und der Abtastung des Phasenfehlers von einem 1 kHz Ton
ausgegangen. Eine Betrachtung des Basisbandspektrums zeigt, dass in diesem
Frequenzbereich in der Regel ein hoher Anteil der Signalenergie vertreten ist.
Eine Optimierung auf den Frequenzbereich des Unterträgers bei 38 kHz ist nicht
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Abbildung 4.2: Regelung der kontinuierlichen Kalibrierung Oszillatorsteilheit
bei plötzlicher Kapazitätsänderung um 10%.
möglich, da dieser oberhalb der Nyquist-Frequenz und außerhalb der Schleifen-
bandbreite liegt.
Zur weiteren Verifikation wurde der Algorithmus mit verschiedenen Audiodaten
mit unterschiedlichen spektralen Eigenschaften getestet (z. B. Musik und Höhr-
spiel). Die Dynamik des Algorithmuses und die Geschwindigkeit der Korrektur
kann mit Hilfe des Faktors µ eingestellt werden.
Kompensation Modulationstakte
Damit die PLL mit einer niedrigen Referenzfrequenz unterhalb der Nyquist-
Bandbreite der Modulationsdaten betrieben werden kann, wird der Modulati-
onstakt fmod vom Oszillatortakt abgeleitet (vgl. Kap. 3.7.2). Allerdings ist fmod
in diesem Fall ebenfalls mit den Modulationsdaten beaufschlagt, welches eine
Störung des Taktes darstellt. Um den Anteil des Modulationshubs auf fmod zu
reduzieren, wird das Verhältnis des Modulationshubs zur fmod Frequenz vom
Teilerverhältnis fDCO/fmod abgezogen (vgl. Gl. (3.57)). Als weitere Verbesse-
rung wird der Teilerfaktor Nmod mit einem Σ∆-Modulator gedithert.
Abbildung 4.3 zeigt das Spektrum des fmod-Taktsignals mit Kompensation
der Modulationsdaten und Σ∆-Dithering sowie ohne. Der Idealwert beträgt
fmod = 32 · fref = 1,048576Hz. Deutlich ist zu erkennen, wie das Spektrum
von fmod mit Kompensation und Σ∆-Dithering sauberer wird. Die Frequenz-
genauigkeit von fmod hängt direkt von der Frequenzgenauigkeit der Referenz-
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Abbildung 4.3: Spektrum von fmod mit und ohne Σ∆-Kompensation.
frequenz ab. Wird fref mit einem Frequenzfehler von 30 ppm beaufschlagt, so
besitzt fmod ebenfalls einen Frequenzfehler von 30 ppm. Der simulierte RMS-
Frequenzjitter verbessert sich mit Kompensation und Σ∆-Dithering von 593 ps
auf 514 ps.
Die Simulation zeigt, dass die Ableitung des Modulationstakts vom Oszillator-
takt funktioniert und eine Kompensation der Modulationsdaten möglich ist.
Die Güte des Taktsignals ist ausreichend zur Generierung der Unterträgerfre-
quenzen und des Pilottons des FM-Radio-Basisbandsignals. Der Frequenzfehler
des Pilottons verbessert sich von ±10Hz auf ±0,01Hz. Die Spezifikationen,
welche eine Genauigkeit von ±2Hz verlangt, kann mit Kompensation und Σ∆-
Dithering eingehalten werden.
Verifikation Transmitterkonzept
Zur Überprüfung des Transmitterkonzepts wird zunächst das Spektrum des
FM-Radiosignals berechnet. Dabei wurde für die nachfolgenden Simulationen
das 1/f2-Rauschen des DCOs mit L{∆f} = −103 dBc/Hz bei ∆f = 59 kHz
und das Grundrauschen mit L = −150 dBc/Hz modelliert. Das resultierende
einseitige Leistungsdichtespektrum des unmodulierten Trägersignals fch ist in
Abb. 4.4 dargestellt. Zu erkennen ist, wie das Spektrum bei fch im Vergleich
zum modellierten Spektrum des Oszillators durch die Frequenzteilung ca. 30 dB
abgesenkt wurde.
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Abbildung 4.4: Einseitiges Leistungsdichtespektrum des unmodulierten FM-
Radioträgersignals (fref = 1MHz und fch = 108MHz).
In den nachfolgenden Darstellungen der Spektren eines modulierten Kanals
wird eine beidseitige Darstellung gewählt, wodurch das Auftreten der Wieder-
holungsspektren besser veranschaulicht wird. Abbildung 4.5 zeigt die Spek-
tren des FM-Radiosignals bei einer Modulation mit einem 400Hz-Ton bzw.
bei Modulation mit einem FM-Radio-Basisbandsignal. Sehr gut sind die Wie-
derholungsspektren im Abstand der Referenzfrequenz fref = 1MHz zu erken-
nen (vgl. Abb. 3.54). Durch eine Verringerung der Referenzfrequenz rücken die
Wiederholungsspektren immer näher zusammen. Dies ist in Abb. 4.6 darge-
stellt. Bei fref = 200 kHz sind die einzelnen Spektren noch unterscheidbar. Bei
fref = 32 kHz ist dies nicht mehr möglich. Dies bestätigt die Überlegung, dass
als Referenztakt bzw. als Modulationstakt mindestens die Kanalbandbreite ge-
wählt werden muss. Um die PLL trotzdem einem niedrigen Referenztakt von
fref = 32 kHz betreiben zu können, wurde das Konzept eines höher getakteten
Modulationspfads eingeführt (vgl. Kap. 3.7.2).
Abbildung 4.7 zeigt einen Vergleich des modulierten FM-Radioträgersignals mit
fref = 1MHz und ohne höher getakteten Modulationspfad bzw. mit höher ge-
takteten Modulationspfad und fmod = 1,05MHz (fref = 32 kHz). Der Vergleich
zeigt, dass das System ohne höher getakteten Modulationspfad in unmittelba-
rer Trägernähe ca. 4 dB besser ist. In einem größeren Abstand zum Träger
sind keine Unterschiede zu erkennen. Damit bietet das System mit höher ge-
taktetem Modulationspfad eine Möglichkeit die angestrebte Referenzfrequenz
fref = 32 kHz zu realisieren.
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(a) Modulation mit einem 400Hz-Ton
(fref = 1MHz, fch = 108MHz).
(b) Modulation mit einem FM-Radio-
Basisbandsignal (fref = 1MHz, fch =
108MHz).
Abbildung 4.5: Vergleich der Spektren des FM-Radiosignals bei unterschiedli-
cher Anregung.
Abbildung 4.6: Spektrum des FM-Radioträgersignals bei verschiedenen Refe-
renzfrequenzen (fref = 32 kHz und fref = 200 kHz bei fch =
108MHz) und Modulation mit einem 400Hz-Ton.
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Abbildung 4.7: Vergleich Spektrum des mit einem 400Hz-Ton modulierten FM-
Radioträgersignals mit fref = 32 kHz und fmod = 1,05MHz
bzw. fref = 1MHz .
Bewertung Transmitterkonzept
Durch die Übertragung, bzw. durch die Modulation, Übertragung, Demodu-
lation usw., kann das zu übertragende Quellsignal verzerrt werden. Zur Be-
schreibung der nichtlinearen Verzerrungen eines Signals ist im Audiobereich die
Angabe der THD („Total Harmonic Distortion“) üblich. Diese ist definiert als
das Verhältnis der harmonischen Anteile einer Schwingung Ph zur Gesamtleis-
tung der Grundschwingung P1. Die Angabe erfolgt in der Regel in Prozent oder
in dB
THD% =
√
Ph
P1
· 100%. (4.5)
Im Bassbereich kann das menschliche Gehör eine THD von 5 % in der Regel
nicht wahrnehmen. Am empfindlichsten ist das menschliche Gehör im Präsenz-
bzw. Brillianzbereich von ca. 1 bis 4 kHz. In diesem Bereich kann das mensch-
liche Gehör eine THD von bis zu 0,5 % wahrnehmen.
Für beide PLL-Systeme, d. h. mit und ohne höher getakteten Modulationspfad,
wurde ein einzelner Ton übertragen. Durch Abtastung des Trägersignals und
Demodulation mit MATLABr wurde für einen 400 Hz-Ton ein maximaler THD-
Wert von THD% = 0,35 ermittelt. Damit ist eine gute Übertragungsqualität
gewährleistet.
Zur weiteren Überprüfung des Transmitters wurde die Übertragung von Audio-
daten über mehrere Sekunden simuliert. Dabei benötigt eine Simulation von
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2,5 sec. ungefähr 24 h auf einem aktuellen PC. Zur Demodulation wird die
Übertragung in der VHDL-Simulation stark unterabgetastet [85]. Durch diesen
Ansatz kann eine aufwendige Bandpassfilterung und Abwärtsmischung vermie-
den werden. Dies spart Rechenkapazität und hält die Menge der Abtastdaten
gering. Nachteilig an diesem Ansatz ist, dass die Unterabtastfrequenz mit Be-
dacht bestimmt werden muss, um die Generierung von überlappenden Wieder-
holungsspektren zu vermeiden. Die weitere Demodulation wird mit MATLABr
durchgeführt.
Aufgrund der sehr starken Unterabtastung (Faktor 100) wird das Grundrau-
schen durch die Alias-Spektren erhöht. Dies kann bei dem beschriebenen Vor-
gehen nicht vermieden werden. Die gute Qualität des demodulierten Audiosi-
gnals bestätigt jedoch die Funktionsfähigkeit des in dieser Arbeit präsentierten
Transmitterkonzepts.
4.2 Auswertung Testchip
Ein Foto des gefertigten Testchips zeigt Abbildung 4.8 (vgl. Layout des FM-
Radiosenders auf Seite 125). Im oberen Teil des Fotos ist der in VHDL beschrie-
bene und synthetisierte digitale Teil der PLL zu sehen. Darunter befinden sich
Mixed−Signal
DCO
(TDC, Flankenzähler
Teiler, Buffer)
Digitalteil
790 um
1100 um
Test−DCO
Abbildung 4.8: Chipfoto des FM-Radio-Transmitters.
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zwei DCOs. Der zweite, untere DCO ist nicht mit dem digitalen Teil der PLL
verbunden. Er wurde implementiert, um den DCO unabhängig von der PLL
testen zu können.
Tabelle 4.1 fasst die Eckdaten des Chips (Fläche und Leistungsaufnahme der
einzelnen Teile) zusammen. Die Gesamtfläche beträgt 0,87mm2. Ohne den zwei-
ten Oszillator, der nicht für die Implementierung eines Radiotransmitters be-
nötigt wird, ergibt sich eine Fläche von 0,68mm2. Soll der Transmitter mit an-
deren Komponenten als IP-Block in einem Chip integriert werden, kann auch
die Fläche des Padrings (I/O-Ring) abgezogen werden. Der Radiotransmitters
erfordert somit lediglich eine Fläche von 0,25mm2.
Fläche Leistungsaufnahmea
simuliert gemessen
[µm2] [mW] [mW]
FM-Sender (Digitalteil & DCO) 249.000 k. A. 13,4
Digitalteil 112.000 k. A. 5,0
DCO 108.000 1,70 3,1b
Mixed-Signal Teil 10.500 > 3,63 5,3
TDC 2.600 0,74 k. A.
Flankenzähler 1.254 0,94 k. A.
FM-Radio Ausgangsbuffer 524 0,72 k. A.
Frequenzteiler 684 0,50 k. A.
amit fref = 1MHz
bmit VDD_A = 1,1V
Tabelle 4.1: Daten des Transmitterchips.
Die simulierte Leistungsaufnahme für den digitalen Teil und somit für den
gesamten Chip konnte nicht bestimmt werden, da das Synthesewerkzeug kei-
ne sinnvollen Werte bereitgestellt hat. Eine Messung der Leistungsaufnahme
der einzelnen Mixed-Signal Komponenten (TDC, Flankenzähler, Frequenzteiler,
FM-Radio Ausgangsbuffer, fCKV -Ausgangsbuffer) ist nicht möglich, da diese
mit einer gemeinsamen Versorgungsspannung betrieben werden. Diese Mixed-
Signal Versorgungsspannung wird weiterhin zur Ansteuerung der digitalen Va-
raktorbänke genutzt, um diese der Versorgungsspannung des DCOs zu entkop-
peln (vgl. Abb. 3.56). Außerdem geht in die Berechnung noch die Leistungs-
aufnahme des Ausgangsbuffers des fCKV Signals ein, welches ebenfalls zu Test-
zwecken herausgeführt wurde, aber für den eigentlichen Sender nicht benötigt
wird. Die Leistungsaufnahme dieses Buffers beträgt nach Simulation 0,72mW.
Um eine direkte Ansteuerung des Testchips mit Hilfe eines FPGAs zu ermög-
138
4.2 Auswertung Testchip
lichen, wurden für die digitalen Signalleitungen 2,5V-I/O-Pads gewählt. Die
Leistungsaufnahme der digitalen I/O-Pads und der integrierten Level-Shifter
geht ebenfalls in die gemessene Leistungsaufnahme des Digitalteils ein. Der reine
Leistungsverbrauch ist damit geringer. Der angegebene Wert für die Leistungs-
aufnahme des Digitalteils gilt für eine Typ-II PLL mit aktiver Tracking-Bank
und Σ∆-Dithering. Ist die die PVT- oder die Acquistion-Bank aktiv, nimmt
der Digitalteil 1mW weniger auf.
Durch einen Betrieb der PLL mit fref = 32 kHz statt fref = 1MHz kann die
Leistungsaufnahme weiter gesenkt werden. Eine weitere Möglichkeit die Leis-
tungsaufnahme zu senken, besteht in der Beschränkung des möglichen Refe-
renzfrequenzbereichs.
4.2.1 Messergebnisse DCO
Zur Auswertung des DCOs wird zunächst der zusätzlich implementiert Test-
DCO ohne PLL vermessen. Abbildung 4.9 zeigt die Abhängigkeit der fDCO-
Frequenz von dem Steuerwort der PVT-Bank In Bild 4.9(a) ist diese in Ab-
hängigkeit von der Mixed-Signal Versorgungsspannungen der Varaktoransteue-
rung dargestellt. Es ist zu erkennen, dass der Durchstimmbereich mit steigender
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Abbildung 4.9: fDCO in Abhängigkeit vom Steuerwort TWP der PVT-Bank.
Versorgungsspannung größer wird. Dies entspricht dem erwarteten Verhalten,
da mit steigender Versorgungsspannung der untere Arbeitspunkt besser einge-
stellt werden kann. Allerdings ist die maximale Oszillatorfrequenz fDCO,max
ca. 65MHz größer als erwartet und der erwünschte Durchstimmbereich wird
nicht vollständig abgedeckt. Dies ist auch Abb. 4.9(b) dargestellt, die simu-
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lierte und die gemessene Abhängigkeit der Oszillatorfrequenz von der Stellung
der PVT-Bank TWP zeigt. Für den Sender bedeutet dies, dass bei 1V Ver-
sorgungsspannung nur Kanalfrequenzen oberhalb von fch = 91MHz gewählt
werden können.
Aus Entwurfssicht liegt die Vermutung nahe, dass die in der Simulation ange-
nommenen parasitären Kapazitäten kleiner ausgefallen sind als erwartet. Durch
eine Erhöhung der Grundkapazität im Schwingkreis ließe sich der Durchstimm-
bereich zu niedrigeren Frequenzen verschieben. Eine weitere Möglichkeit ist
durch eine mögliche Erhöhung der Mixed-Signal Versorgungsspannung zur Va-
raktoransteuerung gegeben.
Der Sprung in der Geraden bei TWP = 128 entspricht dem Wechsel des obers-
ten (MSB) Bits des Ansteuerworts. Somit kann dieser Sprung auf das Matching
der binär gewichteten Varaktoren zurückgeführt werden. Er kann an dieser Stel-
le als unproblematisch angesehen werden, da er zu höheren Frequenzen zeigt
und alle Frequenzen an der Sprungstelle einstellbar sind.
Die Abhängigkeit der fDCO-Frequenz von der Stellung der Acquisition-Bank
bei unterster, mittlerer und oberster Stellung der übergeordneten PVT-Bank
zeigt Abb. 4.10 . Die Sprünge in den Geraden sind hier durch Messungenau-
Abbildung 4.10: fDCO in Abhängigkeit von der Stellung der Acquisition-Bank
bei unterschiedlichen Stellungen der PVT-Bank.
igkeiten zu erklären. Zur Aufnahme dieser Messkurven ist Frequenz des DCOs
separat, d. h. ohne PLL, gemessen worden, somit schwingt der DCO teilweise
frei, da die Frequenz nicht gegenüber Schwankungen (z. B. Temperatur-/Span-
nungsschwankungen) korrigiert wird.
Den Durchstimmbereich der untersten Bank zeigt Abb. 4.11. Da diese Bank der
Aufprägung der Modulationsdaten dient, wird der Durchstimmbereich dieser
Bank als Frequenzauslenkung ∆f von der Mittenstellung der Bank dargestellt.
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Abbildung 4.11: Abhängigkeit der Frequenzauslenkung von der Mittenstellung
der Tracking-Bank(FI) bei fch = 108MHz.
Gut zu erkennen ist die hohe Linearität dieser Bank. Diese ist wichtig zur Auf-
prägung der Modulationsdaten. Die maximale Frequenzauslenkung der Bank
beträgt ±280 kHz. Der FM-Radiostandard erlaubt einen maximalen Modulati-
onshub von ±75 kHz. Somit ist ein ausreichender Überlappungsbereich mit der
übergeordneten Bank gewährleistet.
Weiterhin ist ein Zusammenhang zwischen dem Phasenrauschens des DCOs und
der Oszillatorfrequenz zu beobachten. Abb. 4.12 zeigt die gemittelte Abhängig-
keit des Phasenrauschens in einem Abstand von 1MHz von der fDCO-Frequenz.
Das Phasenrauschen fällt mit steigender Frequenz ab. Die Erklärung hierfür ist,
Abbildung 4.12: Phasenrauschen L(∆f = 1MHz).
dass die Güte der Varaktoren der PVT-Bank, also die der 2,5V p-MOS Tran-
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sistoren im unteren Arbeitspunkt höher ist als im unteren Arbeitspunkt (vgl.
Abb. B.4). Ein geringeres Phasenrauschen bei höherer Oszillatorfrequenz ent-
spricht somit der Erwartung.
Im Rahmen der Vermessung des Testchips ist außerdem zu beobachten, dass
die Versorgungsspannung mindestens 1,07V betragen sollte, um eine sicheres
Anschwingen des Oszillators zu garantieren. Dies führt zu dem Schluss, dass
der negative Widerstand des DCOs zu klein dimensioniert wurde und in einem
überarbeitetem Design größer gewählt werden muss, um auch einen sicheren
Betrieb bei 1,0V zu ermöglichen
Um verschiedene Oszillatoren in Abhängigkeit von Phasenrauschen, Leistungs-
aufnahme und Frequenz vergleichen zu können, ist es üblich eine Figure of Merit
(FOM) festzulegen. Die Definition einer geeigneten FOM nach [83] lautet
FOM = L(∆f)− 20 log
(
f0
∆f
)
+ 10 log
(
P
mW
)
. (4.6)
Einen Überblick über verschiedene Oszillatoren bietet Tabelle 4.2. Die Simula-
Quelle Technologie Fläche Leistung FOM
[µm] mm2 [mW] [dBc/Hz]
Young[88] 0,18 1,00 4,8 -182
Tiebout[83] 0,25 1,05 20,0 -186
Li[40] 0,18 0,64 4,6 -195
Staszewski[69] 0,13 0,54 3,5 -180
Diese Arbeit 0,09 0,13 1,6 -197a
Diese Arbeit (@ 3,28 GHz) 0,09 0,13 3,1 -165b
Diese Arbeit (@ 3,62 GHz) 0,09 0,13 3,1 -185b
aSimulationsergebnis
bMessergebnis
Tabelle 4.2: Vergleich der Figure of Merit.
tionsergebnisse des in dieser Arbeit vorgestellten DCOs zeigen im Vergleich zu
anderen Oszillatoren und im Besonderen zum Vergleich zum DCO in [69] sehr
gute Phasenrauscheigenschaften. Gleichzeitig besitzt der vorgestellte DCO eine
geringere Leistungsaufnahme und einen deutlich geringeren Flächenbedarf.
Die Messergebnisse können die erwarteten Simulationsergebnisse nicht ganz
bestätigen. Gründe hierfür sind, dass die gebräuchlichen PSS- und PNOISE-
Simulationen die Umschaltvorgänge aufgrund der digitalen Ansteuerung nicht
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erfassen können, bzw. eine Simulation der Umschaltvorgänge mit der verfügba-
ren Rechenleistung nicht möglich war. Ein weiteres Problem stellen die verfüg-
baren Transistormodelle dar. So sind zwar spezielle RF-Transistormodelle im
verwendeten Design Kit vorhanden, diese können aber aufgrund ihrer geometri-
schen Eigenschaften nicht für den Entwurf der digitalen Varaktorbänke genutzt
werden.
Der Vergleich des gemessenen Phasenrauschens zeigt, dass der gefertigte DCO
im unteren Frequenzbereich relativ schlechte Phasenrauscheigenschaften besitzt
(−165 dBc/Hz). Im oberen Durchstimmbereich erzielt der DCO allerdings ver-
gleichbare Werte (−185 dBc/Hz) zu den Referenzen, vgl. auch 4.12. Die gemes-
sene Leistungsaufnahme fällt mit (3,1mA) doppelt so groß wie erwartet aus.
Im Vergleich zu den Referenzen stellt sie noch immer den geringsten Wert dar.
Dies gilt ebenfalls für den Flächenbedarf. Der entworfene DCO benötigt nur
einen Bruchteil der Fläche der Vergleichsoszillatoren (0,13mm2).
4.2.2 Messergebnisse FM-Radiosender
Im Rahmen der Verifikation des FM-Radiosenders und der zu Grunde liegenden
PLL kann die Funktionalität der digitalen PLL im Referenzfrequenzbereich von
32 kHz bis 26MHz nachgewiesen werden. Abbildung 4.13 zeigt beispielhaft das
gemessene unmodulierte Leistungsspektrum dem FM-Radioausgangssignals. Im
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Abbildung 4.13: Leistungsdichtespektrum des Transmitterchips ohne Modula-
tion (fref = 1MHz und fch = 108MHz).
Abstand von fref sind deutlich die Wiederholungsspektren der Referenzfre-
quenz erkennbar.
Zur besseren Bewertung des Senders bzw. der PLL wird in Abb. 4.14 das Pha-
senrauschleistungsdichtespektrum bei unmoduliertem Träger dargestellt. Die
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Abbildung 4.14: Phasenrauschleistungsdichtespektrum des Testchips ohne
Modulation (fref = 1, 2MHz, fch = 107,6MHz, α = 1/2 und
ρ = 1/8).
Referenzfrequenz ist auch hier deutlich als Referenzspur sichtbar. Die Phasen-
rauschleistung innerhalb der Schleifenbandbreite von 110 kHz liegt unterhalb
von −85 dBc/Hz. Durch die Wahl einer geringeren Schleifenbandbreite ist zwar
eine bessere Rauschunterdrückung innerhalb der Schleifenbandbreite möglich,
allerdings steigt das Phasenrauschen außerhalb der Schleifenbandbreite, welches
vom DCO-Rauschen dominiert wird, entsprechend an. Der Spur innerhalb der
Schleifenbandbreite in einem Frequenzabstand von 8 kHz kann auf die Kombi-
nation von Referenz- und Kanalfrequenz zurückgeführt werden.
Die weitere Untersuchung zeigt, dass das gemessene Phasenrauschen mindestens
30 dB besser ist gegenüber dem Phasenrauschen bei halber Oszillatorfrequenz.
Somit trägt die Frequenzdivison durch 32/36 des FM-Radiosenders zur Verbes-
serung des Phasenrauschens bei Kanalfrequenz bei.
Ebenfalls kann die Funktionalität des TDCs bestätigt werden. Abbildung 4.15
zeigt einen Vergleich des gemessenen Phasenrauschleistungsdichtespektrums mit
und ohne eingeschalteten TDC. Deutlich ist zu erkennen, wie ein aktivierter
TDC die Phasenrauschleistungsdichte um bis zu 20 dB absenkt.
Funktionalität FM-Radiosender
Um die Funktionalität des in dieser Arbeit entwickelten FM-Radiotransmit-
terkozepts zu beweisen, ist die Verifikation der Sende- bzw. der Modulations-
fähigkeit der digitalen PLL erforderlich. Abbildung 4.16 zeigt beispielhaft ein
demoduliertes Signal des FM-Radiosenders. Dabei handelt es sich um einen
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Abbildung 4.15: Vergleich des Phasenrauschleistungsdichtespektrums mit und
ohne TDC (fref = 1MHz und fch = 108MHz).
einzelnen 440Hz-Ton (Kammerton A). Durch die erfolgreiche Modulation und
Demodulation kann somit auch die Sendefunktionalität nachgewiesen werden.
Ref  0  Hz
IFOVL
1  AP
CLRWR
*
 A  
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Att  5  dB
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        1.323615  ms  
2
Delta  2  [T1  ]
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Abbildung 4.16: Demoduliertes 440Hz-Signal (fref = 1MHz,
fch = 107,6MHz).
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In dieser Arbeit wurde ein FM-Radiotransmitter als „System on a Chip“ vorge-
stellt. Durch den Einsatz in mobilen Endgeräten, z. B. Mobiltelefonen, soll die-
ser es ermöglichen, gespeicherte Medien, z. B. MP3-Dateien, auf existierenden
Rundfunkempfangsgeräten wiederzugeben. Die zwei zentralen Entwicklungsa-
spekte sind dabei eine möglichst geringe Leistungsaufnahme („Low-Power“)
und niedrige Fertigungskosten. Die Implementierung des Senders erfolgte auf
Basis einer modernen digitalen Phasenregelschleife, um so eine einfache und
günstige Fertigung in aktuellen und zukünftigen CMOS-Prozessen im Nanome-
terbereich zu ermöglichen.
Im Rahmen dieser Arbeit wurden hierzu zunächst in Kapitel 2 die benötigten
Grundlagen dargestellt. Diese umfassen neben einer Vorstellung des UKW-FM-
Radiostandards die Beschreibung des Aufbaus einer klassischen Mixed-Signal
PLL. Hierauf basierend wurden die Vorteile einer digitalen PLL aufgezeigt.
Das Konzept des realisierten FM-Transmitters , sowie der Aufbau und die Funk-
tionsweise der zu Grunde liegenden PLL wurden in Kapitel 3 beschrieben. Einen
Schwerpunkt der Beschreibung stellt der Entwurf des digital gesteuerten Oszil-
lators dar, welcher als einzige analoge Komponente im Phasenregelkreis ver-
bleibt. Darüber hinaus wurden Möglichkeiten für eine Weiterentwicklung aus
technologischer und aus schaltungstechnischer Sicht aufgezeigt.
Im Anschluss wurden in Kapitel Kapitel 4 Simulationsergebnisse, welche die
Funktionalität des in dieser Arbeit beschriebenen Konzepts bestätigen, vorge-
stellt. Weiterhin wurden die Daten und Messergebnisse des erfolgreich realisier-
ten Testchips präsentiert. Damit konnte erstmalig die Funktionalität des neuen
digitalen PLL Konzepts auch für niedrige Referenzfrequenzen im Kilohertzbe-
reich nachgewiesen werden. Die Implementierung auf Basis einer klassischen
Mixed-Signal PLL ist aufgrund der geringen angestrebten Schleifenfilterband-
breite integriert nicht möglich.
Ferner wurde das Konzept der digitalen PLL erstmalig auf ein System mit
analogem Modulationverfahren angewendet. Durch die erfolgreiche Modula-
tion und Demodulation eines Signals, konnte die Senderfunktionalität ebenfalls
nachgewiesen werden. Somit wurde in dieser Arbeit erfolgreich ein neuartiges
FM-Radiotransmitterkonzept für die Co-Integration in zukünftigen nanoscale
CMOS-Prozessen erarbeitet.
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Aufgrund der Komplexität des Systems wurden Kenntnisse aus verschiedensten
Bereichen des Schaltungsdesigns benötigt. So waren neben der konzeptionellen
Planung sowohl Kenntnisse des analogen als auch des digitalen Schaltungs-
entwurfs erforderlich. Diese umfassen die klassische Spice-basierte Simulation,
die Hochsprachenbeschreibung, die digitale Simulation und Synthese, sowie die
full-custom Layouterstellung als auch die automatische Layouterstellung durch
Place-&-Route. Hinzu kommen Kenntnisse der FPGA-Programmierung und des
Boarddesigns zur Verifikation des gefertigten Testchips. Die benötigte Entwurfs-
software und das Design Kit der verwendeten Technologie mussten zu großen
Teilen zunächst, am Lehrstuhl für Integrierte Analogschaltungen, erstmalig ein-
gerichtet werden. Der gefertigte Testchip stellt somit den bisher komplexesten
am Lehrstuhl entworfenen Chip dar.
5.1 Ausblick
Die hier vorgestellte digitale Phasenregelschleife präsentiert in mehreren Aspek-
ten ein modernes Konzept für die Hochintegration in fortschrittlichen CMOS-
Prozessen. Unter technologischer und fertigungstechnischer Sicht, ist durch die
fortschreitende Integration davon auszugehen, dass die Fläche des Oszillators
nur minimal abnimmt, während sich die Fläche des digitalen Teils z. B. bei
einem Übergang von einer 90 nm-Technologie auf eine 65 nm-Technologie hal-
biert. Dieser Skalierungseffekt ist ein wesentlicher Vorteil integrierter digitaler
Schaltungen und der hier vorgestellten PLL.
Aus schaltungstechnischer Sicht kann durch die weitere Verkleinerung der mi-
nimalen Strukturgröße von einer Verringerung der Gate-Kapazität und folglich
von einer Verbesserung der Frequenzauflösung ausgegangen werden. Neben der
minimalen Strukturgröße nimmt auch der Leiterbahnabstand auf den Verdrah-
tungsebenen ab, wodurch die Kapazitätsdichte von Fringe-Kapazitäten ansteigt.
So beträgt die Kapazitätsdichte der Fringe-Kapazitäten in der verwendeten
90 nm-Technologie 1,2 fF/µm2 und in einer vergleichbaren 65 nm-Technologie
2 fF/µm2. Damit stellen geschalteten Fringe-Kapazitäten zukünftig eine zu un-
tersuchende Alternative zu den hier verwendeten MOSFET-Gatekapazitäten
zur Realisierung der obersten Varaktorbank dar.
Vorteilhaft ist der Wechsel zu neueren Technologien auch für die Messung des
fraktionalen Phasenfehlers. Durch die zu erwartende geringere Inverterlaufzeit
kann die Auflösung der Messung weiter erhöht werden. Somit begünstigt die
zukünftige Prozessentwicklung das Konzept der digitalen PLL, während die
Herausforderungen für den klassischen analogen Schaltungsentwurf steigen.
Weiterhin ist durch die hier erarbeitete Hochsprachenbeschreibung eine schnelle
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Anpassbarkeit an andere und zukünftige Fertigungstechnologien gegeben („IP-
Reuse“).
Unter einem Systemaspekt liegt ein großer Vorteil der digitalen Implementie-
rung in der einfachen Rekonfigurierbarkeit von digitalen Schaltungen im Ver-
gleich zu analogen Schaltungen. So ist es zum Beispiel möglich, die hier vorge-
stellte PLL mit Referenzfrequenzen zwischen 32 kHz und 26MHz zu betreiben.
Der breitbandige Modulationspfad ist ebenfalls digital ausgeführt und daher
gleichfalls flexibel anpassbar. Damit bietet die digitale PLL sehr gute Voraus-
setzungen, um die Frequenzsynthese für unterschiedliche Funksysteme mit einer
PLL realisieren zu können. Dies ist wünschenswert, weil hierdurch die Integrati-
onsdichte weiter gesteigert und Chipfläche und Kosten gespart werden können.
Beschränkt wird die Zahl der durch eine PLL abgedeckten Funkstandards im
Wesentlichen durch den Durchstimmbereich des Oszillators. Dieser liegt hier im
Bereich zwischen 3,0GHz und 3,4GHz. In der Kommunikationstechnik werden
jedoch häufig I/Q-Signale zum Empfang benötigt. Diese lassen sich mit Hilfe
einer Division durch zwei aus dem Oszillatortakt ableiten, wenn der Oszillator
auf der doppelten Kanalfrequenz schwingt. Eine mögliche weitere Anwendung
der PLL stellt somit z. B. die Generierung der Lokaloszillatorfrequenz für einen
kombinierten GPS/Galileo/Glonass-Empfänger dar (Abb.5.1 )[31, 49, 50]. Die-
ser benötigt eine Lokaloszillatorfrequenz von 1,571GHz, welche von der präsen-
tierten PLL bereitgestellt werden kann. Die benötigte Güte wird vom entwor-
fenen Oszillator ebenfalls erreicht [26].
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Abbildung 5.1: Multimode Shared RF Receiver Architektur für satellitenbasier-
te Navigationssysteme.
Weitere Anwendungen sind denkbar, wenn mehrere Oszillatoren mit unter-
schiedlichen Durchstimmbereichen integriert werden. In diesem Fall könnte der
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digitale Teil flexibel rekonfiguriert und mit verschiedenen Oszillatoren genutzt
werden.
Die vorgestellte digitale PLL bietet somit, im Gegensatz zu klassischen Mixed-
Signal PLLs, die Möglichkeit mehrere Systeme auf einfache Weise flächen- und
kostensparend auf einem Chip zu realisieren.
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A Wahl der Spule
Die verwendete Technologie bringt bereits fünf verschiedene Spulentypen mit
• differenziell, low area
• differenziell, narrow width
• low value, narrow width1
• symmetrisch, low area
• symmetrisch, narrow width.
Type n din[µm] w[µm] L[nH] Q
differenziell, low area 3 90 11,99 1,698 11,11
differenziell, narrow width 3 90 11,99 1,903 15,24
low value, narrow width 1 90 11,99 0,189 6,65
symmetrisch, low area 3 90 11,99 1,698 11,11
symmetrisch, narrow width 3 90 11,99 1,903 15,24
Tabelle A.1: Vergleich der Spulentypen.
Die differentiellen Spulen verfügen über einen Mittenabgriff, der allerdings in ei-
ner Oszillatortopologie mit zwei komplementären negativen Widerständen nicht
benötigt wird. Ansonsten sind die Eigenschaften der differentiellen und der sym-
metrischen Spulen identisch, weshalb sie in Tabellen A.2, A.3 und A.4 nicht
weiter unterschieden werden.
Die vorhandenen Spulen lassen sich mit Hilfe der Parameter Leitungsweite w,
Windungszahl n und Innendurchmesser d oder Induktivität L konfektionieren.
Zur Bestimmung der optimalen Spule wird eine möglichst hohe Güte und eine
kleine Induktivität für eine hohe Frequenzauflösung ∆fosc (vgl. Gl. (3.3)) an-
gestrebt. Gleichzeitig soll der Flächenbedarf der Spule möglichst gering sein.
1nur differenziell
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Einen wesentlichen Einfluss auf die Güte einer Spule hat der Leitungswider-
stand R der Spulenwindungen, dieser lässt sich folgendermaßen berechnen,
R = R
l
w
≈ R
π
n−1∑
i=0
d+ i(w + s)
w
, (A.1)
wobei s der Windungsabstand ist. Somit ist die Leitungsweite möglichst groß
zu wählen, um eine hohe Güte zu erzielen.
Die Tabellen A.1, A.2, A.3 und A.4 zeigen einen Vergleich der verschiedenen
Spulen. Die Güte und die Induktivität würden durch eine AC-Simulation bei der
angestrebten Mittenfrequenz des Oszillators fosc = 3,2GHz bestimmt. Es zeigt
sich, dass die low value Spulen aufgrund der geringen Güte und Induktivität
nicht in Frage kommen. Durch die Wahl der maximal möglichen Leitungsweite
w = 11,99µm kann die Güte, wie erwartet, gesteigert werden. Bei gleicher Wahl
der Induktivität und der Leitungsweite benötigt eine Spule mit n = 2 Windun-
gen allerdings bis zu 60% mehr Fläche im Vergleich zu einer Spule mit n = 3
Windungen bei annähernd gleicher Güte. Daher ist die Entscheidung letztend-
lich auf eine Spule mit n = 3 Windungen, einer Induktivität L = 1,52 nH, einem
Innendurchmesser d = 90nm und einer Güte Q = 15,24 gefallen.
Type n din[µm] w[µm] L[nH] Q
narrow width 3 90 11,99 1,903 15,24
3 90 8,00 1,713 13,60
low area 3 90 11,99 1,698 11,11
3 90 5,01 1,659 9,36
Tabelle A.2: Vergleich der Weiten.
Type n din[µm] w[µm] L[nH] Q
narrow width 2 250 11,99 3,079 18,30
2 90 11,99 0,731 12,99
low value 1 220 11,99 0,533 11,88
1 90 11,99 0,189 6,65
low area 2 163 11,99 1,499 13,95
2 56 11,99 0,385 13,39
Tabelle A.3: Vergleich der Innendurchmesser.
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Type n din[µm] w[µm] L[nH] Q
low area 2 90 11,99 0,673 10,12
3 90 11,99 1,698 11,11
narrow width 2 90 11,99 0,731 12,99
3 90 11,99 1,903 15,24
4 90 11,99 5,726 13,40
Tabelle A.4: Vergleich der Windungszahl.
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B Ergänzung zum Varaktorentwurf
Nachfolgend sind in Ergänzung zu Kapitel 2.5.3 die Möglichkeiten der Imple-
mentierung von Varaktoren mit p-Kanal in Kürze aufgeführt. Der Verlauf der
Gate-Source-Kapazität CGS eines p-Kanal MOSFETs ist in Abb. B.1(a) darge-
stellt.
(a) Akkumulations- und Inversionsbe-
trieb.
(b) Inversionsbetrieb
Abbildung B.1: Varaktorkennlinien eines p-MOS-Transistors.
Im Gegensatz zum n-Kanal MOSFET sind Inversions- und Akkumulationsbe-
reich vertauscht.
Drei mögliche Grundschaltungen zur Realisierung eines differentiellen Varak-
tors werden in Abb. B.2 gezeigt. Im Inversionsbetrieb (Abb. B.2(b)) ist der
Bulk-Anschluss hier mit dem Versorgungsspannungspontential verbunden.
Am Prinzip der digitalen Ansteuerung (Abb. B.3(a)) ändert sich zunächst
nichts, lediglich die Lage des zweiten Arbeitspunkts Utune,high ändert sich (Abb.
B.3(b)).
Der Kapazitäts- und der Güteverlauf eines 2,5V p-MOS Transistors ist in Abb.
B.4 dargestellt. 2,5V p-MOS Transistoren werden zur Realisierung der PVT-
und der Acquisition-Bank eingesetzt.
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p n
Utune
(a) Akkumulations- und
Inversionsbetrieb.
np
Utune
(b) Inversionsbetrieb.
np
Utune
(c) Akkumulationsbe-
trieb.
Abbildung B.2: Aufbau dreier p-Kanal MOSFET Varaktoren.
Utune,high
Utune,low
TW 〈i〉
np
(a) (b)
Abbildung B.3: (a) Ansteuerung eines digitalen Varaktors und (b) Varaktorar-
beitsbereiche.
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Abbildung B.4: Kapazitäts- und Güteverlauf eines 2,5V p-MOS Transistors.
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C PVT-Bank mit MIM-Kapazitäten
Abbildung C.1 zeigt das Layout einer 7-Bit PVT-Bank bestehend aus geschal-
teten MIM-Kapazitäten. Die zugehörige Schaltertopologie ist in Abbild C.2 zu
Abbildung C.1: Layout einer 7-Bit PVT-Bank mit geschalteten MIM-
Kapazitäten.
sehen. In Abhängigkeit von der Schalterspannung Vsw kann das Potential zwi-
schen den beiden Kapazitäten C entweder mit der Versorgungsspanung oder
mit dem Massepotential verbunden werden. Obwohl die Implementierung mit
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n
Vsw
p
CC
Abbildung C.2: Aufbau einer geschalteten Kapazität.
MIM-Kapazitäten sehr vielversprechend ist, konnte der Ansatz in dieser Ar-
beit nicht weiter fortgeführt werden, da die MIM-Option zur Fertigung eines
Testchips kurzfristig nicht mehr zur Verfügung stand.
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D Multipath Gated TDC
Zur Erhöhung der Phasenauflösung des TDCs ist es erforderlich, die minimale
Inverterlaufzeit zu verringern. Eine Möglichkeit stellt die Abwandlung des Kon-
zepts eines kürzlich vorgestellten „multipath gated“ Ringoszillators dar[23, 76].
Das Prinzip eines „Multipath Gated“-TDCs wird nachfolgend dargestellt. Ab-
bildung D.1 zeigt den Aufbau einer Inverterzelle. Diese besteht aus vier Tran-
Dn
Dn−1
Dn−5
Dn−3
Dn−7
Abbildung D.1: Aufbau eines Multipath Gated Inverters.
sistoren, die hier mehrfach zurückgekoppelt werden. Die Gates der Transistoren
sind nicht mehr ausschließlich mit dem Ausgang des vorherigen Inverters ver-
bunden, sondern mit verschiedenen Ausgängen mehrerer vorheriger Inverterstu-
fen der Kette. Dabei werden die Transistorgates einer Stufe Dn ausschließlich
mit ungeradzahligen vorherigen Stufen (Dn−1, Dn−3, Dn−5, Dn−7) verbunden,
da diese sich im gleichen Zustand befinden. Durch das Zurückkoppeln kann
das Umschalten der Stufe Dn bereits „eingeleitet“ werden, bevor die Flanke
in der Kette an der Stufe ankommt. Der Aufbau des TDCs und das Prinzip
der Rückkopplung ist in Abb. D.2 dargestellt. In der Simulation erreicht dieses
Konzept eine Auflösung von τinv = 3,8 ps. Eine Monte-Carlo-Simulation der
Inverterlaufzeit ist in Abb. D.3 dargestellt. Der im realisierten Testchip ver-
wendete TDC besitzt lediglich eine Auflösung von τinv = 20,3 ps. Ein Vorteil
dieses Konzepts gegenüber einer klassischen Vernier-Delay-Line ist, dass keine
analoge Regelung zur Steuerung der Inverterlaufzeiten erforderlich ist.
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Abbildung D.2: Aufbau des Multipath Gated TDCs.
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Abbildung D.3: Monte-Carlo-Simulation der Inverterlaufzeit der multipath
TDC-Struktur.
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E Herleitung der Σ∆ -Modulatorstruktur
Die in dieser Arbeit verwendete Σ∆-Modulatorstruktur unterscheidet sich von
den ansonsten häufig verwenden Strukturen und soll daher detailliert hergeleitet
werden [79].
Die einfachste Struktur eines Σ∆-Modulators erster Ordnung ist in Abbildung
E.1 dargestellt. Das rückgekoppelte Verzögerungsglied wirkt wie ein Integrator,
dessen Ausgangssignal einem Quantisierer zugeführt wird. Die Quantisierung
kann im Modell auch als Addition eines Quantisierungsfehler E(z) ausgedrückt
werden. Das quantisierte Ausgangssignal wird ebenfalls zurückgekoppelt und
vom Eingangssignal subtrahiert, so dass sich die Differenz zwischen Eingang
und Ausgang selbständig korrigiert.
ΣΣ Σ Z
−1
Quantisierer
Integrator
X(z) Y (z)
E(z)
A(z) B(z)
Abbildung E.1: Aufbau eines Σ∆-Modulators 1. Ordnung.
Die Übertragungsfunktion des digitalen Integrators lässt sich dementsprechend
berechnen zu
B(z) = (A(z) +B(z)) · z−1
B(z) · (1− z−1) = A(z) · z−1
B(z) = A(z) · z
−1
1− z−1 . (E.1)
Als Übertragungsfunktion des dargestellten Σ∆-Modulators 1. Ordnung ergibt
sich somit
Y (z) = B(z) + E(z) = A(z) · z
−1
1− z−1 + E(z)
= X(z) · z
−1
1− z−1 − Y (z) ·
z−1
1− z−1 + E(z)
⇒ Y (z) = X(z) · z−1 + E(z) · (1− z−1). (E.2)
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Zu erkennen ist, dass das Eingangssignal X(z) zwar verzögert, aber unverändert
übertragen wird, während der Quantisierungsfehler E(z) mit einer Hochpass-
funktion (1− z−1) gewichtet wird.
Die in Abbildung E.1 dargestellte Struktur kann in eine so genannte „Error
Feedback Struktur" überführt werden, siehe Abbildung E.2.
Σ Z
−1
Σ
Σ
Quantisierer
C(z)X(z) Y (z)
E(z)
D(z)
Abbildung E.2: Aufbau eines Σ∆-Modulators 1. Ordnung als Error-Feedback-
Struktur.
Mit
D(z) = C(z)− Y (z) = C(z)− (C(z) + E(z))
= −E(z) (E.3)
ergibt sich für die Error-Feedback-Struktur:
Y (z) = C(z) + E(z)
= (X(z) +D(z)) · z−1 + E(z)
= X(z) · z−1 − E(z) · z−1 + E(z)
⇒ Y (z) = X(z) · z−1 + E(z) · (1− z−1). (E.4)
Dies entspricht der Übertragungsfunktion des Σ∆-Modulators erster Ordnung
Gl. (E.2).
Um nun Σ∆-Modulatoren höherer Ordnung zu realisieren, werden mehrere
Σ∆-Modulatoren hintereinander geschaltet. In der Praxis werden diese häu-
fig in einer so genannten MASH-Struktur (Multi Stage Noise Shaping Techni-
que) verschaltet, um so u. a. die Stabilität zu gewährleisten. Der Aufbau eines
Σ∆-Modulators dritter Ordnung als MASH-Struktur ist Abbildung E.3 zu ent-
nehmen. Er basiert auf drei Σ∆-Modulatoren in der Error-Feedback-Struktur.
Die Ausgangswerte Y (z)1 bis Y (z)3 dieser Modulatoren ergeben sich zu
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−E2(z)
E2(z)
−E3(z)
E3(z)
Y (z)
−E1(z)
E1(z)
Y1(z)
Y2(z)
Y3(z)
Σ∆−Modulator 1. Ordnung
Abbildung E.3: Aufbau eines Σ∆-Modulators dritter Ordnung bestehend aus
drei Σ∆-Modulatoren erster Ordnung in Error-Feedback-
Struktur.
D DD
DD D
D DD dTF0
dTF2
dTF3
dTF4
dTF5
dTF6
dTF1
Y1(z)
Y2(z)
Y3(z)
Abbildung E.4: Aufbau des Combiners.
Y1(z) = X(z)z
−1 + E1(z) · (1− z−1),
Y2(z) = −E1(z)z−1 + E2(z) · (1− z−1), (E.5)
Y3(z) = −E2(z)z−1 + E3(z) · (1− z−1).
Im Combiner (vgl. Abbildung E.4) werden diese Ausgangswerte nun derart
zusammengeschaltet, dass sich zum einen die Übertragungsfunktion eines Σ∆-
Modulators dritter Ordnung ergibt. Zum anderen liegt das Ausgangswort Y (z)
in einer Art Thermometercode als dTF0 bis d
TF
6 vor und kann direkt auf den
DCO gegeben werden.
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Anstatt den Aufbau des Combiners herzuleiten, soll durch folgende Rechnung
nur bewiesen werden, dass der dargestellte Aufbau die oben beschriebenen Ei-
genschaften besitzt:
Y (z) = Y1(z) · z−3 + Y2(z) · (z−2 − z−3) + Y3(z) · (z−1 − 2z−2 + z−3)
= (X(z) · z−1 + E1(z) · (1− z−1)) · z−3
+(−E1(z)z−1 + E2(z) · (1− z−1)) · (z−2 − z−3)
+(−E2(z)z−1 + E3(z) · (1− z−1)) · (z−1 − 2z−2 + z−3)
= X(z) · z−4 + E1 · (z−3 − z−4)− E1 · (z−3 − z−4)
+E2(z) · (z−2 − 2z−3 + z−4)− E2(z) · (z−2 − 2z−3 + z−4)
+E3(z) · (1− z−1) · (1− 2z−1 + z−2) · z−1
⇒ Y (z) = X(z) · z−4 + E3(z) · (1− z−1)3 · z−1. (E.6)
Aus Formel (E.6) ist ersichtlich, dass die Eingangsfolge X(z) um vier Takte
verzögert übertragen wird. Diese Verzögerung ist jedoch irrelevant für die Funk-
tionsweise der digitalen PLL. Die Quantisierungsfehler der ersten und zweiten
Stufe (E1(z) und E2(z)) werden vollständig eliminiert. Einzig der Quantisie-
rungsfehler der letzten Stufe E3(z) wird um einen Takt verzögert und spektral
mit Hochpassübertragungsfunktion (1 − z−1)3 geformt übertragen. Somit ent-
spricht der hier vorgestellte Σ∆-Modulator bis auf die zusätzlichen Verzögerun-
gen den bisher bekannten Modulatorstrukturen. Er bietet jedoch den Vorteil
eines kurzen kritischen Pfades. Weiterhin kann der Ausgang direkt auf den DCO
gegeben werden.
Combiner
7
Y2(z) Y3(z)
X(z)
fΣ∆
Y (z)
Y1(z)
E1(z) E3(z)E2(z)
Abbildung E.5: Aufbau eines Σ∆-Modulators dritter Ordnung als MASH-
Struktur.
Der Vorteil des kurzen kritischen Pfades wird noch einmal deutlich, bei Be-
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trachtung der schaltungstechnischen Realisierung (Abbildung E.5). Der kriti-
sche Pfad ist hier durch die Laufzeit eines Akkumulators gegeben. Das Ergeb-
nis der Akkumulation wird erst mit einer steigenden Taktflanke in die Register
übernommen. In der alternativen Realisierung ([79]) verläuft der kritische Pfad
durch alle Akkumulatoren und den anschließenden Schaltungsblock zur Zusam-
menführung der Übertragsbits (Y1,Y2,Y3). Dies ist unproblematisch, wenn der
Σ∆-Modulator zur Ansteuerung eines Multi-Modulus-Teilers eingesetzt und mit
dem Referenztakt angesteuert wird. In der digitalen PLL erfolgt die Taktung
des High-Speed-Σ∆-Modulators jedoch mit mindestens fΣ∆ = 500MHz, wes-
halb der kritische Pfad beachtet werden muss.
Gleichung (E.6) beschreibt die Übertragungsfunktion des Σ∆-Modulators drit-
ter Ordnung. Für die allgemeine Übertragungsfunktion eines Σ∆-Modulators
k-ter Ordnung gilt
Y (z) = X(z) · z−n + E(z) · (1− z−1)k. (E.7)
Das Eingangssignal X(z) wird unverändert, aber um n-Takte verzögert über-
tragen. Diese Verzögerung ist ohne Belang und soll hier nicht weiter betrachtet
werden.
Der Quantisierungsfehler E(z) wird mit einer Hochpassfunktion (1− z−1)k ge-
wichtet. Die Variable z kann nun in der allgemeinen Hochpassübertragungs-
funktion des Quantisierungsrauschens durch ejωTΣ∆ ersetzt werden, wobei TΣ∆
für die Periodendauer des Taktsystems steht. Für den Betrag der Hochpass-
übertragungsfunktion folgt somit
|Hk(ejωTΣ∆)| = |1− ejωTΣ∆ |k
= |1− cos(ωTΣ∆) + j · sin(ωTΣ∆)|k
=
(√
(1− cos(ωTΣ∆))2 + sin(ωTΣ∆)2
)k
= 2k · sink(ωTΣ∆/2). (E.8)
Der resultierenden Verlauf (Gl. (E.8)) für Σ∆-Modulatoren erster bis dritter
Ordnung ist in Abbildung E.6 dargestellt. Ebenfalls eingezeichnet ist die Kenn-
linie eines einfachen Quantisierers. Es ist zu erkennen, dass mit steigender Ord-
nung das Quantisierungsrauschen zunehmend von einem niedrigen in einen hö-
heren Frequenzbereich verschoben wird.
Die Quantisierung erfolgt durch die Abtrennung des Übertragsbits vom Sum-
menwort. Abbildung E.7 zeigt die Kennlinie dieser Quantisierung, wobei acc für
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E Herleitung der Σ∆ -Modulatorstruktur
Abbildung E.6: Vergleich der normierten Übertragungsfunktion von Σ∆-
Modulatoren unterschiedlicher Ordnung.
die Eingangsbitbreite der Akkumulatoren und e für den Quantisierungsfehler
steht.
Eingangsbereich:
2acc
2acc
x
x
2 · 2acc
2acc
−2acc
y
e
y = x
y = x+ e
2 · (2acc − 1)
Abbildung E.7: Quantisierungskennlinie des Akkumulators.
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F.1 Grundlagen
Nachfolgend werden die Grundlagen des Phasenrauschens weiter ausgebaut. In
Kapitel 2.5.4 wurde das Signal eines rauschfreien Oszillators als cos-Signal mit
fester Amplitude A, fester Frequenz f0 und Phasenabweichung φ(t) beschrieben
Uaus,ideal(t) = A · cos(2πf0t+ φ(t)), (F.1)
d. h. der Phasenverlauf [rad] lässt sich darstellen als
ϕ(t) = 2πf0t+ φ(t). (F.2)
Zur Beschreibung des Phasenrauschens eines Signals wird allgemein das beidsei-
tige Leistungsdichtespektrum (Power Spectral Density – PSD) S(f) berechnet.
Die Berechnung kann auf der Basis unterschiedlicher Maße im Frequenzbereich
geschehen. Hierzu sei zunächst die Phasenstabilität im Zeitbereich als normierte
Abweichung x(t) von der nominellen Phase definiert
x(t) =
φ(t)
2πf0
. (F.3)
Die Berechnung des Leistungsdichtespektrums kann dann auf der Basis folgen-
der Größen erfolgen:
• x(t) . . . Phasenjitter [s]
• φ(t) . . . Phasenjitter [rad]
• φ˙(t) . . . Kreisfrequenzschwankung
[
rad
s
]
.
Für die Umrechung des Leistungsdichtespektrums gilt dann
Sφ(f) =
1
(2πf0)
2
Sφ˙(f), (F.4)
Sφ(f) = (2πf0)
2 Sx(f). (F.5)
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Üblicher ist es allerdings die einseitige trägerbezogene Rauschleistungsdichte in
einem logarithmischen Maß anzugeben. In diesem Fall gilt für die Umrechnung
L(∆ω) = 10 log10
Sφ(∆ω)
2
. (F.6)
F.1.1 Zusammenhang Perioden- und Frequenzabweichung
Zur Modellierung des DCOs kann ein genäherter, allgemeiner Zusammenhang
zwischen einer Frequenzabweichung ∆f und einer zeitlichen Abweichung der
Periodendauer ∆T einer Schwingung hergeleitet werden. f0 sei hier die Nomi-
nalfrequenz und T0 die entsprechenden Periodendauer f0 = 1/T0 der Schwin-
gung.
Ist die Periodendauer um ∆T verkürzt T = T0 −∆T , so folgt für die Momen-
tanfrequenz f = f0 +∆f . Es gilt
f0 +∆f =
1
T0 −∆T =
1/T0
1−∆T/T0 =
f0
1−∆T/T0 . (F.7)
Für kleine Abweichungen ∆T/T0 ≪ 1 kann die folgende Formel 1/(1−ε) ≈ 1+ε
zur Abschätzung genutzt werden. Es folgt
∆f ≈ f0∆T
T0
= f20∆T =
∆T
T 20
. (F.8)
F.2 Rauschen digitale PLL
Nachfolgend werden Berechnungen zu Quantisierungseffekten in der digitalen
PLL und deren Auswirkungen auf das Phasenrauschen aufgezeigt. Quantisie-
rungseffekte entstehen zum einen durch die beschränkte Phasenauflösung des
TDCs und durch die beschränkte Frequenzauflösung des DCOs. Die Überle-
gungen basieren auf den Berechnungen in [58], wurden aber entsprechend der
Kenndaten der in dieser Arbeit entwickelten PLL angepasst.
F.2.1 Rauschen TDC
Die zeitliche Auflösung des TDCs ist beschränkt auf eine Inverterlaufzeit τinv.
Entsprechend gilt für die zeitliche Quantisierung der Auflösung ∆tres = τinv.
Die Variation dieses Fehlers ergibt sich entsprechend zu
σ2t =
(∆tres)
2
12
. (F.9)
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Als Phasenvariation in [rad] folgt in Vergleich mit Gl. (F.5)
σ2φ = (2πf0)
2 (∆tres)
2
12
. (F.10)
Die Auswertung des TDCs erfolgt mit der Referenzfrequenz, entsprechend lässt
sich die zugehörige einseitige Rauschleistungsdichte bis zur Nyquist-Frequenz
berechnen zu
L = σ
2
φ
fref
=
(2π)2
12
(
∆tres
T0
)2
1
fref
. (F.11)
Zur Bewertung und zum Vergleich verschiedener PLLs mit unterschiedlichen
Oszillatorfrequenzen und Teilerverhältnissen N kann die BFM (Banerjee’s fi-
gure of merit) herangezogen werden
BFMdB = LdB − 10 log10 fref − 20 log10N. (F.12)
Für die digitale PLL mit TDC folgt
BFM =
L
frefN2
=
(2π)2
12
(∆tres)
2 . (F.13)
Mit den Daten ∆tres = 20ps, f0 = 3,4GHz, T0 = 294 ps und fref = 13MHz er-
gibt sich L = −89,2 dBc/Hz. Dieser Wert stellt einen Vergleichwert zu existieren
PLL Architekturen dar. Werden allerdings die Daten des FM-Radiotransmitters,
welcher sich durch eine niedrige Referenzfrequenz fref = 32768Hz und eine
niedrige Kanalfrequenz f0 = 108MHz auszeichnet, eingesetzt, so ergibt sich
L = −93,5 dBc/Hz. Als figure of merit folgt jeweils BFM = −208 dBc. Damit
erzielt die digitalen PLL fast den Wert einer klassischen Σ∆-fractional-PLL
BFM = −213 dBc [63]. Allerdings besitzt die digitale PLL keine weiteren signi-
fikanten Rauschquellen im Gegensatz zur Mixed-Signal PLL.
Alternative Betrachtung
Als Alternative zur vorherigen Betrachtung kann die Sprungantwort bei geöff-
neter Regelschleife untersucht werden. Für die Frequenzänderung ∆f aufgrund
einer Änderung des Phasenfehlers ∆ΦE gilt im Falle einer Typ-I-PLL, d. h. mit
dem Filterkoeffizienten α als Proportionalglied,
∆f = α∆ΦEfref . (F.14)
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Ist die Änderung des Phasenfehlers identisch mit der Auflösung des TDCs
∆ΦE = τinv/T0 folgt
∆f = α
τinv
T0
fref = α
∆tres
T0
fref . (F.15)
Mit Gl. (F.8) lässt sich die zeitliche Auflösung des DCOs darstellen als
∆T0,res = α
∆tres
T0
fref
1
f20
= α∆tres
1
N
. (F.16)
Unter der Annahme, dass das Quantisierungsrauschen der TDC-Auflösung weiß
ist, gilt für die Varianz der DCO-Periodenabweichung
σ2∆T0 =
(∆T0,res)
2
12
=
1
12
α2 (∆tres)
2 1
N2
. (F.17)
In [33] wird der folgende Zusammenhang zwischen einer Abweichung der Os-
zillatorperiodendauer und dem Phasenrauschen LdBc(∆ω) im Abstand ∆ω von
der Oszillatorfrequenz hergeleitet
LdBc(∆ω) = 10 log10
[
2πω0
(∆ω)2
(
σ∆T0
T0
)2]
. (F.18)
In nichtlogarithmischer Darstellung lässt sich dieser Zusammenhang ebenfalls
schreiben als
L(∆f) = f
3
0
(∆f)2
σ2∆T0 . (F.19)
Unter Beachtung der Tatsache, dass das DCO-Steuerwort für eine Referenz-
periode und nicht für eine Oszillatorperiode konstant gehalten wird, ist die
Leistungsdichte mit dem Teilerverhältnis N = f0
fref
zu multiplizieren
L(∆f) = f
3
0σ
2
∆T0
(∆f)2
N =
1
12
(
∆tres
T0
)2
fref
(∆f)2
α2. (F.20)
Zum Vergleich dieses Ausdrucks mit Gl. (F.11) wird die Eckfrequenz der PLL-
Übertragungsfunktion fBW als Frequenzabweichung ∆f angenommen (vgl. Kap.
3.5.1)
∆f = fBW =
1
2π
αfref . (F.21)
Es ergibt sich ein identischer Ausdruck zu Gleichung (F.11)
L{fBW } = (2π)
2
12
(
∆tres
T0
)2
1
fref
. (F.22)
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F.2.2 Rauschen DCO
Zur Betrachtung des DCO-Rauschens aufgrund der beschränkten Auflösung
der diskreten DCO-Ansteuerung ∆fres sei diese nachfolgend identisch zur Fre-
quenzauflösung der Tracking-Bank ∆fres = ∆fFI . Die Frequenzabweichung
∆f0 des DCO von der Sollfrequenz ist somit beschränkt auf ±∆fres/2. Sie
kann als gleichverteiltes weißes Rauschen mit einer Varianz
σ2∆f0 =
(∆fres)
2
12
(F.23)
modelliert werden. Diese Rauschleistung ist gleichverteilt bis zur Nyquist Fre-
quenz fref/2. Somit ergibt sich für das einseitige Leistungsdichtespektrum
1
2
S∆f =
σ2∆f0
fref
=
(∆fres)
2
12fref
. (F.24)
Außerhalb der Schleifenbandbreite kann sowohl für die geöffnete als auch für
die geschlossen Übertragungsfunktion dieses Rauschens zur Phase am Ausgang
des Oszillators bzw. der PLL der folgende Ausdruck angenommen werden
Hol,∆f0(s) =
2π
s
. (F.25)
Er beschreibt eine Konvertierung der Frequenzabweichung in eine Phase durch
Integration 2π/s. Die Multiplikation mit 2π beschreibt dabei die Konvertierung
der Einheit [Hz] nach [rad/s]. Für das einseitige Leistungsdichtespektrum am
Ausgang folgt entsprechend
L(∆ω) = 1
2
S∆f |Hol,∆f0(s)|2 =
(∆fres)
2
12fref
(
2π
∆ω
)2
. (F.26)
Durch Umformung ergibt sich der Ausdruck
L(∆f) = 1
12
(
∆fres
∆f
)2
1
fref
. (F.27)
Allerdings handelt es sich bei der DCO-Ansteuerung nicht um Sprünge, da das
Steuerwort jeweils für eine Referenzperiode fest anliegt. Damit ist die Annahme
von weißem Rauschen nicht gerechtfertigt. Zur Korrektur wird die Rauschleis-
tungsdichte mit der si-Funktion als fouriertransfomierte eines Rechteckimpulses
multipliziert, um die Halteoperation zu beschreiben
L(∆f) = 1
12
(
∆fres
∆f
)2
1
fref
(
si
∆f
fref
)2
. (F.28)
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Das Rauschen aus Gl. (F.28) verhält sich ähnlich dem hochgemischten thermi-
schen Grundrauschen des Leeson-Cutler Modells (vgl. Abb. 2.48), da es eben-
falls mit 20 dB/dek. abfällt. Tabelle F.1 listet Vergleichswerte des Phasenrau-
schens auf. Die Werte mit ∆fres = 33 kHz beziehen sich auf das Rauschen bei
∆fres ∆f fref L(∆f)
kHz kHz kHz dBc/Hz
23 500 13000 -108,7 a
33 500 13000 -105,6
33 500 32,768 -115,9
33 60 13000 -87,1
33 60 32,768 -82,2
1 500 13000 -135,9
1 500 32,768 -146,3
1 60 13000 -117,5
1 60 32,768 -112,6
0,03 500 32,768 -176,7
aVergleichswert mit [71]
Tabelle F.1: Beispielwerte für das Quantisierungsrauschen des DCOs.
Oszillatorfrequenz unter der Annahme der ungünstigsten, d. h. der höchsten,
Oszillatorfrequenz (vgl. Abb. 3.2). Als Entwurfsziel sollte das Rauschen auf-
grund der begrenzten Frequenzauflösung idealerweise nicht höher sein, als das
natürliche Eigenrauschen des Oszillators. Dies ist mit ∆fres = 33 kHz nicht
gewährleistet. Durch das High-Speed-Σ∆-Dithering verbessert sich die Auflö-
sung um den Faktor 2N
FF
= 32 (vgl. Gl. (3.43)). Dies entspricht ungefähr
∆fres = 1kHz. Mit Σ∆-Dithering liegt das Rauschen unter dem Eigenrauschen
des Oszillators, allerdings wird durch das Dithering auch weiteres Rauschen ge-
neriert.
Durch die Frequenzteilung der Oszillatorfrequenz auf die Kanalfrequenz des
FM-Systems verbessert sich die Auflösung um das Teilerverhältnis 32 bzw. 36.
Zusammen mit dem Σ∆-Dithering folgt bei Kanalfrequenz somit eine Auflösung
von ∆fres = 0,03 kHz. Dies entspricht einer weiteren Verbesserung um 30 dB.
Die Übertragungsfunktion der geschlossenen Regelschleife des Quantisierungs-
rauschen zum Oszillatorausgang lautet
Hcl,∆f0(s) =
2π/s
1 +Hol
=
2π
αfref
1
1 + s/αfref
. (F.29)
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Innerhalb der Schleifenbandbreite kann das Leistungsdichtespektrum als flach
angenommen werden, für die Abschätzung der Bandbreite kann wiederum Gl.
(F.21) herangezogen werden. Es folgt
L = 1
2
S∆f
(
2π
αfref
)2
=
(∆fres)
2
12fref
(
2π
αfref
)2
. (F.30)
F.2.3 Vergleich DCO-Dithering und TDC-Auflösung
Durch Gleichsetzen von Gl. (F.22) und Gl. (F.27) ist es möglich, die Auswir-
kungen der begrenzten Zeitauflösung des TDCs ∆tres und der begrenzten Fre-
quenzauflösung ∆f0,res der DCO-Ansteuerung miteinander zu vergleichen
1
12
(
∆tres
T0
)2
fref
(∆f)2
α2 =
1
12
(
∆f0,res
∆f
)2
1
fref
(F.31)
∆f0,res = freff0α (∆tres) (F.32)
Dabei wird wieder von einer Typ-I-PLL ausgegangen, um das Schleifenfilter
vereinfachend durch das Proportionalglied α beschreiben zu können. Mit den
nachfolgenden Daten der PLL fref = 32,768 kHz, f0 = 3,4GHz, α = 2
−1
ergibt sich, dass eine Zeitauflösung von ∆tres = τinv = 20ps einer Frequenzauf-
lösung von ∆f0,res = 1,11 kHz entspricht. Bzw. eine Zeitauflösung von ∆tres =
τinv = 20ps erzeugt genau soviel Phasenrauschen, wie eine Frequenzauflösung
von ∆f0,res = 1,11 kHz.
F.2.4 Rauschen aufgrund des DCO-Ditherings
Die Auswirkung der begrenzten DCO-Auflösung auf das Phasenrauschen wird
in Gl. (F.28) beschrieben. Durch Einsetzen des Dithering-Takts fΣ∆ kann sie
genutzt werden, um das weiße Quantisierungsrauschen ohne Noise-Shaping zu
beschreiben
L(∆f) = 1
12
(
∆fres
∆f
)2
1
fΣ∆
(
si
∆f
fΣ∆
)2
. (F.33)
Durch das Dithering mit NFF = 5Bit wird die Frequenzauflösung auf ∆fΣ∆res =
∆fres
2N
FF erhöht (vgl. Gl. (3.43)). Zur Berechnung des Spektrums nach der Rausch-
formung wird dieses mit der Σ∆-Übertragungsfunktion (vgl. Gl. (E.8)) multi-
pliziert
S∆f (∆f) =
(
∆fΣ∆res
)2
12
1
fΣ∆
(
2 sin
π∆f
fΣ∆
)2k
. (F.34)
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Der Parameter k beschreibt hier Ordnung des Σ∆-Modulators.
Mit Sφ(∆f) = S∆f (∆f)/∆f
2 gilt für das einseitige Rauschleistungsdichtespek-
trum
L(∆f) = 1
12
(
∆fΣ∆res
∆f
)2
1
fΣ∆
(
2 sin
π∆f
fΣ∆
)2k
. (F.35)
Abbildung F.1 zeigt den Einfluss der Quantisierung für zwei unterschiedliche
Referenzfrequenzen mit den PLL-Parametern f0 = 3,4GHz, k = 5, NFF =
5Bit und ∆fres = 33 kHz. Dargestellt ist das Rauschen durch Dithering mit
(a) fref = 13MHz. (b) fref = 32 kHz.
Abbildung F.1: Phasenrauschen am DCO für zwei verschiedene Referenzfre-
quenzen.
der Referenzfrequenz und der Auflösung ∆fΣ∆res , das geformte Rauschen des
Σ∆-Modulators und die Summe dieser beiden Rauschquellen. Zum Vergleich
ist ebenfalls das Eigenrauschen des Oszillators durch eine −20 dB/dek. Gerade
annähernd eingezeichnet worden.
Bei fref = 13MHz ist das Rauchen durch die Quantisierung stets kleiner als
das Rauschen des Oszillators. Bei fref = 32 kHz hingegen ist das Quantisie-
rungsrauschen für Frequenzen nahe des Trägers größer als das des Oszillators.
Allerdings steigt das Rauschen des Oszillators in Trägernähe (in der 1/f3-Regi-
on) theoretisch stärker an, als hier vereinfacht eingezeichnet. Um das Quantisie-
rungsrauschen in Trägernähe trotzdem besser Unterdrücken zu können, sollte
die Auflösung weiter erhöht werden, indem z. B. die Eingangswortbreite des
Σ∆-Modulators auf NFF = 7Bit erhöht wird. Gleichzeitig sollte auch die Auf-
lösung des TDCs weiter erhöht werden.
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