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We study two basic problems of probabilistic reasoning: the probabilistic logic and the
probabilistic entailment problems. The ﬁrst one can be deﬁned as follows. Given a set of
logical sentences and probabilities that these sentences are true, the aim is to determine
whether these probabilities are consistent or not. Given a consistent set of logical sen-
tences and probabilities, the probabilistic entailment problem consists in determining
the range of the possible values of the probability associated with additional sentences
while maintaining a consistent set of sentences and probabilities.
This paper proposes a general approach based on an anytime deduction method that
allows the follow-up of the reasoning when checking consistency for the probabilistic logic
problem or when determining the probability intervals for the probabilistic entailment
problem. Considering a series of subsets of sentences and probabilities, the approach pro-
ceeds by computing increasingly narrow probability intervals that either show a contradic-
tion or that contain the tightest entailed probability interval. Computational experience
have been conducted to compare the proposed anytime deduction method, called AD-PSAT
with an exact one, PSATCOL, using column generation techniques, both with respect to the
range of the probability intervals and the computing times.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Uncertainty often plays a crucial role in expert systems in knowledge representation and in reasoning with inference
rules. Many different perspectives and models have been proposed for handling uncertain knowledge. Several of them are
based on a combination of logic and probability theory. In this paper, we focus on the probabilistic logic and probabilistic
entailment problems. They have been ﬁrst revived in artiﬁcial intelligence by Nilsson [1] after being initiated by Boole [2]
in 1854 and revisited by Hailperin [3] in 1976. Recent studies have appeared with applications of the probabilistic logic
and entailment problems in, e.g., transaction databases [4,5] or security protocol [6].
The probabilistic logic problem consists in ﬁnding, given a set of logical sentences and probabilities that these sentences
are true, whether the set of sentences and probabilities is consistent. Assuming consistency has been established, the prob-
abilistic entailment problem can be deﬁned as follows: it determines, given an additional sentence, its largest possible prob-
ability interval such that the overall set of sentences and probabilities remains consistent.
Complete solution (i.e., a procedure that can validate the consistency or show off the inconsistency and, in case of
consistency, provide the largest possible probability interval of an additional sentence that ensures the system to remain. All rights reserved.
. Jaumard), anderson_parreira@yahoo.com (A.D. Parreira).
air on the Optimization of Communication Networks and by an NSERC (Natural Sciences and Engineering
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(see, e.g., [7,1]). Georgakopoulos et al. [8] propose to apply column generation techniques for solving these linear programs
as it allows to reach the optimal solution with an implicit enumeration only of all the variables. Jaumard et al. [9] suggest
improvements to the solution scheme using column generation techniques, including in particular a generalization which
allows to encompass the conditional probabilities. They report experimental results that exhibit the efﬁciency of these tech-
niques for solving the probabilistic logic and entailment problems. In spite of the very high efﬁciency of those solution tools,
the artiﬁcial intelligence community has often criticized this solution approach as it does not provide insights on the reason-
ing made during the solution process: pivot operations of the linear programming algorithms are difﬁcult to interpret in
terms of combinations of logical sentences. Moreover, when the conclusion is that the set of probabilities is inconsistent,
no clue is given on a subset of logical sentences or on probabilities that play a key role in reaching such a conclusion.
Alternative solution methods have been explored by several authors. One of the key paper is due to Frisch and Haddawy
[10] whose approach proceeds by computing increasingly narrow probability intervals that contain the tightest entailed
probability interval. They call it anytime deduction as it can be stopped at any time to yield partial information on the largest
probability interval of an additional sentence, indeed an interval that is or includes the tightest entailed probability interval.
Their study includes both unconditional and conditional probabilities. However, they do not provide an explicit and well-
deﬁned procedure to perform this deduction. Moreover, they do not discuss the consistency issue. Hansen et al. [11] show
that one of the examples considered by Frisch and Haddawy is indeed inconsistent although their procedure does not detect
it. Examples provided show that their anytime deduction procedure does not provide the tightest probability interval bounds
when solving the probabilistic entailment problem, even on very small instances.
Another study with a strong focus on conditional probabilities is due to Amarger et al. [12]. They propose a constraint
propagation algorithm, of anytime deduction type, with two local inference rules built on previous works [13,14]. Although
much more scalable than linear programming tools, it is restricted to particular systems, and gaps were often observed for
the probability values.
Other close work is due to Lukasiewicz [15,16]. In [15], the author proposes a linear time probabilistic deduction scheme
for a particular case, i.e., conditional constraint trees which are indirected trees with basic events as nodes and with bidirec-
tional conditional constraints over basic events as edges between the nodes. In [16], Lukasiewicz presents a general algo-
rithm which integrates a whole set of inferences rules (with conditional probabilities) and which may detect
inconsistency. Lukasiewicz mentions that it improves on previous works but does not report any numerical results compar-
ing his algorithm with global approaches using linear programming tools.
Using previous work on the analytical solution of the probabilistic logic and entailment problems (see, [17]) in order to
guarantee locally complete inferences rules, we propose an explicit deductive method that, while it enables the follow-up of
the reasoning, allows the detection of inconsistency, and in case of consistency, computes an estimation, most of the time
exact in practice, of the interval probability of an additional sentence, as shown by the numerical results.
The paper is organized as follows: Statements of the probabilistic logic and probabilistic entailment problems are re-
called in the next section, together with a description of the numerical and analytical solutions previously proposed. In Sec-
tion 3, we describe the AD-PSAT anytime deduction algorithm, with two procedures to enhance the performance of its basic
version. In Section 4, we discuss some pathological examples. Section 5 presents an extensive computational comparison of
the AD-PSAT algorithm and some of its variants, with an exact solution scheme, PSATCOL, using column generation techniques
[9].2. Background on probabilistic logic and probabilistic entailment problems
2.1. Deﬁnitions
The probabilistic logic problem [8,17,1], also called probabilistic satisﬁability problem (or PSAT for short), is deﬁned by a
pair ðS; pÞ as follows. Let S ¼ fS1; S2; . . . ; Smg be a set of m logical sentences deﬁned on a set of n boolean variables
X ¼ fx1; x2; . . . ; xng with the usual operators _ (disjunction), ^ (conjunction) and – (negation or complementation). Let
p ¼ ðp1; p2; . . . ; pmÞ be a probability vector such that pi deﬁnes the probability that sentence Si is true, for all i ¼ 1;2; . . . ;m.
Let w ¼ ðw1;w2; . . . ;wmÞ be a truth assignment for S, where wi is equal to 1 if Si has value true, and to 0 otherwise. A
vector w 2 f0;1gm is a possible world if there exists a truth assignment over X which leads to w over S. Let W denote the
set of possible worlds and set k equal to jWj (note that k 6 2n).
Let p ¼ ðp1; p2; . . . ; pkÞ be a probability distribution onW, with 0 6 pj 6 1 ðj ¼ 1; . . . ; kÞ and
P
jpj ¼ 1. The set of logical sen-
tences and probabilities is consistent if, for each sentence Si, the sum of pj’s over all truth assignments wj that satisfy Si (i.e.,
wji ¼ 1) equals pi.
For a given set S of sentences, let A be anm kmatrix such that aij is equal to 1 if Si is true forwj, and equal to 0 otherwise.
This leads to the following linear system formulation of the probabilistic logic problem:ðPÞ
11 p ¼ 1
Ap ¼ p
pP 0
8><
>:
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vector p satisfying ðPÞ.
Let us assume that the probabilistic logic problem deﬁned by ðPÞ is consistent. Let Smþ1 denote an additional logical sen-
tence, with an unknown probability pmþ1. The probabilistic entailment [1] problem consists in determining the range
½pmþ1; pmþ1 of possible values for the probability pmþ1 such that ðS [ fSmþ1g; ðp; pmþ1ÞÞ is consistent.
Consider the objective function Amþ1p (with Amþ1 ¼ ðamþ1;jÞ, where amþ1;j is equal to 1 if Smþ1 is true for the possible word
wj and equal to 0 otherwise). The probabilistic entailment problem corresponds to the solution of the following linear
programs:ðPminÞ pmþ1 ¼minfAmþ1p : constraints of ðPÞgandðPmaxÞ pmþ1 ¼maxfAmþ1p : constraints of ðPÞgA natural extension of both problems has been proposed by Hailperin [18] in which probability intervals ½p; p are assigned to
the logical sentences instead of the single point probability value pi for i ¼ 1;2; . . . ;m. The model so obtained is often more
realistic in applications such as, e.g., medical or failure diagnosis, as the probability values p are often deﬁned by experts, and
therefore subjective. The width of the interval ½p; p then represents the conﬁdence of the experts in the measurement of the
uncertainty. From now on, we will only consider the probability interval version of the probabilistic logic and probabilistic
entailment problems. We will therefore use the following linear system formulation:ðPIÞ
11 p ¼ 1
p 6 Ap 6 p
pP 0
8><
>:for the probabilistic logic problem, and the linear programming formulations:ðPIminÞ pmþ1 ¼minfAmþ1p : constraints of ðPIÞgandðPImaxÞ pmþ1 ¼maxfAmþ1p : constraints of ðPIÞg
for the probabilistic entailment problem.
2.2. Numerical solution
The linear programs which expresses either the probabilistic logic or the probabilistic entailment problems have an expo-
nential number of variables in the size of the input. This led Nilsson [1] to conclude that only heuristics should be developed
for large problems, and he outlined a heuristic solution scheme based on maximum entropy. However, the state of the art
with column generation techniques allow today efﬁcient solution for such large problems (see [19–21] for basic references
on column generation). Kavvadias and Papadimitriou [22] ﬁrst proposed to explore those techniques, and further develop-
ments and generalizations were made by Jaumard et al. [9]. PSAT problems with up to 300 sentences and 140 variables were
solved in a couple of minutes using column generation techniques [9]. Column generation methods applied to the probabi-
listic logic problem consists in decomposing the initial ðPÞ problem in a master problem and a pricing one which are easier
to solve. Although the pricing problem is a NP-complete problem, as it corresponds to an unconstrained non-linear 0–1 opti-
mization problem, the critical issue for large instances is the solution of the master problem, i.e., a linear program (85% of the
computing times).
2.3. Analytical solution
Analytical solution has also been explored and Hailperin [18] was one of the ﬁrst author to investigate this issue. He notes
that an analytical expression of the lower and upper probability bounds of an additional event (i.e., logical sentence) to occur
can be obtained through the enumeration of the vertices of the dual of the linear program ðPIÞ. Each vertex is associated with
a linear expression in the probabilities pi of the events to occur. For given values of these probabilities, the lower (upper)
probability bounds of an additional sentence is the largest (smallest) value for all such expressions. Hansen et al. [17] have
completed Hailperin’s analysis with the generation of the consistency conditions which require the enumeration of the ex-
treme rays of the dual polyhedron again of program ðPIÞ. We brieﬂy recall those results below as they are needed to depict
the AD-PSAT scheme in Section 3.
The dual program of ðPIÞ can be written as follows, assuming the maximization of a dummy objective function 0p has
been added to ðPIÞ:ðDIÞ minfu0 þ ptuþ ptu0 : 11 u0 þ Atuþ Atu0 6 0; uP 0; and u0 6 0g
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combination of its extreme points and a linear combination of its extreme rays. Hansen et al. [17] obtained analytical expres-
sions of the consistency conditions for the point probability version of the probabilistic logic problem. It is easy to generalize
the results to the interval version.
Theorem 1 (Consistency conditions). The probabilistic satisﬁability problem ðPIÞ is consistent if and only if2 Notð1; p; pÞtr 6 0
for all extreme rays r of ðDIÞ.
Let us state the dual programs of ðPIminÞ and ðPImaxÞ
ðDImaxÞ maxfu0 þ ptuþ ptu0 : 11 u0 þ Atuþ Atu0 6 Amþ1p; uP 0; u0 6 0gandðDIminÞ minfu0 þ ptuþ ptu0 : 11 y0 þ Atuþ Atu0 P Amþ1p; u 6 0; u0 P 0g
Again, generalizing the results of Hailperin [18] to the interval version of the probabilistic entailment problem leads to
Theorem 2 (Optimal probability bounds). The best lower (upper) bound for pmþ1 is given by the following convex (concave)
piecewise linear function of the probability assignment:pmþ1ðpmþ1Þ ¼ max
j¼1;2;...;kmax
ð1; p; pÞt  kjmax ð¼ min
j¼1;2;...;kmin
ð1; p; pÞt  kjminÞwhere kjmaxðkjminÞ for all j represent the kmaxðkminÞ extreme points of ðDImaxÞ ðDIminÞ.
Those probability bounds can be shown to be the best possible bounds [17], and therefore can be used to deﬁne inference
rules which are sound and complete as we will see in Section 3.1 when deﬁning the so-called primitives.3. AD-PSAT: An anytime deduction algorithm
We describe here a new deductive approach, called AD-PSAT, for solving the probabilistic logic and entailment problems. It
is a sequential procedure in which, at each iteration, we examine the impact of a small subset of logical sentences (typically
one to three) together with the interval probability values of a small subset of variables (typically one to four), on the prob-
ability interval values of either a selected variable or a selected sentence. In other words, at each iteration, it tightens the
probability interval of a variable or of a sentence, and consequently deﬁnes a deductive approach corresponding to a sequen-
tial tightening procedure. Let us outline the AD-PSAT procedure in the next paragraph.
3.1. Outline of the AD-PSAT procedure
Given a set of logical sentences S ¼ fS1; S2; . . . ; Smg associated with probability intervals ½pSk ; pSk  for k ¼ 1;2; . . . ;m, and
deﬁned on a set of boolean variables X ¼ fx1; x2; . . . ; xng associated with probability intervals ½pi; pi for i ¼ 1;2; . . . ;n, AD-PSAT
outputs a tight probability interval ½pmþ1; pmþ1 for an additional sentence Smþ1, in such a way that the system ðS [ Smþ1; ½p; pÞ
where p; p 2 ½0;1mþ1, remains consistent. Note that, at the initialization, all variables for which no information is given on
their uncertainty are assigned the trivial [0,1] probability interval.
At the outset, we deﬁne a set of inference rules, called primitives, which consists of a small set of logical sentences to-
gether with probabilities for which the analytical solution is available. In other words, the set of primitives deﬁnes a set of
locally complete and sound inference rules. Let Si be a logical sentence with two or three literals. Let xk be one of the variables
appearing in Si, either as a positive literal ðxkÞ or a negative one ðxkÞ. The format of the ﬁrst set of primitives is as follows: an
analytical expression of the tightest possible probability interval for xk or xk, given probability intervals for Si and for the
other literals involved in Si. Other simple primitive examples can be found in Table 1.
Each time the algorithm AD-PSAT solves a probabilistic entailment problem PeððSkÞk2K ; SÞ2 associated with a primitive, not
only it generates the probability interval of the target sentence S, but it also provides the corresponding consistency conditions.
It then checks whether the problem PeððSkÞk2K ; SÞ is consistent; if not, it implies that the original probabilistic entailment prob-
lem ðPÞ is not consistent either, and the algorithm AD-PSAT stops.
As the AD-PSAT algorithm is iterating, probability intervals are tightened using the set of primitives and the current set of
probability intervals assigned to the literals and sentences. Indeed, AD-PSAT deﬁnes an order in which the primitives are ap-
plied in order to ﬁnd the tightest possible probability interval of an additional sentence with a minimum number of itera-
tions. AD-PSAT starts with the investigation of the additional sentence, i.e., it examines each of the variables it contains and
looks for the logical sentences that contains them. It next attempts recursively to improve the probability intervals of those
variables.e that some sentences may be unit sentences.
Table 1
Analytical solutions of logical systems made of a logical sentence with two literals
Primitives Probability assigned Consistency conditions Probability bounds
p0 x1 ½p1; p1 pi 6 1 i ¼ 1; S
S : x1 _ x2 ½pS; pS  pi P 0 i ¼ 1; S p2 ¼maxf0; pS  p1g
x2 p2? pi 6 pi i ¼ 1; S p2 ¼minf1; pSg
pS P p1
p1 x1 ½p1; p1 pi 6 1 i ¼ 1; S
S : x1 _ x2 ½pS; pS  pi P 0 i ¼ 1; S p2 ¼maxf0; p1 þ pS  1g
x2 p2? pi 6 pi i ¼ 1; S p2 ¼minf1; pSg
p1 þ pS P 1
p2 x1 ½p1; p1 pi 6 1 i ¼ 1; S
S : x1 _ x2 ½pS; pS  pi P 0 i ¼ 1; S p2 ¼maxf0;1 pSg
x2 p2? pi 6 pi i ¼ 1; S p2 ¼minf1;1þ p1  pSg
pS  p1 P 0
p3 x1 ½p1; p1 pi 6 1 i ¼ 1; S
S : x1 _ x2 ½pS; pS  pi P 0 i ¼ 1; S p2 ¼maxf0;1 pSg
x2 p2? pi 6 pi i ¼ 1; S p2 ¼minf1;2 p1  pSg
p1 þ pS P 1
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Consider the set of logical sentencesðP1Þ
S1 : x1 _ x2 ½pS1 ; pS1 
S2 : x2 _ x3 ½pS2 ; pS2 
S3 : x1 ½p1; p1
S4 : x3 ½p3; p3?
8>><
>>:and assume that, given S1; S2; S3, and their corresponding probability intervals, we are interested in the largest possible range
of the probability of S4  x3 such that the overall set of sentences and probability intervals is consistent. We associate the
trivial probability interval ½p2; p2 ¼ ½0;1 with the variable x2, as no information is given a priori on its uncertainty.
As the set fS1; S2; S3g of logical sentences is small, we can apply the analytical method described in Section 2.3 (i.e., prim-
itive p39 in Table A.5. We then obtain the following consistency conditions:p1 þ pS1 P 1; pS1 þ pS2 P 1and the optimal probability boundsp3 ¼maxfp1 þ pS1 þ pS2  2; 0g; p3 ¼minfpS2 ;1g
We now show that these consistency conditions and probability bounds can be also obtained using the sequential deductive
approach of the AD-PSAT algorithm. Consider ﬁrst the combination of the following sentences and probabilities: ðS1; ½pS1 ; pS1 Þ
and ðS3; ½p1; p1Þ, and use it to attempt to improve the probability interval ½p2; p2 of x2. Applying the analytical method (i.e.,
using primitive p1 from Table 1) on ðS1; ½pS1 ; pS1 Þ and ðS3; ½p1; p1Þ leads to indeed enhanced probability bounds for x2p2  maxfp1 þ pS1  1;0g and p2  minfpS1 ;1g
under the consistency conditionsp1 þ pS1 P 1
pi 6 1 i ¼ 1; S1
pi P 0 i ¼ 1; S1
pi 6 pi i ¼ 1; S1Consider now the combination of ðx2; ½p2; p2Þ and ðS2; ½pS2 ; pS2 Þ. Using again the analytical method of Section 2.3 (i.e., again
the primitive p1 from Table 1), we deduce some ﬁrst non-trivial probability bounds for x3:p3 ¼maxfmaxfp1 þ pS1  1; 0g þ pS2  1; 0g and p3 ¼minfpS2 ;1g
with the consistency conditionsp2 þ pS2 P 1
pi 6 1 i ¼ 1; S2
pi P 0 i ¼ 1; S2
pi 6 pi i ¼ 1; S2
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get p3 ¼ maxfp1 þ pS1 þ pS2  2;0g. In conclusion, p3 ¼ maxfp1 þ pS1 þ pS2  2;0g and p3 ¼minfpS2 ;1g. These last probability
bounds are exactly the same than those obtained by applying the analytic method directly on the overall set of sentences and
probabilities. Moreover, as p2 ¼minfpS1 ;1g, we deduce that p2 6 pS1 . Using the inequality p2 þ pS2 P 1, we are then able to
deduce the consistency conditions pS1 þ pS2 P 1 obtained with the single global application of the analytical method on the
original problem.
We thus conclude that using two smaller combinations of logical sentences, i.e., two probabilistic entailment problems
involving each time a single logical sentence containing two literals and one single variable, we have been able to reach
the same conclusions, both for the consistency conditions and the largest possible probability range. We next show that
the AD-PSAT algorithm allows the solution of probabilistic entailment problems using an ordered set of well-thought combi-
nations of a small number of sentences and variables, which we call set of primitives.
The AD-PSAT procedure is however incomplete in the sense that it does not always provide the best possible probability
bounds as it will be shown on particular sets of sentences and probabilities in Section 4. However, in many cases, AD-PSAT
is able to conclude on the consistency/inconsistency properly for the probabilistic logic problem and to obtain the tightest
probability intervals for the probabilistic entailment problems as illustrated by the computational experience in Section 5.
3.2. Primitives
The development of the deductive algorithm AD-PSAT has been restricted to PSAT instances with logical sentences containing
at most three variables. In such a case, only a limited set of primitives has to be considered, and they are described in Table 1
below, and Tables A.1–A.5 in Appendix A. They are divided as follows.
Table 1 primitives involving one sentence with two literals, and one literal, and the probability interval of one literal to be
deduced.
Table A.1 primitives involving one sentence with three literals, and two literals, and the probability interval of one literal
to be deduced.
Tables A.2 and A.3 primitives involving one sentence with four literals, and three literals, and the probability interval of
one literal to be deduced.
Table A.4 primitives involving two sentences with two literals each, and one literal, and the probability interval of one
literal to be deduced.
Table A.5 primitives involving two sentences with two literals each, and three literals, and the probability interval of one
literal or one sentence with two literals to be deduced.
Note that all analytical expressions of the entailed probability intervals are the best possible ones (i.e., the tightest ones)
according to [17], and that it would be easy to expand most of the primitives of Tables 1 and A.1–A.5 to systems with more
literals.
3.3. Algorithm AD-PSAT
We now describe in detail the algorithm AD-PSAT. Using the set of primitives described in the previous paragraph, it detects
whether a given instance ðS; p; pÞ is consistent and, in case of consistency, provide tight bounds on the probability interval of
an additional logical sentence Smþ1. Let us assume that sentences are written in CNF form, i.e., given an arbitrary sentence Sk,
it can be expressed as follows:Sk ¼
^
j2Jk
yj ¼
^
j2Jþ
k
xj
0
@
1
A ^ ^
j2Jk
xj
0
@
1
Awhere Jk denotes the indices of the literals involved in Smþ1, with J
þ
k the index set of the positive literals and J

k the index set of
the negative literals. We will denote the sets of variables involved in Sk as follows:Xk ¼ Xþk [ Xk where
Xþk ¼ fxj 2 X : 9j 2 Jþk such that yj ¼ xjg and
Xk ¼ fxj 2 X : 9j 2 Jk such that yj ¼ xjg:The AD-PSAT makes use of two procedures, EVAL_SENTENCE and EVAL_VAR that tighten the probability intervals of a sentence and of a
variable respectively. They correspond to the procedures 1 and 2 that are described below.
The AD-PSAT algorithm starts with the investigation of the tightening of the probability intervals of the variables of the addi-
tional sentence, through a call to EVAL_SENTENCEðSmþ1; ½pmþ1; pmþ1Þ. Once this tightening step is completed, AD-PSAT attempts to
tighten the probability interval of Smþ1 using the improved probability intervals of its literals. If, during an iteration, the prob-
ability interval of a variable xj is tightened, UPDATED_BOUNDS is set to.true.. It is an indication that it is worth investigating tight-
ening the probability intervals of the variables involved in the same sentences than xj through the use of appropriate
primitives. When AD-PSAT investigates the probability interval of a variable xj, MARK_VAR is set to.true., similarly for the sen-
tences that contains xj or xj. Once a variable or a sentence is marked, it is no more selected to bound tightening by AD-PSAT.
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Initialization
MARK_VARðxiÞ  .false. for all xi 2 X;
MARK_SENTENCEðSkÞ  .false. for all Sk 2 S;
UPDATED_BOUNDSðxiÞ  .false. for all xi 2 X;
Main iteration
EVAL_SENTENCEðSmþ1; ½pmþ1; pmþ1Þ;There are two possibilities for tightening the probability interval of a given logical sentence. Either, we ﬁrst tighten the
probability intervals of the literals deﬁning this sentence using primitives of Tables 1, A.1–A.4, and then we apply one of the
primitives of Table A.5 to tighten the probability interval of the sentence; or we directly attempt to tighten the interval prob-
ability of the sentence using primitives of Table A.5. We use the ﬁrst possibility as it led to signiﬁcant better bounds.
Procedure 1 EVAL_SENTENCEðSk; ½pSk ; pSk Þ
{* Tightening the probability interval of a logical sentence Sk *}
{* First, we attempt to tighten the probability bounds of the variables belonging to Sk *}
for all xj 2 Xk do
EVAL_VARðxj; ½pj; pj
end for
{* Next, we try to tighten the probability bounds of Sk itself *}
{* Recall that sentences are expressed in CNF *}
pSk  max pSk ;max
xj2Xþk
pj;max
xj2Xk
ð1 pkÞ
( )
pSk  min pSk ;
P
xj2Xk
ð1 pjÞ þ
P
xj2Xþk
pj
8<
:
9=
;The EVAL_VAR procedure not only tighten the probability intervals of some variables, but along its search for improved
bounds, updates the probability intervals of either other variables or even sentences.
Procedure 2 EVAL_VARðxj; ½pj; pjÞ
{* Tightening the probability interval of a literal by using the probability intervals of the logical sentence containing it *}
MARK_VARðxjÞ  .true. {* Initialization *}
{* Main Iteration *}
for each Sk 2 S such that yj 2 Yk and MARK_SENTENCEðSkÞ ¼ :false:
if for all yi 2 Yk n fxjg, MARK_VARðxiÞ ¼ :false: then
MARK_SENTENCEðSkÞ  :true:;
for all xi 2 Xk n fxjg do
{* Check if some variable probability intervals can be tightened *}
if UPDATED_BOUNDSðxiÞ ¼ :false: then
EVAL_VARðxi; ½pi; piÞ;
end if
end for
Consider the probabilistic logic problem Pe deﬁned by ðSk; ½pSk ; pSk Þ and ðxi; ½pi; piÞ for all xi 2 Xk n fxjg;
if Pe is inconsistent then
STOP: the initial system is inconsistent
else
Solve Pe probabilistic logic problem using the set of primitives in order to deduce a new interval probability ½pnewj ; pnewj  for xj;
if pj > pnewj or pj < p
new
j then
an inconsistency has been detected, STOP: the initial system is inconsistent;
end if
{* Check if probability bounds of xjhave been improved *}
if pj < pnewj then
set pj  pnewj and UPDATED_BOUNDSðxjÞ  :true:;
else
if pj > pnewj then
set pj  pnewj and UPDATE_BOUNDSðxjÞ  :true:;
end if
end if
{* No need to consider again Sk in order to improve further the probability bounds of xj *}
MARK_SENTENCEðSkÞ  :true:;
end if
end if
end for
MARK_VARðxjÞ  :false:;
{* Further bound tightening using primitives that include 2 sentences *}
EVAL_VAR_2SENTENCEðxjÞ
Procedure 3 EVAL_VAR_2SENTENCEðxjÞ
{* Evaluating the probability interval of a literal by taking two logical sentences into account *}
for all Sl such that yi 2 Y ‘ and j S‘ j¼ 2 do
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Consider the probabilistic logic problem ðPeðSk; Si; xjÞ) deﬁned by ðSk; ½pSk ; pSk Þ; ðS‘; ½pS‘ ; pS‘ Þ and ðxi; ½pi; piÞ for all xi 2 Xk n fxjg;
if Pe is inconsistent then
STOP: the initial system is inconsistent
end if
Solve probabilistic entailment problem using the set of primitives deﬁned in Table A.4 to determine the new interval probability
½pnewj ; pnewj  of xj;
if pj > pnewj or pj < p
new
j then
an inconsistency has been detected, STOP: the initial system is inconsistent;
end if
if pðiÞ < pnewi then
update Bounds ðxjÞ  true;
end if
if pj > pnewj then
update Bounds ðxjÞ  true;
end if
end for
end for4. A particular example
While we observed in the experimental results that it is not always necessary to consider primitives involving two sen-
tences, they however lead to tighter probability intervals, and more than that, they allow obtaining the tightest interval
bounds in some cases.We provide below one example onwhich the AD-PSAT algorithm fails to ﬁnd the tightest possible bounds.
Consider the following probabilistic entailment problem:ðI2Þ
S1 : x1 _ x2 _ x3 ½pS1 ; pS1 
S2 : x1 _ x2 _ x3 ½pS2 ; pS2 
S3 : x1 _ x2 _ x3 ½pS3 ; pS3 
S4 : x1 ½p1; p1
S5 : x2 ½p2; p2
S6 : x3 ½p; p?
8>>>><
>>>>:Let us show that there is a probability distribution such that the bounds obtained by the AD-PSAT procedure may not be
necessarily the tightest possible ones. Again, because the ðI2Þ problem has a small number of sentences, it can be solved
directly by the analytical method described in Section 2.3. We then obtain the following best possible bounds:p ¼ max pS1 þ pS3  p1  1; pS1 þ pS2  p2  1; pS1  p1  p2; p1 þ pS2  p2  pc; p1 þ pS2  p2  1; p2 þ pS3  p1  1; p2

þ pS3  p1  pS2 ;0
andp ¼ min pS1 þ pS3  1; pS3 ; pS1 ; pS2 ; pS1 þ pS2  1; pS2 þ pS3  1; pS1 þ pS2 þ pS3  2;1
 Let us now try to apply the AD-PSAT procedure where the two primitives p4 and p5 of Table A.1 are available. Using p4 prim-
itive and S1 lead to the following bounds:p ¼ maxfpS1  p1  p2;0g and p ¼minfpS1 ;1g
Applying the p5 primitive and S2 givep0 ¼max p; p1 þ pS2  p2  1
 
and p0 ¼min p; pS2
 Again, considering the p5 primitive and S3 give
p00 ¼maxfp0; p2 þ pS3  p1  1g and p00 ¼minfp0; pcgSo, the ﬁnal result providesp ¼ maxf0; pS1  p1  p2; p1 þ pS2  p2  1; p2 þ pS3  p1  1g and p ¼minfpS1 ; pS2 ; pS3 ;1g
which differ from the values obtained if we apply the analytic method directly on the whole set of sentences. Such problems
can occur for a certain probability distribution.
5. Computational experiments
Computational experience have been made in order to evaluate the performance of AD-PSAT for both the probabilistic logic
and the probabilistic entailment problems.
Table 2
Comparison of PSATCOL and AD-PSAT on inconsistent problems
n m cpu time l (s) % inconsistent problems found by AD-PSAT
PSATCOL AD-PSAT
250 100 0.2 < 103 100
250 200 0.9 < 103 100
250 300 1.9 < 103 100
250 400 68.7 < 103 100
Table 3
Comparison of PSATCOL and AD-PSAT with variations on consistent problems
Problems PSATCOL AD-PSAT
l cpu time l cpu time
p p lðsÞ r p p lðsÞ r
3v100x200x4v 0.000 0.704 2.8 0.433 0.000 0.750 0.003 0.0048
3v100x600x4v 0.000 0.603 139.6 32.55 0.000 0.748 0.008 0.0042
3v100x1000x4v 0.000 0.531 676.811 268.881 0.000 0.749 0.021 0.0031
4v200x500x4v 0.000 0.694 77.6 18.23 0.000 0.748 0.016 0.005
4v200x800x4v 0.000 0.632 384.6 151.88 0.000 0.747 0.025 0.005
4v200x1200x4v 0.000 0.579 1237.4 534.48 0.000 0.747 0.044 0.005
4v500x1500x4v 0.000 0.733 2802.8 509.41 0.000 0.749 0.089 0.006
2psat500x1000 0.000 0.750 590.5 128.28 0.000 0.750 1.2 0.07
2psat1000x2000 0.000 0.750 4899.8 810.73 0.000 0.800 4.9 0.24
2psat1000x2500 0.000 0.749 10364.6 1562.96 0.000 0.751 15.7 1.06
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spond to clauses (disjunction of literals) with at most four literals. Clauses with 1, 2, 3 and 4 literals are uniformly distrib-
uted, as well as positive/negative literals. Programs were implemented in C++ and tested on an Ultra-10 SUN SPARC computer.
We evaluate the efﬁciency of the AD-PSAT algorithm developed in the previous sections with the PSATCOL algorithm which
corresponds to an exact method solution using the column generation techniques (see Jaumard et al. [9]). The results of a
ﬁrst comparison are described in Table 2 on a set of inconsistent PSAT instances. Each line corresponds to the averages of
the computing times used by both procedures on a set of 10 randomly generated test problems withm sentences and n vari-
ables. For all the instances considered, AD-PSAT manages to detect the inconsistency whenever this is the case, with much
smaller computing times than the PSATCOL algorithm.
In Table 3, we present a computational comparison between PSATCOL and AD-PSAT on larger and consistent instances. Again
each line is associated with a set of 10 randomly generated instances with n variables andm sentences. We provide the aver-
age probability intervals found by each procedure, as well as the computing times (mean and standard deviation). The ﬁrst
set of instances corresponds to sentences with n ¼ 100 variables and m = 200–600 sentences, each containing four literals;
the additional sentence is a unit one. The second and the third sets are similar except for the additional sentence which has
two or three literals. The last set corresponds to probabilistic entailment instances with exactly two literals per sentence.
Again, we provide the average probability intervals and the computing times (mean and standard deviation).
For instances with two literals per sentence, both algorithms always ﬁnd the same probability intervals while small dif-
ferences for sentences with three literals. However, those differences appear only on the second or third decimals of the
probability values. For many applications on reasoning under uncertainty in expert systems, this is not meaningful and only
the ﬁrst decimal is of interest.
6. Conclusions
In conclusion, we can claim that the AD-PSAT algorithm ﬁnds very often the tightest possible probability bounds in a signif-
icant reduced computing time than PSATCOL. Moreover, AD-PSAT is also very efﬁcient in order to identify inconsistent instances:
even if there is no guarantee that AD-PSAT identiﬁes the inconsistent instances, it was always the case in practice. Last, we believe
that we have solved, by far, some of the largest instances for a reasoning under uncertaintymodel based on probability theory.
One open question is how the results would be modiﬁed for instances associated with an expert system, where the dis-
tribution, e.g., of variables would be quite different.
Another direction for future research would be to integrate conditional probabilities, and then the ﬁrst step would be to
generalize the analytical solution scheme of PSAT instances (see [17]) with conditional probabilities, in order to deﬁne some
primitives with conditional probabilities. One may however start with the inferences rules provided in some previous works
on inference mechanisms with conditional probabilities such as Lukasiewicz [16] or Amarger et al. [12].
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Analytical solutions of small logical systems, Part II
Primitives Probability interval Consistency conditions Probability bounds
p4 x1 _ x2 _ x3 ½pS; pS pi 6 1 i ¼ 1;2; S
x1 ½p1; p1 pi P 0 i ¼ 1;2; S p3 ¼ maxf0; pS  p1  p2g
x2 ½p2; p2 pi 6 pi i ¼ 1;2; S p3 ¼minf1; pSg
x3 p3? pS P p2
pS P p1
p5 x1 _ x2 _ x3 ½pS; pS pi 6 1 i ¼ 1;2; S
x1 ½p1; p1 pi P 0 i ¼ 1;2; S p3 ¼maxf0; p1 þ pS  p2  1g
x2 ½p2; p2 pi 6 pi i ¼ 1;2; S p3 ¼minf1; pSg
x3 p3? pS P p2
pS þ p1 P 1
p6 x1 _ x2 _ x3 ½pS; pS pi 6 1 i ¼ 1;2; S
x1 ½p1; p1 pi P 0 i ¼ 1;2; S p3 ¼maxf0; p1 þ p2 þ pS  2g
x2 ½pS; pS pi 6 pi i ¼ 1;2; S p3 ¼minf1; pSg
x3 p3? pS þ p2 P 1
pS þ p1 P 1
p7 x1 _ x2 _ xS ½p1; p1 pi 6 1 i ¼ 1;2; S
x1 ½p2; p2 pi P 0 i ¼ 1;2; S p3 ¼maxf0;1 pSg
x2 ½p3; p3 pi 6 pi i ¼ 1;2;3 p3 ¼minf1;3 p1  p2  pSg
x3 p3? p2 þ pS P 1
pS þ p1 P 1
p8 x1 _ x2 _ x3 ½pS; pS pi 6 1 i ¼ 1;2; S
x1 ½p1; p1 pi P 0 i ¼ 1;2; S p3 ¼maxf0;1 pSg
x2 ½p2; p2 pi 6 pi i ¼ 1;2; S p3 ¼minf1;2 p1  pS þ p2g
x3 p3? p1 þ pS P 1
pS P p2
p9 x1 _ x2 _ x3 ½pS; pS pi 6 1 i ¼ 1;2; S
x1 ½p1; p1 pi P 0 i ¼ 1;2; S p3 ¼maxf0;1 pSg
x2 ½p2; p2 pi 6 pi i ¼ 1;2; S p3 ¼minf1;1þ p1 þ p2  pSg
x3 p3? pS P p1
pS P p2
Table A.2
Analytical solutions of classical logical systems, Part IIIa
Primitives Probability intervals Consistency conditions Probability bounds
Primitive p10
x1 _ x2 _ x3 _ x4 ½pS; pS  pi 6 1 i ¼ 1;2;3; S
x1 ½p1; p1 pi P 0 i ¼ 1;2;3; S p4 ¼ maxf0; pS  p1  p2  p3g
x2 ½p2; p2 pi 6 pi i ¼ 1;2;3; S p4 ¼ minf1; pSg
x3 ½p3; p3 pS P p1; pS P p2
x4 p4? pS P p3
Primitive p11
x1 _ x2 _ x3 _ x4 ½pS; pS  pi 6 1 i ¼ 1;2;3; S
x1 ½p1; p1 pi P 0 i ¼ 1;2;3; S p4 ¼ maxf0; pS þ p1  p2  p3  1g
x2 ½p2; p2 pi 6 pi i ¼ 1;2;3; S p4 ¼ minf1; pSg
x3 ½p3; p3 pS P p2; pS P p3
x4 p4? pS þ p1 P 1
Primitive p12
x1 _ x2 _ x3 _ x4 ½pS; pS  pi 6 1 i ¼ 1;2;3; S
x1 ½p1; p1 pi P 0 i ¼ 1;2;3;4 p4 ¼ maxf0;1 p4g
x2 ½p2; p2 pi 6 pi i ¼ 1;2;3;4 p4 ¼ minf1; p1 þ p2 þ p3  p4 þ 1g
x3 ½p3; p3 pS P pi i ¼ 1;2;3
x4 p4?
Primitive p13
x1 _ x2 _ x3 _ x4 ½pS; pS  pi 6 1 i ¼ 1;2;3; S
x1 ½p1; p1 pi P 0 i ¼ 1;2;3; S p4 ¼ maxf0; pS þ p1 þ p4  p3  2g
x2 ½p2; p2 pi 6 pi i ¼ 1;2;3; S p4 ¼ minf1; p4g
x3 ½p3; p4 p1 þ pS P 1
x4 p4? p2 þ pS P 1;p3 6 pS
Table A.4
Analytical solutions of logical systems, Part IV
Primitives Probability assigned Consistency conditions p? Maximum of: p? Minimum of:
Primitive p32
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3 1 p3 p2
x1 _ x2 ½p2; p2 pi P 0 i ¼ 1;2;3 p1 þ p2  p3 p1 þ p2  p3
x1 _ x2 ½p3; p3 pi 6 pi i ¼ 1;2;3 p1 þ p2  1 1þ p1  p3
x2 p? p1 6 p3
p1 þ p3 P 1
p2 þ p3 P 1
Primitive p33
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3 0 p2
x1 _ x2 ½p2; p2 pi P 0 i ¼ 1;2;3 p2 þ p3  1 p3
x1 _ x2 ½p3; p3 pi 6 pi i ¼ 1;2;3 p2  p1 p2 þ p3  1
x2 p? p1 6 p2 p1 þ p3  1
p2 þ p3 P 1
p1 þ p3 P 1
Primitive p34
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3 1 p3 p2
x1 _ x2 ½p2; p2 pi P 0 i ¼ 1;2;3 p2  p1  p3 þ 1 2 p1  p3
x1 _ x2 ½p3; p3 pi 6 pi i ¼ 1;2;3 p2  p1 1þ p2  p1  p3
x2 p? p1 6 p2
p1 þ p3 P 1
p2 þ p3 P 1
Primitive p35
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3 1 p3 1
x1 _ x2 ½p2; p2 pi P 0 i ¼ 1;2;3 1 p2 2 p1  p2
x1 _ x2 ½p3; p3 pi 6 pi i ¼ 1;2;3 2 p2  p3 1þ p1  p3
x2 p? p1 6 p3 2 p2  p3
p1 þ p2 P 1
p2 þ p3 P 1
Table A.3
Analytical solutions of classical logical systems, Part IIIb
Primitives Probability intervals Consistency conditions Probability bounds
Primitive p14
x1 _ x2 _ x3 _ x4 ½p4; p4 p4 P p2; p4 P p3
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3;4
x2 ½p2; p2 pi P 0 i ¼ 1;2;3;4 p4 ¼maxf0;1 p4g
x3 ½p3; p3 pi 6 pi i ¼ 1;2;3 p4 ¼minf1; p2 þ p3  p1  p4 þ 2g
x4 p? p4 þ p1 P 1
Primitive p15
x1 _ x2 _ x3 _ x4 ½p4; p4 p4 þ pi P 1 i ¼ 1;2;3
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3;4
x2 ½p2; p2 pi P 0 i ¼ 1;2;3;4 p4 ¼maxf0;p1 þ p2 þ p3 þ p4  3g
x3 ½p3; p3 pi 6 pi i ¼ 1;2;3;4 p4 ¼minf1; p4g
x4 p?
Primitive p16
x1 _ x2 _ x3 _ x4 ½p4; p4 p4 P p3
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3;4
x2 ½p2; p2 pi P 0 i ¼ 1;2;3;4 p4 ¼maxf0;1 p4g
x3 ½p3; p3 pi 6 pi i ¼ 1;2;3;4 p4 ¼minf1; p3  p1  p2  p4 þ 3g
x4 p? p4 þ pi P 1 i ¼ 1;2
Primitive p17
x1 _ x2 _ x3 _ x4 ½p4; p4 p4 þ pi P 1 i ¼ 1;2;3
x1 ½p1; p1 pi 6 1 i ¼ 1;2;3;4
x2 ½p2; p2 pi P 0 i ¼ 1;2;3;4 p4 ¼maxf0;1 p4g
x3 ½p3; p3 pi 6 pi i ¼ 1;2;3;4 p4 ¼minf1;4 p1  p2  p3  p4g
x4 p?
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Table A.5
Analytical solutions of logical systems, Part V
Primitives Probability assigned Consistency conditions Probability bounds
Primitive p36
S1 : x1 _ x3 ½pS1 ; pS1  pi P 0 i ¼ 1;2;3; S1; S2 pS3 ¼maxf0; p1; p2; p1  p3;
S2 : x2 _ x3 ½pS2 ; pS2  pi 6 1 i ¼ 1;2;3; S1; S2 pS1 þ pS2  1;p3 þ pS1  1;
x1 ½p1; p1 pi 6 pi i ¼ 1;2;3; S1; S2 p1 þ p2  p4  p5 þ 1g
x2 ½p2; p2 pS1 þ pS2  p1  p2 6 1
x3 ½p3; p3 pi 6 pS2 i ¼ 2;3 p3 ¼minf1; p1 þ p2;
x1 _ x2 p? p1 6 pS1 p1 þ pS2 ; p2 þ pS1
pS1 þ pS5 P 1 p2 þ p3 þ pS1  pS2
p2 þ p3 P pS2 p1 þ pS2  p3  pS1 þ 1g
p3 þ pS1 6 1þ p1
Primitive p37
S1 : x1 _ x3 ½pS1 ; pS1  pi 6 1 i ¼ 1;2;3; S1; S2 p3 ¼maxf0; p2;1 p1;
S2 : x2 _ x3 ½pS2 ; pS2  pi P 0 i ¼ 1;2;3; S1; S2 pS2  p3; p3 þ pS1  1;
x1 ½p1; p1 pi 6 pi i ¼ 1;2;3; S1; S2 p4 þ p5  1;p2  p1  pS1  pS2 þ 2g
x2 ½p2; p2 pi 6 pS2 i ¼ 2;3
x3 ½p3; p3 pi þ pS1 P 1 i ¼ 1;3; S2 p3 ¼minf1; p2 þ p4,
S3 : x1 _ x2 pS3 ? p2 þ p3 P pS2 1þ p2  p1; pS2  p1 þ 1
p1 þ pS1 þ pS2  p2 6 2 p2 þ p3 þ pS1  pS3 ; pS2  p1  p3  pS1 þ 2g
p1 þ p3 þ pS1 6 2
Primitive p38
S1 : x1 _ x3 ½pS1 ; pS1  pi 6 1 i ¼ 1;2;3; S1; S2 p3 ¼maxf0;1 p1;1 p2;pS2  p3;
S2 : x2 _ x3 ½pS2 ; pS2  pi P 0 i ¼ 1;2;3; S1; S2 pS1 þ pS2  1;p3 þ pS1  1;
x1 ½p1; p1 pi 6 pi i ¼ 1;2;3; S1; S2 3 p1  p2  pS1  pS2 g
x2 ½p2; p2 p3 6 pS2
x3 ½p3; p3 pi þ pS1 P 1 i ¼ 1; S2;3 p3 ¼minf1;1þ pS1  p2;1þ pS2  p1;
S3 : x1 _ x2 pS3 ? p2 þ pS2 6 1 pS2  p1  p3  pS1 þ 2;
p2 þ pS2  p3 6 1 2 p1  p2;
p1 þ p3 þ pS1 6 2 p3 þ pS1  p2  pS2 þ 1g
p1 þ p2 þ pS1 þ pS2 6 3
Primitive p39
S1 : x1 ! x2 ½pS1 ; pS1  p1 þ pS1 P 1
S2 : x2 ! x3 ½pS2 ; pS2  pS1 þ pS2 P 1 p3 ¼maxf0; p1 þ pS1 þ pS2  2g
x1 ½p1; p1 pi P 0; i ¼ 1; S1; S2 p3 ¼minf1; pS2 g
x3 p3? pi 6 1; i ¼ 1; S1; S2
pi 6 pi; i ¼ 1; S1; S2
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