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Résumé
On s’intéresse aux systèmes régissant les écoulements de gaz permanents. L’utilisation des restes à ε-près
dans L2 justifie le développement des expressions divergentielles. On obtient que l’on peut paramétrer la
solution en fonction de la vitesse.
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1. Introduction
On s’intéresse à des systèmes régissant des gaz permanents qui s’établissent autour d’un
profil. Ces systèmes généralisent le modèle du « potentiel complet » décrivant les écoulements
transsoniques. Le modèle du « potentiel complet » consiste essentiellement à ramener la résolu-
tion du système régissant les écoulements à la recherche d’une fonction solution d’une équation
aux dérivées partielles non linéaire couplée à une inéquation. Cette dernière est obtenue à partir
du deuxième principe (voir [6] par exemple) en supposant a priori que les variables thermodyna-
miques sont de classe Ck (k adapté). Cette hypothèse n’est pas nécessairement assurée lorsque
des discontinuités (chocs) apparaissent.
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Ici nous considérons un système non linéaire d’équations aux dérivées partielles qui fait in-
tervenir directement les variables thermodynamiques, spécialement on ne suppose pas a priori
qu’elles sont de classe Ck .
Le système non-linéaire d’équations aux dérivées partielles et ses contraintes sont posés au
Paragraphe 2. On montre (Paragraphe 3) que l’introduction de restes à ε-près permet de jus-
tifier, aux restes près, le développement des expressions divergentielles. Il est montré que les
méthodes fonctionnelles de [5] et [6] permettent d’obtenir des solutions généralisées à ε-près :
Paragraphe 4. Une relation entre le système étudié et le modèle du potentiel complet est établie,
dans le Paragraphe 5, on obtient un paramétrage en fonction de la vitesse uniquement. Au Pa-
ragraphe 6, on introduit des zones elliptique et hyperbolique, et deux solutions explicites sont
construites. Les hypothèses d’origine mécanique sont données au Paragraphe 7.
Ce rapport complète et développe des résultats annoncés en [7].
2. Présentation des systèmes
Soit G l’ouvert borné limité par une frontière Γ de classe Lipschitz et le cercle Γ∞ de
centre O , de rayon R suffisamment grand et entourant Γ (voir Fig. 1) : où n est la normale
unitaire extérieure à G.
On cherche le uplet :
ρ: G → R,
v: G → R2,
T : G → R,
r: G → R,
s: G → R,
l: G → R
solution de :
divρv = 0,









− r = 0, (G)
divρ(s + r¯ Logρ − cv LogT )v = 0,
{divρsv} − r + l = 0,
(1.1)T
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où :
h = 0, (Γ )
h = ρ∞ · v∞ · n, (Γ∞)
avec :
v∞ = (v1∞,0)
devant satisfaire les contraintes :
0 < ρ0  ρ  ρ1 < +∞,
|v| 1,
0 < T0  T  T1 < +∞
(1.3)
(où : cp, cv, ρ∞, v1∞, ρ0, ρ1, T0, T1 sont des constantes données).
De plus :
l  0, (2)
r est à prendre le plus petit possible. (3)
3. Utilisation des restes à ε-près : relations entre expressions divergentielles et expressions
développées
Dans ce paragraphe, on introduit la notion de reste à ε-près pris au sens de [5,6] et nous
donnons des éléments de comparaison avec d’autres approches.
3.1. Cas de fonctions localement de classe C1
Plaçons nous au voisinage G1 d’une ligne de discontinuité Σ (voir Fig. 2).
Supposons que :
(ρ, v) ∈ (C1(G))3,
δ(ρv) · n = 0, (Σ).
Alors :
divρv = {∇ρ · v + ρ divv}, (G1 +Σ +G2)
Fig. 2.
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divρv = {divρv} + (δρv) · n.
Ici le développement de divρv nécessite d’introduire Σ et d’avoir des fonctions de classe C2 de
part et d’autre de Σ : ceci est en général difficile à assurer.
3.2. Cas de fonctions de L2
Indépendamment de Σ , supposons que :
(ρ, v) ∈ (L2(G))3
alors :
divρv = (∇ρε · vε + ρε divvε)+ divηε
où :
ηε|0  ε (4)
résulte de :







Bien que l’on soit dans L2, (4) justifie, à ε-près, le développement de divρv, ce qui peut s’appli-
quer aussi aux autres équations de (1.1).
3.3. Relation avec la méthode des éléments finis
Considérons par exemple le problème aux limites :{−u = f, (G)
u = 0, (∂G)
de solution u ∈ H 10 (G), f ∈ L2(G).
Soit uh une approximation de u fournie par la méthode des éléments finis avec estimation
d’erreurs. On a :
−uh = f + div∇(u− uh),
−uh = f + divηh
où :
|ηh|0  ε(h).
On retrouve la notion de reste à ε-près considérée en (4). Ceci montre que même dans des cas plus
simples que celui du système (1), les restes à ε près introduits au Paragraphe 3.2 sont présents.







ϕ(x)dx = 1 et
∫
B(O,1)
xiϕ(x)dx = 0, i ∈ {1,2}
}
.
A ε fixé, (ρε, vε) est représenté par :









; ϕ ∈ A1.
On a :
(ρ, v) ≈ (ρ¯ε, v¯ε) (5)
(≈ : égalité dans l’algèbre de [1]) c’est-à-dire :
(ρ − ρ¯ε,ψ)0 → 0, et
(v − v¯ε,ψ)0 → 0 (∀ψ ∈ D).
Néanmoins on ne peut pas déduire de (5) que :
divρv ≈ ∇ρ¯ε · v¯ε + ρ¯ε div v¯ε.
4. Cadre fonctionnel et utilisation de quasi-minima
4.1. Cadre fonctionnel
Le uplet : u = (ρ, v,T , r, s, l)
est cherché dans l’espace : U = (L2(G))6 ×H−1(G).
Lorsque ρv est localement C1, on a l’identité :
divρv ⊗ v = (divρv)v + ρ
{





On en déduit que, lorsque l’on ne considère que le système (1), on obtient une solution donnée
par la :
Proposition 1. Supposons que :
Γ ∈ C1,μ(G) (6)
et que l’origine O est entourée par Γ (voir Fig. 1).
Introduisons la solution Φ ∈ H 1(G) de :
Φ = 0, (G)
∂nΦ = h, (∂G)
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h = 0, (Γ )
h = v∞.n, (Γ∞).
Si :
Γ,R,ν1∞ sont tels que : |∇Φ|∞,G¯  1 (7)
alors :























s = cv LogT ,
l = r
T
− ρ∞ div sv
est solution de (1).
Remarque. La solution donnée à la Proposition 1 correspond à une solution parmi toutes celles
du système (1).
Dans la même famille de solutions, avec (v,T ) donnés dans la Proposition 1, on peut consi-
dérer plus généralement les fonctions s telles que :
div(s −Cv LogT )v = 0.
























on obtient la condition (7). Pour R assez grand, on obtient : v1∞  1/2.
Dans la suite de ce paragraphe, on suppose (6) et (7) et on s’intéresse à l’approche de (1)–(3)
par des méthodes fonctionnelles.
Pour donner un sens aux termes non linéaires de (1.1), on introduit les prolongements :
R
θab−→R,
x → a, si : x  a,
x → x, si : a  x  b,
x → b, si : b x,
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0 < a < b,
R+ χ−→R,
x → 1, si : 0 x  1,
x → 0, si : 1 x.
Pour simplifier l’écriture, les fonctions :
θρ0,ρ1(ρ), χ(v
2)v, θT0,T1(T )
sont notées : θ .
Considérons les problèmes aux limites :⎧⎨
⎩
wh ∈ H 1, (G)
−wh = 0, (G)
∂nwh = h, (∂G)
wr ∈ H 10 (G),
−wr = r, (G)




wl ∈ H 10 (G),










2 + cpθ(T )
)
v + ∇wr









S :U → V.
Appliquons la formule de Green généralisée, la résolution de (1.1), (1.2) devient :
(∃?u ∈ U) : PWS(u) = 0 (8)
où :
W = ∇H 1(G)× (∇H 10 (G))6.
Considérons :
x+ = max(x,0), x ∈ R,




;χ ∈ H 10 (G)
}
, l ∈ H−1(G).
On a :
(x+ = 0) ⇔ (x  0),([l]+ = 0)⇔ ((l, χ)0  0(∀χ ∈ H 10 (G) : χ  0)).
Ce qui ramène (1.3) et (2), aux égalités :
(ρ0 − ρ)+ = 0,
(ρ − ρ1)+ = 0,(|v|2 − 1)+ = 0,
(T0 − T )+ = 0,
(T − T1)+ = 0,
[l]+ = 0.
Remarque. Si l’on n’utilise pas les prolongements θ , on perd la structure d’espace vectoriel
de U . Par exemple, pour le terme dans la 4ème équation de (1.1), on est conduit à chercher ρ tel
que :
ρ ∈ Lp(G), Logρ ∈ Lq(G), p  1, q  1.
4.2. Utilisation de quasi-minima
Les conditions (1.3), (2) et (8) sont prises en compte en introduisant :
J (u) = |r|20 + [l]+,
F (u) = ∣∣PWS(u)∣∣V +H(u)
où :
H(u) = ∣∣(ρ0 − ρ)+∣∣0 + ∣∣(ρ − ρ1)+∣∣0 + ∣∣(|v|2 − 1)+∣∣1 + ∣∣(T0 − T )+∣∣0 + ∣∣(T − T1)+∣∣0.
Pénalisons les contraintes sur F . Considérons :
K = {u ∈ U ;F(u) = 0},
mK = inf
{
J (u);u ∈ K},






Des résultats de [5,6], on obtient la :
Proposition 2. Sous les hypothèses (6) et (7), on a :
mn → mK,
J (un)m+ ε, (9.1)
F(un) ε (9.2)
lorsque : n → ∞.
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déduit que K a un sens.
La relation (9.2) est une résolution à ε près de (1) alors que (9.1) réalise au mieux (2) et (3).
La Proposition 2 est une résolution globale à ε près de la minimisation de J dans K .
L’utilisation de PW peut être évitée en considérant la distance de S(u) à WT .
Une autre approche peut être obtenue par la substitution :
J → F,
F → J,
alors (2) et (3) sont résolus à ε près et (1) est réalisée au mieux.
Dans F ou dans J , on peut éventuellement adjoindre d’autres conditions aux limites corres-
pondant aux Éqs. (1.1) conduisant à remplacer dans W l’espace H 10 (G) par des sous-espaces de
H 1(G).
5. Le cas des écoulements irrotationnels et de la loi de Laplace
Supposons l’écoulement irrotationnel et utilisons la loi de Laplace (voir Paragraphe 7). Dans
ces conditions la deuxième équation de (1.1) est remplacée par :
rotv = 0, (10)







Introduisons un prolongement adapté (voir [10,11]) g ∈ C1(R) de ρ au delà de (1 − α), où :
α > 0 suffisamment petit. En utilisant les mêmes arguments qu’au Paragraphe 3.2, on a [6] la :
Proposition 3. Soit ε > 0, le problème aux limites :
div
(
g(v2)v − η)= 0,
rotv = 0, (G)
(gv − η) · n = h, (∂G)
(12)
avec |η|0  ε a une solution v ∈ (C1(G))2.
Remarque. Lorsque η = 0, (12) est le modèle du potentiel complet avec :
v = ∇Φ où Φ :G → R.
Une relation entre (1) et (12) est donnée par la :
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ρ = g(v2),
v,


















satisfait (1) à ε près ; c’est-à-dire :
div
(
g(v2)v − η)= 0,{









− r = 0,
divg
(









De plus si :
|v| 1 − α.
Alors :








satisfait (1)–(3) à ε-près.
Cette proposition s’obtient en reportant les expressions de (13) dans (1)–(3).
Remarque. Dans la région où : |v|  1 − α, on a substitué ρ par g et (2) n’est plus assurée :
[l]+ n’est pas nécessairement nul ; on n’obtient qu’une approche du deuxième principe de la
thermodynamique. Néanmoins, (2) est assurée dans la région où |v| 1 − α.
Parfois (voir par exemple [2–4,6]) la modélisation des systèmes (1), (2), (3) est réduite à :{divρv = 0, (G)
rotv = 0, (G)
ρv · n = 0, (∂G)
J.-S. Le Brizaut, M. Pogu / Bull. Sci. math. 130 (2006) 661–674 671et
divv  C, (G)
où C est une constante. Cette inéquation est obtenue à partir du deuxième principe de la thermo-
dynamique lorsque l’on fait l’hypothèse a priori : ρ, v,T , r, s, l sont des fonctions suffisamment
dérivables. Le remplacement de cette inéquation par (2), (3) et l’utilisation en (13), (14) de restes
à ε-près permettent d’éviter cette hypothèse a priori.
6. Introduction de zones elliptique et hyperbolique : constructions de solutions













Comme en [12], introduisons une partition de G en G1 et G2, destinée à représenter les zones
hyperbolique et elliptique :{
x ∈ G; |v| vc
}
, zone hyperbolique,{
x ∈ G; |v| vc
}
, zone elliptique.




(|∇Ψ |2)+ 1G2k2(|∇Ψ |2)]∇Ψ = 0, (G) (15)
avec :
Ψ = l, (∂G)
où :
l = 0, (Γ )




v = [1G1k1(|∇Ψ |2)+ 1G2k2(|∇Ψ |2)] t∇Ψ
satisfait (11) exactement (ε = 0) ; ceci est valable quelque soit la partition.
Soit ε > 0, en procédant comme en [10] on obtient, par prolongement de k1 à l’extérieur de
[ε, tc − ε] (de k2 à l’extérieur de [0, tc − ε]), des solutions à ε près de (15) selon les partitions.
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v = 0, (G2)
satisfait :
divρ(v)v = 0, (G)
rotv = 0,
ρ(v2)v · n = 0, (∂G).
Les frontières entre G1 et G2 sont données par des cercles centrés en O .














div(ρv − η) = 0,
rotv = 0, (G)
ρv · n =
{
ξ · n, (Γ )
ρ∞v∞ · n, (Γ∞)
avec :
|η|0  ε,
|ξ |0  ε.
Les frontières entre G1 et G2 sont données par les équations :








où λ est une constante.
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Pour sélectionner les solutions on peut utiliser les conditions de [12].
7. Compléments sur les hypothèses d’origine mécanique
On considère l’écoulement plan permanent d’un gaz autour d’un profil P de frontière Γ . La
vitesse v est prise :
– tangente à Γ ,
– uniforme à l’infini : (v → v∞ = (v1∞,0)) quand (|x| → +∞).
Cette dernière condition est ramenée à distance finie sur un cercle Γ∞.
On obtient (1.2).
Introduisons : (voir par exemple [8] et [11])
ρ la masse volumique,
Σ le tenseur des efforts intérieurs,
e l’ énergie interne,
r le taux de chaleur volumique,
q le taux de chaleur surfacique,
s l’entropie.
On suppose que le fluide est parfait :
Σ = −p1 (où p est la pression) (16)
le fluide est sous forme de gaz parfait :
p = r¯ρT (r¯ = cp − cv), (17)
q = 0. (18)
On applique la loi de Joule :
e = cνT (où cν est une constante donnée). (19)
La puissance réversible est :
ω¯ = p
ρ2
∇ρ · v. (20)
Reportons (16)–(20) dans le système général régissant les milieux continus, on obtient (1.1). Les
contraintes de bornes (1.3) sont usuelles. La condition (3) signifie que l’on souhaite : r ≈ 0.
7.1. Utilisation de la loi de Laplace
Elle s’énonce (voir [11] par exemple) :
p = Aργ , A > 0.
Tenant compte de l’hypothèse des gaz parfaits on a :
T = Aργ−1.
r¯
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après normalisation.
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