We investigate the electromagnetic properties of a two-dimensional ͑2-D͒ photonic-crystal array of vertical cavities for use in nonlinear optical image processing. We determine the 2-D photonic band structure of the array, and we discuss how it is influenced by the degree of interaction between cavities. We study the properties of defects in the 2-D lattice and show that neighboring cavities interact through their overlapping wave functions. This interaction can be used to produce nearest-neighbor nonlinear Boolean functions such as AND, OR, and XOR, which are useful for optical image processing. We demonstrate the use of 2-D photonic bandgap structures for image processing by removing noise from a sample image with a nearest-neighbor AND function. © 1998 Optical Society of America OCIS codes: 070.4340, 100.2000, 100.2550 Most optical image-processing systems use linear elements such as lenses, gratings, and masks to perform transformations on images. These can be used to carry out many important functions, such as the Fourier transform of an image, the correlation of two images, various types of spatial filtering, and other linear operations. 1 Since these devices operate on an entire image at once, they exploit the inherently parallel nature of optical image-processing systems. However, many operations require nonlinear functions that cannot be achieved without a nonlinear device. 2 Such operations are often accomplished with a digital computer, in which the nonlinear elements are transistors. Unfortunately, this method requires the image to be processed pixel by pixel and lacks the speed and parallelism of an optical imageprocessing system. We found that a two-dimensional ͑2-D͒ photoniccrystal 3-8 array of vertical cavities can be used to implement several nonlinear functions that are useful for optical image processing. The cavities interact with each other through their overlapping wave functions, resulting in coupling between neighbors. For defining an image on the array, some of the cavities are altered, causing a shift in their resonant frequencies. As a result of intercavity coupling, however, the magnitude of the frequency shift depends on not only the state of the cavity but also on the states of its neighbors. This effect is used to create nonlinear functions between neighboring cavities including AND, OR, and XOR ͑exclusive OR͒. We applied this idea to demonstrate a noise-removal process on a sample image by using a nearest-neighbor AND function.
Most optical image-processing systems use linear elements such as lenses, gratings, and masks to perform transformations on images. These can be used to carry out many important functions, such as the Fourier transform of an image, the correlation of two images, various types of spatial filtering, and other linear operations. 1 Since these devices operate on an entire image at once, they exploit the inherently parallel nature of optical image-processing systems. However, many operations require nonlinear functions that cannot be achieved without a nonlinear device. 2 Such operations are often accomplished with a digital computer, in which the nonlinear elements are transistors. Unfortunately, this method requires the image to be processed pixel by pixel and lacks the speed and parallelism of an optical imageprocessing system.
We found that a two-dimensional ͑2-D͒ photoniccrystal [3] [4] [5] [6] [7] [8] array of vertical cavities can be used to implement several nonlinear functions that are useful for optical image processing. The cavities interact with each other through their overlapping wave functions, resulting in coupling between neighbors. For defining an image on the array, some of the cavities are altered, causing a shift in their resonant frequencies. As a result of intercavity coupling, however, the magnitude of the frequency shift depends on not only the state of the cavity but also on the states of its neighbors. This effect is used to create nonlinear functions between neighboring cavities including AND, OR, and XOR ͑exclusive OR͒. We applied this idea to demonstrate a noise-removal process on a sample image by using a nearest-neighbor AND function.
Our experiments were performed in the microwave regime for simplicity, but one can extend the results to optical wavelengths by scaling the dimensions of the structure. The cavities consist of alternating layers of acrylic and polystyrene foam. The acrylic layers have an index of refraction of 1.6, and the polystyrene foam has an index of refraction roughly equal to unity. They are cut to a thickness of 0.32 and 0.52 cm, respectively, so that the thickness of each layer corresponds to one quarter of a wavelength at a frequency of 14.5 GHz. Ten periods of alternate layers are stacked to form a Bragg mirror. An additional quarter wavelength of foam is then inserted into the center of the stack to form a resonant cavity.
Our array is made up of a triangular lattice of these vertical cavities. We chose a triangular lattice since that is the most intuitively natural geometry in two dimensions; however, the square lattice of vertical cavities 6 also produces interesting results. Each cavity measures 3.81 cm from side to side and is hexagonally shaped to fill 2-D space perfectly. Foam spacers with a width of 0.3 cm are used to separate the cavities laterally. The entire array is held be-tween two acrylic support plates measuring 2.5 cm thick. Roughly 40 cavities make up our sample, a section of which is shown in Fig. 1 .
Because of the lateral periodicity the array of cavities forms a 2-D photonic crystal. To determine the nature of the interaction between the cavities, we investigated the 2-D photonic band structure of our lattice. We performed measurements using a Hewlett-Packard Model 8720 network analyzer with horn antennas for transmitting and receiving. The structure was placed between the transmitting and receiving antennas and rotated with respect to the incoming waves. The waves had a large wavevector component k Ќ that was perpendicular to the plane of the lattice, as indicated by the arrows in Fig.  1 . The rotation produced a small parallel component k that lay within the plane of the array. We constructed the 2-D photonic dispersion relation by measuring the resonant frequency of the cavities as a function of k . In most research on 2-D photonic crystals the waves travel entirely in the plane of the 2-D lattice. Here the wave vectors were directed primarily perpendicular to the lattice with only a small parallel component, as in the research conducted by Birks et al. 7 on optical-fiber photonic crystals.
One can see the evolution of the band structure by measuring the dispersion relation with and without the foam spacers between the cavities. Without the spacers the cavities are packed tightly together. The structure exhibits a 1͞cos͑͒ relation between the resonant frequency and k , as shown in the solid curves in Fig. 2 . This can be regarded as the emptylattice scenario. When small foam spacers are included between the cavities the frequencies are the same, except that gaps appear near the edges of the Brillouin zone. The gaps, centered around 15 GHz, separate the dispersion curve into energy bands, as indicated by the filled and open circles in Fig. 2 . The width of the bands is a measure of the degree of interaction between the cavities, analogous to the overlap integral 9 in an atomic-crystal lattice. With 0.3-cm spaces between cavities the lowest band has a width of approximately 300 MHz.
In a triangular lattice the electromagnetic interaction between the cavities is particularly complicated. For example, a triangular lattice exhibits frustration 10 , which is absent in a square lattice. Frustration occurs when geometry forbids each lattice point from becoming polarized opposite to all its neighbors at the same time. Nonetheless, the nearly freephoton model can be used to determine the energy levels and corresponding electric fields at certain symmetry points in the Brillouin zone. At point L, for example, in the Brillouin zone inset in Fig. 2 , the incident wave is coupled to an opposing wave that is reflected from the nearest point in the inverse lattice. The resulting standing waves form two energy levels corresponding to an air band and a dielectric band. 5 In real space the dielectric band includes states in which the peak electric field occurs in the center of the cavities, whereas in the air band the cavities sit on the nodes of the standing waves. Both s-and p-polarization states are possible, so each of these levels is doubly degenerate, and there is no mixing between polarization states.
At point H the situation is more interesting. In addition to the incident wave, there are two nearby points in the reciprocal lattice that contribute reflected waves. There are also two polarization states for a total of six interacting waves. Again, the nearly free-photon model can determine the relative amount of coupling between each wave. The various coupling constants form the basis of an eigenvalue problem that yields the energy levels and related electric field patterns. There are four energy levels at point H and the middle two are each doubly degenerate. The lowest is the swirl pattern shown in Fig. 3͑a͒ , which is entirely s-like. The highest is the p-like hedgehog pattern of Fig. 3͑b͒ . The four remaining modes associated with the two middleenergy levels have a mixture of both s and p characteristics. Experimentally the mixed nature of these states is confirmed by the observation of finite transmission peaks at point H that are seen when the transmitting and receiving antennas are cross polarized. Not all energy levels at point H are observed, but this may be because some modes do not couple well to free space. Until now we have described the properties of a homogeneous array in which all the cavities are identical. To perform useful functions, however, we must introduce defects into the lattice, making some of the cavities different. We now describe the properties of such defects and their relation to the bandstructure analysis given above. A defect is created by the alteration of the resonant frequency of one of the cavities. We do this by inserting an additional 0.16 cm of acrylic into the center of the cavity and removing an equal amount of foam to keep the overall layer spacing the same. This raises the effective index of refraction of the cavity and therefore lowers its resonant frequency. The frequency shift is sensitive to the exact location of the additional layer since the mode intensity varies along the length of the cavity. We place the additional layer of acrylic near the center of the cavity for maximum frequency shift. For the following experiments we also remove the foam spacers from between the cavities to maximize the degree of interaction.
If one cavity is altered and the rest of the array is left unchanged, that cavity experiences a frequency shift of approximately 750 MHz, indicated in Fig. 2 by the upper solid horizontal bar. The length of the bar is meant to show that the localized state takes up a large area of k space. Since the frequency shift is much larger than the width of the lowest energy band, we can conclude that the state is well localized to the altered cavity. If two neighboring cavities are altered, however, the pair will experience a greater frequency shift of approximately 850 MHz, indicated in Fig. 2 by the slightly lower horizontal bar. Thus two altered cavities next to each other will have a different resonant frequency than either one would have by itself. If all the cavities in the structure are altered, the resonant frequency of the array shifts downward by 1.1 GHz. In this case the entire band structure is shifted downward, indicated by the lower set of solid curves in Fig. 2 .
We found that the resonant frequency of a particular cavity depends on its surroundings. This is because the mode of each cavity extends slightly into adjacent cavities, resulting in a coupling between nearest neighbors. In general, if two identical resonators are allowed to interact, they generate two new frequencies, one higher and one lower, centered around the original frequency of the resonators. This effect is seen in many examples, such as the bonding and antibonding modes of diatomic molecules or in metallic photonic bandgap structures with two interacting defects. 8 In the case of coupled vertical cavities the interaction generates a lowfrequency symmetric mode and a higher-frequency antisymmetric mode. We detect only the symmetric mode, however, because we are illuminating the structure at normal incidence. Thus the interaction manifests itself as a downward frequency shift, causing two adjacent altered cavities to resonate at a lower frequency than one isolated altered cavity. This interaction between neighboring cavities can be used to perform several important nonlinear image-processing functions. If a single isolated cavity is altered it resonates at a certain frequency, but if one of its neighbors is also altered both cavities resonate at a slightly lower frequency owing to their interaction. If we measure the transmission at this lower frequency, we obtain the AND function between the two cavities. Both neighboring cavities must be altered to detect transmission at the proper frequency. This could be accomplished with a narrowband filter that selects for the two-cavity resonance. We can also produce the XOR function by using a different filter with a passband at the single-cavity resonance. In this way we detect only transmission if one isolated cavity is altered but none of its neighbors. Furthermore, if we use a filter with a wide passband that includes both frequencies we generate the OR function. We would then detect transmission either if an isolated cavity is altered or if two neighboring cavities are altered. These functions are slightly different from the usual Boolean functions of the same names because they are carried out in a 2-D lattice. Each operation is actually a function of the state of each cavity and all six of its nearest neighbors.
The results described above can be used to produce important optical image-processing functions. We demonstrate this by using the nearest-neighbor AND function to remove noise from a sample image. Fig.  4͑a͒ shows an image of the number 7 with some pepper noise added in the form of two erroneous black pixels. Pepper noise appears as black spots on a white background, as opposed to salt noise, which is white spots on a black background. 11 The black shading in Fig. 4͑a͒ denotes which pixels have had their resonant frequencies lowered in our verticalcavity array. We measured the transmission spectrum of each cavity by placing the receiving horn against the acrylic support plate on the front of our structure. Figure 4͑b͒ shows the results of transmission measurements at the frequency corresponding to altered pixels with several nearest neighbors altered. This criterion applies to most of the pixels in the number 7 but not the noise pixels, because they are isolated. Black shading is used in Fig. 4͑b͒ to denote the pixels with transmission greater than Ϫ12 dB within the selected frequency range. Note that the single, isolated, altered cavities do not appear because they resonate at a slightly higher frequency. We effectively removed the pepper noise from the image by using the electromagnetic interaction between the cavities. Figure 4͑c͒ shows the transmission at the frequency of the single-cavity resonance. The noise pixels appear in this image, as expected, because they are isolated cavities. The pixels at the ends of the number 7 also showed a small amount of transmission at both frequencies. The end pixels have only one nearest neighbor that is altered, so their transmission spectrum appears slightly different from the other pixels in the image.
We also attempted to use this technique to remove salt noise, or white spots on a black background. We did this using an entire array of altered cavities and several isolated unaltered cavities. The band structure of this array is the lower set of solid curves in Fig. 2 , which is shifted downward because the bulk of the array was altered with an extra acrylic layer. The single unaltered cavity with its higher resonant frequency attempts to create a defect state above the bottom of the energy band. However, states already exist at this higher frequency since the energy band of the lattice extends upward. These higher states are waves with large lateral wave vectors traveling in the bulk of the lattice. As a result there is strong coupling between the mode of the isolated, unaltered cavity and the bulk. The mode therefore has a low Q factor and is not detected in transmission measurements. This represents an interesting asymmetry between the two types of cavities. Black shading indicates which cavities have been altered with an extra layer of acrylic. ͑b͒ The nearest-neighbor AND function has removed the pepper noise, leaving the image of the number 7 intact. Black pixels are those with a transmission of more than Ϫ12 dB within a narrow frequency range. ͑c͒ Measuring at a higher frequency allows one to detect the single-cavity resonance associated with pepper noise. The end points of the number 7 also have some transmission at this frequency.
In conclusion, we have presented the 2-D band structure of a triangular array of vertical cavities. We have introduced defects into the lattice in the form of cavities that were altered by a slight increase in the dielectric constant to produce a downward shift in the resonant frequency. We have shown that these defects produce localized states below the energy band of the lattice. Furthermore, we have found that these altered cavities interact with each other to produce nonlinear Boolean logic functions. Specifically, nearest-neighbor AND, OR, and XOR functions have been described. Finally, we have demonstrated an important image-processing transformation by removing pepper noise from a sample image. We have also found an interesting asymmetry between lowfrequency altered cavities and higher-frequency unaltered cavities, owing to the relative locations of the energy band and the defect state involved. The vertical-cavity array has been shown to be a useful image-processing element that can produce nonlinear logic functions with the inherent speed and parallelism of optical image-processing systems.
