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Abstract
This article gives a short introduction to the theory of Gro¨bner bases in a class of rings, which includes
rings of differential operators and polynomial rings over commutative noetherian rings. A definition of
reduced Gro¨bner bases for these rings is proposed.
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1. Introduction
Some years after the publication of B. Buchberger’s fundamental paper on Gro¨bner bases for
ideals in commutative polynomial rings over fields (Buchberger, 1970) W. Trinks published a
natural generalization to polynomial rings over commutative noetherian rings (Trinks, 1978). He
translated in a natural way the notions of S-polynomial and of reduction from the field case to
the ring case. This approach is very near to the case of coefficient fields if one considers only
principal ideal domains instead of general noetherian rings (Pauer and Pfeifhofer, 1988). Another
access to Gro¨bner bases over rings was proposed in Buchberger (1984), Kandri-Rody and Kapur
(1988), Mo¨ller (1988) and Pan (1988). The difference between these two approaches can be well-
illustrated by the following example: a Gro¨bner basis of the ideal generated by 2x1 and 3x2 in
Z[x1, x2] is {2x1, 3x2} according to Trinks (1978) and {2x1, 3x2, x1x2} according to Buchberger
(1984). Since then a lot of results on Gro¨bner bases over rings have been obtained and good
presentations in text books are available (e.g. in Adams and Loustaunau (1994), Chapter 4).
There are many reasons to study Gro¨bner bases in polynomial rings over a ring, here is one of
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them: In order to speed up the computation of Gro¨bner bases over the field of rational numbers,
one can try to use residue-class methods and thus one has to study Gro¨bner bases over Z,Zp,
and Zp` (see e.g. Pauer (1992)).
Gro¨bner bases in (non-commutative) rings of differential operators (e.g. the Weyl-algebra)
were introduced in Galligo (1985) and Castro (1987). Motivated by problems of system theory,
in Insa and Pauer (1998) the approach of Trinks was used to define and compute Gro¨bner bases
for a larger class of rings of differential operators. As an application a method is given to check
whether a finitely presented left-module over a certain ring of differential operators is a torsion
module or not (cf. Insa and Pauer (1998), Chapter 4). Improvements of the algorithm to compute
these Gro¨bner bases have recently been made in Winkler and Zhou (2005).
This (mainly tutorial) paper presents a unified approach to Gro¨bner bases of left-ideals in a
class of rings which includes rings of differential operators and polynomial rings with coefficients
in noetherian rings. In Section 1 a division algorithm and Gro¨bner bases are introduced. In
Section 2 Buchberger’s algorithm is presented and in Section 3 a definition of reduced Gro¨bner
bases is proposed. Several remarks point out the problems arising from the non-commutativity
or the existence of zero-divisors of the considered rings.
2. Division algorithm and Gro¨bner bases
Let R be a commutative noetherian ring such that we can solve linear equations over R, i.e.
• for all z ∈ R and for all finite subsets S ⊆ R, we can decide, whether z is an element of
the ideal in R generated by S and – if yes – we can compute a family (ds)s∈S in R such that
z =∑s∈S dss, and
• for all finite subsets S ⊆ R we can compute a finite system of generators of the R-module{
(cs)s∈S ∈ RS
∣∣∣∣ ∑
s∈S
css = 0
}
of its syzygies.
Important examples for R are Z, Zk , polynomial rings with coefficients in a field, and certain
subrings of the field of rational functions with coefficients in a field K , for instance{
p
q
∣∣∣∣ p, q ∈ K [y1, . . . , yn], q(a) 6= 0} , where a ∈ K n .
Let A be a (left-)noetherian associative ring with unity containing R as a subring and elements
x1, . . . , xn such that
• the elements x1, . . . , xn commute, i.e. xi x j = x j xi , 1 ≤ i, j ≤ n,
• A is a free (left-)R-module and the family (xα := xα11 xα22 · · · xαnn )α∈Nn is an R-basis of the
R-module A, i.e. every element of A can uniquely be written as
∑
α∈Nn cαxα , where only
finitely many xα are not zero.
Well-known examples for A are
• commutative polynomial rings R[x1, . . . , xn] over the ring R
and
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• rings of differential operators with coefficients in certain rings R:
Let K be a field and K (y) := K (y1, . . . , yn) the field of rational functions in n variables over
K . Let ∂
∂yi
: K (y) → K (y) be the partial derivate by yi , 1 ≤ i ≤ n. Let R be a noetherian
K -subalgebra of K (y1, . . . , yn) which is stable by ∂∂yi , 1 ≤ i ≤ n (i.e. ∂∂yi (z) ∈ R,
for all z ∈ R, 1 ≤ i ≤ n) and such that we can solve linear equations over R. We
denote by Di the restriction of ∂∂yi to R, 1 ≤ i ≤ n. Then D1, . . . , Dn ∈ EndK (R). Let
A := R[D] := R[D1, . . . , Dn] be the subring of EndK (R) generated by R · idR = R and
x1 := D1, . . . , xn := Dn . If R = K [y], then A is the Weyl-algebra.
Definition 1. Let < be a term order on Nn (i.e. a total order on Nn such that 0 ∈ Nn is the
least element and α < β implies α + γ < β + γ , for all α, β, γ ∈ Nn). For an element
0 6= f =∑α∈Nn cαxα ∈ A we define
• deg( f ) := max<{α| cα 6= 0} ∈ Nn (“degree of f ”),
• lc( f ) := cdeg( f ) (“leading coefficient of f ”),
• lm( f ) := lc( f )xdeg( f ) (“leading monomial of f ”).
For a subset F of A we define
• deg(F) := {deg( f )| f ∈ F, f 6= 0},
• lc(F) := {lc( f ) | f ∈ F, f 6= 0},
• lm(F) := {lm( f )| f ∈ F, f 6= 0}.
We make the following assumptions on A and <:
For all α ∈ Nn and f, g ∈ A such that f · g 6= 0
(1) deg( f · g) ≤ deg( f )+ deg(g)
(2) deg(xα f ) = α + deg( f )
(3) lc(xα f ) = lc( f ).
Remark. It is easy to verify that these conditions hold for all term orders and all rings of
differential operators or commutative rings of polynomials. In commutative polynomial rings we
even have lm(xα f ) = xαlm( f ), but in rings of differential operators this is not true in general.
Consider for example lm(D1(y1D1)) = y1D12 6= D1(y1D1) = D1 + y1D12.
Remark. If R is not a domain (e.g. R = Z6) then deg( f · g) may be strictly smaller than
deg( f ) + deg(g). Consider for example f := 3¯x + 1¯ ∈ Z6[x] and g := 2¯ ∈ Z6[x]. Then
f · g = 2¯, hence deg( f · g) = 0 < 1 = deg( f )+ deg(g).
Remark. We use the following notation: If B is a subset of R resp. A, we denote by R < B >
resp. A < B > the ideal resp. left-ideal generated by B in R resp. A.
Proposition 2 (Division in A, compare Insa and Pauer (1998), Proposition 1). Let F be a finite
subset of A \ {0} and let g ∈ A. Then there are an element r ∈ A and a family (h f ) f ∈F in A
such that
• g =∑ f ∈F h f f + r (r is “a remainder of g after division by F”),
• for all f ∈ F, h f = 0 or deg(h f )+ deg( f ) ≤ deg(g),
• r = 0 or lc(r) /∈R< lc( f ); f ∈ F and deg(r) ∈ deg( f )+ Nn >.
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The elements r ∈ A, h f ∈ A, ( f ∈ F) can be computed as follows:
First set r := g and h f := 0 ( f ∈ F).
While r 6= 0 and lc(r) ∈R< lc( f ); f ∈ F and deg(r) ∈ deg( f ) + Nn > do the
following:
Let F ′ := { f ∈ F | deg(r) ∈ deg( f )+ Nn}, compute a family (c f ) f ∈F ′ in R such that∑
f ∈F ′
c f lc( f ) = lc(r).
Replace
r by r −
∑
f ∈F ′
c f x
deg(r)−deg( f ) f
and
h f by h f + c f xdeg(r)−deg( f ) f, f ∈ F ′.
Proof. Since deg(r−∑ f ∈F ′ c f xdeg(r)−deg( f ) f ) < deg(r), the algorithm terminates after finitely
many steps. 
Remark. We can solve linear equations over R, hence we are able to decide whether the
condition
lc(r) /∈< lc( f ); f ∈ F and deg(r) ∈ deg( f )+ Nn >
is fulfilled or not. If A is a commutative polynomial ring we could replace this condition by
lm(r) /∈A< lm(F) > .
But in the general case this would not be reasonable since up to now we have no means to decide
if this condition is fulfilled or not. The point is that monomial ideals in commutative polynomial
rings are “easy” (e.g. ideal membership can easily be verified) while this is not the case e.g. in
rings of differential operators.
Example 3. Let R := { pq | p, q ∈ Q[y1, y2], q(0, 0) 6= 0} and let
f1 := y2D1 + 1, f2 := y1D2, and g := (y1 + y2)D1D2 + y1y2D2
be differential operators in A = R[D1, D2]. Then division of g by { f1, f2} yields
r := g − (D2 f1 + D1 f2) = (y1 + y2)D1D2 + y1y2D2 − (y1 + y2)D1D2 − D1 − 2D2
= y1y2D2 − D1 − 2D2 = (y1y2 − 2)D2 − D1
and
h1 := D2, h2 := D1.
Definition 4. Let I be a left-ideal in A and let G be a finite subset of I \ {0}. For α ∈ Nn let
lc(α, I ) :=R< lc( f ); f ∈ I, deg( f ) = α > .
Then G is a Gro¨bner basis of I (with respect to<) if and only if for all α ∈ Nn the ideal lc(α, I )
is generated by
{lc(g); g ∈ G, α ∈ deg(g)+ Nn}.
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Remark. If A is a commutative polynomial ring, G is a Gro¨bner basis of I if and only if lm(G)
generates in A the same ideal as lm(I ). In general this is not true (see Example 6).
Example 5. If R is a domain and I is generated by one element f ∈ A, then any finite subset
of I \ {0} containing f is a Gro¨bner basis of I . In A := Z6[x] however, f := 3¯x + 1¯ is not a
Gro¨bner basis of the ideal I generated by f , since 2¯ f = 2¯ 6∈A< lm( f ) >.
Example 6. Let R ⊆ Q(y1, y2) be such that y1 and y2 are not invertible in R (e.g. R = Q[y1, y2]
or R = { fg ∈ Q(y1, y2) | f, g ∈ Q[y1, y2], g(0, 0) 6= 0}). Let < be a term order such
that (1, 0) < (0, 1). Then {y1D2, y2D1} is not a Gro¨bner basis of I :=A< y1D2, y2D1 >.
For: I contains (y2D1)y1D2− (y1D2)y2D1 = y2D2− y1D1 and deg(y2D2− y1D1) = (0, 1).
Hence < y2 >⊆ lc((0, 1), I ) and lc((0, 1), I ) is not generated by y1 = lc(y1D2).
Proposition 7. Let I be a left-ideal in A, let G be a Gro¨bner basis of I and let f ∈ A. Then
f ∈ I if and only if a remainder of f after division by g is zero.
Proof. Follows from Proposition 2. 
3. Buchberger’s algorithm
Definition 8. Let E be a finite subset of A \ {0}. Then
m(E) :=
(
max
e∈E deg(e)1, . . . ,maxe∈E deg(e)n
)
∈ Nn .
Proposition 9 (Compare Insa and Pauer (1998), Proposition 3). Let G be a finite subset of
A \ {0} and let I be the left-ideal generated by G. For any non-empty subset E ⊆ G let SE
be a finite set of generators of the R-module{
(ce)e∈E
∣∣∣∣ ∑
e∈E
celc(e) = 0
}
≤ R(RE )
of syzygies of the family (lc(e))e∈E . Then the following assertions are equivalent:
(1) G is a Gro¨bner basis of I .
(2) For all E ⊆ G and for all (ce)e∈E ∈ SE a remainder of∑
e∈E
cex
m(E)−deg(e)e
after division by G is zero.
Proof. (1)⇒ (2): follows from Proposition 7.
(2)⇒ (1): Let h ∈ I . We have to show:
lc(h) ∈ R < lc(g); g ∈ G, deg(h) ∈ deg(g)+ Nn >.
For a family ( fg)g∈G in A we define
δ(( fg)g∈G) := max
<
{deg( fg)+ deg(g); g ∈ G}.
Since h ∈ I there is a family (hg)g∈G in A such that h = ∑g∈G hgg. We may choose (hg)g∈G
such that
δ := δ((hg)g∈G) is minimal
(i.e. if (h′g)g∈G is such that h =
∑
g∈G h′gg, then δ((h′g)g∈G) ≥ δ).
Let E := {g ∈ G | deg(hg)+ deg(g) = δ} ⊆ G.
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• Case 1: deg(h) = δ. Then there is a non-empty subset E ′ ⊆ E such that
lm(h) =
∑
g∈E ′
lm(hgg) and lc(h) =
∑
g∈E
lc(hg)lc(g) ∈R< lc(g); g ∈ E ′ > .
(Note that assumptions (1)–(3) on A imply lc(hg)lc(g) = 0 or lc(hgg) = lc(hg)lc(g)). If
g ∈ E , then deg(h) = δ = deg(hg) + deg(g), hence deg(h) ∈ deg(g) + Nn . Therefore
lc(h) ∈R< lc(g); g ∈ G, deg(h) ∈ deg(g)+ Nn > .
• Case 2: deg(h) < δ. Then∑g∈E lc(hg)lc(g) = 0, hence
(lc(hg))g∈E ∈
{
(cg)g∈E
∣∣∣∣ ∑
g∈E
cglc(g) = 0
}
.
Thus there are rc ∈ R such that (lc(hg))g∈E =∑c∈SE rcc, i.e.:
lc(hg) =
∑
c∈SE
rccg, for all g ∈ G.
Now
h =
∑
g∈G
hgg =
∑
g∈E
hgg +
∑
g∈G\E
hgg
=
∑
g∈E
(
hg −
∑
c∈SE
rccgx
deg(hg)
)
g +
∑
g∈E
∑
c∈SE
rccgx
deg(hg)g +
∑
g∈G\E
hgg.
For all g ∈ E we have deg(hg) + deg(g) = δ, hence there is an element u ∈ Nn such that
δ = m(E)+ u. Thus∑
g∈E
∑
c∈SE
rccgx
deg(hg)g =
∑
c∈SE
rcx
u
(∑
g∈E
cgx
m(E)−deg(g)g
)
+
∑
c∈SE
rc
(∑
g∈E
cgx
deg(hg) − xucgxm(E)−deg(g)
)
g.
By (ii) there are families (hg(c))g∈G in A, for all c ∈ SE , such that∑
g∈E
cgx
m(E)−deg(g)g =
∑
g∈G
hg(c)g
and deg(hg(c)g) < δ − u, for all g ∈ G. Therefore there is a family (h′′g)g∈G such that
δ((h′′g))g∈G < δ and∑
c∈SE
rcx
u
(∑
g∈E
cgx
m(E)−deg(g)g
)
=
∑
g∈G
h′′gg .
Let
h′g :=
(
hg −
∑
c∈SE
rccgx
deg(hg)
)
+ h′′g
+
∑
c∈SE
rc(cgx
deg(hg) − xucgxm(E)−deg(g)), if g ∈ E
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and let h′g := hg + h′′g , if g ∈ G \ E . Then it is easy to verify that h =
∑
g∈G h′gg and
δ((h′g)g∈G) < δ, which is a contradiction to the minimality of δ. Hence case 2 cannot
occur. 
Analogous to the case of commutative polynomial rings with coefficients in a field the
proposition above implies an algorithm to compute Gro¨bner bases.
Proposition 10. Let I be a left-ideal in A given by a finite set G of generators. We can compute
in finitely many steps a Gro¨bner basis of I as follows:
While there are a subset E ⊆ G and a family (ce)e∈E ∈ SE such that the remainder r of∑
e∈E
cgx
m(E)−deg(e)e
after division by G is not zero, replace G by G ∪ {r}.
Example 11. Let R, I and A = R[D1, D2] be as in Example 6. Let
f1 := y1D2 and f2 := y2D1,
then I =A< f1, f2 >.
Let < be the graded lexicographic order with (0, 1) > (1, 0). Then
y2D1 f1 − y1D2 f2 = y2(y1D1D2 + D2)− y1(y2D1D2 + D1) = y2D2 − y1D1 =: f3
y2 f1 − y1 f3 = y21D1 =: f4
D2 f2 − D1 f3 = y2D1D2 + D1 − (y2D1D2 − y1D21 − D1) = y1D21 + 2D1 =: f5.
A remainder of
y2D2 f4 − y12D1 f3 = y12y2D1D2 + y13D12 + y12D1 − y12y2D1D2 = y13D12 + y12D1
after division by { f1, f2, f3, f4, f5} is y1D1 =: f6.
Now D1 f1 − D2 f6 = D2 =: f7 and D2 f2 − y2D1 f7 = D1 imply that I =A< D1, D2 >
and {D1, D2} is a Gro¨bner basis of I .
Example 12. Let R := Z6, A := Z6[x] and f := 3¯x + 1¯. Then S{ f } = {2¯} and 2¯ f = 2¯ is a
remainder of 2¯ f after division by f . Hence { f, 2¯} is a Gro¨bner basis of A < f >.
Remark. Let R be a principal ideal domain (e.g. a field) and let f, g ∈ A \ {0}. Choose c, d ∈ R
such that c · lc( f ) = d · lc(g) is a least common multiple of lc( f ) and lc(g). Then define the
S-polynomial of f and g by
S( f, g) := cxm({ f,g})−deg( f ) f − dxm({ f,g})−deg(g)g.
Syzygies of finite families in a principal ideal domain are generated by families which have only
two non-zero components (see for example Adams and Loustaunau (1994), Section 4.5, or Pauer
and Pfeifhofer (1988), Lemma 3.4). Hence in this case assertion (2) in Proposition 9 can be
replaced by: For all f, g ∈ G a remainder of S( f, g) after division by G is zero.
Remark. The definition of Gro¨bner bases for left-ideals in A and the propositions above can
easily be extended to A-submodules of finite-dimensional free (left-)A-modules (cf. Insa and
Pauer (1998), Remark 3).
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Remark. Our assumption that the “variables” x1, . . . , xn commute (but they do not necessarily
commute with the coefficients) restricts non-commutative examples essentially to rings of
differential operators (where the variables are partial derivatives). If we weaken the assumption
x j xi = xi x j to x j xi = ci j xi x j + di j , 1 ≤ i < j ≤ n, where ci j ∈ R and di j ∈ A
such that deg(di j ) < deg(xi x j ), then A is a G-algebra (Levandowskyy, 2005) or PBW-
algebra (Bueso et al., 2003) or algebra of solvable type (Kandri-Rody and Weispfenning, 1990).
Important examples for these algebras are universal enveloping algebras of finite-dimensional
Lie algebras (where the term order is degree-compatible), see Kandri-Rody and Weispfenning
(1990), Theorem 1.14. The generalization to G-algebras of the approach presented here should
be possible.
4. Reduced Gro¨bner bases
In this section we need additional data for the coefficient ring R. We assume that
• for any ideal Q in R we have selected a finite system of generators Gen(Q) of Q and
• for any ideal Q of R and any coset z + Q ⊆ R we have selected an element r(z, Q) ∈ z + Q
such that r(0, Q) = 0.
Moreover we assume that if an ideal Q is given by a finite set of generators, then for any z ∈ R
the set Gen(Q) and the element r(z, Q) can be computed in finitely many steps.
Example 13. Let R = Z. Let a1, . . . , am be integers, Q the ideal generated by them and
a := gcd(a1, . . . , am) their greatest common divisor. Let z ∈ Z. Then we choose Gen(Q) := {a}
and r(z, Q) := the remainder of z after division by a.
Example 14. Let R = Zk , where k ≥ 2. Let a1, . . . , am be integers, Q the ideal generated
by their residue classes a¯1, . . . , a¯m modulo k and a := gcd(a1, . . . , am) their greatest common
divisor. Then we choose Gen(Q) := {a¯} and r(z, Q) := the residue class modulo k of the
remainder of z after division by a.
Example 15. Let R be the polynomial ring K [y1, . . . , ym] over a field K . Choose a term order
4 on Nm . For an ideal Q E R and an element z ∈ R we choose Gen(Q) := the reduced Gro¨bner
basis of Q with respect to 4 and r(z, Q) := the normal form of z with respect to Q and 4.
Definition 16. Let I be a left-ideal in A and α ∈ Nn . Let
lc(< α, I ) :=R< lc( f ); f ∈ I, α ∈ deg( f )+ Nn, α 6= deg( f ) > .
Then lc(< α, I ) ⊆ lc(α, I ). Define
Gen(α, I ) := {r(h, lc(< α, I )) | h ∈ Gen(lc(α, I ))} \ {0}.
Definition 17. Let I be a left-ideal in A. A Gro¨bner basis G of I is a reduced Gro¨bner basis
(with respect to <) iff
• for all α ∈ deg(I ) the map {g ∈ G | deg(g) = α} → Gen(α, I ), g 7→ lc(g), is bijective and
• for all g := ∑β∈Nn cβ,gxβ ∈ G and all α ∈ Nn with α 6= deg(g) and cα,g 6= 0 we have
cα,g = r(cα,g, lc(α, I )).
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Example 18. Let R := Z, A := Z[x1, x2] and I resp. J the ideal generated by {2x1, 3x2} resp.
{4x1, 6x2, 5x1x2}. We choose Gen(Q) and r(z, Q) as in Example 13. Then lc((1, 0), I ) = Z2,
lc((0, 1), I ) = Z3 and lc((1, 1), I ) = Z, hence Gen((1, 0), I ) = {2}, Gen((0, 1), I ) = {3}
and Gen((1, 1), I ) = ∅. For J we get lc((1, 1), J ) = Z but Gen((1, 1), J ) = {1}. The reduced
Gro¨bner basis of I resp. J is {2x1, 3x2} resp. {4x1, 6x2, x1x2}.
Proposition 19. Every left-ideal in A has a unique reduced Gro¨bner basis.
Proof. Exercise. 
Remark. If R is a field and if we choose Gen(R) = {1} then Definition 17 coincides with that
of Buchberger (1984).
If R is a principal ideal ring, if we choose a well-ordering on R such that 0 is the least element,
and if we choose Gen(Q) := {the least generating element of Q} and r(z, Q) = the minimal
element in z + Q, then Definition 17 coincides with that of Pauer (1992), Section 3.
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