Abstract. Outer measures can be used for statistical inference in place of probability measures to bring flexibility in terms of model specification. The corresponding statistical procedures such as estimation or hypothesis testing need to be analysed in order to understand their behaviour, and motivate their use. In this article, we consider a simple class of outer measures based on the supremum of particular functions that we refer to as possibility functions. We then derive the asymptotic properties of the corresponding maximum likelihood estimators, likelihood ratio tests and Bayesian posterior uncertainties. These results are largely based on versions of both the law of large numbers and the central limit theorem that are adapted to possibility functions. Our motivation with outer measures is through the notion of uncertainty quantification, where verification of these procedures is of crucial importance. These introduced concepts naturally strengthen the link between the frequentist and Bayesian approaches.
Formulation
The general objective of statistical inference is to find the true value of a parameter of interest given some observed data. The set of all possible parameters values is denoted Θ. It is assumed that the observed data, denoted y, is the realisation of a random variable Y on some observation space Y which is related to the parameter θ ∈ Θ via a conditional probability distribution l(· | θ), often referred to as the likelihood. Different estimators for the true value of the parameter θ 0 can then be considered, but the most common is the maximum likelihood estimator (MLE) [13, 1] , defined as (1.1)θ = arg max θ∈Θ l(y | θ).
In the frequentist approach [2, 12] , the uncertainty about the value of θ 0 can be quantified via a confidence interval which is computed for a given confidence level. It is however important to note that it is the interval itself that is random (as a function of the observation Y ) so that it is the interval that has a coverage probability, i.e. a probability of containing the true parameter, instead of the parameter having some probability to be contained in the interval.
From a computational viewpoint, the MLE is often relatively easy to compute; however, confidence intervals are usually more difficult to deal with and offer a limited understanding of the uncertainty about the parameter.
The principle of the Bayesian approach [24] is to infer the posterior probability distribution of a random variable of interest given the observed data. Even if the quantity of interest is fixed, the uncertainty about this quantity is modelled as a random variable X on some space X related to Θ, i.e. X ⊇ Θ. One can then represent prior knowledge about X as a probability distribution p on X and then, through Bayes' formula, characterise the posterior distribution p(· | y) of X as (1.2) p(x | y) = l(y | x)p(x) X l(y | z)p(z)dz ,
for any x ∈ X . The integral in the denominator of (1.2) is called the marginal likelihood. In this context, the analogue of (1.1) is the maximum a posterior (MAP) estimatex = arg max x∈X p(x | y).
Bayesian inference is generally more computationally demanding than frequentist inference but offers a full characterisation of the posterior uncertainty. For a given confidence level, a credible interval can be calculated. In this interpretation, it is the random variable X that is contained in the fixed credible interval with a certain probability. The marginal likelihood is also a useful quantity as it reflects the coherence between the observation and the considered modelling. It appears naturally in hierarchical models where it can be interpreted as a likelihood for the higher-order parameters. However, it is often difficult to compute and most of the computational statistical techniques avoid the explicit calculation of this term.
In spite of the ever increasing available computational resources, the determination of the posterior probability distribution can be difficult to achieve due to the complexity of the model, to the amount of data or to physical constraints such as in real-time applications. Furthermore, discrepancies between the model and the actual mechanisms underlying real data can be at the origin of a range of issues, from the unreliability of the computed posterior distributions to the divergence of the considered algorithm.
1.1. Proposed approach. The aim in this article is to propose an alternative representation of uncertainty that will lead to 1) the strengthening of the connection between the frequentist and Bayesian approaches, with the objective of providing a more pragmatic computational framework, and to 2) the possibility of a less conservative modelling, with the objective of improving the overall robustness and decreasing the sensitivity to misspecification.
One way to motivate the introduction of such a representation of uncertainty is to investigate what sort of information about the true parameter θ 0 is conveyed by the likelihood function l(y | θ) when seen as a function of θ. Indeed, a connection between frequentist and Bayesian approaches requires a definition of posterior information that is compatible with the Bayesian principles. Assuming that Θ and Y are discrete spaces for simplicity, we observe that it can sum to more than one over Θ, i.e., it is possible to find a likelihood for which θ∈Θ l(y | θ) ≥ 1, for some y ∈ Y. This indicates that the likelihood does not define a probability distribution on Θ. However, it always holds that max θ∈Θ l(y | θ) ≤ 1, so that, coming back to general spaces Θ and Y, one can define a function on subsets of Θ asP (B; y) = sup θ∈B f (θ; y), for any B ⊆ Θ, with f (· ; y) a non-negative function on Θ with supremum one characterised by f (θ; y) ∝ l(y | θ).
More generally, we now consider a functionP (B) = sup θ∈Θ f (θ) for any B ⊆ Θ with, once again, f ≥ 0 and sup f = 1. Formally, the functionP is an outer measure, and since it verifiesP (Θ) = 1 by construction, we will refer to it as an outer probability measure. In the context of possibility theory [10] ,P would be referred to as a possibility measure and f as a possibility distribution. However, to emphasize the difference between the latter and a probability distribution, we will call it a possibility function. The two main features of outer probability measures when compared to probability measures are: 1) They are sub-additive, i.e.P (A ∩ B) ≤P (A) +P (B) for any A, B ⊆ Θ and the equality does not have to hold even if A and B are disjoint. 2) They can be evaluated on all subsets, hence avoiding some measure-theoretic technicalities in spite of the fact that they have been mostly used as a measure-theoretic tool, e.g. for constructing the Lebesgue measure. The sub-additivity of outer probability measures is convenient to model information. For instance, the absence of information can be easily represented by taking f = 1, so thatP (B) = 1 for any B ⊆ Θ, i.e. no region of the parameter space Θ is preferred. This construction does not require Θ to be bounded. The ability to represent the absence of information is useful for connecting the Bayesian and frequentist paradigms since we can rewrite f (· ; y) as
, which can be related to Bayes' formula for outer probability measures, noting that probability measures can be seen as special cases of outer probability measures. It is then natural to rewrite f (· ; y) as f (· | y) and interpret it as a posterior possibility function. When f = 1, this posterior can be written as f (θ | y) = l(y | θ)/l(y |θ) witĥ θ the MLE. In general, we might want to include prior information and consider an informative prior possibility function f , that is f (θ) < 1 for some θ ∈ Θ. One way to obtain such possibility functions is to simply renormalise a bounded probability distribution, e.g. the normal possibility function with parameters µ ∈ R and σ 2 > 0 is defined asN (x; µ, σ
We will show in Section 2 that µ and σ 2 can be rightfully referred to as the expected value and the variance respectively. For the sake of simplicity, we will writeN (µ, σ 2 ) when referring to the functionN (· ; µ, σ 2 ). The idea of replacing some or all of the probabilistic ingredients in statistical inference is not new. Recently, [4] proposed the use of exponentiated loss functions as likelihoods in a Bayesian inference framework. The idea of using upper bounds in order to bring flexibility in the Bayesian approach is also common, for instance, the so-called provably approximately correct (PAC) Bayes method [19] aims to minimise the upper bound for a given loss function. In spite of these connections, the proposed approach differs in many aspects from the existing literature and, to the best of the authors' knowledge, the asymptotic properties that are derived in this article are novel.
In order to characterise the relations between different unknown quantities of interest, it is useful to introduce an analogue of the concept of random variable as follows: let Ω u be the sample space for deterministic but uncertain phenomena, then an uncertain variable 1 on Θ is a surjective mapping θ from Ω u to Θ. The 1 The concept of uncertain variable introduced in [16] includes both random and deterministic forms of uncertainty; in that context, uncertain variables as introduced here would be called deterministic uncertain variables main differences with a random variable is that the sample space is not equipped with a σ-algebra and a probability measure and there is no measurability condition on the mapping. Yet, the concepts of realisation and event are meaningful for uncertain variables. Assuming that the mapping is surjective is not a limitation since Ω u can always be made large enough to satisfy it. An analogous construction has been considered in [8, 9] where a connection between probability theory and control theory has been made in the context of (max, +) algebras [20, 5] .
Since the considered class of outer probability measures, i.e. the ones based on a possibility function, only models information, it follows that an uncertain variable does not induce a unique possibility function. Instead, different possibility functions represent different levels of knowledge about an uncertain variable. For this reason, we say that a possibility function describes an uncertain variable. For instance, if x is an uncertain variable in R d described by the possibility function f x then:
1) The uncertain variable αx, for any scalar α = 0, is described by
2) The uncertain variable x + y, with y another uncertain variable on R d described by f y , is described by
From a computational viewpoint, the expression of the possibility function f x+y describing x + y is simpler than in the probabilistic case, where the corresponding probability distribution is expressed as a convolution. For instance, using uncertain variables, we can easily show via (1.4) that the normal possibility function shares some of the properties of its probabilistic analogue. Indeed, if x is an uncertain variable described by the possibility functionN (µ, σ 2 ) then for any scalar α > 0, the uncertain variable αx is described byN (αµ, (ασ)
2 ). It is important to extend some additional probabilistic concepts to uncertain variables: consider two uncertain variables θ and ψ on the respective spaces Θ and Ψ and assume that these uncertain variables are jointly described by the possibility function f θ,ψ on Θ × Ψ, then θ and ψ are said to be independently described if there exists possibility functions f θ and f ψ such that f θ,ψ (θ, ψ) = f θ (θ)f ψ (ψ) for any (θ, ψ) ∈ Θ × Ψ. If θ and ψ are not independently described, one can define the corresponding marginal possibility functions
The concept of uncertain variable is also useful in the context of hypothesis testing because the different hypotheses, say, H 0 : θ = θ 0 versus H 1 : θ = θ 0 , corresponds to events which have non-zero credibility in general, e.g. the credibility of the event θ = θ 0 when θ is described by the possibility function f is f (θ 0 ). Discussions about the related likelihood ratio tests (LRTs) can be found in Sections 3.3 and 4.3.
Another connection with standard statistical techniques can be made via the profile likelihood [22] using the pushforward operation for possibility functions. Indeed, under a change of parametrisation ζ : Θ → Ψ, we find that
for any ψ ∈ Ψ, where we can ensure that the inverse image ζ −1 [·] is non-empty by assuming that ζ is surjective, otherwise the appropriate convention is sup ∅ = 0. The operation described in (1.6) is often used when the number of parameters is too high and one wants to remove nuisance parameters. The resulting profile likelihood is shown here to be consistent with the general treatment of possibility functions. There are existing results on the identifiability analysis [23] and uncertainty analysis [28] associated with profile likelihoods. The idea of considering quantities of the form (1.3) has been discussed in the literature, see for instance [6, 29] ; however, there is still a lack of theoretical guarantees about this approach.
The objective in this article is to take these principles further by using possibility functions to define the likelihood and then derive the usual asymptotic properties in this context in order to shed light on the consequences of such modelling. Therefore, we consider a conditional possibility function h(· | θ), θ ∈ Θ, which describes the observation process, and we model the uncertainty about the true value of the parameter by an uncertain variable θ on Θ. For a given possibility function f modelling the prior knowledge about θ, the associated posterior possibility function is
.
In this formulation, the marginal likelihood L(y) = sup ψ∈Θ h(y | ψ)f (ψ) is always a dimensionless scalar in the interval [0, 1] which can be easily interpreted as the degree of coherence between the model and the data. This is not the case when using the likelihood l(· | θ) in general. This advantage, however, does not come for free since a value of L(y) that is close to one does not imply that the considered model is a good model, it only implies that the observation y is compatible with the model. For instance, if there is no information about the observation process, then one can set h(· | θ) = 1 Y with 1 S the indicator of any given S, in which case any observation will receive the maximal marginal likelihood, i.e. L(y) = 1 for any y ∈ Y. In the situation where there are several data points y 1 , . . . , y n , we proceed consistently with the usual treatment and assume that these data points are realisations of uncertain variables y 1 , . . . , y n that are independently described given θ. It follows that the associated posterior possibility function takes the form
In order to justify using some conditional possibility function h(· | θ) in place of a standard likelihood l(· | θ), it is useful to recall how outer measures are used in theory as upper bounds for measures. In this context, when given an outer probability measureP , it is natural to consider any probability measure p verifying p(B) ≤P (B) for B in some class of subsets of Θ as being related toP . The following interpretation can then be considered: the observations are realisations of independent random variables Y 1 , . . . , Y n distributed according to the likelihood l(· | θ 0 ) but this likelihood is not fully known and we only have access to a parametrised family of conditional possibility functions {h(· | θ)} θ∈Θ such that
for any measurable subset B of Y. Since the likelihood l(· | θ) is only relevant for θ = θ 0 , we can omit the dependence on the parameter and define the sampling distribution p as p(y) = l(y | θ 0 ). The analysis of statistical techniques expressed in this formalism can be conducted either by assuming knowledge of the sampling distribution p or by simply relying on h(· | θ).
The practical motivation for considering a conditional possibility function as a likelihood instead of the usual formulation comes from the need to derive equivalent tools for understanding the asymptotic behaviour of estimators when there is little knowledge about the true form of the distribution of the observations, as is often the case when dealing with real data. Through the proposed approach described above, we aim to gain an understanding of incorporating outer measures into standard statistical procedures. In particular we are interested in deriving various asymptotic properties of an analogue of the MLE which include both consistency and asymptotic normality. To achieve this we require a number of further results which will prove to be fundamental. These include a law of large numbers (LLN) but also a central limit theorem (CLT) for uncertain variables. We study the asymptotic properties of various statistical procedures in two different cases: in the first case the true sampling distribution will be assumed to be known for the purpose of analysis, as is usual in the standard approach, whereas such a knowledge will not be assumed in the second case so that results will have to rely on the available information. Under each setting we aim to further make the connection to the Bayesian approach, which is discussed through LRTs but also through the Bernstein-von Mises (BvM) theorem.
1.2.
Organization. The remainder of this article is organized as follows. Section 2 will be devoted to the derivation of a LLN and CLT for uncertain variables. We then study the asymptotic normality of MLEs as well as the asymptotic properties of LRTs in Section 3 under the assumption that the true sampling distribution is available for analysis. However, since this assumption does not usually hold in practice, we derive some extensions to the case where the sampling distribution is unknown in Section 4, together with some additional results such as a BvM theorem. Finally, we present some conclusive remarks in Section 5.
LLN and CLT
In this section we aim to derive a LLN and a CLT for uncertain variables. These results will prove to be useful for our analysis later in the article. This is especially the case for Section 4, where we discuss various asymptotic properties of statistical procedures in the situation where the true sampling distribution is not accessible for analysis. The proofs of the two theorems in this section can be found in Appendix A.
We wish to study sums based on a sequence x 1 , x 2 , . . . of independently described uncertain variables on R d with possibility function f . It follows from (1.4) and (1.5) that the possibility function f n describing the uncertain variable n
for any x ∈ R d . We can then obtain an analogue of the law of large numbers as follows. f (x) = 0, then the possibility function f n describing the uncertain variable n
where the limit is point-wise and where Conv(S) is the convex hull of a set S ⊆ R d .
Theorem 2.1 shows that the arg max of f , when it is a singleton, plays the role of the expected value in the standard formulation of this result. This suggests a definition of the notion of expectation for uncertain variables. First, a few steps are needed in order to lay some formal basis for such a definition: we consider an uncertain variable x : Ω u → X and define the outer probability measureP on Ω u asP (A) = sup
for any A ⊆ Ω u . If the only available information about outcomes and events in Ω u comes from the possibility function f via x, thenP also contains all that information, which could be used to deduce what is known about any other uncertain variable on Ω u . The credibility of any event x ∈ B for some B ⊆ X can then be measured asP(x ∈ B) by the standard identification between that event and the subset {ω ∈ Ω u : x(ω) ∈ B}. In particular, the event A ⊆ Ω u is said to happen almost surely underP if it holds thatP(Ω u \ A) = 0. We can now introduce a notion of expectation for uncertain variables as follows.
Definition 2.2. Given an outer probability measureP on a set Ω u , the expectation of an uncertain variable x : Ω u → X is defined as
This definition of the expectation does not require assumptions on the space on which the uncertain variable is defined; however, it is important to note that E * (x) is set-valued in general. It is consistent with the law of large numbers since
with f the possibility function describing x; indeed, for any surjective function ξ from some set Z to X , it holds that
This notion of expectation also displays some useful properties. For instance, if T a map on X , then it follows from Definition 2.2 that E * (T (x)) = T E * (x) . If it holds that x = (x 1 , x 2 ) with x 1 and x 2 two uncertain variables, then it is easy to prove that E * (x) = (E * (x 1 ), E * (x 2 )). By considering the function T (x 1 , x 2 ) = αx 1 + βx 2 for some α, β ∈ R, it follows that
that is E * (·) is linear. If z : Ω u → Z is another uncertain variable on a given set Z and ifP is induced by the possibility function describing x and z jointly then a conditional version of the expectation E * (·) can also be introduced based on the conditional outer probability measureP(· | z = z) characterised bȳ
for any A ⊆ Ω u and any z ∈ Z. The conditional expectationP(
We will write E * (x | z) when there is no ambiguity. Given the result of Theorem 2.1, it is natural to also consider the arg max as the starting point of the CLT for uncertain variables. Before stating the theorem, we introduce a slightly more general way of defining the outer probability measureP underlying a sequence x 1 , x 2 , . . . of uncertain variables on Ω u as
for any A ⊆ Ω u , where f is the possibility function describing all the uncertain variables x 1 , x 2 , . . . jointly. Henceforth, when some collection of uncertain variables will be defined, the outer probability measureP and the corresponding expectation E * (·) will be implicitly assumed to be induced by the possibility function jointly describing that collection. This situation also occurs in the Bayesian interpretation of probability where probability distributions represent the state of knowledge rather than some intrinsically random phenomenon whose distribution is induced by the underlying probability space.
. . is a sequence of independent uncertain variables on R described by a possibility function f verifying (i) f is strictly log-concave and (ii) f is twice differentiable, then the expected value E * (x) of the uncertain variable x is a singleton {µ} and the possibility function g n describing the uncertain variable n
for any x ∈ R with
It appears from Theorem 2.3 that there are two limiting possibility functions instead of a single one as in the standard formulation. Which limiting behaviour applies to g n depends on how quickly f decreases around its arg max. Theorem 2.3 confirms that normal possibility functions also play a special role in the considered framework.
In the same way that the law of large numbers hinted at the definition of the expectation as the arg max of the possibility function under consideration, the form of the asymptotic variance in the CLT suggests a definition of the variance as follows:
That is the inverse of the absolute value of the second derivative of the possibility function describing an uncertain variable x evaluated at E * (x) (which is assumed to be a singleton).
As an example, consider the Gamma possibility function on (0, ∞) defined as
with shape parameter k ≥ 0 and scale parameter θ > 0. Note that this is not just a renormalized version of the Gamma probability distribution, the shape parameter has also been shifted by −1. Easy calculations yield
which match with the mean and variance of the Gamma probability distribution (in spite of the re-parametrisation). Unsurprisingly, it is also true that the normal possibility functionN (m, σ 2 ) and the normal probability distribution N (m, σ 2 ) have the same expected value and variance, yet, this is not necessarily the case in general. For instance, if we consider instead the Student's t possibility function
with parameter ν > 0, we find that V * (x) = ν/(ν + 1), which differs from the variance of the corresponding Student's t probability distribution. Yet another example is the Cauchy possibility function, that is
with scale parameter γ > 0 and location parameter x 0 ∈ R, for which we find that
whereas the Cauchy distribution has undefined mean and variance. The variance can be thought of as being infinite when the second derivative of f is equal to zero at µ, which occurs for instance for the possibility function
for any α > 0.
Remark 2.4. As illustrated in (2.1), it is not difficult to introduce new possibility functions since the assumption that the supremum is equal to 1 is much easier to verify than the same assumption with an integral. For instance, any function of the form
with shape parameter β > 0 and location parameter µ is a possibility function for any exponent r > 0 and any norm · .
A practical illustration of the use of Theorems 2.1 and 2.3 is given in the following example. Henceforth, the derivative w.r.t. x, y, z and θ will be denoted ∂ x , ∂ y , ∂ z and ∂ θ respectively. Example 2.5. We consider observations y 1 , y 2 , . . . independently and identically described by a normal possibility function h(· | θ 0 ) =N (· ; θ 0 , σ 2 ) with expected value θ 0 ∈ Θ. The uncertainty about the value of θ 0 is represented by an uncertain variable θ on Θ. The uncertain variable s n = n −1 n i=1 y i corresponding to the sample average can be referred to as a sufficient statistics since the possibility function h n (· | θ) jointly describing y 1 , . . . , y n given θ = θ verifies
with the first term in the product not depending on θ and the second only depending on the realisation s n of the sufficient statistics s n instead of all observations y 1 , . . . , y n . Therefore, if the sole objective is to estimate θ 0 , then marginalising over all observations except the ones that have sample average s n makes sense, i.e. we consider the likelihood
which is indeed a conditional possibility function. Applying Theorem 2.1, we obtain that as the number of observations goes to infinity, we get to learn precisely the parameter θ 0 as the limit of the sample average s n . Note that the presence of a prior possibility function describing the initial knowledge about the parameter θ 0 would not have any influence in the limit, as is expected. Since E * (y | θ) = θ, we also find that
so that the sequence of possibility functions describing √ n(s n −θ 0 ) converges pointwise toN (0, σ 2 ). This is a result of asymptotic normality for estimating the expected value with the likelihood defined as a normal possibility function. More general asymptotic normality results will be given in further sections.
Two of the most important aspects in the above example are: a) sufficient statistics have an elegant interpretation in the context of possibility functions and b) the sample average converges to E * (y | θ 0 ) in general, which happens to be equal to θ 0 in this case.
We conclude this section with a useful result regarding the evolution of the variance when transforming uncertain variables. Proposition 2.6. Let x be an uncertain variable on a set X described by the possibility function f , let ξ : X → Z be a bijective function on another set Z such that both ξ and ξ −1 are twice differentiable and let z be the uncertain variable ξ(x), then z is described by f • ξ −1 and the variance of z can be expressed as
Proof. Since ξ is bijective, the possibility function g describing z is indeed
for any z ∈ Z. The variance of z is
The second derivative in the denominator can be computed as
Using the fact that E * (z) = ξ(µ) as well as the standard rules for the derivative of the inverse of a function, it follows that
The result of the lemma follows from the identification of the term −1/∂ 2 x f (µ) as the variance of x.
Asymptotic analysis with a known sampling distribution
In this section we analyse various asymptotic properties of statistical procedures defined via possibility functions in the situation where the true sampling distribution is assumed to be available for analysis. We discuss MLEs via their consistency and asymptotic normality as well as LRTs. All random variables are based on the same probability space (Ω, F , P), where Ω is the sample space, F is the set of events in Ω and P is the underlying probability measure.
We consider the scenario where n observations y 1 , . . . , y n are available and we assume that these observations are realisations of the i.i.d. random variables Y 1 , . . . , Y n on Y following some given probability distribution p. However, the true sampling distribution p is not assumed to be known in practice and a family of conditional possibility functions {h(· | θ)} θ∈Θ is used for the likelihood. The MLEθ n after n observations can then be defined as
This estimator can be seen as a special case of an M-estimator [18] where the estimating function is the logarithm of a possibility function. Sinceθ n is an estimator in the usual sense of the term, most of the standard concepts such as variance and bias can be defined straightforwardly. 
It is then possible to simplify the problem by forgoing some information contained in h n (· | θ) and using instead the possibility function
which describes the observations as being conditionally independent. Although h
can be seen as a less informative version of h n (· | θ). In particular, (3.2) implies that
Therefore, the maximization of h n (y 1 , . . . , y n | θ) w.r.t. θ can be replaced by the maximization of the logarithm of h ′ n (y 1 , . . . , y n | θ) which is equal to 1 n n k=1 logh k (y k | θ).
This leads to (3.1) when all the marginalsh k (· | θ) are equal to some h(· | θ) or when h ′ n (y 1 , . . . , y n | θ) is further upper bounded as h
with h(y | θ) = max k∈{1,...,n}hk (y | θ).
Remark 3.1 emphasises that possibility functions represent information instead of randomness and can therefore be modified as long as no information is artificially introduced.
3.1. Consistency. Since none of the possibility functions in the parametric family {h(· | θ)} θ∈Θ corresponds to the true sampling distribution of the observations, we must find another way to define the reference parameter θ 0 which we will refer to as the true parameter for simplicity. One possible approach is to follow the Mestimation literature and use consistency as a way to define θ 0 rather than as a result about the convergence of the considered estimator to the actual true parameter as is standard. Indeed, applying the LLN, we find that − → denotes convergence in probability, and the right hand side is assumed to be maximized at a single point θ 0 . If there is no such point then the MLE is not considered consistent.
The standard concept of identifiability translated for possibility functions, that is h(· | θ) = h(· | ψ) for any θ, ψ ∈ Θ such that θ = ψ, is not sufficient to ensure that the right hand side of (3.3) is maximized at a single point. We instead consider the following stronger assumption:
A.1 h(y | ·) is strictly log-concave for any y ∈ Y It follows from this assumption that E(log h(Y | ·)) is strictly concave and has a single maximizer θ 0 . This assumption is in line with the other ones made throughout the article, especially in the CLT for uncertain variables. 2 ) for some σ > 0 then the limit in (3.3) verifies
which is maximised at θ 0 = E(Y ), where V(·) and E(·) denote the standard expected value and variance. Therefore, for any sampling distribution p, the MLE based on a normal likelihood of the form considered here will target the mean of the observations. This result is well known in the context of M-estimators.
Some additional insights can be found by assuming that the distribution p of an observation Y on Y is equal to the element l(· | θ 0 ) of a parametrized family of conditional probability distributions {l(· | θ)} θ∈Θ , i.e. θ 0 is the true value of the parameter. One of the most important steps in the proof of the consistency of the standard formulation of the MLE is the negativity of the Kullback-Leibler divergence
where E(· | θ) is the expectation with respect to l(· | θ) for any θ ∈ Θ. The inequality in (3.4) follows directly from Jensen's inequality. With possibility functions, the right hand side of (3.4) is not equal to 0 in general but some special cases can be identified. If θ is a location parameter, i.e. there exists a probability distributionp such that l(y | θ) =p(y − θ) then, considering the possibility function h(
since the coefficient of proportionality between h(· | θ) and l(· | θ) does not depend on θ. This is, for instance, the case with the sampling distribution l(y | θ 0 ) = N (y; θ 0 , σ 2 ) and the likelihood h(y | θ) =N (y; θ, σ 2 ). Although this inequality would not be true in general in other situations, the case of a scale parameter yields some interesting remarks: assuming that θ is a scale parameter for the sampling distribution l(y | θ 0 ), i.e. l(y | θ) =p(y/θ)/θ for some distributionp, and that, for any given θ > 0, the likelihood verifies h(· | θ) ∝ l(· | θ) with the normalising constant potentially depending on θ then it holds that
with the normalising constant not depending on θ so that
which is only negative when θ < θ 0 . This result makes sense intuitively since values of θ that are larger than θ 0 yield likelihoods that are less restrictive than h(· | θ 0 ) and hence will lead to higher likelihood values. It is however interesting to notice that the relation h(y | θ)/θ ∝ l(y | θ) for all θ > 0 suggests that the prior distribution p(θ) ∝ 1/θ could help addressing this issue. This prior also happens to be Jeffreys' prior.
Remark 3.3. The situation here is similar to the following result regarding confidence intervals (frequentist) and credible intervals (Bayesian): they coincide for a location parameter when the prior is uniform and for a scale parameter when the prior is equal to Jeffreys' prior.
Asymptotic normality.
In this subsection, we consider the asymptotic properties of MLEs based on possibility functions. The conditional possibility function describing the data given the parameter θ ∈ Θ is h(· | θ). An important quantity for asymptotic normality for MLE is the Fisher information since the asymptotic variance is the inverse of it in the standard case. When log h(· | θ) is twice differentiable a candidate for the corresponding notion of Fisher information can be defined as
, for any θ ∈ Θ. We also introduce the log-likelihood
where y 1:n = (y 1 , . . . , y n ) a given sequence of observations in Y and for some n > 0, and consider the following assumptions:
A.2 The log-likelihood ℓ(y 1:n | ·) is thrice continuously differentiable
for all n > N ǫ Although some of these assumptions are strong, it is important to keep in mind that the likelihood function h(· | θ) can be chosen to have adequate properties. For instance, if one wants to consider a likelihood of the form of a truncated normal possibility function such as
for some σ > 0, then a smooth alternative h(· | θ) can be considered instead as long as it holds that h(· | θ) ≥h(· | θ) for any θ ∈ Θ. The following theorem is a direct consequence of the existing asymptotic-normality results for M-estimators [18, 25, 26] , however, we present the proof in the considered context in order to highlight the parallel with the results of Section 4.
Theorem 3.4. Under Assumptions A.1-A.3, the following asymptotic normality result holds This theorem can be seen as a robust version of the standard asymptotic normality of the MLE since the conditional possibility functions used as likelihood functions are not assumed to be directly related to the true data distribution. An important observation is that we have the inclusion of the Fisher informationĪ(θ 0 ) in the asymptotic variance. In that sense, we can interpret the latter as a corrected version of the standard asymptotic variance for when the likelihood is a possibility function.
Proof. The derivative of the log-likelihood w.r.t. θ around the true latent variable θ 0 can be expanded at θ =θ n as
for some ψ n in the interval formed byθ n and θ 0 . Noticing that ∂ θ ℓ(Y 1:n |θ n ) = 0, it follows that
By the standard LLN, it holds that
and by the standard CLT it holds that
By Assumption A.1, it holds thatθ n p.
− → θ 0 , and it follows from Assumption A.3 that 1 2n
We then conclude with Slutsky's theorem.
In the two following remarks, we consider some specific situations in which the asymptotic variance of the MLEθ n takes a notable form.
Remark 3.5. If there exists a parametric family {l(· | θ)} θ∈Θ of probability distributions verifying l(· | θ 0 ) = p and if it holds that h(· | θ 0 ) ∝ l(· | θ 0 ), then the standard Fisher information I(θ 0 ) is also defined and it holds that
In this situation, Theorem 3.4 reduces to the standard asymptotic normality result with the inverse of the Fisher information as variance.
The next remark anticipates the results of Section 4 and suggests some assumptions under which the asymptotic variance of Theorem 3.4 takes the same form as what will be found in the corresponding theorem for the case where the sampling distribution is not available for analysis.
Remark 3.6. If it holds that E(s θ0 (Y )) = 0 then
and the result of Theorem 3.4 reduces to
A simple situation where E(s θ0 (Y )) = 0 holds is when p is a symmetrical probability distribution and
We conclude this section with two examples of applications of Theorem 3.4 to the case where the likelihood is normal.
Example 3.7. Consider the situation where h(y | θ) =N (y; θ, σ 2 ) for some given σ > 0. It holds that
The asymptotic variance is then E((Y − θ 0 ) 2 ) which takes into account the variance of the true sampling distribution around θ 0 . Remarkably, this asymptotic variance does not depend on σ, which suggests that this parameter has no effect on the asymptotic behaviour of the MLE. This aspect is known in the context of Mestimation and explains why the variance is often set to 1 in the normal case, that is when the estimating function is chosen to be (y − θ) 2 /2. Assuming that p arises from the family of normal distributions with mean θ 0 and variance ς 2 , it follows that E((Y − θ 0 )
2 ) = ς 2 so that the asymptotic variance is the same as in the standard MLE. 
Note that κ is the kurtosis of Y when E(Y ) = m.
3.3.
Likelihood ratio test. Henceforth, the uncertainty about the value of the true parameter θ 0 will be modelled by an uncertain variable θ on Θ. We consider the case of a simple likelihood-ratio test (LRT) of H 0 : θ = θ 0 versus H 1 : θ = θ 0 of the form
The null hypothesis is then rejected if λ(y 1:n ) is less than or equal to some threshold c to be determined. Note that the LRT λ(y 1:n ) is simply the posterior possibility function f (· | y 1:n ) describing θ given y 1 , . . . , y n when evaluated at θ 0 and when the prior possibility function f is uninformative, i.e. f = 1. With this interpretation, and assuming for simplicity that f (· | y 1:n ) is unimodal, it is easy to deduce an α credible interval [a n , b n ] as f (a n | y 1:n ) = f (b n | y 1:n ) = α and a n < E * (θ | y 1:n ) < b n .
Indeed, when interpreting the outer probability measurē
as an upper bound for some probability distribution p n on R, we can easily deduce that p n ([a n , b n ]) ≥ 1 − α from the fact thatP (R \ [a n , b n ] | y 1:n ) = α.
Since sufficient statistics make sense in the considered context, it is also easy to prove that if T (y 1:n ) is a sufficient statistics for θ then the LRT for y 1:n and T (y 1:n ) are equal for any sequence of observations y 1:n . The proof of this result is similar to the one in the probabilistic context, see e.g. [2, Theorem 8.2.4] .
In order to define an appropriate value for the threshold c, the usual approach is to consider c such that P(λ(Y 1:n ) ≤ c) ≤ α, for some given α ∈ (0, 1). Since it is often difficult to solve this inequality directly, one can resort to an asymptotic result as follows. 
where Γ(α, β) denotes the gamma distribution with shape parameter α > 0 and scale parameter β > 0.
This theorem can be interpreted as follows: using a likelihood that is not the true data distribution adds a coefficient in front of the usual chi-squared random variable found for LRTs; indeed, the result of Theorem 3.9 can also be expressed as
with X a random variable distributed according to a chi-squared distribution with one degree of freedom. If the true distribution can be identified as being part of a parametric family l(· | θ) with p(·) = l(· | θ 0 ) and if h(· | θ) ∝ l(· | θ) for any θ ∈ Θ then this coefficient is equal to 1.
in the right hand side converges to 0 by Assumption A.3. It follows from Theorem 3.4 that −2 log λ(Y 1:n ) converges in distribution to 1
with Z a χ 2 random variable with one degree of freedom. The result of the theorem follows easily from the fact that, for any α > 0, the random variable αZ follows a gamma distribution with shape parameter 1/2 and scale parameter 2α.
Asymptotic analysis with unknown sampling distribution
This section follows in parallel to Sections 3.1-3.3 but for the case where the true sampling distribution is not available for analysis. Most of the results from the previous section will be translated in this context using suitably redefined concepts such as estimators, bias and identifiability. This will lead onto a discussion of a BvM theorem for possibility functions.
When the sampling distribution of some observation y is not known, the uncertainty in this observation can be modelled via an uncertain variable y. As before we consider a parametrized family of conditional possibility functions {h(· | θ)} θ∈Θ , with the objective of finding which one best describes y. We follow the convention considered in Section 3.1 for defining the true parameter θ 0 .
In the situation where y is an uncertain variable, any estimatorθ = T (y) is itself an uncertain variable and the usual characteristics of estimators have to be redefined. For instance, the bias ofθ can be defined as
and naturally, one can refer toθ as an unbiased estimator if b * (θ) = 0. Henceforth we will denote by µ 0 the mode of h(· | θ 0 ), that is µ 0 = E * (y | θ 0 ). The bias ofθ can then be expressed as b * (θ) = T (µ 0 ) − θ 0 , from which it appears thatθ is unbiased if T maps the most credible observation under θ 0 to θ 0 . The variance ofθ can be defined as for any other uncertain variable. For concepts such as the mean squared error (MSE), it is more meaningful to use another notion of expectation defined for any given uncertain variable x on a set X as
for any real-valued function ϕ on X . If x is described by a possibility function f thenĒ(ϕ(x)) = sup x∈X ϕ(x)f (x). The expected valueĒ(ϕ(x)) is related to the maximum credible value of ϕ(x), which is different in general from E * (ϕ(x)), the latter being the value of ϕ at the point where f is maximized. The MSE can then be defined with this notion of expectation as
To show how these concepts can be useful, we consider the case where T is invertible and where both T and its inverse are twice differentiable. It follows from these assumptions that the possibility functionf describingθ can be simplified as follows:
Under the assumption of unbiasedness, Proposition 2.6 yields the following expression of the variance ofθ:
In this context, it also holds that the expected value of the score is equal to 0, indeed, for any θ ∈ Θ,
However, the Fisher information cannot be re-expressed as the expectation of the squared score as is usual; in fact, the expected value of the latter is also equal to 0. We now assume that the received observations y 1 , y 2 , . . . are realisations of a sequence of uncertain variables y 1 , y 2 , . . . independently described by h(· | θ 0 ) and we denote byP the induced outer probability measure on Ω u . The MLEθ n given n observations is then be defined as:
We introduce an additional uncertain variable y, described by h(· | θ 0 ), which will be useful to state results about asymptotic expected values and variances.
4.1. Consistency. Since we have used the approach of Section 3.1 to define θ 0 , we are back in the situation where consistency can be seen as a property of an estimator rather than as a way of defining the true parameter. Before introducing the appropriate notion of consistency, a useful concept to adapt to the present context is the one of identifiability, defined as follows.
Definition 4.1. Let {h(· | θ)} θ∈Θ be a parametrized family of conditional possibility functions on Y describing an uncertain variable y and let θ 0 ∈ Θ be the true parameter. The parameter θ 0 is said to be identifiable if, for any θ ∈ Θ, E * (y | θ) is a singleton and
This is a much stronger assumption than the standard identifiability since any parameter that does not affect the mode of the corresponding likelihood would be unidentifiable. Yet, location parameters are not the only identifiable parameters; for instance, if the likelihood is a gamma possibility function, then each of the two parameters are identifiable when assuming the other one is fixed.
Some form of consistency can be obtained for the MLEθ n by assuming that the parameter θ 0 is identifiable in the family {h(· | θ)} θ∈Θ . Indeed, the LLN for uncertain variables (Theorem 2.1) yields that the possibility function describing the uncertain variable n
The identifiability assumption ensures that only h(· | θ 0 ) has µ 0 as a mode, so that θ 0 is the unique maximizer of log h(µ 0 | ·). Once again, the assumption of identifiability is strong in the context of estimators based on uncertain variables, so it is not surprising that consistency can be easily deduced from it.
4.2. Asymptotic normality. Before deriving asymptotic normality results for the situation where the sampling distribution is not known, we need to introduce the analogues of the probabilistic results used in the proof of Theorem 3.4. If we consider a sequence of uncertain variables (x 1 , x 2 , . . . ) on some state space X then we say that this sequence converges in outer probability measure to another uncertain variable x if
for any x ∈ X . This notion of convergence is denoted x n o.p.m.
− −−− → f where f is the possibility function describing x. This is equivalent to a pointwise convergence for the corresponding sequence of possibility functions and is therefore the convergence given by the CLT for uncertain variables. Note that this notion of convergence only makes sense for outer probability measures defined as the supremum of a possibility function.
Similarly, we say that the sequence (x 1 , x 2 , . . . ) converges in credibility to an uncertain variable x in X if for all δ > 0 lim n→∞P |x n − x| > δ = 0. This is denoted x n c.
− → x. The LLN for uncertain variables can be proved to give a convergence in credibility to the expected value. Using these two concepts of convergence, we state without proving the analogue of Slutsky's theorem as follows. − → α for some uncertain variable x and some constant α then
− −−− → αx, and x n /z n o.p.m.
given that α is invertible.
Another technical concept that is needed to state the assumptions and prove asymptotic normality is the analogue of Assumption A.3, a dominance property for sequences of random variables, which can be rephrased as: the sequence of uncertain variables (x 1 , x 2 , . . . ) on X is dominated by another sequence (s 1 , s 2 
for all n > N ǫ . Denoting f n the possibility function describing x n for any n > 0, this condition can also be expressed as sup f n (x) : x ∈ X , x / s n > δ ǫ } < ǫ, for all n > N ǫ . We can now formulate the additional assumptions required to prove asymptotic normality as:
A.4 The MLEθ n is identifiable A.5 h(· | θ 0 ) is strictly log-concave A.6 ∂ 3 θ ℓ(y 1:n | θ) = O(n) under the outer probability measureP in a neighbourhood of θ 0 Theorem 4.3. Under Assumptions A.1-A.6, the following asymptotic normality result holds
with s θ0 (·) = ∂ θ log h(· | θ 0 ) the score function and with I * (θ 0 ) the associated notion of Fisher information defined as
The advantage of Theorem 4.3 is that it provides some quantitative means of assessing the asymptotic performance of the MLE even when the underlying distributions are not known and/or might change in time. Indeed, the asymptotic variance in (4.3) only involves derivatives of the likelihood and no expectations w.r.t. the true data distribution.
Proof. We consider the same expansion of the term ∂ θ ℓ(y 1:n |θ n ) around the true parameter value θ 0 as in the proof of Theorem 3.4, that is
, for some ψ n in the interval formed byθ n and θ 0 . Let x i be the uncertain variable defined as the image of y i by ξ = ∂ θ log h(· | θ 0 ) for any i > 0. Since it holds that E * (x i | θ 0 ) = E * (ξ(y i ) | θ 0 ) = 0 for any i > 0, the CLT for uncertain variables yields that the possibility function f n describing
verifies the point-wise convergence 
. From Assumptions A.1 and A.4, it holds that the possibility functionf n describing the uncertain variableθ n converges point-wise to 1 θ0 . Assumption A.6 and Slutsky's theorem for uncertain variables (Proposition 4.2) lead to the desired result.
It follows from the assumption that h(· | θ 0 ) is strictly log-concave that the score s θ0 (·) = ∂ θ log h(· | θ 0 ) is continuous and strictly monotone and is therefore invertible. Assuming that both s θ0 and its inverse are twice differentiable and applying Proposition 2.6, we can express the term V * (s θ0 (y) | θ 0 ) in the asymptotic variance of Theorem 4.3 more explicitly as
It is interesting to see the second derivative in y appear in the expression of the asymptotic variance (via the variance term V * (y | θ 0 )) since the latter usually only depends on the curvature of the log-likelihood as a function of θ (via the Fisher information). However, the curvature of the log-likelihood log h(· | θ 0 ) is associated with the variation in the observations at the true parameter value θ 0 , which might also influence the algorithm. In particular, a log-likelihood which would be "flat" as a function of y around the point µ 0 would yield a potentially infinite asymptotic variance via the term V * (y | θ 0 ). If, in addition, θ is a location parameter, that is if there exists a possibility function f such that h(y | θ) = f (y − θ), then it follows easily that
so that asymptotic variance of the MLEθ n simplifies to V * (y | θ 0 ). We now illustrate the use of Theorem 4.3 in the two following examples. 2 ) for some σ > 0, the asymptotic variance of the MLEθ n simplifies to σ 2 . There is now a dependency on σ as opposed to the case of Example 3.7 with a known sampling distribution. This should not come as a surprise since σ is the only measure of uncertainty available in the considered scenario. 
for some γ > 0, then the asymptotic variance of the MLEθ n is equal to γ 2 /2.
Likelihood ratio test.
Before deriving the analogue of Theorem 3.9 in the case where the sampling distribution is not available for analysis, the equivalent of the chi-squared distribution for possibility functions needs to be introduced. One could simply renormalise any given bounded probability distribution to obtain a function with a maximum equal to 1; however, there is another way of obtaining a possibility function analogous to a distribution, and that is to replicate the way it is usually constructed. For the chi-squared distribution, this means that we are looking for the possibility function describing the sum of squared normallydescribed uncertain variables as in the following lemma.
Lemma 4.6. Let y 1 , . . . , y n be a collection of uncertain variables independently described by the respective possibility functionsN (µ i , σ 2 ), i ∈ {1, . . . , n}, for some expected value µ i and some variance σ 2 > 0. Then the uncertain variable x = n i=1 y 2 i is described by the possibility function f x characterised by
for any
. Given the form of the uncertain variable x in Lemma 4.6, it is natural to refer to the possibility function
as the non-central chi-squared possibility function with scale parameter β > 0 and to denote it χ 2 (λ, β). As opposed to the chi-squared distribution, χ 2 (λ, β) does not depend on the number of terms n in the considered sum of squared normal uncertain variables. The analogue of the standard chi-squared distribution can be recovered when λ = 0 and yields the possibility function
which can also be identified as the renormalised version of the Laplace distribution on [0, ∞) with location parameter µ = 0.
Proof. The possibility function f describing the uncertain variable x is characterised by
for any x ≥ 0. If x = 0 then the result is trivial. To solve this maximization problem when x > 0, we define the Lagrange function
which easily yields
for any x ≥ 0, which concludes the proof of the lemma.
It is easy to prove that if x is an uncertain variable described by χ 2 (α, β) then, for any constant s > 0, the uncertain variable sx is described by χ 2 (sα, sβ). Note that with the standard chi-squared distribution, multiplying by a constant yields a gamma distribution. Following the same steps as in the proof of Lemma 4.6, we also find that if x and x ′ are independent and described by the respective possibility functions χ 2 (α, β) and χ 2 (α ′ , β) then the uncertain variable x + x ′ is described by χ 2 (α + α ′ , β). We now come back to LRTs of the form
These tests can be used even if the sampling distribution is unknown, however, the approach introduced in Section 3.3 for finding an appropriate value for the threshold c does not apply when the true sampling distribution is unknown. Instead, we consider the following inequalitȳ
for some α ∈ (0, 1) and we want to use some asymptotic properties of λ(y 1:n ) to decide on the value of c. 
Using Theorem 4.7, it is easy to approximate credibilityP(λ(y 1:n ) ≤ c) of the event λ(y 1:n ) ≤ c for large values of n and deduce a threshold c for a given confidence level α.
Proof. We start again from the following expansion as in the proof of Theorem 3.9
The sequences of possibility functions describing the terms −n −1 ∂ 2 θ ℓ(y 1:n | θ 0 ) and −n −1 ∂ 2 θ ℓ(y 1:n | ψ n ) in the right hand side both converge point-wise to the indicator of I * (θ 0 ) by Theorem 2.1 and from Assumptions A.1 and A.4. By Theorem 4.3 and Lemma 4.6, it holds that the limit of the first term on the right hand side is described by a χ 2 (0, β) possibility function with
The desired result follows from Assumption A.6 and Slutsky's theorem for uncertain variables.
As discussed in Section 3.3, the likelihood ratio λ(y 1:n ) can be seen as the posterior possibility function for θ evaluated at θ 0 . Therefore, one should be able to derive the same result as Theorem 4.7 from an analogue of the BvM theorem. This connection is made in the following section after showing how the standard approach to prove the BvM theorem applies straightforwardly to possibility functions.
4.4.
Bernstein-von Mises theorem. Related to asymptotic normality is an important theorem in Bayesian statistics known as the BvM theorem. The BvM theorem can be interpreted as follows: given some initial distribution, the posterior becomes independent of the prior as we take the number of observations to infinity, and the posterior tends to a normal distribution. In order to derive an analogue of this result in the context of interest, we model the uncertainty about the true parameter θ 0 via an uncertain variable θ on Θ and we consider that there is some prior information about θ taking the form of a prior possibility function f . We additionally assume that A.7 The prior possibility function f is continuous in a neighbourhood of θ 0 We only give an informal proof of the BvM theorem for possibility functions under Assumptions A.1-A.7. Considering for simplicity the case where Θ = R, the posterior possibility function describing θ given a sequence of observations (y 1 , . . . , y n ) can be expressed as
Following the standard approach, we introduce the possibility function describing
Again, as usual, we consider large values of n within the argument of the prior only. Under Assumption A.7, noticing that the argument of the supremum in the denominator is maximized at the MLE leads to
where the MLEθ n is deterministic since the observations are given. However, we know from the proof of Theorem 4.3 that the MLE verifies
which yields
Some expansions to the second order reveal that this expression can be approximated as
Returning to the possibility function describing θ a posteriori and using the relation (4.2) once more, we find that
, that is, the posterior possibility function is approximately normal with expected value θ 0 + ∆ n / √ n (which tends to θ 0 as n tends to infinity) and with the inverse of nI * (θ 0 ) as variance.
Although the steps of this informal proof are along the same lines as in the standard case, there are noticeable differences: 1) Due to the supremum in the denominator of Bayes' rule for possibility functions, the MLE appears. 2) There is no need to make terms appear in the numerator and denominator or to add terms to complete the square in (4.3). These differences suggest that the BvM theorem is indeed very natural in the considered context.
To conclude this section, we show how (4.4) relates to the asymptotic behaviour of LRTs. We first compute an approximation of the quantity of interest as
the first equality holding when the prior is uninformative, i.e. when f = 1. Expanding this expression based on the definition (4.2) of ∆ n , we find that
The squared term is asymptotically normally-described with variance V * (s θ0 (y) | θ 0 ) so it follows easily that −2 log λ(y 1:n ) is asymptotically described by the same possibility function as in Theorem 4.7.
4.5. Discussion. The results of Section 4.1-4.4 gave some insights about how to preserve some theoretical guarantees in the case where the uncertainty in the true sampling distribution does not allow for assuming that a given parametric family of probability distributions will contain or even approximate it. Yet, the derived asymptotic properties of MLEs and LRTs only hold under stringent assumptions including the strict log-concavity of the likelihood function. Although this assumption does not imply that the true sampling distribution is itself strictly log-concave, it still prevents from representing potential knowledge about, e.g., multi-modality of the sampling distribution in the likelihood function. Weakening this and other assumptions will therefore be an important direction for future research.
Conclusion
In this article we applied the methodology of outer probability measures to various well-known statistical procedures. Our intention was to understand how one could approach this, and to see what various asymptotic results could be derived. These included a LLN, a CLT, asymptotic normality and consistency results. In the case where we have access to the true sampling distribution of the observations, we were able to fit our framework with the above results holding. However more interestingly from this work was the case of when the sampling distribution is unknown. Despite the increasing difficulty of analysing this case, with the aid of outer measures we were able to show analogous results to the known case. In addition to this we were able to provide a BvM theorem for outer measures.
There are a number of interesting directions to take from this work. One of those is to develop an outer measure approach in an infinite-dimensional setting. By doing so one can consider different avenues for uncertainty quantification, with applications in inverse problems and compressed sensing [14] . In particular, due to the recent success of the Bayesian approach [7, 11, 27] for inverse problems one could use this as an instinctive application. Another direction could be the derivation of asymptotic properties for dynamical systems [3, 21] in the context of outer probability measure, which is not considered in the existing work on this topic [15, 17] .
Appendix A. Proofs for the theorems of Section 2
Proof of Theorem 2.1. Before proceeding with the proof, we emphasize an abuse of notation where now y denotes a point in X = R d , unrelated to previous notations in the document.
Definitions:
We denote by C f = Conv(arg max f ) the convex hull of arg max f , and by d C f the distance to the set C f , i.e. the function
Since C f is convex, for any x ∈ X , there exists a unique point x C f ∈ C f such that d C f (x) = x − x C f . We also recall, from the definition of s n , that
x i = y , n ∈ N.
Outline: We aim to prove that lim n→∞ f sn (y) = 1, if y ∈ C f , 0, otherwise.
We will consider the two cases above separately.
Case y ∈ C f : The result being evident on arg max f , let y ∈ C f \ arg max f be an arbitrary point on the convex hull C f that does not belong to arg max f . Using Carathéodory's theorem, y can be written as the convex combination of at most d + 1 points of arg max f , i.e., there exists 2 ≤ p ≤ d + 1 such that
where c i > 0 and a i ∈ arg max f , 1 ≤ i ≤ p, with i ∈ C f . We may then write
It follows that Proof of Theorem 2.3. One of the basic properties of strictly log-concave functions is that they are maximised at a single point which we denote by µ. We assume without loss of generality that µ = 0. To find the supremum of n i=1 f (x i ) over the set of x i 's verifying n −1/2 n i=1 x i = x, we first use Lagrange multipliers to find that
for any i, j ∈ {1, . . . , n} so that a solution is x i = n −1/2 x. In order to show that this solution is local maximizer, we consider the bordered Hessian corresponding to
