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This paper is concerned with a nonlinear variational sine-Gordon equation utt −
c(u)[c(u)ux]x + λ22 sin(2u) = 0 which describes the motion of long waves on a neutral
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1. Introduction
In this paper, we consider a nonlinear variational sine-Gordon equation that reads
utt − c(u)
[
c(u)ux
]
x +
λ2
2
sin(2u) = 0, (1.1)
where λ is a constant, and the wave speed c is a positive function of u alone given by
c2(u) = α cos2 u + β sin2 u (1.2)
for some positive physical constants α and β . If α = β , Eq. (1.1) is reduced to the nonlinear sine-Gordon equation and then
some exact solutions are constructed in [1,9,11].
Eq. (1.1) with (1.2) arises in a number of various physical contexts, for example, it models, to the ﬁrst-order, the motion
of long waves on a neutral dipole chain in the continuum limit. Zorski and Infeld [31] described long waves on a neutral
dipole chain by an action principle of the form
δ
δn
∫ (
n2t − (β − α)(e · nx)2 − αn2x + λ2(e · n)2
)
dxdt = 0, (1.3)
where n is a unit vector director ﬁeld, α, β and λ are constant scalar parameters, and e is a constant unit vector. Consider
the special case when the planar deformation depends only on a single spatial variable, i.e., x = (x,0,0) and when the
director ﬁeld n is of the form
n= n(x, t) = cosu(x, t)ex + sinu(x, t)ey, (1.4)
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this special case means that the dipoles are lined up parallel to the z axis, and u(x, t) measures the angle of the director
ﬁeld to the x-direction at each column. With the above simpliﬁcations, the action principle (1.3) reduces to
δ
δu
∫ [
u2t − c2(u)u2x + λ2 cos2 u
]
dxdt = 0,
where c(u) is given by (1.2). The Euler–Lagrange equation corresponding to this simpliﬁed variational principle is the non-
linear variational sine-Gordon equation (1.1).
We notice that Eq. (1.1) is a “sine-Gordon” version of nonlinear variational wave equation
utt − c(u)
[
c(u)ux
]
x = 0, (1.5)
which comes from the theory of nematic liquid crystals [2,13,18]. Even for smooth initial data, there is the well-known
fact that the solution of this equation can develop cusp-type singularities in ﬁnite time, which is attributed to the term
c(u)c′(u)u2x , see Glassey et al. [10]. It is therefore necessary to study the global existence of weak solutions. However weak
solutions are not unique in general and admissibility conditions are needed to be supplemented to select a unique solution.
There are at least two natural different classes of admissible weak solutions, which are called dissipative and conservative
solutions. The dissipative solution loses all the energy at the blowup time, while the conservative solution will preserve
its energy in time. The existence of a dissipative weak solution to the initial value problem of (1.5), as well as for related
asymptotic models, has been extensively studied by Zhang and Zheng [22–29] and Hunter and Zheng [14]. The more relevant
results of the ﬁrst-order asymptotic equation (which is also called Hunter–Saxton equation) and its geometric interpretation
are presented in [3,6,15–17,20,21] and the references therein. Recently, Bressan and Zheng [8] have established that an
energy-conservative weak solution to the Cauchy problem of Eq. (1.5), and Holden and Raynaud [12] have shown that
it possesses a global semigroup for conservative weak solutions. Moreover, the global conservative weak solutions to its
asymptotic equations have been obtained in [7,24].
The purpose of this paper is to establish the global existence of conservative weak solutions to the nonlinear variational
sine-Gordon equation (1.1). We shall use the method of energy-dependent coordinates used in papers [7,8,30] and the related
Camassa–Holm equation [4,5], to construct an energy-conservative solution of (1.1). This method allows us to resolve all
singularities by introducing a new set of variables related to the energy. The global existence of dissipative weak solutions
to the nonlinear variational sine-Gordon equation will be addressed in a forthcoming paper.
In the present paper, instead of (1.2), we consider a more general smooth function c = c(u) with uniformly positive
bounded values, that is, there are positive numbers c1 < c2 such that
0 < c1  c(z) c2 < ∞, sup
z
∣∣c′(z)∣∣< ∞, z ∈R. (1.6)
We consider (1.1) and (1.6) with the following initial data
u(0, x) = u0(x) ∈ H1, ut(0, x) = u1(x) ∈ L2. (1.7)
Since global smooth solutions of Eq. (1.1) do not exist in general, see Song [19], we need to consider weak solutions. It can
easily be derived that every smooth solution satisﬁes the conservation of energy[
1
2
(
u2t + c2(u)u2x
)+ 1
2
λ2 sin2 u
]
t
− [c2(u)utux]x = 0, (1.8)
which implies that the existence of ﬁnite-energy weak solutions is possible for all time, even after the singularities form.
Before we state our results, let us ﬁrst recall the deﬁnition of weak solutions introduced by Bressan and Zheng [8] (also see
Zhang and Zheng [30]).
Deﬁnition 1.1 (Weak solution). A function u(t, x) ((t, x) ∈R×R) is a weak solution to the Cauchy problem (1.1), (1.7) if the
following hold:
(i) In the t–x plane, the function u is locally Hölder continuous with exponent 1/2. The function t → u(t, ·) is continuously
differentiable as a map with values in Lmloc, for all 1m < 2. Moreover, it is Lipschitz continuous with respect to the L2
distance, that is∥∥u(t, ·) − u(s, ·)∥∥L2  L|t − s| (1.9)
for all t, s ∈R.
(ii) The function u(t, x) takes on the initial condition in (1.7) pointwise, while its temporal derivative holds in Lmloc for
m ∈ [1,2).
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φtut −
(
c(u)φ
)
xc(u)ux −
1
2
φλ2 sin(2u)
]
dxdt = 0 (1.10)
for all test functions φ ∈ C1c (R×R).
Our conclusions can be stated as follows.
Theorem 1.1 (Existence). Let conditions (1.6), (1.7) hold. Then problem (1.1), (1.7) has a global weak solution deﬁned for all (t, x) ∈
R×R.
The continuous dependence of solutions on the initial data follows directly from the constructive procedure (see Sec-
tion 3). Moreover, the total energy
E(t) := 1
2
∫ [
u2t (t, x) + c2
(
u(t, x)
)
u2x(t, x) + λ2 sin2 u(t, x)
]
dx (1.11)
remains uniformly bounded by its initial level E0 := E(0). More precisely, we have
Theorem 1.2 (Continuous dependence). A family of weak solutions to the Cauchy problem (1.1), (1.7) can be constructed with the
additional properties: For every t ∈R one has
E(t) E0. (1.12)
Moreover, let a sequence of initial conditions satisfy∥∥(un0)x − (u0)x∥∥L2 → 0, ∥∥un1 − u1∥∥L2 → 0
and un0 → u0 uniformly on compact sets, as n → ∞. Then one has the convergence of the corresponding solutions un → u, uniformly
on bounded subsets of the t–x plane.
It seems from (1.12) that the total energy of our solutions may decrease in time. We emphasize, however, that our
solutions are conservative, in the following sense.
Theorem 1.3 (Conservation of energy). There exists a continuous family {μt; t ∈ R} of positive Radon measures on the real line with
the following properties.
(i) At every time t, one has μt(R) = E0 .
(ii) For each t, the absolutely continuous part of μt has density 12 (u
2
t + c2u2x + λ2 sin2 u) with respect to the Lebesgue measure.
(iii) For almost every t ∈R, the singular part of μt is concentrated on the set where c′(u) = 0.
In other words, the solutions that we obtain are conservative, in the sense that the total energy represented by the
measure μ equals a constant, for almost every time. This energy may only be concentrated on a set of times of measure
zero or at points where c′(u) vanishes. If c′(u) = 0 for any u, then assertion (iii) states that the set {t; E(t) < E0} has
measure zero.
Remark 1.4. Comparing with the results of (1.5) in Bressan and Zheng [8], we observe that the source term in (1.1) does not
affect the above properties of solutions.
The rest of the paper is organized as follows. In Section 2, we derive an equivalent semilinear system of (1.1) for smooth
solutions. Section 3 is devoted to establishing the existence and continuous dependence of solutions of the equivalent
semilinear system. In Section 4, we show the Hölder continuity of these solutions u in t, x, and verify that (1.1) is satisﬁed
in the distributional sense. The energy inequality (1.12) is demonstrated in Section 5 and the Lipschitz continuity of the
map t → u(t, ·), the continuity of the maps t → ut(t, ·), t → ux(t, ·) are established in Section 6. These results complete the
proofs of Theorem 1.1 and Theorem 1.2. Finally, Section 7 is devoted to the proof of Theorem 1.3.
2. An equivalent system
This section is devoted to deriving an equivalent system of (1.1) for smooth solutions by introducing a new set of
dependent and independent variables to replace the original variables.
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R = ut + c(u)ux,
S = ut − c(u)ux. (2.1)
Then (1.1) reduces to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Rt − cRx = c
′
4c
(
R2 − S2)− 1
2
λ2 sin(2u),
St + cSx = c
′
4c
(
S2 − R2)− 1
2
λ2 sin(2u),
ut − c(u)ux = S.
(2.2)
This system is equivalent to (1.1) for smooth solutions if we supplement (2.2) with initial restriction
at t = 0: ux = R − S
2c(u)
. (2.3)
In fact, for
F := R − S − 2c(u)ux, (2.4)
we have
Ft − cFx = c
′
2c
(R + S + 2cux)F ,
which implies, if F = 0 at time zero, that F ≡ 0 for all t > 0.
Proposition 2.1. Any smooth solution of (1.1) is a solution to (2.2), (2.3). The converse also holds.
We now deﬁne the forward and backward characteristics as follows⎧⎨
⎩
d
ds
x±(s; t, x) = ±c(u(s; x±(s; t, x))),
x±
∣∣
s=t = x.
(2.5)
Then, for a point (t, x), we deﬁne the energy-dependent coordinates (X, Y ):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
X :=
x−(0;t,x)∫
0
[
1+ R2(0, ξ) + λ2 sin2 u(0, ξ)]dξ,
Y :=
0∫
x+(0;t,x)
[
1+ S2(0, ξ) + λ2 sin2 u(0, ξ)]dξ,
(2.6)
which imply
Xt − c(u)Xx = 0, Yt + c(u)Yx = 0. (2.7)
Furthermore, for any smooth function f , we see by using (2.7) that
ft + c(u) fx = f X Xt + fY Yt + cf X Xx + cfY Yx = (Xt + cXx) f X = 2cXx f X ,
ft − c(u) fx = f X Xt + fY Yt − cf X Xx − cfY Yx = (Yt − cYx) f X = −2cYx fY . (2.8)
For convenience to deal with possibly unbounded values of R and S , we introduce
1 := R
1+ R2 + λ2 sin2 u , h1 :=
1
1+ R2 + λ2 sin2 u ,
2 := S
1+ S2 + λ2 sin2 u , h2 :=
1
1+ S2 + λ2 sin2 u (2.9)
as new dependent variables. It is easily seen that there hold
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(
1+ λ2 sin2 u)h21 = h1, (2.10)
22 +
(
1+ λ2 sin2 u)h22 = h2. (2.11)
Moreover, we introduce
p := 1+ R
2 + λ2 sin2 u
Xx
= 1
h1Xx
, q := 1+ S
2 + λ2 sin2 u
−Yx = −
1
h2Yx
. (2.12)
By performing a direct calculation, we obtain a semilinear hyperbolic system with smooth coeﬃcients for the variables
1, 2,h1,h2, p,q,u in (X, Y ) coordinates as follows:
1Y = c
′q
8c2
(h1 − h2)
[
1− 2(1+ λ2 sin2 u)h1]− q
4c
λ2 sin(2u)
[
h1h2 + 21(h12 − h21)
]
,
2X = c
′p
8c2
(h2 − h1)
[
1− 2(1+ λ2 sin2 u)h2]− p
4c
λ2 sin(2u)
[
h1h2 + 22(h21 − h12)
]
, (2.13)
h1Y = q
2c
[
c′
2c
1(h1 − h2) + λ2 sin(2u)h1(h21 − h12)
]
,
h2X = p
2c
[
c′
2c
2(h2 − h1) + λ2 sin(2u)h2(h12 − h21)
]
, (2.14)
pY = pq
2c
[
c′
2c
(2 − 1) + λ2 sin(2u)(2h1 − 1h2)
]
,
qX = pq
2c
[
c′
2c
(1 − 2) + λ2 sin(2u)(1h2 − 2h1)
]
, (2.15)
uX = p
2c
1
(
or uY = q
2c
2
)
. (2.16)
We comment that we have uXY = uY X , so we may use either uX or uY in (2.16). In addition we observe from (2.15) that
pY + qX = 0. (2.17)
We notice that the two functions for ∂Y h1 and ∂Xh2 in (2.14) may seem to be replaceable by the conserved quan-
tities (2.10) and (2.11), but (2.10) and (2.11) do not yield single-valued functions h1 and h2 of 21 and 
2
2, respectively.
For these reasons, we keep more equations supplemented by conserved quantities rather than fewer equations involving
complicated functions.
We next consider the boundary conditions of Eqs. (2.13)–(2.16), corresponding to (1.7). The initial line t = 0 in the (t, x)
plane is transformed to a curve Γ : Y = ϕ(X) deﬁned through a parametric x ∈R⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
X =
x∫
0
[
1+ R2(0, ξ) + λ2 sin2 u(0, ξ)]dξ,
Y =
0∫
x
[
1+ S2(0, ξ) + λ2 sin2 u(0, ξ)]dξ,
(2.18)
which is non-characteristic. The assumptions u0 ∈ H1, u1 ∈ L2 imply R(0, x), S(0, x) ∈ L2. We introduce
E0 := 1
4
∫ [
R2(0, ξ) + S2(0, ξ) + 2λ2 sin2 u(0, ξ)]dξ < ∞, (2.19)
which equals to the number E(0) in (1.11). Then the two functions X = X(x), Y = Y (x) are well deﬁned and abso-
lutely continuous. Moreover, X is strictly increasing while Y is strictly decreasing. Therefore, the map X → ϕ(X) is
continuous and strictly decreasing. From (2.19), we also have |X + ϕ(X)|  4E0. Thus, we can assign the boundary data
(¯1, ¯2, h¯1, h¯2, p¯, q¯, u¯) ∈ L∞ deﬁned by
{
¯1 = R¯(0, x)h¯1,
¯2 = S¯(0, x)h¯2,
⎧⎪⎪⎨
⎪⎪⎩
h¯1 = 1
1+ R¯2(0, x) + λ2 sin2 u0(x)
,
h¯2 = 1
1+ S¯2(0, x) + λ2 sin2 u0(x)
,
{
p¯ = 1,
q¯ = 1, u¯ = u0(x), (2.20)
where R¯(0, x) = u1(x)+c(u0(x))u′0(x) and S¯(0, x) = u1(x)−c(u0(x))u′0(x). Furthermore, (2.4), (2.10) and (2.11) are identically
satisﬁed along Γ . In fact, from Eqs. (2.13)–(2.16), we deduce
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[
21 +
(
1+ λ2 sin2 u)h21 − h1]= qc λ2 sin(2u)(h21 − h12)
[
21 +
(
1+ λ2 sin2 u)h21 − h1]
and
∂X
[
22 +
(
1+ λ2 sin2 u)h22 − h2]= pc λ2 sin(2u)(h12 − h21)
[
22 +
(
1+ λ2 sin2 u)h22 − h2],
which imply, by the initial data (2.20), that identities (2.10) and (2.11) hold for the solutions.
3. Solutions of the equivalent system
In this section, we demonstrate that there exists a unique global solution for Eqs. (2.13)–(2.16) with boundary data (2.20)
in the energy coordinates (X, Y ).
Theorem 3.1. Let conditions (1.6), (1.7) hold. Then problem (2.13)–(2.16) with boundary data (2.20) has a unique global solution
deﬁned for all (X, Y ) ∈R2 .
We establish below the solution on the domain Ω+ := {(X, Y ); Y  ϕ(X)}. On the complementary set R2 \ Ω+ , the
solution can be established in a completely similar way.
We note that all right-hand side functions in Eqs. (2.13)–(2.16) are locally Lipschitz continuous, thus the construction of
a local solution is straightforward by the ﬁxed point method. In order to extend this local solution to the entire domain Ω+ ,
it suﬃces to establish a priori estimates.
From (2.17) and (2.19), we ﬁrst see that
X∫
ϕ−1(Y )
p
(
X ′, Y
)
dX ′ +
Y∫
ϕ(X)
q
(
X, Y ′
)
dY ′  2
(|X | + |Y | + 4E0), (3.1)
where ϕ−1 denotes the inverse of ϕ . Integrating the ﬁrst equation of (2.15) vertically and making use of (3.1), since p,q > 0
from (2.12) and (2.15) we ﬁnd that
p(X, Y ) = exp
{ Y∫
ϕ(X)
q
2c
[
c′
2c
(2 − 1) + λ2 sin(2u)(2h1 − 1h2)
]
dY ′
}
 exp
{
C0
Y∫
ϕ(X)
q
(
X, Y ′
)
dY ′
}
 exp
{
2C0
(|X | + |Y | + 4E0)}, (3.2)
where C0 is a ﬁnite number depending only on λ, c1, c2 and sup |c′|. The ﬁrst inequality holds by the fact that the functions
h1,h2, 1, 2 are uniformly bounded. Similarly, integrating the second equation of (2.15) horizontally we get
q(X, Y ) exp
{
2C0
(|X | + |Y | + 4E0)}. (3.3)
Relying on the local bounds (3.2) and (3.3), one can complete the proof of Theorem 3.1. We omit the details since they are
very similar to those in Bressan and Zheng [8].
For future reference, we here state a useful consequence of the above construction.
Corollary 3.2. Assume (1.6) holds. If the initial data (u0,u1) are smooth, then the solution (u, 1, 2,h1,h2, p,q) of (2.13)–
(2.16), (2.20) is a smooth function of the variables (X, Y ). Moreover, assume that a sequence of smooth functions (uν0 ,u
ν
1)ν1 satisﬁes
uν0 → u0,
(
uν0
)
x → (u0)x, uν1 → u1
uniformly on compact subsets of R. Then one has the convergence of the corresponding solutions:
(
uν, ν1 , 
ν
2 ,h
ν
1 ,h
ν
2 , p
ν,qν
)→ (u, 1, 2,h1,h2, p,q)
uniformly on bounded subsets of the X–Y plane.
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In the present section, we prove that the solution in the X–Y plane can be expressed by the original variables (t, x).
Moreover, we also prove that the solution in the original variables is Hölder continuous and satisﬁes (1.1) in the distribu-
tional sense.
Since the initial data (u0)x and u1 are only assumed to be in L2, we ﬁrst obtain from Eqs. (2.13)–(2.16) that the regularity
of the solution is as follows:
– The functions 1, h1, p are Lipschitz continuous w.r.t. Y , measurable w.r.t. X ,
– The functions 2,h2, q are Lipschitz continuous w.r.t. X , measurable w.r.t. Y ,
– The function u is Lipschitz continuous w.r.t. both X and Y ,
on bounded subsets of the X–Y plane.
In order to deﬁne u as a function of the original variables t, x, we need the inverse functions X = X(t, x), Y = Y (t, x).
The map (X, Y ) → (t, x) can be constructed as follows. Using (2.8) and (2.12) we obtain⎧⎪⎪⎨
⎪⎪⎩
xX = 1
2Xx
= 1
2
ph1,
xY = 1
2Yx
= −1
2
qh2
(4.1)
and ⎧⎪⎪⎨
⎪⎪⎩
tX = 1
2cXx
= 1
2c
ph1,
tY = 1−2cYx =
1
2c
qh2.
(4.2)
One can easily check that xXY = xY X and tXY = tY X by direct calculations. Therefore, the functions x = x(X, Y ) and t =
t(X, Y ) can be obtained by integrating one of the equations in (4.1) and (4.2), respectively. We note that the map constructed
above may not be one-to-one mapping. This fact, however, does not cause any real diﬃculty. Indeed, we need only prove
the claim that the values of u do not depend on the choice of (X, Y ). That is because if it holds then, for each given
point (t∗, x∗), we can choose an arbitrary point (X∗, Y ∗) such that t(X∗, Y ∗) = t∗ , x(X∗, Y ∗) = x∗ , and deﬁne u(t∗, x∗) :=
u(X∗, Y ∗). To prove the claim, assume (X1, Y1) and (X2, Y2) are two distinct points such that t(X1, Y1) = t(X2, Y2) = t∗ and
x(X1, Y1) = x(X2, Y2) = x∗ , we need to show u(X1, Y1) = u(X2, Y2). Consider two cases:
Case 1. X1  X2, Y1  Y2. Consider the set
Dx∗ :=
{
(X, Y ); x(X, Y ) x∗}
and denote by ∂Dx∗ its boundary. Since x is increasing with X and decreasing with Y , this boundary can be represented
as the graph of a Lipschitz continuous function: X − Y = φ(X + Y ). We now construct a Lipschitz continuous curve γ1
(Fig. 1(a)) consisting of the following:
– A horizontal segment joining (X1, Y1) with a point A = (XA, Y A) on ∂Dx∗ with Y A = Y1,
– A portion of the boundary ∂Dx∗ ,
– A vertical segment joining (X2, Y2) with a point B = (XB , YB) on ∂Dx∗ with XB = X2.
Noticing that the assumptions t(X1, Y1) = t(X2, Y2) = t∗ , x(X1, Y1) = x(X2, Y2) = x∗ , we obtain t ≡ t∗ and x ≡ x∗ on the
curve γ1. Hence, by (4.1) and (4.2), we have h1 dX = h2 dY = 0, which implies 1 dX = 2 dY = 0. We now compute
u(X2, Y2) − u(X1, Y1) =
∫
γ1
(uX dX + uY dY ) =
∫
γ1
p
2c
1 dX + q
2c
2 dY = 0.
This completes our claim.
Case 2. X1  X2, Y1  Y2. In this case, we consider the set Dt∗ := {(X, Y ); t(X, Y ) t∗} and construct a Lipschitz contin-
uous curve γ2 connecting (X1, Y1) with (X2, Y2) as in Fig. 1(b). The rest is similar to Case 1.
We next prove that the function u(t, x) = u(X(t, x), Y (t, x)) thus obtained is Hölder continuous on bounded sets. Inte-
grating along any forward characteristic t → x+(t) and noticing Y = const. on this kind of characteristics, we get
τ∫ [
ut + c(u)ux
]2
dt =
Xτ∫
(2cXxuX )
2(2cXx)
−1 dX 
Xτ∫
1
2c
p dX  Cτ , (4.3)0 X0 X0
1062 Y. Hu / J. Math. Anal. Appl. 385 (2012) 1055–1069Fig. 1. Paths of integration γ1, γ2. The left ﬁgure (a) corresponds to the case X1  X2, Y1  Y2, and the right ﬁgure (b) to the case X1  X2, Y1  Y2. The
dashed curves in ﬁgures (a) and (b) are, respectively, the boundaries ∂Dx∗ and ∂Dt∗ .
for some constant Cτ depending only on τ . Similarly, integrating along any backward characteristic t → x−(t) and noticing
X = const. on this kind of characteristics, we obtain
τ∫
0
[
ut − c(u)ux
]2
dt  Cτ . (4.4)
Thanks to (1.6), the bounds (4.3) and (4.4) imply that the function u = u(t, x) is Hölder continuous with exponent 1/2.
Due to (2.5) we obtain that all characteristic curves are C1 with Hölder continuous derivative. Moreover, the functions R, S
at (2.1) are square integrable on bounded subsets of the t–x plane. In addition, we deduce
ut + c(u)ux = 2cXxuX = 2c 1
ph1
· p
2c
1 = 1
h1
= R,
ut − c(u)ux = −2cYxuY = −2c
(
− 1
qh2
)
· q
2c
2 = 2
h2
= S,
which imply that the functions R, S at (2.1) are indeed the same as recovered from (2.9).
Finally, we prove that the function u = u(t, x) satisﬁes (1.1) in the distributional sense. According to (1.10), we need to
show that
0 =
∫ ∫ {
R
[
φt − (cφ)x
]+ S[φt + (cφ)x]− φλ2 sin(2u)}dxdt
=
∫ ∫ {−2cRYxφY + 2cS XxφX + c′φ(S − R)(uX Xx + uY Yx) − φλ2 sin(2u)}dxdt. (4.5)
The second identity holds by (2.8). Using (4.1) and (4.2), the double integral in (4.5) can be written as∫ ∫ {
2c1
qh1h2
φY + 2c2
ph1h2
φX −
[
c′
2c
(2h1 − 1h2)2
h21h
2
2
+ λ2 sin(2u)
]
φ
}
· pq
2c
h1h2 dX dY
=
∫ ∫ {
p1φY + q2φX − pq
2c
[
c′
2c
(2h1 − 1h2)2
h1h2
+ λ2 sin(2u)h1h2
]
φ
}
dX dY . (4.6)
We end the proof by the fact that
(p1)Y + (q2)X = − pq
2c
[
c′
2c
(2h1 − 1h2)2
h1h2
+ λ2 sin(2u)h1h2
]
.
This establishes the integral equation (1.10) for every test function φ ∈ C1c .
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5. Upper bound on energy
This section is devoted to completing the proof of Theorem 1.2. We establish the energy inequality (1.12) by converting
the energy conservation (1.8) formally to the (X, Y ) plane.
From (2.9)–(2.11), Eq. (1.8) can be written as(
1
4h1
+ 1
4h2
− 1
2
)
t
+
[
c
4
(
1
h2
− 1
h1
)]
x
= 0,
which means that, in the X–Y plane, the 1-form
1− h1
4
p dX − 1− h2
4
qdY (5.1)
is closed. In fact, we obtain by performing a direct calculation that(
1− h1
4
p
)
Y
= pqc
′
16c2
[
(1− h1)2 − (1− h2)1
]+ pq
8c
λ2 sin(2u)(h12 − h21)
= −
(
1− h2
4
q
)
X
. (5.2)
The solutions u = u(X, Y ) constructed in Section 3 are conservative, in the sense that the integral of the form (5.1) along
every closed Lipschitz continuous curve in the X–Y plane is zero.
We now use the above fact to establish the energy inequality (1.12). Fix any τ > 0, the case τ < 0 is analogously. For
a given r 
 1, deﬁne the region D := {(X, Y ); 0  t(X, Y )  τ , X  r, Y  r}, see Fig. 2. By construction, the four points
A1, A2, A3 and A4, respectively, map to (τ ,a1), (τ ,a2), (0,a3) and (0,a4) for some a1 < a2 and a4 < a3. Integrating the
1-form (5.1) along the boundary of D , we see that∫
A1A2
1− h1
4
p dX − 1− h2
4
qdY
=
∫
A4A3
1− h1
4
p dX − 1− h2
4
qdY −
∫
A4A1
1− h1
4
p dX −
∫
A3A2
1− h2
4
qdY

∫
A4A3
1− h1
4
p dX − 1− h2
4
qdY
=
a3∫
1
2
[
u2t (0, x) + c2
(
u(0, x)
)
u2x(0, x) + λ2 sin2 u(0, x)
]
dx, (5.3)a4
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the other hand, we have
a2∫
a1
1
2
[
u2t (τ , x) + c2
(
u(τ , x)
)
u2x(τ , x) + λ2 sin2 u(τ , x)
]
dx
=
∫
A1A2∩{h1 =0}
1− h1
4
p dX −
∫
A1A2∩{h2 =0}
1− h2
4
qdY . (5.4)
Letting r → +∞, one has a1 → −∞, a2 → +∞. Therefore, combining (5.3) and (5.4), we get E(t) E0, this proves (1.12).
6. Regularity of trajectories
In this section we shall show that the function t → u(t, ·) is Lipschitz continuous in the L2 distance and is continuously
differentiable as a map with values in Lmloc, for all 1m < 2.
We now establish the Lipschitz continuity of the function t → u(t, ·) in the L2 distance, that is, (1.9) holds. For any
t, s ∈R, we have
u(t, x) − u(s, x) = (t − s)
1∫
0
ut
(
s + ξ(t − s), x)dξ.
Thus
∥∥u(t, x) − u(s, x)∥∥L2  |t − s|
1∫
0
∥∥ut(s + τ (t − s), ·)∥∥L2 dτ √2E0|t − s|. (6.1)
Next we prove that the functions t → ut(t, ·) and t → ux(t, ·) are continuous with values in Lm , which imply the function
t → u(t, ·) is continuously differentiable as a map with values in Lmloc, for all 1m < 2.
Let us ﬁrst establish the argument for smooth initial data with compact support. In this case, the solution u = u(X, Y ) is
a smooth function on the entire X–Y plane. Fix a time τ . We claim that
d
dt
u(t, ·)
∣∣∣∣
t=τ
= ut(τ , ·), (6.2)
where
ut(τ , ·) := uX Xt + uY Yt = p
2c
1 · c
ph1
+ q
2c
2 · c
qh2
= 1
2h1
+ 2
2h2
. (6.3)
Notice that (6.3) deﬁnes the value of ut(τ , ·) at almost every point x ∈R. By the energy inequality (1.12), we have∫
R
∣∣ut(τ , x)∣∣2 dx 2E(t) 2E0. (6.4)
In order to establish the relation (6.2), we consider the set
Dτ :=
{
(X, Y )
∣∣ t(X, Y ) τ}, (6.5)
and denote its boundary by Γτ . Given ε > 0, due to the energy inequality (1.12), there then exist ﬁnitely many disjoint
intervals [ai,bi] ⊂R, i = 1, . . . ,N, such that
min
{
h1(P ),h2(P )
}
< 2ε (6.6)
for every point P = (X(xP , τ ), Y (xP , τ )) (xP ∈ J :=⋃Ni=1[ai,bi]) and
h1(Q ) > ε, h2(Q ) > ε (6.7)
for every point Q = (X(xQ , τ ), Y (xQ , τ )) (xQ ∈ J ′ := R \ J ). Noticing that the function u = u(t, x) is smooth in a neighbor-
hood of the set {τ } × J ′ and using Minkowski’s inequality, we have
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h→0
1
h
[∫
R
∣∣u(τ + h, x) − u(τ , x) − hut(τ , x)∣∣m dx
] 1
m
 lim
h→0
1
h
[∫
J
∣∣u(τ + h, x) − u(τ , x)∣∣m dx]
1
m
+
[∫
J
∣∣ut(τ , x)∣∣m dx
] 1
m
. (6.8)
Making use of (4.1) and (6.6), we estimate the measure of the “bad” set J
meas( J ) =
∫
J
dx =
N∑
i=1
(Xbi ,Ybi )∫
(Xai ,Yai )
1
2
ph1 dX − 1
2
qh2 dY
 4ε
1− 2ε
∫
Γτ
1− h1
4
p dX − 1− h2
4
qdY  4ε
1− 2ε E0, (6.9)
where (Xai , Yai ) = (X(ai, τ ), Y (ai, τ )) and (Xbi , Ybi ) = (X(bi, τ ), Y (bi, τ )). Using Hölder’s inequality with conjugate expo-
nents 2/m and n := 2/(2−m), and recalling (6.1), we obtain
∫
J
∣∣u(τ + h, x) − u(τ , x)∣∣m dxmeas( J ) 1n(∫
J
∣∣u(τ + h, x) − u(τ , x)∣∣2 dx)
m
2

(
4ε
1− 2ε E0
) 1
n
(h
√
2E0)m = 2
(
2ε
1− 2ε
) 1
n
hmE0.
Thus,
limsup
h→0
1
h
(∫
J
∣∣u(τ + h, x) − u(τ , x)∣∣m dx)
1
m

(
2ε
1− 2ε
) 1
mn
(2E0)
1
m . (6.10)
Similar argument gives
(∫
J
∣∣ut(τ , x)∣∣m dx
) 1
m
meas( J ) 1nm
(∫
J
∣∣ut(τ , x)∣∣2 dx
) 1
2

(
2ε
1− 2ε
) 1
mn
(2E0)
1
m . (6.11)
Combining (6.8), (6.10) and (6.11), and noticing that ε > 0 is arbitrary, we conclude
lim
h→0
1
h
(∫
R
∣∣u(τ + h, x) − u(τ , x) − hut(τ , x)∣∣m dx
) 1
m
= 0. (6.12)
The continuity of the function t → ut(t, ·) can be established by the same method.
For general initial data (u0),u1 ∈ L2, we let {(uν0)x}, {uν1} ∈ C∞c be a sequence of smooth initial data such that uν0 → u0
uniformly, (uν0)x → (u0)x almost everywhere and in L2, uν1 → u1 almost everywhere and in L2 and ﬁnish the proof by
Corollary 3.2.
The proof of the continuity of the function t → ux(t, ·) as a map with values in Lm , 1m < 2, is very similar.
7. Energy conservation
This section is devoted to proving Theorem 1.3, that is, we show that the total energy of the solution remains constant
in time in some sense.
We complete our analysis by using the tool of the wave interaction potential. For any ﬁxed time τ , we let μτ = μ−τ + μ+τ
be the positive measure on the real line deﬁned as follows. Given any open interval (a,b), let A = (XA, Y A) and B = (XB , YB)
be the points on Γτ such that
x(A) = a, XP − Y P  XA − Y A for every point P ∈ Γτ with x(P ) a,
x(B) = b, XP − Y P  XB − YB for every point P ∈ Γτ with x(P ) b.
Then we have
1066 Y. Hu / J. Math. Anal. Appl. 385 (2012) 1055–1069μτ
(
(a,b)
)= μ−τ ((a,b))+ μ+τ ((a,b)), (7.1)
where
μ−τ
(
(a,b)
) := ∫
AB
1− h1
4
p dX, μ+τ
(
(a,b)
) := −∫
AB
1− h2
4
qdY . (7.2)
It is clear that μ−τ , μ+τ are bounded, positive measures, and μτ (R) = E0, for all τ . We deﬁne the wave interaction potential
Λ(t) by
Λ(t) := (μ−t ⊗ μ+t ){(x, y); x > y}. (7.3)
Notice that, in the smooth case, (7.3) is equivalent to
Λ(t) := 1
16
∫ ∫
x>y
R˜2(t, x) S˜2(t, y)dxdy,
where{
R˜2(t, x) := R2(t, x) + λ2 sin2 u(t, x),
S˜2(t, x) := S2(t, x) + λ2 sin2 u(t, x). (7.4)
Lemma7.1 (Bounded variation). Themap t → Λ(t) has locally bounded variation; that is, there exists a one-sided Lipschitz constant L0
such that
Λ(t) − Λ(s) L0 · (t − s), t > s > 0.
We ﬁrst consider the case that the solution is smooth. From (2.2) we obtain⎧⎪⎪⎨
⎪⎪⎩
(
R˜2
)
t −
(
c R˜2
)
x =
c′
2c
(
R˜2S − R S˜2)− 2c(λ2 sin2 u)x,(
S˜2
)
t +
(
c S˜2
)
x =
c′
2c
(
R S˜2 − R˜2S)+ 2c(λ2 sin2 u)x.
Differentiating Λ(t) with respect to t we get
d
dt
[
16Λ(t)
]
−
∫
2c1 R˜
2 S˜2 dx+
∫ (
R˜2 + S˜2)dx∫ c′
2c
∣∣R˜2S − S˜2R∣∣dx+ 4c2λ2
∫ (
R˜2 + S˜2)dx
−2c1
∫
R˜2 S˜2 dx+ 4E0
∥∥∥∥ c′2c
∥∥∥∥
L∞
∫ ∣∣R˜2S − S˜2R∣∣dx+ 16c2λ2E0. (7.5)
For each ε > 0 we have |R| ε− 12 + ε 12 R˜2 and |S| ε− 12 + ε 12 S˜2. Choosing ε > 0 such that
4E0
∥∥∥∥ c′2c
∥∥∥∥
L∞
· 2√ε < c1,
we thus have
d
dt
[
16Λ(t)
]

16E20√
ε
∥∥∥∥ c′2c
∥∥∥∥
L∞
+ 16c2λ2E0.
Hence, the map t → Λ(t) has bounded variation on any bounded interval in the smooth case.
In order to prove Lemma 7.1 in general case, we consider the above argument in terms of the variables X, Y . Fix 0 s < t
and denote Dst := Dt \ Ds , where the sets Dt , Ds are deﬁned as in (6.5), then we get by using (5.2) and (7.2)
Λ(t) − Λ(s) 4c2E0λ2(t − s) + 4E0 ·
∫ ∫
Dst∩D ′
pq
8c
λ2
∣∣sin(2u)(h12 − h21)∣∣dX dY
−
∫ ∫
Dst
1− h1
4
p · 1− h2
4
qdX dY + 4E0 ·
∫ ∫
Dst
pq|c′|
16c2
∣∣(1− h1)2 − (1− h2)1∣∣dX dY , (7.6)
where
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{
(X, Y ); h1(X, Y ) 1
2
or h2(X, Y )
1
2
}
,
on which we have
|2h1 − 1h2| h1
√
h2(1− h2) + h2
√
h1(1− h1) 2
[
(1− h1)h2 + (1− h2)h1
]
. (7.7)
Noticing (2.10) and (2.11) and using the interpolation inequality, we ﬁnd that for every ε > 0 there exists a constant Kε
such that∣∣(1− h1)2 − (1− h2)1∣∣ ε(1− h1)(1− h2) + Kε[(1− h1)h2 + (1− h2)h1]. (7.8)
Combining (7.6)–(7.8), we obtain
Λ(t) − Λ(s) 4c2E0λ2(t − s) − 1
16
∫ ∫
Dst
(1− h1)(1− h2)pqdX dY
+ E0 ·
∫ ∫
Dst
pq|c′|
4c2
{
ε(1− h1)(1− h2) + Kε
[
(1− h1)h2 + (1− h2)h1
]}
dX dY
+ E0 ·
∫ ∫
Dst∩D ′
pq
2c
· 2λ2[(1− h1)h2 + (1− h2)h1]dX dY . (7.9)
We ﬁnish the proof by the fact that∫ ∫
Dst
1
4
(
1− h1
h1
+ 1− h2
h2
)
pq
2c
h1h2 dX dY = E0(t − s),
which is always valid.
The proof of Theorem 1.3 is similar to that of Theorem 3 in [8] and Theorem 1.3 in [30], but here we reproduce it for
completeness.
Consider the three sets
Ω1 :=
{
(X, Y ); h1(X, Y ) = 0, h2(X, Y ) = 0, c′
(
u(X, Y )
) = 0},
Ω2 :=
{
(X, Y ); h2(X, Y ) = 0, h1(X, Y ) = 0, c′
(
u(X, Y )
) = 0},
Ω3 :=
{
(X, Y ); h1(X, Y ) = 0, h2(X, Y ) = 0, c′
(
u(X, Y )
) = 0}.
From Eqs. (2.13) we ﬁnd 1Y = 0 on Ω1 and 2X = 0 on Ω2, thus
meas(Ω1) =meas(Ω2) = 0. (7.10)
Let Ω∗3 be the set of Lebesgue points of Ω3. We assert that
meas
({
t(X, Y ); (X, Y ) ∈ Ω∗3
})= 0. (7.11)
To prove (7.11), ﬁx any P∗ = (X∗, Y ∗) ∈ Ω∗3 and let τ = t(P∗), then we ﬁrst prove the following claim:
limsup
h,k→0+
Λ(τ − h) − Λ(τ + k)
h + k = +∞. (7.12)
By assumption, for any ε > 0 arbitrarily small we can ﬁnd δ > 0 with the following property. For any square Q centered
at P∗ with side of length l < δ, there exist a vertical segment σ and a horizontal segment σ ′ , as in Fig. 3, such that
meas(Ω3 ∩ σ) (1− ε)l, meas
(
Ω3 ∩ σ ′
)
 (1− ε)l. (7.13)
Since h1 = h2 = 0 at nearly all points close to p∗ , we can assume that the endpoints of the two segments σ ,σ ′ are all
in Ω3. Moreover, we assume without loss of generality that there exists a constant c¯ such that c′ > c¯ > 0 at the point P∗ .
By integrating the ﬁrst equation of (2.13) along σ and doing a simple rearrangement, we obtain∫
c′
4c
· q
2c
h2 dY =
∫
q
2c
{
c′
4c
[
1− 2(1+ λ2 sin2 u)(h1 − h2)]h1 − 1
2
λ2 sin(2u)
[
h1h2 + 21(h12 − h21)
]}
dY .σ σ
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Notice that 1,h1 are Lipschitz in Y and h1 = 0 means 1 = 0, and they are zero on σ on a set with measure greater than
(1− ε)l, then the above equation implies that∫
σ
q
2c
h2 dY = O (1)(εl)2. (7.14)
Similarly we have∫
σ ′
p
2c
h1 dX = O (1)(εl)2. (7.15)
Denote
t+ := max{t(X, Y ); (X, Y ) ∈ σ ∪ σ ′}, t− := min{t(X, Y ); (X, Y ) ∈ σ ∪ σ ′}.
Combining (7.14) and (7.15) and noticing (4.2), we get
t+ − t− 
∫
σ ′
tX dX +
∫
σ
tY dY =
∫
σ ′
p
2c
h1 dX +
∫
σ
q
2c
h2 dY = O (1)(εl)2. (7.16)
On the other hand, by (7.9) we have
Λ
(
t−
)− Λ(t+) cˆ(1− ε)22 − c˜(t+ − t−)
for some constants cˆ > 0, c˜ > 0. Since ε > 0 is arbitrary, this implies (7.12).
The assertion (7.11) follows at once from (7.12) and Lemma 7.1.
We now observe that the singular part of the Radon measure μτ is nontrivial only if the set{
P ∈ Γτ ; h1(P ) = 0 or h2(P ) = 0
}
has positive 1-dimensional measure. The previous analysis shows that, provided c′ = 0, this can occur only on a set of times
of measure zero.
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