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The quantum valley Hall effect (QVHE) has been observed in a variety of experimental setups,
both quantum and classical. While extremely promising for applications, one should be reminded
that QVHE is not an exact topological phenomenon and that, so far, it has been fully understood
only qualitatively in certain extreme limits. Here we present a technique to relate QVHE systems
with exact quantum spin-Hall insulators that accept real-space representations, without taking any
extreme limit. Since the bulk-boundary correspondence is well understood for the latter, we are able to
formulate precise quantitative statements about the QVHE regime and its robustness against disorder.
We further investigate the effect using a novel experimental platform based on magnetically coupled
spinners. Visual renderings, measurements and various tests of the domain-wall modes are supplied,
hence giving an unprecedented insight into the effect.
PACS numbers: 03.65.Vf, 05.30.Rt, 71.55.Jv, 73.21.Hb
I. INTRODUCTION
Graphene and related systems continue to be labo-
ratories for new ideas and sources of remarkable new
effects. With its low energy physics determined by two
small pockets of the Brillouin zone, it led scientists to re-
alize that a new effective observable, the valley, emerges
in many physical situations. This observable can be con-
trolled and manipulated like the spin [1–5] when the
valley commutes with the dynamics of the low energy
degrees of freedom. If the spectrum is gapped by break-
ing the inversion-symmetry of the honeycomb lattice, a
unique topological effect emerges [4, 6] (see [7] for a brief
and informative update), the quantum valley-Hall effect
(QVHE), akin to the quantum spin-Chern physics [8].
Here, we define the quantum spin-Chern insulators as
time-reversal invariant systems with an additional U(1)
symmetry. The quantum valley-Hall insulators ought
to be defined the same way but the physical observable
associated with the valleys has not been yet defined over
the whole physical Hilbert space of the lattice, except for
the continuum limit. This lack of a real-space representa-
tion made it difficult to quantify the bulk-boundary cor-
respondence principle in these systems, though things
are very clear in certain asymptotic limits. In contrast, for
quantum spin-Chern insulators, the robustness against
disorder and breaking of U(1) symmetry is quantita-
tively well understood, in the sense that the conditions
assuring the quantization of the spin-Chern numbers are
explicitly and optimally known [9]. Establishing a pre-
cise relation between the two effects is one of the goals
of our work.
QVHE is quite appealing because it does not require
breaking of the time-reversal symmetry or strong spin-
orbit couplings. Instead, it can be engineered based on
just a simple breaking of the inversion symmetry. It
has been observed in many solid-state devices [10–14]
and the interest continues to be strong, especially in the
context of graphene bilayers [15–22]. It has been pro-
posed in many photonic devices [23–27] and it was ob-
served recently in a laboratory [28]. QVHE has been
enthusiastically embraced by the topological mechanics
community, where there has been an explosion of lab-
oratory demonstrations of the effect [29–38]. We were
particularly motivated by the work of Ruzzene et al
[31, 32], where the mechanical interface modes have
been recorded in real time, providing a dramatic visual
demonstration of signal guiding along zigzagged inter-
faces.
Even after so many successes, we need to keep in our
minds that QVHE is not an exact topological effect. As
opposed to the exact ones, QVHE systems are not sur-
rounded by sharp phase boundaries and instead the ef-
fect can gradually fade way if the control over the pa-
rameters is lost. This is not a good news for practical
applications because devices operate in real-world con-
ditions and will be inherently subjected to stresses. If
QVHE is to make its way into consumer products, one
needs to identify the regimes where the effect occurs with
certainty and to devise restoring processes if a material
drifts away from those regimes.
In the present work, we use theory and experiment to
add towards our body of knowledge about QVHE. One
of the past theoretical difficulties was a lack of an exact
topological insulator to be used as a reference system for
the QVHE. Observing that a domain-wall configuration
can be formally folded into a bilayered configuration
with an edge, we are naturally led to a reference spin-
Chern insulator accepting a real-space representation.
Using the well understood bulk-boundary correspon-
dence of the latter as well as the precise relation between
the reference and the original QVHE system, we are able
to identify general yet precise conditions in which QVHE
occurs with certainty. We also identify a class of disor-
der perturbations which do not Anderson-localize the
domain-wall states and, for generic disorder perturba-
tions, we provide a quantitative estimator to asses the
localization length of the domain-wall modes. These
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2findings, the analysis behind it, as well as various ways
to optimize the QVHE are presented in chapter II.
In chapter III we introduce a novel experimental
platform based on magnetically coupled spinners [39].
Given that the relevant frequencies are within 20-40 Hz,
the platform enables us to visualize and quantify the
interface modes in a manner never achieved before. As-
pects related to optimizing the QVHE regime and to the
robustness of the interface modes against various per-
turbations can be tested first hand. Chapters IV and
V present an in-depth analysis and measurements of the
coupled spinners in both bulk and domain-wall configu-
rations, respectively. In particular, section V C discusses
the details of our experimental measurements and sup-
plies video recordings of the interface modes under var-
ious testing conditions. The main conclusions of our
analysis are presented in chapter VI.
II. QUANTITATIVE THEORY OF VALLEY HALL EFFECT
In this chapter, we define an exact topological insula-
tor, which is then used as a reference system to investi-
gate the bulk-boundary principle in QVHE. Well estab-
lished tools of analysis and the hallmarks of QVHE are
reviewed first in sections II A and II B. The construction
is given in section II C and the concrete analysis is con-
tained in sections II D, II E and II F. The main statements
are summarized in section II G.
A. A look back at the Chern insulators
The bulk-boundary correspondence principle for the
2-dimensional quantum Hall effect, hence also Chern in-
sulators, was established by Hatsugai [40]. The strong
version of the principle, i.e. its extension to the context of
irrational magnetic flux and disorder, has been proven
by Kellendonk, Richter and Schulz-Baldes [41]. These
works provide a topological argument for the existence
of chiral edge states and for their robustness against
Anderson localization, in a 2-dimensional topological
system from class A of classification table [42–44]. The
extension of the argument to higher dimensions can be
found in [45].
The topological argument is in fact extremely simple.
Given a gapped bulk Hamiltonian (H,G), with G a con-
nected component ofR \Spec(H), and its half-space ver-
sion Ĥ, one constructs the unitary operator ÛB = e2pii f (Ĥ)
using only the boundary states. For this, one chooses
f : R → R to be any smooth function with variation
only inside G and taking the values 0/1 above/below this
bulk gap. Indeed, by expanding in the eigen-system of
Ĥ, one can convince himself that only the states with
energy ˆ inside G contribute to ÛB − I. These states are
exponentially localized near the boundary, hence ÛB−I is
one-dimensional in essence. Then the winding number:
Wind(ÛB) = ıTr
{
Ûb[UB,X‖]
}
, (1)
written here in real space [46], is a topological invariant
which obeys the equality [40, 41]:
Ch(PG) = Wind(ÛB), PG = χ(−∞,G](H). (2)
Throughout, χA will represent the characteristic function
of the set A, X the position operator and X‖ the posi-
tion operator along the edge. Also, Ch refers to Chern
number of a projection, which also has a real space rep-
resentation [47]. Then, existence of disorder-immune
edge modes follows from the fact that, if any parts of the
boundary spectrum Spec(Ĥ) ∩ G is Anderson localized,
then ÛB can be constructed entirely from localized states,
by properly adjusting the variation of f , in which case
Wind(ÛB) = 0. But this cannot happen if Ch(PG) , 0.
This summarizes the strong bulk-boundary principle for
Chern insulators.
Our plan is to use these extremely effective tools and
resolve the physics of the quantum valley Hall effect.
They will not be used directly on such systems but rather
on closely related reference exact topological systems.
B. Hallmarks of the quantum valley Hall effect
Here we collect and comment on the characteristics
of the quantum valley Hall effect, as they emerged over
the years from both theoretical and experimental stud-
ies. Henceforth, we assume a gapped bulk Hamilto-
nian (H,G) with two degrees of freedom per unit cell,
assumed translational invariant for the beginning. We
let F stand for the Berry curvature of a gap projection
PG = χ(−∞,G](H), which for translational invariant sys-
tems can be conveniently computed as [48]:
F(k) = 2piı tr
(
PG(k)
[
∂k1PG(k), ∂k2PG(k)
])
. (3)
Above, tr is the trace over the two internal degrees of
freedom. The main characteristics of QVHE are as fol-
lows:
• Time reversal is conserved. As such F(k) = −F(−k)
and necessarily
∫
BZ F(k)dk = 0.
• The are concentrations of the Berry curvature F(k)
near two special K and K′ = −K quasi-momenta,
which mark the valleys. They result from the split-
ting of a pair of Kramer degenerate Dirac nodes of
the bulk bands.
• In the vicinities of the valleys:∫
Vec(K)
F(k)dk = −
∫
Vec(K′)
F(k)dk ' 1
2
. (4)
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FIG. 1: Lattice folding. (a) The domain-wall configuration.
(b) Folding of the lattice into an edge configuration.
• A pair of counter-propagating quasi-chiral energy
bands emerge along an interface between the orig-
inal system and its mirror reflection.
• The quasi-chiral states are absent when the system
is simply cut in half.
• There is robustness of the interface modes against
disorder but it is highly dependent on the orienta-
tion of the interface and the type of disorder.
A quantitative theory of QVHE will have to account
for all these generic characteristics. Perhaps the most
striking one is the emergence of the quasi-chiral modes
along an interface but not along edges. Understanding
the qualitative difference between these two cases is the
starting point for our theory.
C. An exact topological reference system
We assume here the presence of a domain wall. It is
important to define the latter somewhat more precise.
Henceforth, by a domain wall (DW) we understand a
rapid spatial variation of one parameter of the Hamilto-
nian. This variation is entirely confined in a thin strip.
Furthermore, we assume that the Hamiltonians on the
two sides of the domain wall are related by a reflection
symmetry. These are our broad working assumptions
but, as we shall see, the QVHE regime is achieved in
a more restrictive setting. Mapping those conditions is
one of the main goals of our analysis.
We recall that, in the bulk-boundary correspondence,
the bulk primitive cell needs to be adjusted to fit the
interfaces or the edges (see e.g [45][p. 48]). In the process,
the primitive cell may become larger as it happens, for
example, with the armchair edge of graphene. However,
such enlargement is not beneficial to the QVHE because
(b)
H+(k)
(c)
H-(k)
(a)
H(k)
(d)
Htr(k)
K K’
K K’ K K’
K K’
FIG. 2: Schematics of the continuous extensions of the
Hamiltonians. (a) The original Hamiltonian H; (b,c) The
extensions to H±, respectively; (d) The emerging trivial
Hamiltonian Htr. All Hamiltonians are represented by a
section of their band spectral structure.
one wants to keep the valleys as separated as possible
and expanding the unit cell leads to a folding of the
Brillouin zone. Hence, we assume from the start that
the DW is such that a choice of the bulk primitive cell
can be made without enlarging the original primitive
cell of the system. We also assume that a pair of shift
operators S‖ and S⊥ have been chosen, of which S‖ is
along to the DW and S⊥ crosses the wall, not necessarily
perpendicularly (hence there are many options for S⊥).
With these choices, the system can be described on the
Hilbert space C2 ⊗ `2(Z2), with S‖|n,m〉 = |n + 1,m〉 and
S⊥|n,m〉 = |n,m + 1〉. Hence, the coordinate n runs along
the DW, the center of the latter being assumed to be
located between the primitive cells with labels m = 0
and m = −1. All these will be exemplified in Section V
on a concrete example.
When a straight DW divides the lattice into two dis-
joint sectors Z2 = L− ∪ L+, as described above and il-
lustrated in Fig. 1(a), the most generic Hamiltonian for
the DW configuration, excluding the disorder, takes the
form:
H = H+ + H− + VDW, (5)
where:
H+ =
∑
x,x′∈L+
hx−x′ ⊗ |x〉〈x′|, H− = IH+I, (6)
and VDW is a potential localized near the DW and in-
variant under translations along the wall. Above, I is
the reflection operation relative to the DW center, which
may have a non-trivial action on the internal degrees of
freedom (see Sec. V A). Also, h’s are 2 × 2 matrices. A
key innovation of our analysis is the formal folding of
the lattice around the DW, as illustrated in Fig. 1(b). It is
4formal because none of the hopping matrices is changed
in the process and only a relabeling is performed. This
relabeling defines a unitary transformation:
Γ : C2 ⊗ `2(Z2)→ C4 ⊗ `2(L+), (7)
which brings the Hamiltonian to the form:
Ĥ =
∑
x,x′∈L+
(
hx−x′ 0
0 hx−x′
)
⊗ |x〉〈x′| + VE, (8)
with VE = ΓWDWΓ†, a potential that is localized near the
edge. Two important achievements to notice:
• The DW configuration has been reduced to an edge
configuration for the bulk Hamiltonian:
H =
∑
x,x′∈Z2
(
hx−x′ 0
0 hx−x′
)
⊗ |x〉〈x′|, (9)
acting onC4⊗`2(Z2). The edge configuration is the
setting in which the machineries of [40, 41] have
been developed, hence the folding trick enables us
to extend these results to a DW configuration too.
Otherwise, a direct analysis of the bulk-boundary
principle for a DW configuration requires addi-
tional tools [49].
• Because the folded bulk system consists of two
identical copies of the original system, in the vicin-
ity of the valleys:∫
Vec(K)
F(k)dk = −
∫
Vec(K′)
F(k)dk ' 1, (10)
where, this time, F is the Berry curvature associated
with the gap projection PG = χ(−∞,G](H).
The last observation reflects one of the main differ-
ences between the simple edge and DW configurations
and another innovation of our analysis is to take full
advantage of it. Indeed, since now the Berry curvature
near a valley integrates to an integer, there is no topo-
logical obstruction against smoothly extending the gap
projection PG(k) from Vec(K) to the entire Brillouin torus
without adding any more Berry curvature flux. We will
call this continuation P+G(k). Note that 1 − P+G(k) pro-
vides a similar extension of the spectral projection onto
the upper spectrum. The conclusion at this point is that
H(k) can be continuously extended over the whole Bril-
louin torus to a topological Chern Hamiltonian H+(k)
such that the two coincide over more than half of the
Brillouin torus. This is schematically shown in Fig. 2(b).
Similarly, an extension H−(k) is obtained if the argu-
ment is repeated for the valleyK′, which is schematically
shown in Fig. 2(c). Let us state explicitly that for these
Hamiltonians:
Ch(P±G) = ±1. (11)
K
K’
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FIG. 3: The smooth extensions across the Brillouin torus.
(a) H(k) is smoothly deformed from and in the direction of the
blue arrows into what becomes H+(k). (b) H(k) is smoothly
deformed from and in the direction of the red arrows into
what becomes H+(k). The color coding is the same as in Fig. 2.
It is important to note that the arrows are aligned with k‖ and
that there is an overlap between ± extensions, which in the
text is called O. (c) The angle θk‖ entering in Eq. 14.
We have been careful to choose these extensions so that
there is an overlap region O where H±(k) coincide, such
that we can actually construct a third HamiltonianHtr(k)
as illustrated in Fig. 2(d). Fig. 3 shows how these exten-
sions are precisely performed over the Brillouin torus.
The above procedure leads us naturally to the refer-
ence topological Hamiltonian:
HSC(k) =
(
H+(k) 0
0 H−(k)
)
, (12)
which is a spin-Chern insulator, i.e. a time-reversal sym-
metric system with an additional U(1) symmetry, the
latter being generated by:
Σ(k) =
(
I4×4 0
0 −I4×4
)
. (13)
An important observation is that the reference Hamil-
tonian is defined over the entire Brillouin torus and, as
such, it admits a real-space representation where real
physical edges can be considered. As long as the U(1)
symmetry is present, the two non-trivial Chern sectors
of HSC decouple and the strong version of the bulk-
boundary described in II A applies separately on these
sectors. As such, a pair of counter-propagating bound-
ary chiral modes emerges when the Hamiltonian (12) is
halved in such a way that U(1) symmetry is preserved.
5D. Relation with original system
In (12), the (±) Hamiltonians act on separate 4-
dimensional internal spaces. We can make them act on
the same internal space by using a unitary transforma-
tion that rotates the 8-dimensional internal space of HSC:
U(k) =
(
cosθk‖ I4×4 − sinθk‖ I4×4
sinθk‖ I4×4 cosθk‖ I4×4
)
, (14)
with the angle θ specified in Fig. 3. Then it is straight-
forward to see that:
HQVHE(k) = U(k)HSC(k)U(k)† (15)
coincides with the original system augmented by the
trivial Hamiltonian, that is:
HQVHE(k) =
(
H(k) 0
0 Htr(k)
)
. (16)
Note that the remarkable identity in (15) holds in part
becauseH±(k) coincide withH(k) on the zoneOwhere θ
has its variations. Obviously, HSH(k)and HQVHE(k) have
identical band spectra.
Although (16) implies just a stacking of a trivial system
on top of the system we want to study, this action is
not benign because in many instances stacking and de-
stacking can have non-trivial effects. This aspect will be
analyzed in detail next.
E. Existence of quasi-chiral edge bands
Recall that any continuous family of matrices N × N
matrices M(k) defined over the whole Brillouin torus can
be Fourier decomposed:
M(k) =
∑
q
mqeiq·k (17)
and then written as an operator on the real space:
M =
∑
q
mq ⊗ Sq1‖ Sq2⊥ . (18)
We will use this standard procedure to transfer all Hamil-
tonians defined so far, as well as U(k), from the quasi-
momentum to the real-space representation. The real-
space representation will bear the same symbols but the
k dependence will, obviously, be dropped.
Let Π+ : `2(Z2)→ `2(L+) be the isometry:
Π+|x〉 = χL+ (x)|x〉, x ∈ Z2. (19)
Then M̂ = Π+MΠ†+ is the half-space version of the
operators, with abrupt Dirichlet boundary condition.
Throughout we will use the hat to indicate this process.
Now, due to the very particular way we performed the
extensions as well as we constructed U, we have:
ĤQVHE = Π+UHSC U†Π†+ = Û ĤSC Û†. (20)
Since Û remains an unitary operator and conjugation by
unitaries preserves the spectra, it follows that ĤQVHE and
ĤQVHE are iso-spectral. Furthermore, in the absence of
disorder, we can perform a Bloch-Floquet transformation
with respect to k‖ and automatically obtain:
ĤQVHE(k‖) = Û(k‖) ĤSH(k‖) Û†(k‖). (21)
We reached one of the main conclusions of our analysis,
namely, that ĤQVHE and ĤSH have identical edge spectra.
Since the latter displays a pair of chiral edge bands, we
can conclude that ĤQVHE does too. Furthermore, the pair
of chiral edge bands of ĤSC(k‖) cannot be destroyed by
any change of boundary condition which preserves the
U(1) symmetry, e.g. of the type:
ĤSC(k‖)→ ĤSC(k‖) +
(
VE(k‖) 0
0 VE(k‖)
)
, (22)
with VE(k‖) localized near the edge. Since the diagonal
Hamiltonians commute with Û(k‖):
Û(k‖)
[
ĤSH(k‖) +
(
VE(k‖) 0
0 VE(k‖)
)]
Û†(k‖) (23)
=ĤQVHE(k‖) +
(
VE(k‖) 0
0 VE(k‖)
)
,
and we can conclude that the pair of chiral edge bands
of ĤQVHE also cannot be destroyed by such changes of
boundaries conditions.
We investigate now the spectra in more details. Recall
that our ultimate goal is to produce a statement about
the edge spectrum of the physical Hamiltonian Ĥ and, so
far, we only have a statement about ĤQVHE. For this, we
will use the following facts already established above:
• ĤQVHE displays a pair of mirror-imaged chiral edge
bands (under k‖ → −k‖).
• This pair of edge bands also coincide with the re-
union of the edge spectra of Ĥ and Ĥtr. Recall that
these two Hamiltonians coincide over the section
O of the Brillouin torus.
• The Hamiltonian Htr is topologically trivial, hence
there are boundary conditions under which its
edge spectrum consists of impurity bands resid-
ing very close to its bulk spectrum.
Based on these guiding facts, for those special bound-
ary conditions, we arrive at the spectra shown in Fig. 4.
6(a)
(b)
𝑘||
Bulk Gap
Bulk Gap
FIG. 4: Schematics of the edge spectra. (a) The topological
edge spectrum of the spin-Chern Hamiltonian HSC consists of
a pair of counter-propagating chiral bands, shown in blue and
red. (b) The topological edge spectrum coincides with the
reunion of the spectra of the original Hamiltonian H, shown
in black, and of the trivial Hamiltonian Htr, shown in green.
The shaded areas represent the bulk spectra.
They give a simple explanation of the existence of the
pair of edge bands of Ĥ crossing its bulk gap near K and
K′. Indeed, since the edge bands of Ĥtr are very close
to its bulk spectrum, the only way ĤQVHE can display a
pair of chiral bands is if the edge bands of Ĥ cross its
bulk gap as shown in Fig. 4(b).
The remaining piece of the puzzle is understanding
when is the DW configuration, as introduced at the be-
ginning of section II C, leading to the special boundary
conditions mentioned above. The spectrum of Ĥtr is
constrained on O to equal that of Ĥ and in rest it can
be engineered to virtually take any values. As such, we
only need to address the issue for k‖ ∈ O. Then it is
quite evident that those special boundary conditions oc-
cur whenever the original physical Hamiltonian H from
(5) is close enough to a reference translational symmetric
Hamiltonian H0. Indeed, then Ĥ in (8) is a deformation
of Ĥ0 = ΓH0Γ† and the latter displays only bulk spec-
trum. As such, the edge spectrum of Ĥ in the region O,
hence also of Ĥtr, must be as depicted in Fig. 4. Let us
point out that our arguments work for as long as this
spectrum does not touch the bulk gap of H, hence the
deformations from reference Hamiltonian H0 need not
be small.
F. The effect of disorder
We now introduce disorder:
Ĥ → Ĥ + V̂ω, (24)
and, first, we identify a class of disorder perturbations
which do not Anderson localize the edge spectrum. For
this, we make a connection with the spin-Chern sys-
tem, where the tools mentioned in II A assure us that the
edge spectrum remains delocalized as long as the dis-
order preserves U(1) symmetry (see [50] for an explicit
analysis). To establish the connection, we augment again
with the trivial Hamiltonian:(
Ĥ + V̂ω 0
0 Ĥtr + V̂ω
)
= ĤQVHE +
(
V̂ω 0
0 V̂ω
)
, (25)
and observe that:
Û†
[
ĤQVHE +
(
V̂ω 0
0 V̂ω
)]
Û = ĤSC + Ŵω, (26)
with Ŵω equal to:
1
2
(
R̂V̂ωR̂† + R̂†V̂ωR̂ −ı(R̂V̂ωR̂† − R̂†V̂ωR̂)
ı(R̂V̂ωR̂† − R̂†V̂ωR̂) R̂V̂ωR̂† + R̂†V̂ωR̂
)
. (27)
Above, R̂ stands for the translational invariant uni-
tary operator whose Bloch decomposition coincides with
eıθk‖ × I4×4. It is important to notice that R̂ is not condi-
tioned by the fictitious extensions since the choice of θk‖
is made entirely based on the values of the Berry curva-
ture F(k). From (27), we can see explicitly that the U(1)
symmetry is preserved if:
R̂V̂ωR̂† = R̂†V̂ωR̂ ⇔ [V̂ω, R̂2] = 0. (28)
Every disorder perturbation satisfying (28) cannot
Anderson-localize the edge spectrum of ĤCS, hence also
of ĤQVHE. The latter automatically implies that the edge
spectrum of Ĥ remains delocalized under such pertur-
bations.
The first important question is if (28) has any solutions
other than translational invariant Vω’s, and the answer
is yes. Indeed:
R̂2 = G(S‖), (29)
with G : S1 → S1 having a profile as shown in Fig. 5.
Here and below, the unit circle S1 represents the locus
|z| = 1 of the complex plane. We recall that if an operator
A commutes with an operator B, then it commutes with
the entire algebra generated by the latter. But, due to the
particular profile of function G, the algebra generated
by G(S‖) is strictly smaller than the algebra generated
by S‖, hence there are indeed solutions to (28) for which
7FIG. 5: The function G : S1 → S1 entering the analysis of
disorder. It takes the constant values ±1 on two regions and
in between it has a smooth variation. The function G′, shown
in green, is related by G′(z) = G(eık‖z). The two functions
appear together for the first time in our analysis in Eq. 32.
[V̂ω,S‖] , 0. These solutions very likely involve long-
range bond disorder.
The second important question is what the above anal-
ysis tells us about on-site disorder potentials. While this
type of potential do not satisfy the condition (28), we
have a quantitative way to asses when this condition is
at least approximately satisfied. Indeed, let:
V(X) =
∫
T2
dk v(k)eık·X (30)
be an on-site potential. Recalling that S†‖X‖S‖ = X‖ + 1,
we have eık·XS‖ = eık‖S‖eık·X , hence:
V(X)G(S‖) =
∫
T2
dk v(k)G(eık‖S‖)eık·X , (31)
and:
[V(X), R̂2] =
∫
T2
dk v(k)
[
G(eık‖S‖) − G(S‖)
]
eık·X . (32)
Inside the square brackets, one sees the function:
Fk‖ (z) = G(e
ık‖z) − G(z) (33)
being applied to S‖. The norm of the commutator (32)
can be bounded by:∥∥∥[V(X), R̂2]∥∥∥ ≤ ∫
T2
dk |v(k)| sup
z∈S1
∣∣∣Fk‖ (z)∣∣∣ (34)
Note that the first term in (33) is a function G′ : S1 → S1
with the profile give by that of G rotated by k‖, as il-
lustrated in Fig. 5. It then becomes clear that the com-
mutator (32) is small whenever the support of v(k) is
concentrated near k‖ = 0 and the variation of G is slow.
The latter finding is in line with the now well accepted
fact that the DW modes in QVHE are protected against
random perturbations whose variations occur at length-
scales larger than that of the lattice (see e.g. [19]). What
our analysis adds new is a quantitative way to asses the
effects of such potentials. For example, we propose as a
useful estimator the ratio:
R =
∥∥∥V̂ω − (R̂†)2V̂ωR̂2∥∥∥∥∥∥V̂ω + (R̂†)2V̂ωR̂2∥∥∥ , (35)
between the off-diagonal part of the potential (27), which
breaks the U(1) symmetry, and the diagonal part, which
preserves the U(1) symmetry. When R → 0, the system
approaches a protected metallic phase and Anderson’s
localization length diverges as Λ(R) = Λ0
(
R0
R
)ν
, where
ν ' 2.6 is the critical exponent of the metal-insulator
transition for spin-Chern insulators [51]. The index 0
indicates some reference configuration and, if Λ0 and R0
for this reference configuration are known, one can easily
asses if Anderson’s localization length is larger than the
size of devices.
The last issue we want to investigate is how to define
a topological bulk valley-Hall state in the presence of
disorder. We proceed along the lines of [9]. First, note
that the generator of the U(1) symmetry we ideally want
to preserve is:
Ξ = UΣU†, Ξ† = Ξ, Ξ2 = I. (36)
We now introduce a weak bulk disorder:
HQVHE → HQVHE +
(
Vω 0
0 Vω
)
, (37)
such that a spectral gap G remains opened in the energy
spectrum. Let PG be its gap projection and consider the
projected generator PGΞPG. If the disorder preserves
the U(1) symmetry, then Spec(PGΞPG) consists of ±1. If
the U(1) symmetry is slightly broken, the spectrum of
PGΞPG expands but a spectral gap remains, enough to
define the valley-filtered projections P±G as the spectral
projections onto the upper/lower spectrum of PGΞPG:
P+VG = χ[0,1)(PGΞPG), P
+
VG = χ[−1,0)(PGΞPG). (38)
In analogy with spin-Chern number [8, 9], we then de-
fine:
ChV(PG) = 12
(
Ch(P+VG) − Ch(P−VG)
)
. (39)
Adopting the terminology from [9], we call the spectral
gap of PGΞPG the valley gap. We now can formulate the
following exact statement [9]:
Statement: ChV(PG) remains quantized and non-
fluctuating as long as the energy and valley gaps remain
opened. The statement holds if the spectral gaps are
replaced by mobility gaps.
Let us specify that there is no exact bulk-boundary cor-
respondence for this bulk-topological invariant. How-
ever, for spin-Chern insulators, it is known that the spin
8edge-currents are not shut off by the disorder even when
the U(1) symmetry is broken [52]. Furthermore, exten-
sive numerical investigations have been shown that the
spin-Chern number stabilizes a region of extended bulk
energy spectrum, which carries the invariant, even in
the presence of strong disorder [53, 54]. All these point
to new effects that might be present in the context of
valley-Hall physics and are worth investigating. Addi-
tionally, the new concept of valley gap can be another
useful quantitative estimator for QVHE.
G. Discussion of the QVHE regime
Based on our analysis, we can formulate a pre-
cise statement which identifies the conditions in which
QVHE is certain to occur. Assume:
• A 2-dimensional translational and time-reversal
invariant lattice system that displays two
momentum-separated Dirac cones in the bulk
spectrum, stabilized by a lattice symmetry such as
the inversion in the case of graphene. This system
serves as the reference system H0.
• A finite-range translational and time-reversal in-
variant Hamiltonian Q, which breaks the stabiliz-
ing lattice symmetry, splits the Dirac cones and
opens a bulk gap.
• A finite-range Hamiltonian δHwhose hopping ma-
trices coincide with those of Q on one side of a DW
and with IQI on the other side of the DW.
Statement: The deformation Hamiltonian H(λ) = H0 +
λδH necessarily crosses a QVHE regime when λ is
turned on. More precisely, as soon as λ > 0, two counter-
propagating chiral domain-wall modes will emerge
crossing the bulk gap at the two Dirac nodes. The two
modes are exponentially localized in space near the DW,
though the characteristic localization length depends on
the size of the bulk gap. The two modes are protected
against a certain class of disorder perturbations, as well
as slow spatially-varying disorder perturbations. Fur-
thermore, for a generic disorder potential, the parameter
R in (35) can be used to asses the metallic character of
the modes.
Our analysis also provides some very specific tips on
how to optimize the effect and make it as robust possible.
For this, the following conditions need to be satisfied:
• The Dirac cones need to be well separated in the
momentum-space.
• The valleys need to be sharp and deep when pro-
jected on k‖.
• The orientation of the DW needs to be as close as
possible to the ideal one for which the line (k‖, k⊥ =
0) intersects both valley points.
FIG. 6: Configurable spinner with detachable arms. (a) Ball
bearing with six inserts. (b) Detachable arms with magnetic
ends for coupling. (c) Type-A spinner with connection arms
and regular arms at 1, 3, 5 and 2, 4, 6 positions, respectively.
(d) Type-B spinner with only connection arms at 1, 3, 5
positions. (e) Type-C spinner with connection arms and
screws-and-nuts at 1, 3, 5 and 2, 4, 6 positions, respectively.
• The transition across the DW needs to be as smooth
as possible.
• The parameter λ should be chosen as large as pos-
sible but roughly not larger than the depth of the
valleys, in order to enhance the localization of the
modes along the DW.
Many of these aspects will appear and will be dis-
cussed again in our experimental investigation, which
comes next.
III. COUPLED SPINNERS: A VERSATILE PLATFORM
In this section we describe in detail the reported exper-
imental platform based on coupled spinners. The centers
of the spinners are pinned, restricting them to a single
rotational degree of freedom. Starting from such a basic
mechanical system, it is possible to engineer mechanical
building blocks with controlled number of degrees of
freedom by simply staking two or more spinners on top
of each other. Furthermore, the centers of the spinners
can be pinned in any two-dimensional pattern and, due
to the particular engineering of the degrees of freedom,
the latter can be easily coupled in virtually any desirable
way. The resulting experimental platform is extremely
versatile and can be utilized to implement any quadratic
2-dimensional discrete Hamiltonian. Various ways of
breaking the time-reversal symmetry will be discuss in
our future works.
9FIG. 7: Mapping the coupling coefficients. (a) The A-A
dimmer configurations. (b) The experimentally measured
resonant frequencies of the A-A dimer as functions of
separation d between the magnets. (c) The B-B dimmer
configurations. (d) The experimentally measured resonant
frequencies of the A-A dimer as functions of separation d
between the magnets. (e) The ratios fA−A± / f B−B± as function of
separation. (f) The coupling coefficients (solid dots) as
derived from (45) in units of 4pi2IA ×Hz2, together with the
analytic fits (46) (continuous lines).
A. Configurable Spinners
The configurable spinners are illustrated in Fig. 6.
They consist of a stainless steel ball-bearing fixed in a
brass encapsulation. The latter is fitted with six grooved
indentations as shown in see Fig. 6(a), which enable us
to attach additional components. This work features the
relatively heavy brass arms shown Fig. 6(b), which can
be securely fastened in the brass encapsulation via the
end-bolts shown in the inset 6(b). The arms are also
fitted with strong magnets which provide the coupling
between the spinners. This basic system enable us to
achieve various configurations of the spinners as shown
in 6(c-e). Additional configurations can be achieved by
modifying the brass encapsulations.
The uniformity of the arms, their fastening to the en-
capsulation, the uniformity of the magnets, and the qual-
ity of the ball bearings are all essential for the proper
functionality of the system. The latter reflects in the
high Q-factors of the coupled resonators, which was
measured to be around 50.
FIG. 8: The A-B coupling. (a) Experimental setup for the
A-B dimer. (b) Experimentally measured resonant frequencies
of the A-B dimer.
B. Mapping the basic couplings
The valley-Hall effect will be engineered with 6-arm
and 3-arm spinners, called of Type-A and Type-B, re-
spectively. As such, there are three basic couplings in
our lattice: A-A, B-B and A-B. These magnetic couplings
can measured by mapping the resonant modes of the
corresponding dimers. The dynamics of a dimer is gov-
erned by the Lagrangian:
L(ϕ1, ϕ2, ϕ˙1, ϕ˙2) = 12 I1ϕ˙
2
1 +
1
2 I2ϕ˙
2
2 − V(ϕ1, ϕ2). (40)
In the regime of small oscillations around the equilib-
rium configuration ϕ1 = ϕ2 = 0, the potential can be
approximated quadratically:
V(ϕ1, ϕ2) = V0 + 12α(ϕ
2
1 + ϕ
2
2) + βϕ1ϕ2. (41)
The symmetry of the potential with respect to the ex-
change 1 ↔ 2 is made explicit in this expansion. We
will refer to α and β as the coupling coefficients. The
equations of motion are straightforward:
I jϕ¨ j + αϕ j + βϕ j′ = 0, j = 1, 2, j′ = 2, 1. (42)
With the ansatz ϕ j(t) = 1√I jA je
iωt, ω = 2pi f , the equation
for the resonant modes reads:
ω2
(
A1
A2
)
=
 αI1 β√I1I2β√
I1I2
α
I2
 (A1A2
)
. (43)
For I1 = I2 = IA or IB, it leads to the pairs of resonant
frequencies:
fA−A± =
√
α ± β
4pi2IA
, f B−B± =
√
α ± β
4pi2IB
. (44)
The upper/lower frequency modes correspond to mo-
tions where the two angles are locked at ϕ2 = ±ϕ1, re-
spectively.
The resonant frequencies have been independently
measured as functions of distance, d, between the mag-
nets and the data is reported in Fig. 7(c, d). At this point
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FIG. 9: The bulk configuration of spinners. It is a finite
bipartite honeycomb lattice populated with A (red) and B
(blue) type spinners. The actuator appears at the bottom of
the illustration. For technical specifications, see section V C.
we can verify if the coupling coefficients are affect by the
removal of the arms, by examining the ratios f B−B± / fA−A± .
As one can see in Fig. 7(e), these two ratios are more
or less identical and independent of d. From (44), this
constant and common value can be identified with the
ratio
√
IA
IB
, which comes to 1.235 from the fit, hence we
obtain a quantitative measure of r = IA/IB = 1.525. Fur-
thermore, it is possible to invert any of the relations in
(44), e.g. A-A, and map the coupling coefficients:
α = 2pi2IA
(
f 2+ + f
2−
)
, β = 2pi2IA
(
f 2+ − f 2−
)
. (45)
The resulting values are shown in Fig. 7(f), in conve-
nient units of 4pi2IA ×Hz2, together with the theoretical
fits:
α(d) = − 654.09√
d
+ 2763.66d +
575.89
d2 ,
β(d) = − 778.14√
d
+ 3439.81d +
161.35
d2 .
(46)
For completeness, the resonant frequencies for the A-B
dimer are reported in Fig. 8. They agree well with the
coupling coefficients (46).
IV. BULK ANALYSIS
The fully assembled spinner system is shown in Fig. 9.
The spinners are arranged in a honeycomb lattice whose
primitive cell and primitive vectors are shown in Fig. 10.
FIG. 10: Honeycomb lattice. The primitive cell is indicated
by the shaded area and the primitive vectors a1,2 are indicated
by the arrows.
A. Mapping the Spectrum
The centers of the primitive cells are located at Rn =
n1a1 + n2a2, hence we can label the cells by n = (n1,n2) ∈
Z2. The spinners can be easily identified using the pair
of indexes (n,A) or (n,B). It is convenient to introduce
the shift operations on the indices:
S1n = S1(n1,n2) = (n1 + 1,n2),
S2n = S2(n1,n2) = (n1,n2 + 1).
(47)
With these notations, the Lagrangian of the infinite lattice
takes the form:
L =
∑
n∈Z2
(
1
2 IAϕ˙
2
n,A +
1
2 IBϕ˙
2
n,B − V(ϕn,A, ϕn,B) (48)
− V(ϕn,A, ϕS−11 n,B) − V(ϕn,A, ϕS−12 n,B
)
.
Using the quadratic approximation (41), the equations
of motions take the form:(
IAϕ¨n,A
IBϕ¨n,B
)
=
(−3αϕn,A − β(ϕn,B + ϕS−11 n,B + ϕS−12 n,B)−3αϕn,B − β(ϕn,A + ϕS1n,A + ϕS2n,A)
)
(49)
It is convenient to make the change of variables:
ϕn,A =
1√
IA
ψn,A, ϕn,B =
1√
IB
ψn,B, (50)
and bring the equations to the form:
(
ψ¨n,A
ψ¨n,B
)
=
−3 αIAψn,A − β√IAIB (ψn,B + ψS−11 n,B + ψS−12 n,B)−3 αIBψn,B − β√IAIB (ψn,A + ψS1n,A + ψS2n,A)
 (51)
We can encode the degrees of freedom in a single func-
tion:
ψ : Z2 → C2, ψ(n) =
(
ψn,A
ψn,B
)
(52)
and use the ansatz ψ(t) → Re
[
eiωtψ
]
, ω = 2pi f . Then, in
the units used in Fig. 7, the equations of motions simplify
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FIG. 11: Theoretical bulk spectrum. (a,b) IA = IB and (c,d)
IA/IB = 1.525 (the experimental value). The left columns give
a 3-dimensional view while the right columns show a
projection on the plane determined by the second diagonal of
the (k1, k2) plane.
to:
f 2ψ =
[
3
2α
(
1 + r + (1 − r)σ3
)
+β
√
r
(
σ1 + σ−(S1 + S2) + σ+(S†1 + S
†
2)
)]
ψ,
(53)
where the shift operators act as:
(S jψ)(n) = ψ(S jn), j = 1, 2, (54)
and σ’s are Pauli’s matrices. The shift operators com-
mute with each other and with the dynamical matrix,
and have common eigenvectors:
S j eikn = eik jeikn, k ∈ [−pi, pi]2, j = 1, 2. (55)
Hence, the normal modes will be sought in the form
ψ(n) = eikn ξ, ξ ∈ C2, in which case the dispersion equa-
tion reduces further to:
f 2ξ =
(
3
2α(1 + r + (1 − r)σ3) + β
√
r
(
0 γ(k)∗
γ(k) 0
))
ξ, (56)
withγ(k) = 1+eik1 +eik2 . The explicit dispersion equations
of the resonant modes then follow:
f± =
[
3α
2 (1 + r) ±
√
9α2
4 (1 − r)2 + rβ2|γ(k)|2
] 1
2
. (57)
When r = 1, the system is inversion symmetric and two
Dirac cones are present. The imbalance between IA and
IB breaks the inversion symmetry, hence the Dirac cones
split as soon as r > 1. Let us note that the valleys are
located at the points where |γ(k)| = 0, which are K =
−K′ = ( 2pi3 ,− 2pi3 ).
A graphical representation of the dispersions (57) is
reported in Fig. 11, for both r = 1 and the experimental
FIG. 12: Theoretical versus experimental bulk spectrum. (a)
The theoretical data taken from panel (d) of Fig. 11. (b) The
reading from a sensor placed inside the spinner structure
when the system is actuated from the edge as seen in Fig. 9.
value r = 1.525. A comparison between the theoretical
spectrum and the experimental reading from a sensor
placed inside the structure is shown in Fig. 12. The
details of the measurements are reported in section V C.
As one can see, the agreement in Fig. 12 is excellent.
FIG. 13: Berry curvature. The theoretical calculations were
performed with the experimental values of the coupling
constants α and β and for the specified values of r = IA/IB. The
last value r = 1.525 is the experimental value. Only the
relevant values along the second diagonal of the k-plane are
shown. The data is rendered as function of k‖ = 12 (k1 − k2).
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FIG. 14: The experimental setup with a straight
domain-wall. The domain wall consists of the zig-zag chain
of B type (blue) spinners. Note the actuator positioned at one
end of the domain-wall.
B. Mapping the Berry Curvature
Here we map the Berry curvature (3). For a two-band
model, the gap projector can be expressed as:
PG(k) = 12 (I − n · σ), (58)
where n(k) = (nx,ny,nz) is the unit vector on the Bloch
sphere, which in our case is given by:
n(k) =
(√
rβRe[γ(k)],
√
rβIm[γ(k)], 3α2 (1 − r)
)
√
9α2
4 (1 − r)2 + rβ2|γ(k)|2)
. (59)
Then F(k) reduces to:
F(k) = pin · (∂k1n × ∂k2n), (60)
which leads to the explicit expression:
F(k) =
pi
2
3(1 − r)rαβ2 sin(k1 − k2)(
9α2
4 (1 − r)2 + rβ2|γ(k)|2
)3/2 . (61)
A graphical representation is given in Fig. 13 for increas-
ing values of r. Practically, for all those values, the condi-
tions stated in section II G regarding the Berry curvature
are met, provided we take the domain wall in the direc-
tion of a1 − a2.
FIG. 15: Schematic of the domain-wall. Note that the
domain-wall does not cut any of the primitive cells.
V. DOMAIN-WALL ANALYSIS
The experimental setup with a straight DW is shown
in Fig. 14. A schematic and more geometrical data are
shown in Fig. 15. It is important to note that the domain-
wall is consistent with the previously chosen primitive
cell.
A. Theoretical Considerations
Since the domain wall is along a‖ = a1 − a2, we will
switch to the shift operators S2 and:
S‖ = Sa1−a2 = S1S
†
2 ⇒ S1 = S‖S2. (62)
Furthermore, since the positions of the centers of the
primitive cells can be expressed as:
Rn = n1a1 + n2a2 = n1a‖ + (n1 + n2)a2, (63)
we relabel the sites by (m,n) = (n1,n1 +n2). Note that the
shift operators now act as:
S‖|m,n〉 = |m + 1,n〉, S2|m,n〉 = |m,n + 1〉, (64)
and the primitive cells just below the domain-wall all
have n = 0 and the ones above the domain-wall have n =
−1. Furthermore, the reflection I acts as: I|m,n,A〉 =
|m,−n − 1,B〉 and I|m,n,B〉 = |m,−n − 1,A〉.
To determine the dispersion equation, we go back to
Eq. 49. Note that, as we cross the domain wall, the
coupling coefficients α and β remain the same and the
only effect is the exchange of IA and IB. Hence, in the
presence of the domain wall, these equations become:
ω2
(
I − δI σ3 sgn(X2)
)
ϕ = Dϕ, (65)
where I = 12 (IA + IB) and δI =
1
2 (IA − IB), as well as:
sgn(X2) =
∑
n,m
sgn(n) |m,n〉〈m,n|, (66)
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with the convention that sgn(0) = 1. The dynamical
matrix given by:
D = 3α + β
(
σ1 + σ−(S‖S2 + S2) + σ+(S†2S
†
‖ + S
†
2)
)
. (67)
Note that δI = 0 represents the reference system in our
theoretical analysis. We transform (65) in a standard
eigen-system problem by performing the transforma-
tion:
ϕ =
(
I − δI σ3 sgn(X2)
)− 12ψ, (68)
in which case the dispersion equation becomes:
ω2ψ =
√
I − δI σ3 sgn(X2)D
√
I − δI σ3 sgn(X2)ψ. (69)
Note that, with Γ = 12
(
1√
IA
+ 1√
IB
)
and ∆ = 12
(
1√
IA
− 1√
IB
)
:√
I − δI σ3 sgn(X2) = Γ − ∆ σ3 sgn(X2). (70)
Lastly, because S‖ commutes with the dynamical ma-
trix, we can seek the modes in the form:
ψ(m,n) = Re
[
eikmξk(n)
]
, k ∈ [−pi, pi], (71)
in which case the dispersion equation takes the form
H(k)ξk = ω2kξk, where H relates to the operator in (5) and
has the explicit expression:
H(k) =
(
Γ − ∆σ3sgn(X2)
)
Dk
(
Γ − ∆σ3sgn(X2)
)
, (72)
with Dk derived directly from (67):
Dk = 3α + β
(
σ1 + (eik + 1)σ−S2 + (e−ik + 1)σ+S†2
)
. (73)
Note that k stands here for k‖ and the relation between k
and (k1, k2) used in Fig. 12 is k = 12 (k1 − k2). The action of
H(k) on the basis of C2 ⊗ `2(Z):
|n,+1〉 =
(|n〉
0
)
, |n,−1〉 =
(
0
|n〉
)
, (74)
can be written explicitly (s = ±1):
H(k) |n, s〉 = 3α
(
Γ − s∆ sign(n)
)2|n, s〉
+β(Γ2 − ∆2)|n,−s〉 + β(Γ2 − ∆2)(eisk + 1)|n + s,−s〉. (75)
With this expression, one can convince himself thatH can
be indeed written in the form H0 +λδH as in section II G,
with λ = 1− r. The predictions can now be checked both
numerically and experimentally.
The resulting spectrum for the domain-wall configu-
ration of Fig. 14 is reported in Fig. 16. It reproduces
the well-known QVHE features and fully confirms our
theoretical predictions. More precisely, for small val-
ues if r − 1, the effect is strong and predictable but, as
this parameter is increased, one can see that the effect
will eventually disappear. This exemplifies the fact that
QVHE is a transient effect, i.e. it can vanish without a
phase transition, but nevertheless there is a predictable
region of the parameter space where the effect will al-
ways be strong and reliable.
FIG. 16: Theoretical spectrum in the presence of a
domain-wall. Simulations are shown for increasing values of
r = IAIB , ranging from 1 all the way to the experimental value of
1.525. The spectrum is computed on a strip with the
domain-wall at the center. The doubly degenerated flat band
seen in all panels is located at the edges of the ribbon, hence it
is un-related to the physics studied here.
B. Experimental Observation of the DW Modes
The DW has been actuated from one end, as shown in
Fig. 14, until a stationary regime was established. In this
setup, the counter-propagating DW modes are scattered
into each other at the ends of the interface, leading to a
standing wave. Pick-up coils similar to the ones found in
electric guitars have been placed on top of the bonds and
the standing wave pattern was mapped out. While the
details of the measurements are provided in the follow-
ing section, let us mentioned that four magnetic bonds in
the a2 direction have been probed, starting from the DW,
enough to asses the spatial localization of the modes.
The results are reported in Fig. 17. One can see there
that, for frequencies up to 25 Hz, the sensors return only
small motion amplitudes. These frequencies must be
within or very close to the bulk spectrum in which case
the signal from the actuator disperses throughout the en-
tire lattice, hence explaining the small amplitudes. Be-
yond 25 Hz, the sensors pick-up strong amplitudes near
the interface and the amplitudes are seen to fade away
into the bulk. We are definitely witnessing a standing
wave supported by the interface channels. The strongest
resonant patterns are observed within 28-29 Hz range of
frequencies. Above this range, the sensor readings are
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FIG. 17: Experimental observation of the DW modes. The fine line marks the position of the interface relative to the
honeycomb lattice, indicated by the black dots. The red disks mark the position of the motion sensors, which are placed above
bonds. The size of a disk is proportional with the reading of the motion sensor at that location. The frequencies, which are
marked in each panel, sample the entire bulk gap.
seen again to fade away signaling that the frequency
approaches the upper part of the bulk spectrum. Let
us point out that these observations are in remarkable
agreement with the data in Figs. 12 and 16.
Our analysis assures us that the DW modes are ro-
bust against spatially slow deformations of the interface.
FIG. 18: The experimental setup with a L-shape
domain-wall. The domain wall consists of the zig-zag chain
of B type (blue) spinners. Note again the actuator positioned
at one end of the domain-wall.
However, it has been reported with many occasions [29–
38] that a signal can propagate along the domain-wall
channels with very little back-reflection even if the inter-
face is bent sharply. To investigate this interesting and
potentially important effect, we reconfigured our system
in the L-shaped DW configuration shown in Fig. 18. The
measurements have been repeated and the results are
reported in Fig. 19. As many before us, we find that,
indeed, there is a healthy transmission of the signal be-
yond the corner of the L-shaped DW. However, judging
by the amplitudes seen along the two arms of the L-shape
(see especially the panels f = 28.5 Hz and f = 29 Hz),
we concluded that the transmission is only about 90%.
Nevertheless, witnessing such guiding of a mechanical
signal along such fractured interface is quite an experi-
ence, as the reader can convince himself by examining
the video recordings associated with the data in Fig. 19,
supplied in the next section.
The versatility of our experimental platform enabled
us to explore the QVHE phenomenon quite thoroughly.
For example, by replacing the spinner of type B with the
one of type C shown in Fig. 6, we achieved the value 1.4
for the critical parameter r. At a first sight, the data from
Fig. 16 will suggest one that QVHE will be more robust
for this r but, to our surprise, it was not. Particularly,
it did not increase the transmission across the corner
of the L-shaped DW. We have also experimented with
various perturbations and boundary conditions, some
of which are supplied in the next section. At the end,
we learned quite a number of important lessons and we
will list them one by one in our last chapter. Let us
conclude this section by pointing that the magnetically
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FIG. 19: Experimental observation of the L-shaped domain-wall modes. Except for the shape of the interface, the rest of the
details are as in Fig. 17.
coupled spinners, due to their simplicity and versatility,
can be a very effective educational platform where both
experts and new comers can learn about the topological
boundary modes.
C. Experimental Details and Media Files
One issue we faced right from the beginning is the
large size of a fully self-assembled system. An effective
solution we found was to divide the base that supports
the assemblage in smaller panels which interlock one in
another like a jigsaw puzzle. Henceforth, we laser cut
6 mm thick acrylic panels and fitted them with holes
such that, when assembled, the holes generate a honey-
comb lattice. The ball bearings shown in Fig. 6(a) were
secured in place using zinc carriage bolts and the dis-
tance from spinners to base was maintained uniformly
throughout the system with washers and nuts. Such
panels can be readily assembled and then taken apart
for storage or transportation. For example, this prac-
tical feature enabled us to demonstrate the topological
boundary modes in front of several audiences.
The particular configurations shown in Figs. 14 and
18 were realized with eight acrylic panels and ninety
six spinners. The ball bearings were fitted with arms
and coupled by neodymium disc magnets, which were
secured at the ends of specific arms with super glue. The
distance between adjacent magnets (always of opposite
polarity) was 7.0 mm. Different configurations of the
spinners can be achieved as illustrated in Fig. 6. Prior to
running an experiment, all ball bearings were lubricated
with silicone oil and the spinner arms were checked for
tightness. We found that the connection arms need to be
actually glued into place (we used Loctite Threadlocker
Red 271 glue).
The lattice was actuated by a Pasco WA-9857 string
vibrator, whose arm was fitted with a neodymium disc
magnet and placed next to a connecting spinner arm,
with the distance between the two held at 7.0 mm. The
actuator was computer controlled by a custom LabVIEW
software that drives a Rigol DG1022 function generator.
That signal was amplified by a Crown XLS 2502 power
amplifier with gain set to 5. Frequency sweeps between
8.0 and 40.0 Hz with two different frequency step sizes
(0.5 Hz and 0.1 Hz) were performed.
The data was collected by commercially available in-
duction coil sensors, which were placed perpendicular
and symmetrically on top of the magnetic bonds be-
tween spinners. Special place-holders were 3d-printed
and hole locations were laser-cut into the base to ensure
that the sensors are always placed in the same geome-
try relative to the arms. These sensors generate a time-
oscillatory output, proportional to the rate of variation
of the magnetic flux through the pick-up coil. In turn,
these rates are proportional to the speed of the arms. For
each frequency, the outputs were recorded and their root
mean squares were extracted. The latter are proportional
with the amplitudes of oscillations of the spinners and
were used to generate the plots in Fig. 17 and 19.
Video recording of the experimental system are re-
ported in Fig. 20, where the first panel show a bulk mode
while the second panel show the DW mode correspond-
ing to the panel at 28.5 Hz in Fig. 19. The remaining
panels in Figs. 20 recorded the same mode but with one
spinner removed in the lower/upper arm of the L-shaped
DW.
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FIG. 20: Video recordings of the experimental system. (1st panel) Bulk resonant mode at frequency 16.3 Hz; (2nd panel) Clean
L-shaped DW mode at frequency 28.5 Hz; (3rd panel) L-shaped DW mode with a defect in the lower arm at frequency 28.5 Hz;
(4th panel) L-shaped DW mode with a defect in the upper arm at frequency 28.5 Hz.
VI. CONCLUSIONS
Our theoretical analysis provides a more complete
framework to understand the topological nature of the
QVHE, at both conceptual and quantitative levels. In
this framework, for example, valley-Chern numbers can
be defined in real-space and even in the presence of dis-
order. Furthermore, quantitative estimates about the
faith of the effect become possible. In particular, a cer-
tain regime where QVHE occurs with full certainty was
identified, giving guidance on how to engineer QVHE
systems and keep them under control. This may be use-
ful when one deals with lattices other than honeycomb,
where QVHE has not been investigated so thoroughly.
On the practical side, we became quite convinced that
QVHE is robust in certain conditions that cover many
situations of practical relevance. We believe these condi-
tions can be controlled to a degree where QVHE becomes
feasible for commercial applications.
We learned a number of important lessons from our
study. For example, while trying to understand why
QVHE is more robust for r = 1.525 than for r = 1.4, we
came to the conclusion that there are two factors here.
First, there will be always a trade-off between the shape
of the edge bands and the bulk gap. At r = 1.4 the lat-
ter was smaller and, as a consequence, the domain-wall
channels were spatially less localized. This is an impor-
tant factor one needs to keep in mind when designing
QVHE devices. The second factor was, to our surprise,
that the honeycomb lattice is not optimal for the QVHE
effect. Indeed, the valleys are located at k‖ = ± 2pi3 but,
ideally, they will be located at k‖ = ±pi2 . As a result, in
the plots of the Berry curvature in Fig. 13, one can see
F(k) taking asymmetric values at k‖ = 0 and k‖ = ±pi,
which is an unwanted effect. It is also at k± pi2 where the
counter-propagating domain-wall modes will be most
separated from each other and hence more protected
against backscattering. Examining the domain-wall dis-
persions in Fig 16, one can then understand why the
domain-wall modes were found to be more robust at en-
ergies closer to the upper bulk band rather than in the
middle of the bulk gap. This also explains why r = 1.525
was more optimal than r = 1.4, because for the latter
the interface bands were very close to the bulk spectrum
near k‖ = ±pi2 . Let us mentioned that in our experimental
platform, we can adjust the position of the valleys to-
wards the optimal ones by decreasing the strength of the
magnetic bonds within the primitive cells, which will
lead to a new γ(k) = g + eık1 + eık2 with g < 1, while
still preserving the inversion symmetry. Note that the
k‖ = ±pi2 cannot be achieved because that will require
extreme limits, such as the complete decoupling of the
the pairs of spinners inside the primitive cells.
We have a prediction for bilayers. While most of the
existing literature is focused on DW modes, it becomes
quite apparent from our analysis that bilayers support
topological edge modes, provided the boundary condi-
tions are properly engineered. For our system of spin-
ners, for example, we predict that a simple layering fol-
lowed by a magnetic coupling between top-bottom spin-
ners at the edge, of similar strength as the bulk couplings,
will generate two counter-propagating quasi-chiral edge
modes.
While the domain-wall modes appear to defy sharp
corners, they are fully back-reflected when a spinner at
the interface is jammed or removed. This can be wit-
nessed first hand in the video recordings provided in the
previous section. This behavior is in stark contrast with
the edge excitations reported in [55] where the edge exci-
tations of the mechanical Chern insulator are seen to find
new propagation paths when obstructions are imposed.
The difference is that QVHE is only a weak topological
effect. In practice we can cope with this un-avoidable fact
in two ways. First, one should note that QVHE is robust
against layering and that the interface channel can be
multiplied by layering. This will prevent an accidental
jamming of few spinners from fully blocking the energy
flow. It will also improve the transmissions across sharp
corners of the DW. The second way is to take full con-
trol of the system. For example, if the coupling magnets
are replaced by electro-magnets, then the domain-wall
can be easily reconfigured so that energy is efficiently
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transfered from actuator to any point of the lattice. If
a spinner gets jammed somewhere, a new interface can
be reconfigured by re-programming the electro-magnets.
The practical implications of such possibility have been
already weighted in the literature [56].
This brings us to our concluding remark that, perhaps,
the most important attribute of the QVHE is not in the
topological protection of the DW modes but in the topo-
logical principles which enable one to design and mold
them by only acting on space symmetries.
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