A new generative multispectral texture model based on discrete distribution mixtures is introduced. Statistical texture properties are represented by a discrete distribution mixture of product components. A natural colour or multispectral texture is spectrally factorized and discrete mixtures models are learned and used to synthesize single orthogonal monospectral components. Texture synthesis is based on easy computation of arbitrary conditional distributions from the model. Finally single synthesized monospectral texture components are transformed into the required synthetic colour texture. This model can easily serve for texture segmentation, retrieval or to model single factors in complex Bidirectional Texture Function (BTF) space models. The advantages and weak points of the presented approach are demonstrated on several colour texture applications.
Introduction
Realistic texture models are crucial for various image recognition or modeling applications such as image classification, segmentation, content based image retrieval (CBIR), image enhancement or restoration. Virtual or augmented reality systems require object surfaces covered with realistic nature-like colour textures to enhance realism in virtual scenes. Such textures can be either digitized natural textures or textures synthesized from an appropriate mathematical model. However digitized 3D textures are far less convenient alternative, because of extremal system memory demands especially for the most advanced Bidirectional texture function (BTF) representation [1] and several other serious drawbacks.
Texture synthesis methods may be divided primarily into intelligent sampling and model-based methods. Intelligent sampling approaches [2] , [3] , [4] , [5] , [6] rely on sophisticated sampling from real texture measurements while the model-based techniques [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] describe texture data using multidimensional mathematical models and their synthesis is based on the estimated model parameters only. There are several texture modeling approaches published [7] , [11] , [12] and some survey articles are also available [10] , [15] .
In the present paper we propose texture modeling by multivariate discrete mixtures (DM) with components defined as products of univariate discrete probability distributions. Each of the univariate component-specific distributions is defined simply by a vector of probabilities without any constraint. The full generality of the univariate distributions in the components is one of the strong arguments for the proposed mixture model. Another motivation is the computational simplicity of the product mixtures. In particular, the texture synthesis is actually enabled by an easy evaluation of arbitrary marginals and simple computation of the conditional probability distributions. In the application part we demonstrate advantages and weak points of the proposed method on several colour textured images.
Distribution Mixture Model
Regular or near-regular textures are very difficult to synthesize using statistical models such as Markov random field (MRF) model family, however they occur frequently in images as visual representation of man-made structures. The presented model is well suited for them and as such it can serve as appropriate submodel for more complex BTF models among others. Modeling general static colour texture images requires threedimensional models or to accept some spectral information loss using a set of factorized less-dimensional 2D probabilistic models. The factorization alternative accepted in this paper is attractive because it allows using simpler 2D data models with less parameters (one third in the three-spectral case of colour MRF textures).
A digitized texture image Y is assumed to be defined on a finite rectangular N × O × d lattice I, r = {r 1 , r 2 , r 3 } ∈ I denotes a pixel multiindex with the row, columns and spectral indices, respectively. The notation • has the meaning of all possible values of the corresponding index.
Supposing now uncorrelated monospectral textures after the PCA based decorrelation step of our algorithm, we assume that each pixel of the image is described by a grey level taking on K possible values, i.e., Y r ∈ K, ∀r ∈ I, K = {1, 2, . . . , K}, where K is the set of distinguished grey levels (often |K| = 256). In this sense a monospectral component of the original texture image can be viewed as a vector Y •,•,r3 ∈ K NO , in some chosen pixel ordering. To simplify notation we will neglect further on the spectral component in the multiindices r, s because single submodels describe only decorrelated mono-spectral components of the original multi-spectral texture. Let us suppose that the natural homogeneous texture image represents a realization of a random vector with a probability distribution P (Y •, •,r3 ) and that the properties of the texture can be fully characterized by statistical dependencies on a subfield, i.e., by a marginal probability distribution of grey levels on pixels within the scope of a window centered around the location r and specified by the index set I r . I r = {r + s : ] , η = card{I r } and P (Y {r} ) the corresponding marginal distribution of P (Y ) then the marginal probability distribution on the "generating" window I r is assumed to be invariant with respect to arbitrary shifting within the original image, i.e., P (
∀s, r ∈ I, s = r . Thus, e.g., for a rectangular window of the size η = 20 × 20 pixels we have to estimate a 400-dimensional probability distribution P (Y {r} ). The marginal distribution P (Y {r} ) is assumed to contain sufficient information to synthesize the modeled texture. The distribution P (Y {r} ) is assumed to be discrete with factorizing components P (Y {r} | m) in the form:
(1)
. . , M} where p(m) are probability weights. p s (Y s | m) are univariate discrete (component-specific) probability distributions. It can be seen that, by Eq. (1) the variables {Y s : ∀s ∈ I r } are conditionally independent with respect to the index variable m. From the theoretical point of view, this assumption is not restrictive. It can be easily verified that, in discrete case Y {r} ∈ K η , the class of finite mixtures (1) is complete in the sense that any discrete probability distribution on K η can be expressed in the form (1) for M sufficiently large. The parameters of the mixture model (1) are probabilistic component weights p(m) and the univariate discrete distributions of grey levels simply defined by a vector of probabilities:
The total number of mixture (1) parameters is thus card{M }(1 + ηK) -confined to the appropriate norming conditions. Note that the form of the univariate discrete distributions (2) is fully general without any constraint. In contrast to different parametric models (e.g., normal) the K-dimensional vector p n (· | m) can describe arbitrary discrete distribution. This fact is one of the main arguments for the choice of the discrete mixture model (1) . Another strong motivation for the conditional independence model (1) is a simple switch-over to any marginal distribution by deleting superfluous terms in the products P (Y {r} | m). 
EM Algorithm
The underlying structural model of conditional independence is identified from a data set S obtained by step-wise shifting the contextual window I r within the original texture image, i.e., for each location r one realization of Y {r} .
The unknown parameters of the approximating mixture can be estimated by means of the iterative EM (Expectation Maximization) algorithm [16] , [17] . In order to estimate the unknown distributions p n (· | m) and the component weights p(m) we maximize the likelihood function corresponding to (3)
by means of the EM algorithm. The related iteration equations can be expressed as follows:
The mixture parameters are initialized by random numbers. The iteration process is stopped when the criterion increments are sufficiently small. Note that a larger number of grey levels increases the memory requirements but not necessarily the computing time (see (7)). It is well known (cf. [17] ) that the iteration scheme (5) -(7) has the following monotonic property: L (t+1) ≥ L (t) , t = 0, 1, 2, . . . which implies the convergence of the sequence {L (t) } ∞ 0 to a stationary point of EM algorithm (local extremum or a saddle point of L). It should be noted that the properties of the ML estimates obtained by means of the data set S may be negatively influenced by the fact that the observations in S are not independent.
Texture Synthesis
Let I r be a fixed position of the generating window. If Y {ρ} ⊂ Y {r} is a subvector of all pixels previously specified within this window and ρ ⊂ I r the corresponding index subset, then the statistical properties of the remaining unspecified variables are fully described by the corresponding conditional distribution. In view of the advantageous properties of our mixture model we can easily compute any univariate conditional distribution p n | ρ :
where W m (Y {{ρ} ) are the a posteriori component weights corresponding to the given subvector Y {ρ} :
The grey level y n can be randomly generated by means of the conditional distribution p n|C (y n |Y {ρ} ) whereby Eqs. (8) can be applied to all the unspecified variables n = η − card{ρ} given a fixed position of the generating field. Simultaneously, each newly generated grey level y n can be used to upgrade the conditional weights W m (Y {ρ} ). In the next step, the generating field is shifted to a new position and the conditional distribution (8) has to be computed for a new subset of the specified pixels in ρ. In our experiments we have used a regular left-to-right and top-to-down shifting of the generating window.
Single mixture models (1) synthesize single decorrelated monospectral components and the resulting synthesized colour texture is obtained from the set of synthesized monospectral images inverting the decorrelation process.
Experimental Results
The implementation of EM algorithm is simple but there are some well known computational problems, e.g., the proper choice of the number of components, the existence of local maxima of the likelihood function an the related problem of a proper choice of the initial parameter values. The above difficulties are less relevant if the sample size is sufficiently large. In our case the dimension of the estimated distribution is not too high (N ≈ 10 1 − 10 2 ) and the number of the training data vectors relatively large (|S| ≈ 10 4 − 10 5 ). The number of grey levels to be distinguished is very high (usually |K| = 256) and therefore the estimated distribution becomes considerably complex. Moreover, the shifting window seems to produce rather "flat" probability distributions, Fig. 2 . Natural (left) and synthetic (DM middle) carpet (upper row) and jute (bottom row) textures compared with their synthetic (right column) alternatives generated using the Gaussian Markov random field model Fig. 3 . Natural and synthetic (DM middle, GMRF synthesis right) rattan textures especially in case of homogeneous structures. For these reasons the generating window should always be kept reasonably small and the sample size as large as possible. The application of the model on deterministic periodic textures (e.g., chessboard, stripes) is capable to reproduce original textures exactly and the EM algorithm converges quickly from arbitrary starting conditions.
The examples Figs. 1 -3 exemplify properties of the DM model on natural colour textures. The carpet texture on Fig. 2 represents relatively regular texture which is notoriously difficult for some alternative texture models like for example Gaussian Markov random field (GMRF) models (Fig. 2 -top right) but the presented model produced very good synthesis result (Fig. 2 -top middle) . Similarly the jute example (Fig. 2 -bottom) or the textile textures (Fig. 1) demonstrate its good performance. The DM model for the rattan Fig. 3 -left expressed major periodic features and although it failed to specify rattan details, it is still much superior to its GMRF alternative (Fig. 3 -top right) . Finally the last example on Fig. 3 -bottom demonstrates clear failure of our model (the most informative monospectral component presented only), there is a strong tendency to cover a large portion of the synthesized field by a texture resembling "white noise". It appears that, because of a high dimensionality of the underlying space, the estimated mixture distribution has properties resembling widely separated components. This observation relates to the well known experience that high dimensional spaces can be viewed as "sparse". The isolated peaks of the estimated mixture seem to be able to reflect only the basic rattan structure. Consequently, in most cases the neighborhood of the synthesized pixel is untypical from the point of view of the estimated mixture and therefore the corresponding conditional distribution (8) is very flat or nearly uniform. In such a case the synthesis produces a texture resembling white noise. Theoretically this modeling result could be improved if we would have larger trainee image to train a DM model parameters but on the other hand, the sufficient size of the trainee image could already be prohibitive from the computational point of view. All DM models used the contextual window size 21 × 21 pixels, the training set of |S| = 262144 vectors. The chosen distribution mixture model included M = 40 components and about 10 iterations of EM algorithm were needed to achieve a reasonable convergence. The computation was rather time-consuming it took several hours in total on HP workstations. The time needed for texture synthesis is comparable with one iteration step of the EM algorithm. Resulting textures can be further slightly improved by iterating the synthesis procedure or by our probabilistic synthesis strategy described elsewhere. Similarly as all other known texture models also our DM model has its strong as well as weak sides. While the presented model can realistically synthesize natural or man-made textures with strong periodicities, which are notoriously difficult for most alternative approaches, its major weakness is lesser robustness than the Markovian models family. A DM model has strong tendency either to produce high quality synthetic texture or to completely fail with resulting noise field. Markovian models in these cases demonstrate clear effort to grasp at lest some of the difficult texture features (Fig. 3 -bottom  right) . The computationally most efficient Markovian models are much faster than the presented model, but general Markovian models which require Markov chain Monte Carlo methods for their analysis as well as synthesis are comparable.
Conclusion
The proposed DM model is the only statistical model capable to synthesize regular or near-regular colour textures. DM representation can be simultaneously used also in any texture based recognition task such as classification, segmentation, image retrieval, etc. Moreover, the DM model can serve as the underlying factor model for more complex BTF space models. The application of EM algorithm to texture modeling has some specific features. Generally the dimension of the sample space is relatively high (N = 200 − 400) and the corresponding sample size appears to be insufficient. Moreover, the data vectors obtained by shifting the window are not independent as it is assumed in the likelihood criterion. For these and other reasons the estimation of the texture model in the form of discrete product mixture is a difficult task. Our extensive DM models simulations suggest that very often the model requires a large training data set and powerful computing resources to successfully reproduce any given natural texture. While the computational complexity is going to be less important in near future, the requirement for large learning data set can be restrictive in some texture modeling applications.
