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6Nomenklatur
In Gleichungen gilt die Einstein’sche Summenkonvention. Abweichungen davon werden ex-




Ar präexponentieller Faktor in Arrheniusfunktion der r-ten Reaktion
a massenspeziﬁsche Helmholtz-Energie J/kg
as isentrope Schallgeschwindigkeit m/s
A stoﬀmengenbehafteter Zustandsgleichungsparameter J ·m3
a Zustandsgleichungsparameter J ·m3/mol2
B stoﬀmengenbehafteter Zustandsgleichungsparameter m3
b Zustandsgleichungsparameter (Kovolumen) m3/mol
CDDES Konstante im DDES Modell -
C stoﬀmengenbehafteter Zustandsgleichungsparameter m3
c Zustandsgleichungsparameter (Korrekturvolumen) m3/mol
c Konzentration mol/m3
cp massenspeziﬁsche Wärmekapazität bei konstantem Druck J/(kg ·K)
cv massenspeziﬁsche Wärmekapazität bei konstantem Volumen J/(kg ·K)
Dαβ binärer Diﬀusionskoeﬃzient m2/s
Dα Diﬀusionskoeﬃzient der Mischung m2/s
d Durchmesser m
dh hydraulischer Durchmesser m
E innere Energie J
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EA,r Aktivierungsenergie in Arrheniusfunktion der r-ten Reaktion J/mol
etot massenspeziﬁsche Totalenergie J/kg
Fµ, Fλ Funktionen im Huber-und-Hanley-Modell −
f Frequenz Hz = 1/s
f Fugazität Pa = N/m2
f Abbildungsfunktion im Huber-und-Hanley-Modell −
fβ Modulierungsfunktion in Präkonditionierung −
fas Modulierungsfunktion im AUSM
+-up Schema −
fDDES Überblendfunktion im DDES Modell −
G Gibbs-Energie J
g massenspeziﬁsche Gibbs-Energie J/kg
g Erdbeschleunigung m/s2
H Enthalpie J
h massenspeziﬁsche Enthalpie J/kg
htot massenspeziﬁsche Totalenthalpie J/kg
h Abbildungsfunktion im Huber-und-Hanley-Modell −
Isp speziﬁscher Impuls s
j Diﬀusionsstrom kg/(m2 · s)
K 1. Turbulenzvariable (k oder q) m2/s2 ,m/s
Kc,Kp,Kf chemische Gleichgewichtskonstante bezogen auf Konzentration,
Druck oder Fugazität
k (modellierte) turbulente kinetische Energie m2/s2
kf , kb Geschwindigkeitskoeﬃzienten der Hin- und Rückreaktion
ℓ Längenskala m
Mw Molekulargewicht kg/mol
M± Skalierungsfunktion im AUSM+-up Schema −
m Masse kg
m˙ Massenstrom kg/s
kαβ binärer Interaktionsparameter −





nr Temperaturfaktor in Arrheniusfunktion der r-ten Reaktion
O Landau-Symbol (Größenordnung)
P± Skalierungsfunktion im AUSM+-up Schema −
p Druck Pa = N/m2
q Turbulenzvariable, q =
√
k m/s
q˙w ﬂächenspeziﬁscher Wandwärmestrom W/m
2
R Radius m
R speziﬁsche Gaskonstante J/(kg ·K)
Ru universelle Gaskonstante J/(mol ·K)
r radiale Koordinate m
S Zellseitenﬂäche, Oberﬂäche m2
S Entropie J / K




u Geschwindigkeit in x1-Richtung m/s
ub querschnittsgemittelte Axialgeschwindigkeit (engl.: bulk velocity) m/s
U Skalarprodukt des Geschwindigkeits- und Oberﬂächenvektors m3/s
u Skalarprodukt des Geschwindigkeits- und Oberﬂächennormalen-
vektors U / |S|
m/s
V Volumen m3
v Geschwindigkeit in x2-Richtung m/s
v massenspeziﬁsches Volumen m3/kg
vm molares Volumen m3/mol
v´m verschobenes, molares Volumen m3/mol
X Molenbruch −
x Koordinate in x1-Richtung m
xℓ Koordinate in ℓ-Richtung m
Y Massenbruch −
y Koordinate in x2-Richtung m




α temperaturabhängiger Anteil von ZGL-Parameter a −
β Skalierungsfaktor in Präkonditionierung m2/s2
γ Verhältnis der Wärmekapazitäten cp/cv, Isentropenexponent −
∆g Diﬀerenz der reduzierten molaren Gibbs-Energie −
∆DDES LES-Filterweite im DDES Modell m
δ Schalter für Achsensymmetrie −
δij Kronecker-Delta
ǫ Dissipationsrate der turbulenten kinetischen Energie m2/s3
ǫ/kB Potentialtopftiefe ǫ normiert mit Boltzmannkonstante kB −
εα Korrekturkonstante in α −
εβ,r Dreierstoßeﬀektivität in r-ter Reaktion −
κ Parameter in SRK und PR Zustandsgleichung −
λ Wärmeleitfähigkeit W/(m ·K)
λ(i) i-ter Eigenwert (m/s)
µ dynamische Viskosität kg/(m · s)
µ chemisches Potential J/mol
ν Stöchiometriekoeﬃzient −
Π (allgemeines) thermodynamisches Potential
ρ (massenspeziﬁsche) Dichte kg/m3





ψ reduzierte molare Helmholtz-Residuumfunktion −
Ψ reduzierte Helmholtz-Residuumfunktion mol
Ω Zellvolumen m3
Ω(2,2) Stoßintegral −
ω Transportgröße der Turbulenz, ω ∼ ǫ/k 1/s






Fℓ analytischer Flussvektor in ℓ-Richtung
◦









CFLkrit maximale CFL-Zahl für stabiles Lösungsverfahren
Ko Konditionszahl
Ma Machzahl
Ma∞ charakteristische Machzahl in Präkonditionierung und AUSM+-up Schema
Ma∗ Pseudo-Machzahl in Präkonditionierung
Mao limitierte Machzahl in Präkonditionierung und AUSM+-up Schema






φ∗ Zustand eines hypothetischen, idealen Gases, reduzierte Größe oder Pseudo-Größe




φˆ partielle massenbehaftete Größe
φˇ partielle molare Größe
φ1/2 Wert auf Zellseitenﬂäche / Interface-Wert
a Umgebung (engl.: ambient)
c Brennkammer (engl.: combustion chamber)
d diﬀusiver Anteil
Dim Dimension
cr Wert am thermodynamisch kritischen Punkt
eﬀ eﬀektive Größe (molekularer + turbulenter Anteil)
eq equivalente Größe
E Exzessgröße
Fick Wert berechnet nach Fick’schem Gesetz
iG Wert für ideales Gas
in Wert am Einlass (engl.: inlet)




M inerter Stoßpartner in Dreierstoßreaktion





w Wert an der Wand
0 Referenzzustand (ideales Gas, Referenzﬂuid etc.)
α, β Lauﬁndizes für Spezies
ℓ,m , n Lauﬁndizes für Raumrichtungen
f Lauﬁndix für Zellseiten
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Abkürzungen
AUSM Advection Upstream Splitting Method
CFD Computational Fluid Dynamics
DDES Delayed Detached-Eddy Simulation






LOX ﬂüssiger Sauerstoﬀ (engl.: liquid oxygen)
LU-SGS Lower-Upper Symmetric Gauss-Seidel
MLPld Multidimensional Limiting Process low diﬀusion




SCWR Supercritical Water-Cooled Reactor
SRK Soave-Redlich-Kwong
SRKmVK Soave-Redlich-Kwong mit Volumen Korrektur
TVD Total Variation Diminishing
URANS Unsteady RANS
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Kurzfassung
Um die komplexen Phänomene turbulenter Durchmischung und Verbrennung in Raketen-
brennkammern besser zu verstehen und den Auslegungsprozess in Zukunft verstärkt zu un-
terstützen, gewinnt der Einsatz numerischer Strömungssimulationen (CFD) dank der zuneh-
mend verfügbaren Rechenressourcen seit Jahren an Bedeutung. Da der Trend für zukünf-
tige Raketentriebwerke hin zu höheren Leistungsdichten und damit höheren Brennkammer-
drücken geht, geraten Brennkammern mit über- und transkritischer Einspritzung, bei denen
der Brennkammerdruck die kritischen Drücke der Treibstoﬀe überschreitet, auch in der Si-
mulation zunehmend in den Fokus wissenschaftlicher Untersuchungen mittels CFD. Das da-
bei auftretende, stark nichtlineare thermodynamische Verhalten mit den damit verbundenen
großen räumlichen Gradienten stellt in CFD-Simulationen eine erhebliche Herausforderung
hinsichtlich der Genauigkeit und Stabilität dar.
Ziel dieser Arbeit ist die Implementierung eines konsistenten Thermodynamikmoduls in den
vorhandenen CFD-Code TASCOM3D zur Simulation von Raketenbrennkammern mit trans-
kritischer Einspritzung. Dies erfordert zahlreiche Modiﬁkationen im Code. Die ideale Gas-
gleichung wird durch eine Zustandsgleichung für reale Fluide ersetzt. In dieser Arbeit wird
hierzu die Soave-Redlich-Kwong Zustandsgleichung verwendet. Wahlweise kann zusätzlich
eine Volumenverschiebung zur Verbesserung der vorhergesagten Dichte eingesetzt werden.
Dies ermöglicht eine ausreichend hohe Genauigkeit für relevante Anwendungsfälle bei gleich-
zeitig geringen Rechenkosten. Die Bestimmung aller thermodynamischer Größen basiert auf
der reduzierten Helmholtz-Residuumfunktion. Aus dieser werden auf Grundlage von funda-
mentalen Gleichungen der Thermodynamik, welche für alle Fluide und Zustandsgleichungen
gelten, alle weiteren Größen mittels partieller Ableitungen ermittelt. Für die Berechnung der
molekularen Stoﬀwerte werden zahlreiche Modelle für dichte Fluide aus der Literatur im-
plementiert, validiert und miteinander verglichen. Weitere Modiﬁkationen betreﬀen das zeit-
liche Diskretisierungsschema mit einer Präkonditionierung für die eﬃziente Simulation bei
niedrigen Machzahlen im Limit inkompressibler Strömungen sowie das räumliche Diskreti-
sierungsschema. Ein mehrdimensionales, hochgenaues Limitierungsverfahren namens MLPld
verhindert die Ausbildung von Instabilitäten in Bereichen extrem hoher räumlicher Gra-
dienten der Dichte und ermöglicht eine Diskretisierung der reibungsfreien Flüsse bis fünfter
Ordnung im Raum.
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Die Validierung des implementierten Realgasmoduls erfolgt durch Simulationen zweier iner-
ter Strömungen und zweier Strömungen mit Verbrennung bei jeweils überkritischen Drücken.
Der turbulente Strahlzerfall und Wärmeübergang an der Wand werden in den untersuchten
Testfällen ebenso betrachtet wie die Verbrennung von Wasserstoﬀ und Sauerstoﬀ in Mo-
dellraketenbrennkammern mit einem zentralen Koaxialinjektor. Dabei kommen überwiegend
recheneﬃziente und stationäre RANS Simulationen basierend auf Zweigleichungsturbulenz-
modellen (q -ω, k -ω und k -ω SST) zum Einsatz. Der Einsatz von RANS Simulationen er-
möglicht umfangreiche Parameter- und Sensitivitätsstudien. Zur Untersuchung instationärer
Phänomene werden jedoch auch URANS Simulationen und ein hybrides URANS/LES Ver-
fahren namens DDES (Delayed Detached-Eddy Simulation) verwendet. Die Ergebnisse der
Simulationen werden mit aus der Literatur verfügbaren, experimentellen Daten verglichen.




The process of turbulent mixing and combustion in rocket combustion chambers involves
complex phenomena, which have by far not been fully understood. For a better understanding
and to improve model predictability in the design process of rocket engines, computational
ﬂuid dynamics (CFD) simulations gain ongoing importance due to increasing computing
ressources. The trend for future rocket engines is towards higher power densities and thus
higher pressures. Hence, rocket combustors with transcritical and supercritical injection, i. e.
engines with operating chamber pressures above the critical pressure of the propellants, are
in increasing focus of numerical studies by CFD. The high nonlinearity of the thermodynamic
behavior at these conditions and the associated strong spatial gradients are a great challenge
for CFD codes with respect to accuracy and stability.
The goal of this work is the implementation of a consistent real gas thermodynamic frame-
work into the existing CFD code TASCOM3D to simulate turbulent reactive ﬂows in rocket
combustors with transcritical injection. This requires several modiﬁcations of the code. The
ideal gas law is no longer valid and must be replaced by a real gas equation of state. The
Soave-Redlich-Kwong equation is used in this thesis. Optionally, a volume translation me-
thod can be applied to improve the prediction of densities. An accurate representation of the
thermodynamic behavior at low additional computational cost is achieved in this way for the
thermodynamic range of interest. The determination of all thermodynamic quantities relies
on the reduced residual Helmholtz energy. Based on fundamental thermodynamic relations
valid for all ﬂuids and equations of state, all other thermodynamic variables are derived from
it via partial derivatives. For the calculation of molecular transport properties, various mo-
dels from literature valid for dense ﬂuids are implemented, validated, and compared to each
other. Further adaptations are necessary concerning the time integration scheme, which is
based on a preconditioning technique to improve convergence at low Mach numbers in the
limit of incompressible ﬂow. Moreover, the employed spatial discretization scheme has to be
modiﬁed. A high-order multidimensional limiting scheme termed MLPld is used in this work.
It prevents the formation of instabilities in regions of excessively large spatial gradients and
enables a discretization of inviscid ﬂuxes up to ﬁfth order in space.
Validation of the implemented real gas framework is accomplished by the simulation of two
nonreacting and two reacting ﬂows at conditions with supercritical pressures with respect to
the injected ﬂuids. The disintegration of a turbulent, round jet and the prediction of wall
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heat loads as well as the combustion of hydrogen and oxygen in two model rocket combustors
with a single element shear coaxial injector are in focus of the investigated test cases. Cost
and time eﬃcient steady-state RANS simulations based on two-equation turbulence models
(q -ω, k -ω, and k -ω SST) are mainly employed in this work. These allow comprehensive
parameter and sensitivity studies. To investigate unsteady phenomena, URANS simulations
and a hybrid URANS/LES technique named DDES (delayed detached-eddy simulation) are
utilized. Numerical results are compared to experimental data from literature. The potentials
and limits of the employed turbulence modeling strategies for the investigated applications




Der speziﬁsche Impuls Isp ist ein Maß für die Eﬃzienz von Raketentriebwerken und das Ver-
hältnis von gewonnenem Impuls zur eingesetzten Treibstoﬀmenge. Für eine an den Umge-
bungsdruck angepasste Düse (Druck am Düsenaustritt entspricht dem Umgebungsdruck pa)
berechnet sich der Isp unter Annahme eines perfekten Gases (konstanter Adiabatenexponent


















Dabei ist g= 9,81m/s2 die Erdbeschleunigung, Ru= 8,31452 J/(mol ·K) die universelle Gas-
konstante, Mw das mittlere Molekulargewicht der austretenden Gase und Tc die gemittel-
te Verbrennungstemperatur in der Brennkammer. Aus Glg. (1.1.1) ist ersichtlich, dass die
Eﬃzienz eines Triebwerks von der Treibstoﬀkombination sowie dem Brennkammerdruck pc
abhängt.
Die meisten Haupt- und Oberstufentriebwerke von Raketen (z. B. Vulcain II1, SSME2, Vinci3)
werden heutzutage mit Wasserstoﬀ (H2) als Brennstoﬀ und LOX, also kryogenem Sauerstoﬀ
(O2), als Oxidator betrieben. Diese werden häuﬁg durch Koaxialinjektoren in die Brennkam-
mer eingebracht. Die Treibstoﬀkombination H2 - O2 ist sehr energiereich und ergibt dank des
sehr niedrigen Molekulargewichts von H2 sowie der hohen Verbrennungstemperatur bis ca.
4000 K (bei stöchiometrischer Mischung) einen hohen speziﬁschen Impuls von ca. 400 s im
Vakuum (Messerschmid und Fasoulas (2011) [142]).
Um die Leistung und Eﬃzienz von Raketenantrieben in Bodennähe (pa ≈ 1 bar) zu steigern,
geht der Trend in der Entwicklung neuer Triebwerke hin zu höheren Brennkammerdrücken.
Abbildung 1.1 zeigt für den Bodenbetrieb den Term 1− (pa/pc)
γ−1
γ aus Glg. (1.1.1) als Maß
für die Eﬃzienz eines Raketentriebwerks in Abhängigkeit des Brennkammerdrucks pc für ver-
schiedene Adiabatenexponenten. Mit zunehmendem Druck verbessert sich die Eﬃzienz, auch
1 Hauptstufentriebwerk der Ariane 5.
2 Triebwerk des ausrangierten Space Shuttles.



















































pa = 1 bar
Abbildung 1.1: Zunahme von 1−(pa/pc)
γ−1
γ als Maß für die Eﬃzienz eines Raketentriebwerks
in Abhängigkeit vom Brennkammerdruck pc für verschiedene Adiabatenexpo-
nenten.
wenn zu höheren Drücken eine gewisse Sättigung in der Eﬃzienzsteigerung eintritt. Als wei-
terer, positiver Eﬀekt, welcher nicht in Abb. 1.1 erfasst wird, verschiebt sich das chemische
Gleichgewicht bei höheren Drücken. Die Dissoziation von stabilen Spezies in Radikale wird
verringert und die Rekombination entsprechend erhöht (Peters (2010) [168]). Die sonst in den
Radikalen gebundene chemische Energie steht somit in erhöhtem Maße als thermische Energie
(höheres Tc) zur Verfügung und kann umgewandelt als kinetische Energie am Düsenaustritt
zur Beschleunigung der Rakete genutzt werden. Als Nachteil der erhöhten Brennkammer-
drücke steigt auch die Energiedichte und damit die Wärmebelastung der Brennkammerwän-
de. Diese müssen entsprechend gekühlt und deren Wärmebelastung zuverlässig vorhergesagt
werden.
Sehr hohe Drücke stellen auch eine Herausforderung für die numerische Strömungssimulati-
on (CFD, engl.: computational ﬂuid dynamics) dar. Das phänomenologische Verhalten von
Strömungen ohne und mit Verbrennung bei Drücken oberhalb des thermodynamisch kriti-
schen Drucks pcr kann sich, abhängig von den vorherrschenden Temperaturen bezüglich der
kritischen Temperatur Tcr, wesentlich vom Verhalten bei niedrigen Drücken unterscheiden
und spezielle numerische Verfahren erfordern. Als Beispiele für die großen Unterschiede zwi-
schen unterkritischer (pc < pcr) und transkritischer (pc > pcr) Einspritzung (jeweils mit
unterkritischer Einspritztemperatur am Injektorende TInj < Tcr) werden hier der turbulen-
te Strahlzerfall eines kryogen eingespritzten Stickstoﬀ-(N2-)Strahls in eine warme Helium-
(He-)Umgebung (nichtreagierende Strömung) bzw. eines LOX-Strahls in eine Modellraketen-
brennkammer mit einem zentralen Koaxialinjektor (reagierende H2 - O2 Strömung) herange-
zogen. Experimentelle Schattengraphbilder von Mayer et al. (1998) [134] und Mayer et al.
(1996) [132] sind hierzu in Abbildungen 1.2 und 1.3 gegeben4.
4 Eine ausführliche Zusammenstellung dieser und weiterer experimenteller Untersuchungen zu transkritischer
Einspritzung mit Verbrennung findet sich in Cutrone (2009) [35].
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(a) (b)
Abbildung 1.2: Schattengraphbilder eines turbulenten, kryogenen N2-Strahls in einer He-
Umgebung bei Raumtemperatur mit unterkritischer (10 bar) (a) und trans-
kritischer (60 bar) (b) Einspritzung (Mayer et al. (1998) [134]).
(a) (b)
Abbildung 1.3: Schattengraphbilder einer H2 - O2 Verbrennung in einer Modellraketenbrenn-
kammer mit einem Koaxialinjektor bei unterkritischer (15 bar) (a) und trans-
kritischer (60 bar) (b) Einspritzung von O2 (Mayer et al. (1996) [132]).
Erfolgt die Einspritzung bei unterkritischen Drücken, so ﬁndet ein klassischer Strahlzerfall
statt (Ashgriz (2011) [1]). Scherkräfte an der Phasengrenze zwischen Flüssigkeit und Gas-
phase führen zum Abscheren von Ligamenten. Diese zerfallen in einem primären Zerstäu-
bungsprozess zu Tropfen und im weiteren Verlauf in einem sekundären Zerfallsprozess zu
noch kleineren Tröpfchen, welche schließlich verdunsten und in Strömungen mit Reaktionen
in der Gasphase verbrennen. Während bei unterkritischer Einspritzung eine klare Trennung
der Flüssig- und Gasphase erkennbar ist, ist bei transkritischer Einspritzung ein kontinu-
ierlicher Übergang zwischen einem sehr dichten, ﬂüssig-ähnlichem Strahl und einer dün-
nen, gas-ähnlichen Umgebung zu beobachten. Aus thermodynamischer Sicht verschwindet
die Oberﬂächenspannung, so dass keine Phasengrenze mehr existiert. Gleichfalls verschwin-
det die Verdampfungsenthalpie und es erfolgt eine graduelle Temperaturerhöhung des kalten
Strahls. Anstatt eines klassischen Strahlzerfalls ﬁndet ein gasförmiger Durchmischungsprozess
zwischen Strahl und Umgebung statt, der stark turbulenz- und diﬀusionsdominiert ist.
Um das komplexe thermodynamische Verhalten von Fluiden und die soeben beschriebenen
Strömungsphänomene bei hohen Drücken und transkritischer Einspritzung korrekt abzubil-
den und simulieren zu können, reichen Modelle für ideale Gase nicht mehr aus. Die ideale
Gasgleichung muss durch eine sogenannte Realgasgleichung ersetzt werden, welche die Bezie-
hung zwischen Druck, Temperatur und Dichte über den gesamten thermodynamisch relevan-
ten Bereich hinreichend genau beschreibt. Weiterhin müssen die Stoﬀgrößen wie Viskosität,
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Wärmeleitfähigkeit und binäre Diﬀusionskoeﬃzienten mit Hilfe entsprechender, für den Hoch-
druckbereich validierter Modelle berechnet werden. Um ein robustes numerisches Verfahren
zu erhalten, ist es essenziell, all dies in einen thermodynamisch konsistenten Rahmen in den
CFD-Code einzubauen.
In der Literatur ﬁnden sich seit ca. dem Jahr 2000 zunehmend Veröﬀentlichungen, welche sich
für überkritische Drücke mit der turbulenten Durchmischung und dem turbulenten Strahl-
zerfall bei kryogener Einspritzung ohne und mit Verbrennung befassen. Bedingt durch die
stetig steigenden Rechenkapazitäten kommen dabei nicht nur RANS (Reynolds-gemittelte
Navier-Stokes) Simulationen zum Einsatz, sondern zunehmend auch LES (Large-Eddy Simu-
lationen) und DNS (Direkte Numerische Simulationen). Eine Übersicht bis zum Jahre 2009
ﬁndet sich hierzu auch in Cutrone (2009) [35].
Miller et al. (2001) [147], Okong’o und Bellan (2003) [163] sowie Bellan (2006) [10] unter-
suchten das zeitliche Mischungsverhalten in nichtreagierenden n-Heptan -N2 und H2 - O2 Mi-
schungsschichten entgegengesetzter Strömungen mittels hochaufgelöster DNS. LES wurden
für Untersuchungen zum turbulenten Strahlzerfall nichtreagierender Strömungen (Schmitt et
al. (2010) [190], Park (2012) [165], Hickey und Ihme (2013) [78], Petit et al. (2013) [169],
Müller et al. (2016) [152]), zur Mehrkomponentendiﬀusion (Soret- und Dufour-Eﬀekt) in
der Flammenzone (Oefelein (2006) [161]) und zur Flammendynamik bei der Einspritzung
mittels Koaxialinjektoren (Meng und Yang (2003) [139], Yang (2004) [248], Zong und Yang
(2006) [250], Masquelet (2013) [130]) eingesetzt. Mittels RANS Simulationen wurde ebenso
der turbulente Strahlzerfall nichtreagierender Strömungen analysiert (Branam et al. (2001)
[17], Farmer et al. (2001) [47], Blouquin und Lequette (2001) [14], Banuti und Hanne-
mann (2010) [6], Kim et al. (2011) [95], Park (2012) [165]), aber auch die H2 - O2 Verbren-
nung in Modellraketenbrennkammern mit einem zentralen Koaxialinjektor (Depoutre et al.
(2001) [42], Görgen und Knab (2001) [63], Legrand et al. (2001) [112], Cheng und Farmer
(2006) [26], Benarous und Liazid (2009) [11], Cutrone (2009) [35], Ruiz (2012) [187], Pohl et
al. (2013) [174], Jarczyk (2013) [88], Poschner und Pﬁtzner (2009 , 2010) [179, 178], Coclite et
al. (2015) [33], Benmansour et al. (2016) [12] und Banuti et al. (2016) [7]). Die verwendeten
numerischen Verfahren unterscheiden sich jedoch nicht nur hinsichtlich der Turbulenzmodel-
lierung (RANS, LES, DNS), sondern z. B. auch hinsichtlich der verwendeten Verbrennungs-
modelle (Finite-Raten Chemie, Flamelet, Chemisches Gleichgewicht) und Zustandsgleichun-
gen (Soave-Redlich-Kwong, Peng-Robinson, modiﬁzierte Benedict-Webb-Rubin Zustandsglei-
chungen). In dieser Arbeit kommen vorwiegend RANS Simulationen, das Finite-Raten Che-
mie Modell sowie die Soave-Redlich-Kwong Zustandsgleichung zur Anwendung. Der Einsatz
recheneﬃzienter RANS Simulationen ermöglicht ausführliche Parameterstudien und Einﬂuss-
analysen zu einer Vielzahl von Modellen und Parametern. Für Untersuchungen instationärer
Phänomene wurden zudem instationäre RANS (URANS) und hybride URANS/LES Rech-
nungen5 (DDES) durchgeführt.
5 In der Literatur wird oft vereinfacht von hybriden RANS/LES Verfahren gesprochen.
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1.2 Ziel der Arbeit und Übersicht
Ziel der vorliegenden Arbeit ist eine ausführliche Untersuchung von Strömungen bei über-
kritischen Drücken, speziell mit transkritischer Einspritzung und Verbrennung in Raketen-
brennkammern. Dafür wurde ein konsistentes thermodynamisches Modell in den CFD-Code
TASCOM3D implementiert, welcher in der Vergangenheit erfolgreich zur Simulation nicht-
reagierender und reagierender Strömungen im Unter- und Überschallbereich eingesetzt wurde
(z. B. Gerlinger et al. (2001) [60], Gerlinger (2003) [57], Gerlinger et al. (2010) [61], Gerlinger
(2012) [59]). Die Implementierung ist modular, eﬃzient und zudem allgemeingültig für belie-
bige Spezies und Mischungen sowie Zustandsgleichungen. Die Anwendung des Realgasmoduls
ist nicht auf Raketenbrennkammern beschränkt, sondern kann z.B. auch zur Simulation von
verfahrenstechnischen Problemstellungen, Pipelineströmungen, der Kühlung überkritischer
Wasserstoﬀreaktoren (SCWR, engl.: supercritical water-cooled reactor) etc. eingesetzt wer-
den.
Der Aufbau der nachfolgenden Kapitel gliedert sich wie folgt: Kapitel 2 gibt eine Übersicht
über die thermodynamischen Grundlagen und Modelle (inklusive deren Validierung), welche
in dieser Arbeit zum Tragen kommen. Anschließend werden in Kapitel 3 die Grundgleichun-
gen zur Simulation turbulenter, reaktiver Strömungen präsentiert, welche im verwendeten
CFD-Code TASCOM3D implementiert sind. Das numerische Verfahren zur Lösung dieser
Gleichungen wird in Kapitel 4 erläutert. Insbesondere wird auf die eingesetzte Präkonditio-
nierungstechnik eingegangen, welche essenziell ist zur Simulation von Strömungen bei (lokal)
niedrigen Machzahlen. Schließlich erfolgt in Kapitel 5 eine Validierung des implementierten
Realgasmoduls anhand mehrerer Testfälle ohne und mit Verbrennung, bevor eine Zusammen-
fassung der Ergebnisse und Anregungen für weitere Untersuchungen gegeben werden.
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2 Thermodynamische Grundlagen
Das thermodynamische Verhalten von Fluiden kann mathematisch mit Hilfe sogenannter
Zustandsgleichungen (ZGL, engl.: equation of state) in Kombination mit fundamentalen,
thermodynamischen Beziehungen beschrieben werden. Letztere gelten universell für alle Zu-
standsgleichungen und Spezies bzw. Mischungen. Dieses Kapitel vermittelt das benötigte
thermodynamische und mathematische Hintergrundwissen zur Beschreibung des Verhaltens
von (dichten) Fluiden unter Realgasbedingungen, hier auch „reale Fluide“ genannt. Deren
Zustand kennzeichnet sich dadurch, dass die für dünne Gase (Gase mit relativ niedriger
Dichte) sehr genaue Zustandsgleichung für ideale Gase (iG), auch ideale Gasgleichung oder
Idealgas(zustands)gleichung (iG ZGL) genannt, ihre Gültigkeit verliert. Stattdessen müssen
Zustandsgleichungen für reale Fluide, für gewöhnlich Realgas(zustands)gleichungen6 genannt,
verwendet werden.
Zunächst wird in den Abschnitten 2.1 und 2.2 das phänomenologische Verhalten von Reinstof-
fen und Gemischen unter Realgasbedingungen beleuchtet. Zugleich liefert eine Validierung an-
hand experimenteller Daten eine Einschätzung über die Genauigkeit der in dieser Arbeit ver-
wendeten (modiﬁzierten) Realgasgleichung von Soave (1972) [202], welche im darauﬀolgenden
Abschnitt 2.3 ausführlich behandelt wird. Diese stellt eine Erweiterung der Zustandsgleichung
von Redlich und Kwong (1949) [182] dar und wird deshalb geläuﬁg auch Soave-Redlich-Kwong
(SRK) Zustandsgleichung genannt. Anschließend werden in Abschnitt 2.4 die mathematischen
und thermodynamischen Grundlagen erklärt, welche zur Beschreibung des Verhaltens idealer
und realer Fluide notwendig sind. Für letztere werden die Konzepte von thermodynamischen
Potentialen, Residuumfunktionen und partiellen Größen eingeführt, welche in Verbindung
mit einer Zustandsgleichung und den Fluideigenschaften idealer Gase die Berechnung aller
weiterer thermodynamischer Größen wie Schallgeschwindigkeit, Wärmekapazitäten usw. er-
möglichen. Als letzten Punkt dieses Kapitels wird in Abschnitt 2.5 auf die Modellierung der
Stoﬀwerte Viskosität, Wärmeleitfähigkeit und Diﬀusionskoeﬃzienten unter Realgasbedingun-
gen eingegangen.
6 Eine treffendere Bezeichnung wäre Realfluid(zustands)gleichungen, da mit diesen oft nicht nur Gase, sondern
auch Flüssigkeiten und Mehrphasengemische beschrieben werden können.
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2.1 Verhalten und Vorhersage realer Reinstoffe
Das thermodynamische Verhalten von dünnen Gasen (und auch Gasgemischen), also bei
„relativ“ hohen Temperaturen und niedrigen Drücken, kann sehr genau durch die Zustands-
gleichung für ideale Gase
pV = nRuT (2.1.1)
beschrieben werden. Dabei ist p der thermodynamische Druck, V das Volumen, n die darin
enthaltene Stoﬀmenge, T die Temperatur und Ru die bereits eingeführte universelle Gaskon-
stante. „Relativ“ bezieht sich auf die jeweiligen Größen am kritischen Punkt des Fluids, also
die kritische Temperatur Tcr und den kritischen Druck pcr. Diese variieren sehr stark von Fluid
zu Fluid und sind für die in dieser Arbeit verwendeten Spezies in Tab. D.1 im Anhang gege-
ben. Ein Wert von 50 bar bedeutet z. B. für Wasserstoﬀ (H2) einen überkritischen Zustand
(p > pcr,H2 ≈ 13 bar), für Sauerstoﬀ (O2) einen nahe kritischen Zustand (p ≈ pcr,O2 ≈ 50 bar)
und für Wasser (H2O) einen unterkritischen Zustand (p < pcr,H2O ≈ 221 bar) bezüglich des
Drucks. Signiﬁkante Abweichungen vom idealen Gasgesetz ergeben sich bei hohen Dichten.
Das Eigenvolumen der Moleküle sowie intermolekulare Anziehungskräfte, welche beide im
Idealgasmodell vernachlässigt werden, spielen dann eine entscheidende Rolle (Poling et al.
(2001) [176]).
Abbildung 2.1(a) zeigt mit der SRK Zustandsgleichung berechnete Isothermen (durchgezo-
gene Linien) für O2 in einem p-vm-Diagramm (mit dem molaren7 Volumen vm = V/n). Der
kritische Punkt eines Reinstoﬀes ist als dasjenige Wertetripel (T, p, vm) deﬁniert, bei dem
die sogenannte kritische Isotherme mit T = Tcr einen Sattelpunkt besitzt. Der Bereich mit
p > pcr wird meist als überkritisch bezeichnet, wobei in der Literatur manchmal noch für
p > pcr und T < Tcr die Bezeichnung transkritisch verwendet wird (Ma et al. (2014) [127],
Zong und Yang (2006) [250]). Eine klare Abgrenzung der Bereiche gasförmig, überkritisch,
transkritisch und ﬂüssig ist jedoch nicht möglich, da diese in dieser Reihenfolge kontinuierlich
ineinander übergehen.
Für Temperaturen und / oder Drücke oberhalb des kritischen Punktes ﬁndet kein Phasen-
übergang bei Variation der jeweils anderen Größe statt. Für Temperaturen und Drücke
unterhalb des kritischen Punktes ergibt sich jedoch beim Phasenübergang von ﬂüssig zu
gasförmig bei konstantem Druck und konstanter Temperatur ein diskontinuierlicher Sprung
in der Dichte bzw. dem (molaren) Volumen. Das zwischen Gas- und Flüssigphase liegende
Zweiphasengebiet wird durch die Sättigungslinie (Dampfdruckkurve) bestehend aus Siede-
und Taulinie abgegrenzt. Für Fluide im thermodynamischen Gleichgewicht ist der Zustand
in diesem Gebiet instabil und sie zerfallen spontan in eine Flüssigphase und eine Gasphase.
Bei langsamem, homogenem Abkühlen bzw. Aufheizen ist auch eine gewisse Übersättigung
des Dampfes (unterkühlter Dampf) bzw. der Flüssigkeit (überhitzte Flüssigkeit) beobachtbar.
7 Der Index m kennzeichnet in dieser Arbeit stets auf die Stoffmenge bezogene molare Größen.
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Abbildung 2.1: p-vm-Diagramm (a) und Kompressibilitätsdiagramm (b) von O2 berechnet
mit der SRK Zustandsgleichung.
Fluideigenschaften in diesem sogenannten metastabilen Zustand ändern sich dann entlang der
gestrichelten Kurven bis ein spontaner Zerfall in zwei Phasen eintritt (O’Connell und Haile
(2005) [159]). Innerhalb der sogenannten Spinodalen, welche durch die Extrema der meta-
stabilen Kurven beschrieben wird, herrscht ein Gebiet absoluter mechanischer Instabilität
(O’Connell und Haile (2005) [159]), welches nicht erreicht werden kann. Metastabile Zustän-
de können durch die Theorie der Nichtgleichgewichtsthermodynamik (Keizer (1987) [92]) be-
schrieben werden, welche in dieser Arbeit jedoch keine Anwendung ﬁndet. Jarczyk (2013) [88]
untersuchte theoretisch den Einﬂuss von thermodynamischen Nichtgleichgewichtseﬀekten in
Raketenbrennkammern mit H2 - O2 Verbrennung und kam zu dem Ergebnis, dass diese ver-
nachlässigt werden können.
Das Verhalten realer Fluide (und Gemische) weicht bei hohen Dichten stark von der Ideal-


















ausdrücken lässt. Dabei gilt die (auch für Gemische) allgemeingültige Beziehung zwischen
der (massenbezogenen) Dichte ρ, der molaren bzw. molbezogenen Dichte ρm, dem massen-








mit dem Molekulargewicht Mw der Spezies (bzw. Mischung). R = Ru /Mw ist die speziﬁsche
Gaskonstante. Für ein ideales Gas (Glg. (2.1.1)) ist der Kompressibilitätsfaktor deﬁnitions-
8 In Strömungen unter Realgasbedingungen können sogar völlig ungewohnte Effekte wie Verdünnungsstöße
auftreten (Fergason et al. (2001) [49], Guardone et al. (2010) [65]).






















100 bar = pcr,O2·2
50 bar = pcr,O2

























441 bar =  pcr,H2O·2
110 bar =  pcr,H2O·0.5
221 bar =  pcr,H2O
(b)
Abbildung 2.2: ρ -T -Diagramm von O2 (a) und H2O (b): Vergleich der SRK Zustands-
gleichung (für H2O auch mit konstanter Volumenkorrektur c=+1,0 · 10−5
m3/mol) mit der iG Zustandsgleichung und REFPROP-Korrelationen.
gemäß gleich eins9.
Abbildung 2.1(b) zeigt das mit der SRK Zustandsgleichung berechnete Kompressibilitätsdia-
gramm von O2 (Tcr ≈ 155 K, pcr ≈ 50 bar). Dabei wird der Kompressibilitätsfaktor über
den reduzierten Druck pr = p/pcr für verschiedene Isothermen bei reduzierten Temperaturen
Tr = T/Tcr aufgetragen. Das Prinzip der korrespondierenden Zustände (engl.: corresponding
states principle) besagt, dass für alle Fluide die so aufgetragenen Linien zusammenfallen
(Guggenheim (1945) [67], Leland und Chappelear (1968) [113]). In der Realität ist dies für
monoatome und kleinere, unpolare Fluide in guter Näherung zutreﬀend (Moran und Shapiro
(2006) [149]). Für größere und polare Fluide (z. B. langkettige Kohlenwasserstoﬀe und H2O)
ergeben sich jedoch größere Abweichungen (Leeuwen (1994) [227]). Aus Abb. 2.1(b) ist leicht
ersichtlich, dass das ideale Gasgesetz nur für einen sehr eingeschränkten T -p-Bereich10 eine
hinreichend genaue Beschreibung der T -p-ρ-Beziehung liefert. Bei sehr hohen Temperaturen,
wie sie in Bereichen von Raketenbrennkammern auftreten, nimmt der Einﬂuss intermole-
kularer Anziehungskräfte zwar stark ab. Aufgrund der relativ hohen Dichten spielt jedoch
das Eigenvolumen der Moleküle eine zunehmende Rolle, so dass sich selbst hier merkliche
Abweichungen vom Idealgasverhalten ergeben können.
Um die Vorhersagegenauigkeit der verwendeten SRK Zustandsgleichung für Raketenbrenn-
kammersimulationen mit H2 - O2 Verbrennung beurteilen zu können, wurden u. a. berechnete
Dichten von O2, H2 und H2O mit denen des idealen Gasgesetzes sowie mit Korrelationen
9 Umgekehrt kann aus Z =1 nicht gefolgert werden, dass ein Idealgaszustand vorliegt!
10 Faustregel für Idealgasbereich: T > 2Tcr und p < 0,1 pcr (Sattelmayer (2007) [188]).






































































































Abbildung 2.3: Molare Wärmekapazitäten bei konstantem Druck (a) bzw. Volumen (b) für
O2: Vergleich der SRK Zustandsgleichung und iG Zustandsgleichung mit
REFPROP-Korrelationen.
aus dem Programm REFPROP11 (Lemmon et al. (2013) [114]) verglichen (siehe Abb. 2.2).
Das Hauptaugenmerk liegt bei der Validierung in dieser Arbeit auf einem für Raketentrieb-
werke mit transkritischer Einspritzung relevanten Druckbereich von ca. 50 - 200 bar (Ley
et al. (2011) [117]), wie er typisch ist für heutige und zukünftige Haupt- und auch Oberstuf-
entriebwerke (z. B. Vulcain II (115 bar), SSME (205 bar), Vinci (61 bar)). Für O2 entspricht
dies einem reduzierten Druckbereich von pr ≈ 1− 4, für H2O dagegen pr ≈ 0,25− 1.
Bei kryogener Einspritzung von O2 (T / 120 K) ist aus Abb. 2.2(a) leicht ersichtlich, dass
das ideale Gasgesetz keine ausreichende Approximation mehr für die Dichteberechnung dar-
stellt. Die SRK Zustandsgleichung hingegen liefert eine sehr gute Übereinstimmung mit der
REFPROP-Korrelation über einen weiten Druck- und Temperaturbereich. Auf der Flüssig-
keitsseite sowie bei hohen Drücken und Temperaturen um den kritischen Punkt ergeben sich
jedoch Abweichungen in der Dichte von bis zu 15 %.
Für H2 (hier nicht dargestellt), welches eine sehr niedrige kritische Temperatur von ca. 33 K
besitzt, spielen Realgaseinﬂüsse in Raketenbrennkammern in der Regel nur eine geringe Rol-
le, da dieser oft zum Kühlen der Brennkammerwände eingesetzt wird und sich dabei auf
Temperaturen weit über dessen kritischer Temperatur aufheizt. Bei Verwendung der SRK
Zustandsgleichung betragen die Abweichungen zu REFPROP-Korrelationen in der Dichte
bei 100 K und Drücken bis 75 bar weniger als 1 %. Bei noch höheren Drücken und/oder sehr
niedrigen Einspritztemperaturen von z.B. 60 K können die Unterschiede jedoch durchaus
auch um die 15 % liegen.
Für H2O, welches starke intermolekulare Anziehungskräfte aufgrund seiner Dipoleigenschaft
11 http://www.nist.gov/srd/nist23.cfm (28. April 2016). Eine funktionell eingeschränkte Versi-
on für ausgewählte Fluide findet sich auch frei verfügbar auf der Homepage von NIST:
http://webbook.nist.gov/chemistry/fluid (28. April 2016).
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besitzt, liefert die SRK Zustandsgleichung bei hohen Dichten nur eine unzureichende Genau-
igkeit (siehe Abb. 2.2(b)). Die Abweichungen zu REFPROP-Daten betragen auf der Flüs-
sigkeitsseite bis zu 30 %. Mit einer (konstanten) Volumenkorrektur c=+1,0 · 10−5 m3/mol
(SRKmVK Zustandsgleichung, siehe Abschnitt 2.3) kann die Genauigkeit (in Teilbereichen)
verbessert werden. Solange Kondensation an Brennkammerwänden oder in der Düse keine
Rolle spielt und H2O lediglich gasförmig bei relativ hohen Temperaturen vorkommt, ergibt
sich allerdings eine gute quantitative Vorhersage der Dichte mit der SRK Zustandsgleichung.
Auch die Idealgaszustandsgleichung ist in diesem Fall ausreichend.
Neben einem stark unterschiedlichen Verhalten in der Dichte ergeben sich für reale Flui-
de auch für andere thermodynamische Größen wie die Enthalpie, Schallgeschwindigkeit und
speziﬁsche Wärmekapazitäten deutliche Unterschiede im Vergleich mit den jeweiligen Grö-
ßen eines idealen Gases. Abbildung 2.3 vergleicht für O2 die mit der SRK Zustandsgleichung
berechneten (speziﬁschen) molaren Wärmekapazitäten bei konstantem Druck (cp,m) und Vo-
lumen (cv,m) im überkritischen Bereich mit REFPROP-Korrelationen und denjenigen Werten
unter Annahme eines idealen Gases. Der Realgaseinﬂuss ist evident.
Direkt am kritischen Punkt, an dem die Ableitung (∂p/∂V )|T=Tcr zu Null wird (Sattelpunkt!),
geht cp,m gegen unendlich12 (Abb. 2.3(a), siehe auch Glg. (2.4.51) in Abschnitt 2.4.2). Für
höhere Drücke ﬂacht dieser Peak allmählich entlang der sogenannten Widom-Linie ab, die ent-
lang derjenigen Punkte zwischen transkritischem und überkritischem Bereich verläuft, welche
auf jeder Isotherme das Maximum von (∂p/∂V )|T darstellen (Simeoni et al. (2010) [197]).
Die SRK Zustandsgleichung liefert für cp,m qualitativ und quantitativ eine sehr gute Über-
einstimmung mit REFPROP-Daten.
Für cv,m ergibt sich in der Realität ebenso ein Peak nahe des kritischen Punktes, auch wenn
dieser im Gegensatz zu cp,m am kritischen Punkt nicht gegen unendlich geht (Abb. 2.3(b)).
Dieser Eﬀekt kann durch einfache kubische Zustandsgleichungen wie die SRK Zustands-
gleichung nicht beschrieben werden, so dass sich hier bei Temperaturen um die kritische
Temperatur nicht nur quantitativ, sondern auch qualitativ deutliche Unterschiede zeigen.
2.2 Verhalten und Vorhersage realer Mischungen
Die Zusammenhänge aus Gleichungen (2.1.2) und (2.1.3) gelten auch für Fluidgemische.
Lediglich das Molekulargewicht der Mischung muss nun aus den Molekulargewichten der
enthaltenen Spezies Mw,α berechnet werden. Für eine Mischung aus Nsp verschiedenen Kom-
ponenten ergibt sich dieses aus
12 Für Mischungen ist diese Überhöhung endlich.
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und m =Mw n . (2.2.4)
Abgesehen von diesen allgemeingültigen Zusammenhängen unterscheidet sich das Verhalten
von Fluidgemischen in einigen Punkten wesentlich vom Verhalten der Reinstoﬀe. Beispiels-
weise ist der kritische Punkt nicht mehr Sattelpunkt einer Isothermen. Zudem zeigen sich
stark nichtlineare Zusammenhänge in Mischungen. So ergeben sich extensive Größen wie Vo-
lumen und Enthalpie nicht mehr als lineares, massen- /molgewichtetes Mittel der jeweiligen
Größen der Reinstoﬀe bei entsprechenden p -T -Bedingungen, wie dies für ideale Gase der
Fall ist. Auch die Theorie zur Beschreibung von Mischungen, insbesondere von Zwei- und
Mehrphasengemischen, ist wesentlich komplizierter. Da der Schwerpunkt dieser Arbeit auf
einphasigen, über- bzw. transkritischen Simulationen liegt, wird dieses Thema hier nur am
Rande angeschnitten. Eine ausführliche theoretische Behandlung der Mehrphasenthermody-
namik von Gemischen und der Mehrphasenströmungen kann der weiterführenden Literatur
entnommen werden (z. B. Baehr (2005) [5], Danesh (2003) [37], Faghri und Zhang (2006) [46],
Prosperetti und Tryggvason (2007) [181], Stephan et al. (2010) [206], Whitson und Brulé
(2000) [241]).
Die Genauigkeit von Zustandsgleichungen für Gemische wird oft anhand experimentell er-
mittelter Zweiphasendiagramme binärer Gemische validiert, da hierzu eine große Daten-
basis vorhanden ist. Abbildung 2.4(a) zeigt ein typisches p -X-Phasendiagramm für eine
Methan-Ethan (CH4 - C2H6) Mischung. Beide Spezies sind relativ klein und unpolar. Wei-
terhin haben sie recht ähnliche thermodynamische Eigenschaften und können deshalb gut
ohne spezielle Anpassungen mit einfachen Zustandsgleichungen und Mischungsregeln (sie-
he Abschnitt 2.3.2) beschrieben werden. Die mit der SRK Zustandsgleichung berechneten
Sättigungskurven (Siede- und Taulinie) zeigen eine sehr gute Übereinstimmung mit experi-
mentellen Messwerten, welche Zhang und Duan (2002) [249] entnommen wurden.
Das zugehörige p-vm-Diagramm bei einem CH4-Molanteil von 30 % zeigt Abb. 2.4(b). Der
Übergang zwischen Gas- und Flüssigphase ﬁndet nun nicht mehr bei gleichzeitig konstantem
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T = 295 K
CH4 = 0.3
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p = p(vm,T,{X })
XCH  = 0.34
(b)
Abbildung 2.4: p -X-Diagramm (a) und p-vm-Diagramm bei XCH4 =0,3 (b) für eine CH4 -
C2H6 Mischung. Vergleich der SRK Zustandsgleichung mit experimentellen
Werten entnommen aus Zhang und Duan (2002) [249].
Druck und konstanter Temperatur statt. Die einzelnen Komponenten der Mischung sieden
bzw. kondensieren stattdessen unterschiedlich, nämlich wenn der Partialdruck einer Kom-
ponente ihren jeweiligen Sättigungsdruck bei der entsprechenden Temperatur unter- bzw.
überschreitet. Ein Durchschreiten des Zweiphasengebietes kann auch noch bei Temperaturen
und / oder Drücken oberhalb des kritischen Punktes der Mischung stattﬁnden. Dieser liegt im
Gegensatz zu Reinstoﬀen nicht mehr im Maximum der Sättigungskurve im p-vm-Diagramm.
Eine Deﬁnition und Verwendung des Begriﬀs „überkritisch“ anhand des kritischen Punktes
der Mischung analog zu Reinstoﬀen erscheint daher problematisch13.
Die mit der Zusammensetzung variierenden kritischen Punkte der Mischung sind diejenigen
Punkte auf den Sättigungskurven, an denen die Flüssig- und Gasphase hinsichtlich Dichte
und Zusammensetzung identisch sind. Im p -X-Diagramm (Abb. 2.4(a)) sind dies die obersten
Punkte der Sättigungskurven mit waagrechter Tangente, an denen die Siede- und Taulini-
en zusammentreﬀen. Wie leicht ersichtlich ist, wandert der kritische Punkt einer Mischung
auf einer nichtlinearen Kurve zwischen den kritischen Punkten der Reinstoﬀe. Der kritische
Druck der Mischung kann dabei Werte annehmen, die ein Vielfaches, gar Größenordnungen
über den kritischen Drücken der Reinstoﬀe liegen. Insbesondere für Mischungen aus stark
unterschiedlichen und / oder polaren Fluiden kann sich hier ein sehr stark nichtlineares Ver-
halten ergeben. Dies ist z. B. in einem H2 - N2 System der Fall, welches als p -X-Diagramm in
Abb. 2.5 abgebildet ist. Da N2 ein ähnliches thermodynamisches Verhalten zeigt wie O2, kann
dieses Diagramm auch für eine qualitative Einschätzung eines H2 - O2 Systems und dessen
Vorhersagegenauigkeit mit der SRK Zustandsgleichung herangezogen werden14. Es zeigt sich,
dass auch bei sehr hohen Drücken und niedrigen Temperaturen gegebenenfalls mit Mehrpha-
seneﬀekten zu rechnen ist. Ein lokales Vorliegen eines unverbrannten H2 - O2 Gemisches bei
13 Für Mischungen stellen die sogenannte Krikondenbare bzw. Krikondentherme die Maximalwerte von Druck
bzw. Temperatur dar, bei denen Zwei- oder Mehrphasigkeit auftreten kann (Danesh (2003) [37]).
14Aufgrund der hohen Reaktivität und damit Gefährlichkeit von H2 - O2 Gemischen liegen hierzu keine aus-
reichenden experimentellen Vergleichsdaten vor.
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Abbildung 2.5: p -X-Diagramm für eine H2 - N2 Mischung: Vergleich der SRK Zustandsglei-
chung mit experimentellen Werten von Streett und Calado (1978) [209].
so niedrigen Temperaturen wäre in Raketenbrennkammern z.B. bei abgehobener Flamme
am Austritt des Injektors möglich. Bei ankernden Flammen ist jedoch davon auszugehen,
dass die sehr heiße Reaktionszone, welche unverbranntes O2 und H2 trennt, diese sehr schnell
aufheizt und somit in der Mischungsschicht in Flammennähe die Annahme einer einphasigen
Mischung gerechtfertigt ist.
Zweiphaseneﬀekte können jedoch auch noch beim Anfahren des Triebwerks vor der Zün-
dung und Ausbildung einer stabilen Flamme eine Rolle spielen. Bei ausgebildeten, stabilen
Flammen könnten Zonen lokaler Verlöschung zu Kondensation und sogar Eisbildung führen.
Zudem können an gekühlten Wänden oder bei der Expansion in der Schubdüse Gemische
aus unverbranntem O2 bzw. H2 mit H2O kondensieren oder gar gefrieren. Gleiches gilt für
einströmende Umgebungsluft an gekühlten Düsenwänden, wenn eine abgelöste Strömung in
der Düse vorliegt. Kondensation und Eisbildung wurden sowohl in Experimenten als auch in
realen Triebwerken festgestellt (Frey et al. (2011) [52], Smith et al. (2002) [200]), werden in
den Simulationen dieser Arbeit jedoch nicht berücksichtigt.
Ein Vergleich experimenteller Daten mit berechneten Siede- und Taulinien der SRK Zu-
standsgleichung in Abb. 2.5 zeigt, dass diese das Mischungsverhalten von H2 - N2 Gemischen
sowohl qualitativ als auch quantitativ sehr gut wiedergeben kann. Lediglich bei sehr niedri-
gen Temperaturen (< 77 K) zeigen sich teilweise starke Abweichungen. Die Genauigkeit einer
Zustandsgleichung bei der Berechnung eines Phasendiagramms ist jedoch nur bedingt aus-
sagefähig über die Genauigkeit weiterer Größen wie Volumen und Enthalpie der Mischung.
Das berechnete Verhalten beider molarer Größen bei hohen Drücken zusammen mit einem
Vergleich zu experimentellen Messdaten ist deshalb für H2 - N2 Gemische in Abbildungen 2.6
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Abbildung 2.6: Mit SRK Zustandsgleichung berechnetes molares Volumen einer H2 - N2 Mi-
schung und Vergleich mit idealer Mischungsregel (a) sowie Vergleich des mit
der SRK Zustandsgleichung berechneten Exzessvolumens mit experimentellen
Werten (entnommen aus Deiters et al. (1993) [41]) (b).
und 2.7 gezeigt.
Abbildungen 2.6(a) und 2.7(a) zeigen jeweils bei unterschiedlichen Drücken das molare Vo-
lumen (bei 273,15 K) bzw. die molare Enthalpie (bei 200 K) einer realen und einer idealen
Mischung in Abhängigkeit des H2-Molenbruchs. Werte einer realen Mischung ergeben sich di-
rekt aus der SRK Zustandsgleichung. Werte einer idealen Mischung berechnen sich aus dem
mit dem Molanteil gewichteten arithmetischen Mittel der Werte eines realen Reinstoﬀes15.
Der Unterschied beider Werte ist das molare Exzessvolumen vEm bzw. die molare Exzessent-
halpie hEm. Das nichtlineare Mischungsverhalten in beiden Größen ist oﬀensichtlich und steht
im Kontrast zum Verhalten idealer Gase. Die zugehörigen Exzessgrößen sind in Abb. 2.6(b)
und 2.7(b) dargestellt. Ein Vergleich mit gemessenen Werten oﬀenbart eine in der Regel
gute Genauigkeit der verwendeten SRK Zustandsgleichung über einen weiten Druck- und
Mischungsbereich.
2.3 Zustandsgleichungen
Für die mathematische Beschreibung von Fluiden werden sogenannte Zustandsgleichungen
verwendet. Von diesen ﬁndet sich in der Literatur eine Vielzahl unterschiedlicher Komplexität,
Genauigkeit und Formen wie Aktivitätsmodelle, Exzess-Gibbs-Energie Modelle, Helmholtz-
Residuumfunktionen usw. (Poling et al. (2001) [176], Michelsen und Mollerup (2007) [144],
Wei und Sadus (2000) [238]). Einige Zustandsgleichungen wie die Virialgleichung können nur
15Die Werte der Reinstoffe werden also mit der SRK Zustandsgleichung berechnet. Anschließend werden die
Werte der Mischung aus diesen Werten unter Anwendung der Mischungsregel für ideale Gase bestimmt.
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Abbildung 2.7: Mit SRK Zustandsgleichung berechnete molare Enthalpie einer H2-N2 Mi-
schung und Vergleich mit idealer Mischungsregel (a) sowie Vergleich der mit
der SRK Zustandsgleichung berechneten Exzessenthalpie mit experimentellen
Werten (entnommen aus Deiters et al. (1993) [41]) (b).
einen eingeschränkten thermodynamischen Bereich (z. B. nur Gas- oder Flüssigphase) dar-
stellen. Andere Zustandsgleichungen beruhen auf sehr komplexen Modellen (z. B. UNIFAC
Gruppenbeitragsmethode) oder sind rechenintensive, mehrtermige Ausdrücke mit empirisch
geﬁtteten Koeﬃzienten, welche nur für eine einzige Spezies gültig sind (z. B. modiﬁzierte
Benedict-Webb-Rubin Zustandsgleichung mit 32 Termen). Für CFD Simulationen, in denen
sowohl Gebiete mit ﬂüssigen und transkritischen sowie gasförmigen und überkritischen Zu-
ständen16 simuliert werden sollen und in denen die Zustandsgleichung in jedem Zeitschritt in
jeder Rechenzelle ausgewertet werden muss, empﬁehlt sich die Verwendung einer einfachen,
recheneﬃzienten und dennoch hinreichend genauen Zustandsgleichung, welche alle thermo-
dynamischen Gebiete für Reinstoﬀe und Mischungen abdecken kann. Dadurch wird auch ein
konsistenter Übergang zwischen allen thermodynamischen Bereichen gewährleistet. Zudem
wird die Komplexität (in der Implementierung) nicht weiter erhöht und eine eﬃziente Simula-
tion ermöglicht. In vielen Veröﬀentlichungen zu inerten und reagierenden CFD-Simulationen
mit überkritischen Fluiden werden aus diesen Gründen ebenso wie in dieser Arbeit sogenannte
kubische Zustandsgleichungen verwendet (z. B. Bellan (2006) [10], Cutrone et al. (2006) [36],
Meng und Yang (2003), Petit et al. (2013) [169], Pohl et al. (2013) [174]).
2.3.1 Kubische Zustandsgleichungen für Reinstoffe
Die einfachste kubische Zustandsgleichung, welche qualitativ die Beschreibung von gas- und
ﬂüssigförmigen Fluiden erlaubt, ist die schon 1873 von van der Waals (vdW) aufgestellte,
16 Eventuell sogar Zwei- und Mehrphasengebiete.
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gleichnamige Gleichung (van der Waals (1873) [224]):
vdW ZGL : p =
RuT




Diese stellt eine wegweisende Verbesserung der idealen Gasgleichung (Glg. (2.1.1)) durch die
Einführung zweier entscheidender Änderungen dar. Zum einen wird mit dem sogenannten
„Kovolumen“ b ein Parameter eingeführt, der das Eigenvolumen der Moleküle berücksichtigt,
welches bei hohen Dichten nicht mehr vernachlässigbar ist. Zum anderen werden über einen
weiteren Term mit dem Parameter a nun nicht mehr nur die abstoßenden, sondern auch
die anziehenden, zwischenmolekularen Kräfte wie van-der-Waals-Kräfte und Dipol-Dipol-
Wechselwirkungen mit einbezogen. Dieser Term nimmt quadratisch mit dem Volumen ab
und stimmt somit mit der molekularen Betrachtung des Lennard-Jones-Potentials (Jones
(1924) [89]) überein, dem zufolge die anziehenden, intermolekularen Kräfte mit dem Abstand
r der Moleküle voneinander zur sechten Potenz abnehmen (r6 = (r3)2 ∼ v2m).
Im Laufe der Zeit kamen zahlreiche Erweiterungen der van der Waals Gleichung hinzu. Heute
noch wegen ihrer Recheneﬃzienz und oft hinreichenden Genauigkeit verwendete Zustands-
gleichungen sind jene von Soave (1972) [202] sowie Peng und Robinson (1976) [167], welche
hier mit SRK und PR abgekürzt werden. Beide führen eine Temperaturabhängigkeit in den
Parameter a ein, wodurch sich insbesondere die Genauigkeit zur Vorhersage des Dampfdrucks
wesentlich verbesserte:
SRK ZGL : p =
RuT
vm − b −
a(T )
vm (vm + b)
, (2.3.2)
PR ZGL : p =
RuT
vm − b −
a(T )
v2m + 2vmb− b2
. (2.3.3)
Der temperaturabhängige Parameter a für die in dieser Arbeit verwendete, modiﬁzierte SRK
Zustandsgleichung wird beschrieben durch










mit κ = 0,480 + 1,574̟ − 0,176̟2
und acr = a(Tcr), α(Tcr) = 1.
Der speziesabhängige azentrische Faktor ̟ (Pitzer et al. (1955) [172]) ist ein Maß für die
Abweichung eines Moleküls von einem unpolaren Molekül mit idealer Kugelform und für mo-
noatome Moleküle nahe Null. Entsprechende Werte für in dieser Arbeit verwendete Spezies
ﬁnden sich in Tab. D.1. Der Parameter εα wurde in dieser Arbeit der ursprünglichen For-
mulierung hinzugefügt, um für Mischungen diﬀerenzierbare α-Funktionen zu erhalten und
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damit numerische Schwierigkeiten zu vermeiden. Detailliertere Informationen hierzu folgen
im nächsten Unterkapitel über kubische Zustandsgleichungen für Mischungen. In der Litera-
tur ﬁndet sich eine Vielzahl weiterer α-Funktionen (Poling et al. (2001) [176], Valderrama
(2003) [222]), welche die Genauigkeit der Zustandsgleichung in Teilbereichen weiter verbes-
sern können. Es ist zu beachten, dass α-Funktionen einer Zustandsgleichung speziell für diese
entwickelt sind und nicht mit anderen Zustandsgleichungen kombiniert werden können!
Weitere Verbesserungen der Zustandsgleichungen können durch eine sogenannte Volumenkor-
rektur erzielt werden (Whitson und Brulé (2000) [241]). Man erhält beispielhaft die SRK Zu-
standsgleichung mit Volumenkorrektur (SRKmVK ZGL), auch Volumentranslation genannt:
SRKmVK ZGL : p =
RuT
v´m − b −
a(T )
v´m (v´m + b)
mit vm = v´m − c . (2.3.6)
Der zusätzliche Parameter c verschiebt das ursprüngliche p-vm-Diagramm um dessen Betrag
entlang der vm-Achse. Die p -T Dampfdruckkurve bei Reinstoﬀen und darüberhinaus die Spe-
ziesverteilung in Zwei- oder Mehrphasengemischen bleiben von dieser Änderung unberührt.
Während der Einﬂuss auf das vorhergesagte Volumen der gasförmigen Phase (außer nahe am
kritischen Punkt) nur gering ist, da hier in der Regel c≪ vm, können mit dieser Maßnahme
deutliche Verbesserungen bei der Vorhersage der Dichte in der Flüssigphase erzielt werden.
Auch die Einführung einer Temperaturabhängigkeit in weiteren Parametern (Lin et al. (1996)
[122]) oder gar deren Abhängigkeit vom Volumen (Frey et al. (2013) [51]) kann eine weitere
Verbesserung bringen. Hierbei stellt jedoch die schnell anwachsende Komplexität eine Heraus-
forderung dar. Zudem kann es leicht zu unphysikalischen Eﬀekten wie das Kreuzen von Iso-
thermen (engl.: isotherm crossing) oder negativen Wärmekapazitäten kommen, was es beim
Entwickeln entsprechender Modelle zu vermeiden gilt (Michelsen und Mollerup (2007) [144],
Privat et al. (2012) [180]).
In dieser Arbeit kommt ausschließlich die SRK Zustandsgleichung (mit Volumenkorrektur)
zum Einsatz. Zur Vollständigkeit der Zustandsgleichung gehört noch die Bestimmung der
darin vorkommenden Parameter a, b und gegebenenfalls c. Für einen Reinstoﬀ α können
die speziesabhängigen Parameter a = aα und b = bα aus dem kritischen Druck und der
kritischen Temperatur der jeweiligen Spezies gewonnen werden (siehe Anhang C). c = cα
kann testfallspeziﬁsch gewählt werden. Mischungen werden im nachfolgenden Unterkapitel
behandelt.
2.3.2 Kubische Zustandsgleichungen für Mischungen
Für Mischungen ergeben sich die Zustandsgleichungsparameter mittels sogenannter Kombinie-
rungs- und Mischungsregeln (engl.: combining and mixing rules) aus den mit dem Molenbruch
gewichteten Werten der Reinstoﬀe (Poling et al. (2001) [176]). Diese Regeln können für die
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Vorhersagegenauigkeit in Mischungen eine ebenso große Rolle spielen wie die Wahl der Zu-
standsgleichung an sich. Insbesondere Variablen, deren Berechnung auf sogenannten partiel-
len Größen beruht (siehe Abschnitt 2.4.2.3), sind diesbezüglich sensitiv.
Die gebräuchlichste Mischungsregel zur Bestimmung eines Mischungsparameters φ ist ein






XαXβ φαβ , φ = a, b, c . (2.3.7)
Die Kombinationsparameter φαβ gehen aus Kombinierungsregeln hervor, von denen zwei sehr








φαβ = (φα φβ)
1/2 lαβ . (2.3.9)
Letzteres wird in der Regel für den Paramter a verwendet, während ersteres gemeinhin für
die Berechnung der weiteren Parameter Anwendung ﬁndet. Die beiden zusätzlichen Größen
kαβ und lαβ bezeichnen sogenannte binäre Interaktionsparameter. Diese können an expe-
rimentelle Messwerte binärer Phasendiagramme angepasst werden, um die Vorhersage des
Mischungsverhaltens weiter zu verbessern. In dieser Arbeit wird aufgrund einer unzureichen-
den experimentellen Datenlage und zur Reduzierung der Komplexität auf dieses Vorgehen
verzichtet und beide Parameter werden für alle Spezieskombinationen zu kαβ = lαβ = 1 festge-
legt. Setzt man mit dieser Annahme die Kombinationsparameter aus Glg. (2.3.8) bzw. (2.3.9)
in Glg. (2.3.7) ein, so erhält man vereinfachte und deutlich recheneﬃzientere Mischungsre-



















Wie zuvor bereits erwähnt, wurde die α-Funktion für Reinstoﬀe in Glg. (2.3.5) leicht durch
den Parameter εα modiﬁziert, welcher in dieser Arbeit auf den Wert 10−4 gesetzt wurde.
Abbildung 2.8 zeigt die originale und modiﬁzierten α-Funktionen von H2 und O2, deren



























Abbildung 2.8: α-Funktionen für H2 und O2, deren kombinierte Funktion αH2,O2 sowie die α-
Funktion einer äquimolaren H2 - O2 Mischung für die SRK Zustandsgleichung
ohne (εα = 0,0) und mit (εα = 10−4) Korrektur.
molaren Mischung beider Stoﬀe nach Glg. (2.3.10). Während die α-Funktionen der Reinstoﬀe
stetig diﬀerenzierbar sind, ist dies für die kombinierte α-Funktion und die α-Funktion der
Mischung an denjenigen Stellen, an welchen die α-Funktionen der Reinstoﬀe die y-Achse
tangieren, nicht der Fall. Durch Hinzufügen des Korrekturfaktors εα in Glg. (2.3.5) wird ein
stetig diﬀerenzierbarer Verlauf sichergestellt.
2.3.3 Bestimmung des molaren Volumens
Die Bezeichnung „kubisch“ für die hier aufgeführten Zustandsgleichungen resultiert daher,
dass sich - wenn mit dem Hauptnenner durchmultipliziert - eine Gleichung dritten Grades
in vm ergibt. Im p-vm Diagramm für Reinstoﬀe (Abb. 2.1(a)) und Mischungen (Abb. 2.4(b))
stellen sich die so ergebenden Isothermen im Bereich des Zweiphasengebiets zunächst als
die gestrichelt dargestellten Kurven dar. Diese Abschnitte der Isothermen, bei Reinstoﬀen
auch van-der-Waals-Schleife genannt (O’Connell und Haile (2005) [159]), stellen wie schon in
Abschnitt 2.1 erwähnt einen metastabilen oder zum Teil sogar instabilen, unphysikalischen
Zustand dar. Das tatsächliche, physikalische Verhalten, dargestellt durch die durchgezogen
gezeichneten Isothermen im Bereich des Zweiphasengebiets in Abbildungen 2.1(a) und 2.4(b),
ergibt sich aus zusätzlichen, thermodynamischen Zusammenhängen.
Zunächst wird hierzu ein Reinstoﬀ betrachtet. Bei unterkritischen Temperaturen treten Berei-
che des Drucks auf, in denen bei kubischen Gleichungen drei Lösungen des molaren Volumens
die Zustandsgleichung erfüllen. Diese können eﬃzient mittels der Methode von Cardano (Her-
bison (1994) [76]) bestimmt werden (siehe Anhang B). Der Bereich mit multiplen Lösungen ist
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bei konstanter Temperatur durch die Extrema der Spinodalen begrenzt17 (siehe Abb. 2.1(a)).
Die mittlere Lösung ist stets unphysikalisch, da hier (∂p/∂ρ)T = 1/(∂ρ/∂p)T < 0 gilt, d. h.
das Fluid würde sich mit zunehmendem Druck bei konstanter Temperatur ausdehnen. In der
Realität zerfällt das Fluid stattdessen spontan in zwei Phasen. Die thermodynamisch kon-
sistente Lösung der beiden anderen Möglichkeiten (hier mit Index 1 und 2 gekennzeichnet)
stellt diejenige dar, welche die niedrigste (molare) Gibbs-Energie gm aufweist18. Dafür wird
die Diﬀerenz der reduzierten molaren Gibbs-Energie beider möglicher Lösungen bei gleichem










Falls ∆g > 0, dann ist vm,1 die richtige Lösung, ansonsten vm,2. Die Größe ψ stellt die
reduzierte molare Helmholtz-Residuumfunktion dar, welche in Abschnitt 2.4.2 eingeführt
wird. Für die SRKmVK Zustandsgleichung ist der ausgewertete Ausdruck von Glg. (2.3.13)
am Ende von Anhang A zu ﬁnden.
Für Mischungen, welche sich im thermodynamisch stabilen, einphasigen Bereich beﬁnden, ist
das Vorgehen analog zu dem der Reinstoﬀe. Ob Einphasigkeit vorliegt, kann mittels einer
Stabilitätsanalyse festgestellt werden (Michelsen (1982) [145]). Das Volumen der Mischung
und die Verteilung der Spezies auf die verschiedenen Phasen im Falle eines Aufspaltens in
zwei oder mehrere Phasen kann durch eine sogenannte Tp -Flash-Rechnung ermittelt werden
(Michelsen (1982) [146]). Beide Methoden nutzen in der Berechnung die sogenannten Fuga-
zitäten bzw. Fugazitätskoeﬃzienten, welche ebenfalls in Abschnitt 2.4.2 eingeführt werden.
Zwei- und Mehrphaseneﬀekte werden in dieser Arbeit aufgrund der Komplexität und des
extrem erhöhten Rechenaufwandes nicht berücksichtigt. Der interessierte Leser ﬁndet hierzu
jedoch umfangreiche Information in der gängigen Literatur (z. B. Michelsen (1982) [145, 146],
Michelsen und Mollerup (2007) [144], Whitson und Brulé (2000) [241]).
2.4 Thermodynamische Formeln und Begriffe
Zur vollständigen, mathematischen Beschreibung des thermodynamischen Verhaltens von
Reinstoﬀen und Gemischen mittels Zustandsgleichungen werden thermodynamische Bezie-
hungen benötigt, welche allgemeingültig und unabhängig von der verwendeten Zustandsglei-
chung sind. Aufbauend auf Beziehungen für ideale Gase (Abschnitt 2.4.1) kann mit diesen
das Verhalten realer Fluide beschrieben werden (Abschnitt 2.4.2).
17 Exakt an den Extrema fallen zwei Lösungen zusammen, so dass sich nur zwei voneinander unterscheidbare
Lösungen ergeben.
18Wird exakt der Sättigungsdampfdruck bei gegebener Temperatur gewählt, ist die Lösung uneindeutig.
Das Fluid zerfällt spontan in eine Flüssig- und eine Gasphase, welche als molares Volumen die jeweiligen
Lösungen der kubischen Gleichung besitzen. Das gemittelte Volumen des Zweiphasengemisches kann jedoch
nicht bestimmt werden.
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2.4.1 Thermodynamische Beschreibung idealer Gase
Die mathematische Beschreibung realer Fluide baut auf den Modellen zur Vorhersage idealer
Gase auf, indem lediglich Abweichungen zwischen dem Verhalten idealer Gase und realer
Fluide berechnet werden. Dieses Vorgehen hat den Vorteil, dass der Idealgasanteil unabhän-
gig vom Realgasanteil modelliert und validiert werden kann. Neben dem idealen Gasgesetz
(Glg. (2.1.1)) und der Stoﬀwertberechnung, welche in Abschnitt 2.5 behandelt wird, werden
für eine vollständige thermodynamische Beschreibung idealer Gase und Gasgemische für jede
Komponente α lediglich noch die (molaren) speziﬁschen Wärmekapazitäten bei konstantem
Druck ciGp,m,α und die Enthalpien h
iG
m,α sowie für reagierende Strömungen zusätzlich die Entro-
pien siGm,α bei Idealgasbedingungen benötigt. Die rein temperaturabhängigen, molaren Größen








′) dT ′, (2.4.2)













Ein ′ indiziert in den Integralen die Integrationsvariable. hiGm,α(Tref) ist die Standardbildungs-
enthalpie der Spezies α bei einer Referenztemperatur Tref , welche gewöhnlich bei 298,15 K
liegt. Für Moleküle in ihrer natürlichen Form bei Referenzbedingungen (z. B. H2, O2 etc.) ist
diese deﬁnitionsgemäß gleich 0 J/mol. siG,0m,α(T ) ist die molare Entropie der Spezies α beim
Referenzdruck p0. Dieser wird meistens zu 1 bar gesetzt20. Die molare Wärmekapazität bei
konstantem Volumen ergibt sich aus
ciGv,m,α = c
iG
p,m,α − Ru. (2.4.5)
Die entsprechenden Größen eines idealen Gasgemisches berechnen sich aus den molgewichte-





















19 In Glg. (2.4.4) muss Xα nach unten begrenzt werden (z. B. max(Xα,10−20)), damit für den Grenzfall einer
verschwindenden Spezies in der Mischung der Logarithmus definiert ist.
20Häufig findet sich auch p0 = 1 atm = 1,01325 bar in der Literatur und in Datenbanken, was entsprechend
zu berücksichtigen ist.
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Die jeweiligen massenbezogenen Größen können wiederum aus den molaren Größen durch
Division mit dem entsprechenden Molekulargewicht (der jeweiligen Komponente bzw. Mi-
schung) gewonnen werden.




m,α können z.B. aus Experimenten und molekulardynamischen
Simulationen gewonnen werden. In vielen Datenbanken, wie der in dieser Arbeit verwendeten
NASA-Datenbank (McBride et al. (2001) [136]), werden die Größen jeder Spezies als tem-
peraturabhängige Polynome dargestellt, was eine eﬃziente Berechnung ermöglicht. Für die






















































T 4 + b2 . (2.4.9)
Die Polynome werden in der Regel für zwei oder mehrere Temperaturintervalle (oft 200 K
- 1000 K und 1000 K - 6000 K) angegeben, wobei die Kurven stetig und diﬀerenzierbar
ineinander übergehen. Die angegebene 9-Koeﬃzienten Form entspricht der aktuellen Version
der Datenbank. Die früher verwendete 7-Koeﬃzienten Form ist ebenfalls durch Gleichungen
(2.4.7) - (2.4.9) mit a−2 = a−1 = 0 gegeben. Ein Vorteil der neuen Datenbankversion mit
neun Koeﬃzienten ist eine teilweise verbesserte Datenbasis. Die Genauigkeit der Kurvenﬁts
mit der 7-Koeﬃzienten Form liegt in der Regel bei 0,1 % - 1 %, die der 9-Koeﬃzienten Form
etwa eine bis zwei Größenordnungen darunter (Goos und Burcat (2012) [62]). Beides ist
jedoch unter Beachtung von Unsicherheiten in der zugrundeliegenden Datenbasis sowie der
numerischen Fehler und Unwägbarkeiten in der Modellierung von Strömungen ausreichend
in CFD-Simulationen.
Aus Gründen der Recheneﬃzienz ist die 7-Koeﬃzienten Form in CFD-Codes zu bevorzugen.
Aus diesem Grund wurden die Vorteile der neueren Datenbankversion und der recheneﬃzien-
teren 7-Koeﬃzienten Form kombiniert, indem mit Hilfe des Programms PAC (McBride und
Gordon (1992) [135]) aus der 9-Koeﬃzienten Form eine 7-Koeﬃzienten Form erstellt wurde.
Die Abweichungen zu Werten der 9-Koeﬃzienten Form bewegen sich dabei im Bereich kleiner
0,1 %. Die so erhaltenen Koeﬃzienten sind im Anhang in Tab. D.2 zu ﬁnden.
Da in Brennkammersimulationen mit kryogener Einspritzung auch sehr niedrige Tempera-
turen auftreten, welche unterhalb der Minimaltemperatur des geﬁtteten Temperaturbereichs
liegen, wurden zusätzliche Temperaturintervalle für den darunter liegenden Temperaturbe-
reich (in der Regel < 200 K) bestimmt. Dabei wurde ciGp,m,α als konstant angenommen und auf
21Der Index α für Reinstoffe wurde der Übersichtlichkeit halber weggelassen. Für Mischungen gelten die
gleichen Ausdrücke, wobei sich die Koeffzienten der Mischung als molgewichtetes arithmetisches Mittel der
Koeffizienten der Reinstoffe nach Glg. (2.4.6) ergeben.






















































































Abbildung 2.9: Anteil von H(p)2 im thermodynamischen Gleichgewicht in Abhängigkeit der
Temperatur nach Häussinger et al. (2000) [71] (a) und Vergleich geﬁtteter
molarer Wärmekapazitäten von H(n)2 und H
(p)
2 mit Korrelationen von Leach-
man et al. (2009) [104] (b).
den Wert der bis dato niedrigsten geﬁtteten Temperatur gesetzt. Unter Einbeziehung der Re-
lationen (2.4.2) und (2.4.3) ergibt sich damit auch für hiGm,α und s
iG,0
m,α ein konsistenter Verlauf
(im Gegensatz zur Verwendung einer reinen Temperaturlimitierung). Für viele Gase ist die
Annahme eines konstanten Wertes für ciGp,m,α unter 200 K gerechtfertigt, da hier nur noch die
translatorischen Freiheitsgrade der Moleküle einen nennenswerten Beitrag liefern und somit
in guter Näherung gilt ciGv,m,α/Ru = c
iG
p,m,α/Ru−1 = 3/2 (Lal et al. (2010) [102]). Für die bei der
H2 - O2 Verbrennung auftretenden Radikale O, OH, HO2 und H2O2 wird bei niedrigen Tem-
peraturen durch die NASA-Polynome ein teilweise abweichendes Verhalten beschrieben (hier
nicht dargestellt). Da Radikale in signiﬁkanten Konzentrationen jedoch erst bei sehr hohen
Temperaturen entstehen, können Unsicherheiten in diesem Bereich vernachlässigt werden.
Eine besondere Stellung nimmt H2 als Quantengas bei niedrigen Temperaturen ein (Häus-
singer et al. (2000) [71]). Bei Raumtemperatur und darüber liegt im thermodynamischen
Gleichgewicht sogenannter Normalwasserstoﬀ (H(n)2 ) vor, welcher zu 25 % aus Parawasser-
stoﬀ (H(p)2 ) und zu 75 % aus Orthowasserstoﬀ (H
(o)
2 ) besteht. Wird die Temperatur (sehr
langsam) abgesenkt, wird H(o)2 in H
(p)
2 umgewandelt. Der Anteil von H
(p)
2 im thermodynami-
schen Gleichgewicht (sog. Gleichgewichtswasserstoﬀ) ist in Abb. 2.9(a) dargestellt. Bei sehr
niedrigen Temperaturen, wie sie für die Lagerung von H2 auch in der Raumfahrt Anwendung
ﬁnden, liegt fast ausschließlich H(p)2 vor. Die Umwandlungsraten zwischen beiden Wasserstoﬀ-
arten ist temperaturabhängig und ﬁndet ohne Anwesenheit eines Katalysators vor allem im
gasförmigen Zustand nur extrem langsam im Bereich einiger Tage /Wochen statt (Häussinger
et al. (2000) [71]). Für Simulationen von Raketenbrennkammern, bei denen H2 bei kryogenen




Die beiden Wasserstoﬀarten unterscheiden sich durch die Richtung ihrer Kernspins zueinan-
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der und besitzen leicht unterschiedliche Stoﬀdaten wie kritische Temperatur und Verdamp-
fungsenthalpie. Die Umwandlung von H(o)2 in H
(p)
2 ist zudem exotherm, was vor allem bei der
Lagerung von H2 eine wichtige Rolle spielt (Häussinger et al. (2000) [71]). Größere Unterschie-
de ergeben sich in den Wärmekapazitäten sowie in der damit verknüpften Wärmeleitfähig-
keit (siehe auch Abschnitt 2.5.1.1). Abbildung 2.9(b) zeigt die geﬁtteten Wärmekapazitäten
von H(n)2 und H
(p)
2 bei niedrigen Temperaturen, welche aus Korrelationen von Leachman et
al. (2009) [104] gewonnen wurden. H(p)2 zeigt hierbei ein für andere Moleküle untypisches
Verhalten mit einem lokalen Maximum.
Um eine einheitliche Implementierung für alle Spezies zu erhalten, wurden für H(n)2 und
H
(p)
2 die Korrelationen von Leachman et al. (2009) [104] für den niederen Temperaturbereich
zusammen mit Hochtemperaturdaten von Woolley et al. (1948) [244] kombiniert und in der
7-Koeﬃzienten Polynomform abgelegt. Wegen der stark nichtlinearen Abhängigkeit von der
Temperatur mussten für den Bereich T < 300 K jeweils zwei zusätzliche Temperaturintervalle
hinzugefügt werden, um eine ausreichende Genauigkeit zu gewährleisten.




2 entsprechend angepasst, um die Stan-
dardbildungsenthalpie hiGm,α(298,15 K) = 0 J/mol zu erhalten. Die Entropieoﬀsets beim Refe-
renzdruck siG,0m,α(298,15 K) können aus Quantenmechanikrechnungen gewonnen werden. Wool-
ley et al. (1948) [244] geben hier Werte von 33,963 J/(cal · K) für H(n)2 und 31,108 J/(cal ·K)
für H(p)2 an. Die NASA-Datenbank unterscheidet nicht zwischen den Wasserstoﬀarten und
liefert einen Wert von 31,23 J/(cal · K). In den Hochdruck-Reaktionsmechanismen für die
H2 - O2 Verbrennung von Li et al. (2004) [119] und Burke et al. (2012) [18] wird der Wert
31,21 J/(cal ·K) angegeben. Ó Conaire et al. (2004) [158] verwenden in ihrem Reaktionsme-
chanismus den Wert 31,256 J/(cal ·K), allerdings bei 300 K. Um für Verbrennungssimulatio-
nen ein konsistentes Modell zu erhalten, wurde für beide Wasserstoﬀarten der Wert von siG,0m,α
(298,15 K) mittels des Koeﬀzienten b2 aus Glg. (2.4.9) auf den Wert von Li et al. (2004) [119]
und Burke et al. (2012) [18] gesetzt. Dies ergibt einen Wert von 31,252 J/(cal ·K) bei 300 K
in den geﬁtteten 7-Koeﬃzienten Polynomen, was sehr gut mit dem Wert von Ó Conaire et
al. (2004) [158] übereinstimmt.
2.4.2 Thermodynamische Beschreibung realer Fluide
Zur mathematischen Beschreibung von nichtidealen (realen) Fluiden werden einige thermo-
dynamische Begriﬄichkeiten und Konzepte wie das thermodynamische Potential, Residuum-
funktionen und partielle Größen benötigt. Diese werden in diesem Abschnitt zunächst ein-
geführt, bevor anschließend auf die Berechnung thermodynamischer Variablen eingegangen
wird, welche sich mittels partieller Ableitungen der Helmholtz-Residuumfunktion darstellen
lassen.
Die nachfolgende mathematische Darstellung der Thermodynamik orientiert sich eng an je-
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ner von Michelsen und Mollerup (2007) [144]. Diese ermöglicht eine strukturierte, eﬃziente,
modulare und damit ﬂexible Implementierung. Eine thermodynamisch konsistente Imple-
mentierung im gesamten CFD-Code kann somit leicht veriﬁziert werden. Da die Berechnung
der thermodynamischen Größen zunächst auf Basis extensiver sowie intensiver, molarer Grö-
ßen erfolgt, im CFD Code jedoch intensive, massen- bzw. dichtebasierte Variablen verwen-
det werden, muss zwischen beiden Formulierungen noch eine Verbindung hergestellt werden.
Auf eine detaillierte Herleitung aller thermodynamischer Zusammenhänge wird in dieser Ar-
beit verzichtet, jedoch können diese der gängigen Literatur (z. B. Michelsen und Mollerup
(2007) [144]) entnommen bzw. können die entsprechenden Formeln daraus abgeleitet werden.
2.4.2.1 Thermodynamische Potentiale
Ein System ohne externe Kräfte, welches sich im thermodynamischen Gleichgewicht beﬁndet,
wird durch die Zustandsgröße der inneren Energie E als Funktion ihrer „natürlichen“, exten-
siven Variablen Entropie S, Volumen V und Speziesstoﬀmengen nα (α = 1,...,Nsp) eindeutig
beschrieben:
E = E (S,V, {nα}) . (2.4.10)
Diese sogenannte Fundamentalgleichung der Thermodynamik enthält die gesamte thermody-
namische Information eines Systems. Neben der inneren Energie E gibt es weitere, sogenannte
thermodynamische Potentiale wie die Enthalpie H , die Gibbs-Energie G sowie die Helmholtz-
Energie A, welche über die Zusammenhänge
H = H (S,p, {nα}) = E + p V, (2.4.11)
G = G (T,p, {nα}) = H − T S, (2.4.12)
A = A (T,V, {nα}) = E − T S = H − p V − T S (2.4.13)
miteinander verknüpft sind. Die unterschiedlichen Potentiale lassen sich durch Legendre-
Transformation ineinander überführen (Michelsen und Mollerup (2007) [144]) und sind be-
züglich des Informationsgehalts eines thermodynamischen Systems äquivalent. Alle thermo-
dynamischen Potentiale unterscheiden sich in ihrem „natürlichen“ Variablensatz. In der Praxis
sind vor allem die Gibbs-Energie und die Helmholtz-Energie von Bedeutung, da ihr „natür-
licher“ Variablensatz aus messbaren Größen besteht (Michelsen und Mollerup (2007) [144]).
Alle weiteren Größen lassen sich aus den thermodynamischen Potentialen mittels partieller
Ableitungen nach ihren jeweiligen „natürlichen“ Variablen gewinnen. So lässt sich beispiels-
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aus der Helmholtz-Energie gewinnen. Tiefgestellte Variablen hinter partiellen Ableitungen
kennzeichnen dabei Größen, die konstant gehalten werden.
Umgekehrt kann bei einer gegebenen thermischen, druck-expliziten Zustandsgleichung der






p (T,V ′, {nα})
]
dV ′ . (2.4.15)
Dabei ﬁndet die Integration bei konstanter Temperatur und Stoﬀzusammensetzung statt.
Da keine absoluten Werte, sondern nur Unterschiede für die Helmholtz-Energie angegeben
werden können, kann der Referenzzustand (Index 0) frei gewählt werden. Zweckmäßigerweise
empﬁehlt sich hierfür laut Michelsen und Mollerup (2007) [144] der Zustand eines hypo-
thetischen, idealen Gases bei gegebener Temperatur T0 = T und unendlicher Verdünnung
(p0, ρ0 → 0, V0 →∞).
2.4.2.2 Residuumfunktionen
Die Berechnung eines thermodynamischen Potentials Π = A,G, U,H für den allgemeinen
Zustand (T,V, {nα}) eines realen Fluids erfolgt nach Michelsen und Mollerup (2007) [144]
in der Regel über sogenannte Residuenfunktionen Πr (engl.: residual function). Dabei wird
die Tatsache ausgenutzt, dass thermodynamische Potentiale Zustandsgrößen sind und damit
der Unterschied zwischen zwei Zuständen unabhängig vom Integrationsweg ist. Das Poten-
tial Π = Π(T,V, {nα}) kann dann für eine möglichst einfache Integration folgendermaßen
dargestellt werden (Michelsen und Mollerup (2007) [144]):


















dV ′ . (2.4.16)
Der Index ∗ kennzeichnet den Zustand des hypothetischen, idealen Gases. ∆Π∗ steht für die
Änderung des Potentials durch Mischung der einzelnen Spezies bei T = T0 und unendlicher
Verdünnung und ist damit für Reinstoﬀe gleich einem entsprechenden Referenzwert.
Der „Trick“ besteht nun darin, die rechte Seite in Glg. (2.4.16) in zwei Anteile aufzuteilen:
den Anteil eines idealen Gases bei gleichen Bedingungen (T,V, {nα}) und eine Abweichung
vom Verhalten eines ideales Gases, den Residuenanteil. Das Potential ergibt sich dann zu
(Michelsen und Mollerup (2007) [144])
Π(T,V, {nα}) = Π∗(T,V, {nα}) +Πr(T,V, {nα}) (2.4.17)
50 2.4 Thermodynamische Formeln und Begriﬀe
mit dem Idealgasanteil




































dV ′ . (2.4.19)
Für die Helmholtz-Energie einer Mischung kann mit Hilfe von Glg. (2.4.13), des idealen
Gasgesetzes sowie der Enthalpien und Entropien der Mischung bei Idealgasbedingungen leicht
folgender Zusammenhang für den Idealgasanteil gewonnen werden:
AiG(T,V, {nα}) = H iG(T, {nα})− nRuT − TS iG(T,V, {nα}) . (2.4.20)
Die Enthalpie eines idealen Fluids ist vom Druck bzw. Volumen unabhängig. Der Residuen-
anteil für die Helmholtz-Energie ergibt sich mit Glg. (2.4.14) und dem idealen Gasgesetz zu
































Durch Einsetzen einer thermischen Zustandsgleichung der Form p = p (T,V, {nα}) und Aus-
wertung des Integrals erhält man die Helmholtz-Residuenfunktion Ar. Für die ideale Gasglei-
chung ergibt sich selbstverständlich Ar
iG
= 0.
22Ähnlich lässt sich vorgehen, wenn das Potential beim Zustand (T,p, {nα}) gesucht ist. Dies führt auf analoge
Ausdrücke wie zuvor, jedoch wird das hypothetische ideale Gas dann bei gleichem Druck anstatt gleichem
Volumen betrachtet. Die entsprechende Abweichungsfunktion (engl.: departure function) unterscheidet sich
z. B. für die Helmholtz-Energie um den Betrag nRuT lnZ (Michelsen und Mollerup (2007) [144]). In der
Literatur werden häufig beide Ausdrücke synonym verwendet, so dass hier Vorsicht geboten ist.
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2.4.2.3 Partielle Größen
Neben den Residuenfunktionen spielen sogenannte partielle Größen eine wichtige Rolle bei
der Berechnung thermodynamischer Eigenschaften von Gemischen unter Realgasbedingun-
gen. Die partielle molare Größe φˇα (engl.: partial molar property) und die partielle mas-
senbehaftete Größe φˆα (engl.: partial mass property) einer Komponente α in einer Mischung
stellen die Änderung der externen Größe Φ in einem System dar, wenn eine inﬁnitisimal kleine
Menge der Spezies α dem System hinzugefügt wird, während Druck, Temperatur und alle an-
deren Speziesmengen konstant gehalten werden. Mathematisch lässt sich dies folgendermaßen
ausdrücken (Michelsen und Mollerup (2007) [144]):














Zu beachten ist an dieser Stelle, dass die Molen- und Massenbrüche aller Spezies dabei nicht
konstant bleiben. Außerdem sind die partiellen molaren bzw. massenbehafteten Größen ab-
hängig von Temperatur, Druck und Spezieszusammensetzung. Die extensive Gesamtgröße
des Systems Φ ergibt sich dann aufgrund des Euler-Theorems über homogene Funktionen









Die entsprechenden, intensiven, molaren bzw. massenbehafteten Größen werden analog aus































+ φˆNsp . (2.4.26)
Aus den Gleichungen (2.4.25), (2.4.26) und (2.2.4) ist leicht der Zusammenhang zwischen
partiellen molaren und massenbehafteten Größen ersichtlich:
φˆα = φˇα /Mw,α. (2.4.27)
Für ideale Gase und reale Reinstoﬀe entsprechen die partiellen molaren bzw. massenbehaf-
teten Größen gerade den molaren bzw. massenbezogenen Größen (φˇα ≡ φm,α, φˆα ≡ φα).
52 2.4 Thermodynamische Formeln und Begriﬀe
2.4.2.4 Chemisches Potential, Fugazitäten und Fugazitätskoeffizienten
Das chemische Potential einer Spezies α in einer Mischung ist folgendermaßen deﬁniert (Mi-
chelsen und Mollerup (2007) [144]):


























Der Ableitungsausdruck der Gibbs-Energie ist die gebräuchlichste Deﬁnition. Jedoch ist die
äquivalente Deﬁnition über die Helmholtz-Energie zweckmäßiger. Das chemische Potential
µα, gleich der partiellen molaren Gibbs-Energie gˇα, dient unter anderem zur Beschreibung
des thermodynamischen Gleichgewichtszustandes. Für ein homogenes, geschlossenes System
aus Nsp Komponenten ist derjenige Zustand stabil, welcher die Gibbs-Energie bei konstantem
Druck und konstanter Temperatur minimiert. Ist der einphasige Zustand instabil, zerfällt das
System spontan in zwei oder mehrere Phasen. Für diesen Fall sind die Temperatur und der
Druck in allen Phasen gleich groß. Zudem gilt für jede Spezies, dass ihr jeweiliges chemisches
Potential in jeder Phase gleich groß ist.




= giGm,α = h
iG






Dabei bildet giG,0m,α den rein temperaturabhängigen Anteil. Für den Fall einer verschwindend
geringen Menge einer Komponente α ist das chemische Potential nicht wohl deﬁniert, da
lim
Xα→0
µα → −∞. Für die Beschreibung realer Fluide wird deshalb besser die Fugazität fα
bzw. der dimensionslose Fugazitätskoeﬃzient ϕα verwendet. Diese sind wie folgt deﬁniert
(Michelsen und Mollerup (2007) [144]):
RuT lnϕα ..= RuT ln
fα
Xαp
..= µα − µiGα = gˇrα = aˇrα − RuT lnZ (2.4.30)
mit der partiellen molaren Helmholtz-Residuumfunktion aˇrα. Die Ausdrücke sind nun unab-






2.4.2.5 Abgeleitete Größen aus der reduzierten Helmholtz-Residuumfunktion
Im verwendeten CFD-Code TASCOM3D mit Präkonditionierung (Simsont und Gerlinger
(2016) [198], siehe Abschnitt 4.1) werden einige thermodynamische Größen benötigt, die sich
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konsistent aus der Helmholtz-Residuumfunktion herleiten lassen. Verwendet man die (molare)
reduzierte Helmholtz-Residuumfunktion







ergeben sich bei der Berechnung oft einfachere Ausdrücke (Michelsen und Mollerup (2007)
[144]). Für die SRKmVK Zustandsgleichung ist die reduzierte Helmholtz-Residuumfunktion
in Anhang A gegeben. Es ist anzumerken, dass extensive Größen wie die Stoﬀmenge n und
das Volumen V bei der Berechnung im Code nicht benötigt werden, jedoch in den Zwischen-
schritten bei der Herleitung benötigter Gleichungen auftreten. Für die in dieser Arbeit auf-
tretenden, abgeleiteten Größen ergeben sich folgende Zusammenhänge, welche in gegebener
Reihenfolge ausgewertet werden können und entweder Michelsen und Mollerup (2007) [144]



















































































































α = RuT lnϕα , (2.4.42)
hˆα = hˇα /Mw . (2.4.43)
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2.4.2.6 Partielle Ableitungen der reduzierten Helmholtz-Residuumfunktion
Zur Berechnung aller Größen im vorherigen Abschnitt werden noch die partiellen Ablei-
tungen der reduzierten Helmholtz-Residuumfunktion benötigt. Für eine strukturierte und
eﬃziente Auswertung wird dazu die Abhängigkeit von der Stoﬀzusammensetzung aus der
Helmholtz-Residuumfunktion vollständig in NP Zustandsgleichungsparameter (z. B. SRK:
NP=2, SRKmVK: NP=3) {Pp} = {Pp(T,V, {nα})} mit p=1,...,NP transferiert (Michel-
sen und Mollerup (2007) [144]). Die SRK Zustandsgleichung mit speziesabhängiger, aber
sonst konstanter Volumenkorrektur (SRKmVK) hängt beispielsweise von den drei Parame-
tern P1 ≡ A (T, {nα}) ..= n2 a, P2 ≡ B ({nα}) ..= n b und P3 ≡ C ({nα}) ..= n c ab, wobei
alle drei von der Zusammensetzung abhängen und A zusätzlich noch temperaturabängig ist
(siehe Abschnitt 2.3). Die Abhängigkeit der reduzierten Helmholtz-Residuumfunktion lässt
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sich dann wie folgt ausdrücken (Michelsen und Mollerup (2007) [144]):
Ψ (T,V, {nα}) = Ψ (T,V,n, {Pp}) = Ψ ({Θk}) (2.4.53)
mit {Θk} = {T,V,n, {Pp}} , k = 1,...,NΘ und NΘ = NP + 3.
Die partielle Ableitung erster Ordnung von Ψ nach einer Größe y bei konstant gehaltenem
Vektor {x}, welcher Einträge aus Θk enthalten kann, ergibt sich dann mit der Kettenregel























Tiefgestellte Variablen in ΨΘk und Θky kennzeichnen wiederum partielle Ableitungen von
Ψ ({Θk}) bzw. Θk (T,V,n, {Pp}) bei sonst konstant gehaltenem Variablensatz. Die partiellen
Ableitungen zweiter Ordnung nach den Variablen y und z bei konstantem Vektor {x} schrei-

















































Für die 3-Parameter SRKmVK Zustandsgleichung vereinfachen sich die entsprechenden Aus-
drücke wie im Folgenden übersichtlich dargestellt. Für die partiellen Ableitungen erster Ord-

















= Ψn + ΨAAnα + ΨBBnα + ΨCCnα . (2.4.58)
























= ΨTAAnα + ΨTBBnα + ΨTCCnα+ (2.4.62)





= ΨV n + ΨVAAnα + ΨV BBnα + ΨV CCnα . (2.4.63)
Die partiellen Ableitungen von Ψ und der Zustandsgleichungsparameter A,B und C für die
SRKmVK Zustandsgleichung können wiederum Anhang A entnommen werden.
2.5 Stoffwerte
Neben dem stark unterschiedlichen, thermodynamischen Verhalten realer Fluide gegenüber
idealen Gasen müssen auch Abweichungen in den Transportkoeﬃzienten (Viskosität µ, Wär-
meleitfähigkeit λ und binäre Diﬀusionskoeﬃzienten Dαβ) berücksichtigt werden. Hierzu ﬁn-
den sich in der Literatur zahlreiche Modelle (Poling et al. (2001) [176]). Wie bei den Zu-
standsgleichungen kann deren Gültigkeitsbereich ebenso auf bestimmte Druck- und Tempe-
raturbereiche, Reinstoﬀe oder gewisse Komponenten beschränkt sein. Zwei sehr bekannte und
für CFD Simulationen oft eingesetzte Modelle zur Vorhersage der Viskosität und Wärmeleit-
fähigkeit realer Mischungen sind diejenigen von Ely und Hanley (1981 , 1983) [44, 45] sowie
Chung et al. (1988) [31]. Beide basieren auf dem Prinzip der korrespondierenden Zustände
(siehe Abschnitt 2.1) und berechnen µ und λ direkt, ohne auf vorangehende Submodelle
zurückzugreifen.
Das in dieser Arbeit verwendete Modell von Huber und Hanley (1996) [82] baut ebenfalls auf
dem Prinzip der korrespondierenden Zustände auf. Im Gegensatz zu den beiden anderen Mo-
dellen fußt das Huber-und-Hanley-Modell jedoch auf den Werten einer idealen Gasmischung
µiG und λiG, welche zuvor aus anderen Modellen gewonnen werden müssen. Analog zu den
Residuumfunktionen (siehe Abschnitt 2.4.2.2) berechnet es im Anschluss die Abweichun-
gen zwischen einer realen und einer idealen Mischung. Werden genaue Modelle bzw. geﬁttete
Funktionen zur Berechnung von µiG und λiG verwendet, bietet dieses Modell den Vorteil, dass
für weite Bereiche in Verbrennungssimulationen, in denen aufgrund der hohen Temperaturen
nahezu Idealgasbedingungen vorliegen, eine verbesserte Genauigkeit erzielt werden kann. Die
Stoﬀwerte im Realgas-Code gehen so nahtlos und konsistent in die Werte des Idealgas-Codes
über, was für die beiden anderen Modelle nicht gewährleistet ist.
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Die Modelle von Ely und Hanley (1981 , 1983) [44, 45] sowie Chung et al. (1988) [31] haben als
weiteren, entscheidenden Nachteil gegenüber dem Modell von Huber und Hanley (1996) [82],
dass sie ohne Anpassungen nicht für den kompletten thermodynamischen Bereich in einer
Raketenbrennkammer mit H2 - O2 Verbrennung physikalisch sinnvolle Werte liefern. Wie die
meisten Modelle, wurden auch diese beiden anhand einer limitierten Anzahl an Spezies (zu-
meist Kohlenwasserstoﬀe) und für einen limitierten Druck- und Temperaturbereich entworfen.
Es ist deshalb bei Verwendung außerhalb ihres Gültigkeitsbereichs darauf zu achten, diese
vor deren Einsatz zumindest auf physikalisch plausibles Verhalten zu überprüfen. So wurde
für das Modell von Chung et al. (1988) [31] festgestellt, dass dieses nur für Fluide mit einem
positiven azentrischen Faktor anwendbar ist. Um zumindest physikalisch sinnvolle Werte für
H2 mit ̟ = −0,219 zu erhalten, muss dessen Wert im Modell auf Null begrenzt werden. Für
das Modell von Ely und Hanley (1981 , 1983) [44, 45] zeigte sich, dass dieses für hohe redu-
zierte Temperaturen Tr = T/Tcr einen unphysikalischen Verlauf in µ und λ prognostiziert.
Dies betriﬀt inbesondere, aber nicht ausschließlich, H2 mit seiner sehr niedrigen kritischen
Temperatur von ca. 33 K.
Zur Berechnung der binären Diﬀusionskoeﬃzienten in realen Mischungen können die Model-
le von Takahashi (1974) [212] sowie Riazi und Whitson (1993) [183] herangezogen werden.
Letzteres wurde in einer leicht modiﬁzierten Form in dieser Arbeit verwendet. Beide Modelle
berechnen Dαβ, ähnlich zum Huber-und-Hanley-Modell für µ und λ, aus der Abweichung zwi-
schen einer realen und einer idealen Mischung, benötigen also ein vorangehendes Modell zur
Berechnung der entsprechenden Idealgasdiﬀusionskoeﬃzienten DiGαβ. Bei der Untersuchung
beider Modelle stellte sich heraus, dass das Modell von Takahashi (1974) [212] bei niedri-
gen Temperaturen und hohen Drücken ein unplausibles Verhalten aufzeigt. Insbesondere für
unterkritische Temperaturen kann sich sogar ein unphysikalisches Verhalten mit negativen
Werten für Dαβ ergeben.
Im Folgenden werden die in dieser Arbeit verwendeten Modelle für die Stoﬀwertberechnung
beschrieben und bewertet. Dabei werden zunächst jeweils die Modelle zur Berechnung der
Idealgaswerte der Reinstoﬀe (Abschnitt 2.5.1) und Gemische (Abschnitt 2.5.2) erläutert. Die
darauf aufbauenden Erweiterungen für reale Fluide werden im Anschluss diskutiert (Ab-
schnitt 2.5.3).
An dieser Stelle soll darauf hingewiesen werden, dass bei der Vorhersage der Stoﬀwerte rea-
ler Fluide große Abweichungen zu experimentell bestimmten Werten von 50 % bis 100 %
vor allem für polare Fluide wie H2O vorkommen können, wenn diese nicht speziell in den
Modellen berücksichtigt werden. In CFD Simulationen, insbesondere RANS/URANS Simu-
lationen, aber auch LES, wirken sich diese starken Abweichungen jedoch oft nur in geringem
Maße aus, da hier der Anteil der aus der Turbulenzmodellierung stammenden turbulenten
Viskosität, Wärmeleitfähigkeit und Diﬀusionskoeﬃzienten in weiten Bereichen um eine oder
mehrere Größenordnungen über deren physikalischen, molekularen Werten liegt. In lokalen
Strömungsbereichen mit niedriger Reynoldszahl, z. B. an Wänden, welche diﬀusions- und
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nicht turbulenzdominiert sind, könnte dies jedoch einen entscheidenden Einﬂuss z. B. auf die
Vorhersage des Wandwärmestroms haben. Da dies jedoch testfallspeziﬁsch ist, ist an dieser
Stelle keine allgemeingültige Aussage möglich.
2.5.1 Stoffwerte idealer Reinstoffe
Die kinetische Gastheorie (KGT) bietet eine Möglichkeit, für hinreichend dünne Gase die Vis-
kosität µiGα und Wärmeleitfähigkeit λ
iG
α eines idealen Reinstoﬀes α zu berechnen (Hirschfelder
et al. (1954) [80]). Die Vorhersagegenauigkeit ist in vielen Fällen ausreichend und besonders
gut für monoatome und kleine, unpolare Moleküle. Für polare Fluide (z. B. H2O), langket-
tige Moleküle mit großem azentrischen Faktor und kleinem kritischen Kompressibilitätsfak-
tor sowie für Quantengase (z. B. H2) können sich vor allem hin zu niedrigen Temperaturen
stärkere Abweichungen zur Realität ergeben. Das Modell der KGT wird in dieser Arbeit
für alle Spezies außer für die Hauptspezies der H2 - O2 Verbrennung, also H2, O2 und H2O,
herangezogen. Für diese drei Komponenten wurden spezielle Polynomﬁts an möglichst hoch-
wertige Datensets und -korrelationen aus der Literatur erstellt. Unabhängig davon wurden
die idealen Reinstoﬀviskositäten und -wärmeleitfähigkeiten aller Spezies in einem den CFD-
Simulationen vorgelagerten Schritt berechnet und für eine eﬃziente Auswertung während der
CFD-Simulationen in Polynomform abgespeichert. Nachfolgend soll näher auf die einzelnen
Punkte eingegangen werden.
2.5.1.1 Stoffdaten aus kinetischer Gastheorie
Die Gleichung der KGT zur Berechnung der Viskosität eines idealen Reinstoﬀes schreibt sich
als23 (Hirschfelder et al. (1954) [80])








Das sogenannte Stoßintegral Ω(2,2)α hängt von der mit der Boltzmann-Konstante kB nor-
mierten Potentialtopftiefe (engl.: potential well depth) (ǫ/kB)α und der Temperatur ab. Der
Stoßdurchmesser (engl.: collision diameter) σα und die Potentialtopftiefe (ǫ/kB)α sind die
beiden Parameter des Lennard-Jones-Potentials24 und können der Literatur entnommen wer-
den (z. B. CHEMKIN® [24]). Für die in dieser Arbeit vorkommenden Komponenten sind
beide Parameter in Tab. D.1 zu ﬁnden. Das Stoßintegral selbst ist ein sehr komplexer Aus-
23Alle Werte sind in diese Zahlenwertgleichung in SI-Einheiten einzusetzen.
24Oft findet sich in der Literatur eine Vielzahl an Kombinationen für ǫ/kB und σ. Diese können stark variieren
und dennoch sehr ähnliche Ergebnisse liefern (siehe dazu Bastien et al. (2010) [8]). Für polare Fluide wie
Wasser sollten streng genommen Kollisionsintegrale wie das Stockmayer-Potential (Itean et al. (1961) [86],
Mourits und Rummens (1977) [150], Mason und Monchick (1962) [129]) verwendet werden, welche intermo-
lekulare Anziehungskräfte aufgrund von Dipolwechselwirkungen berücksichtigen. Es ist darauf zu achten,
dass ein konsistenter Satz aus Potentialparametern und Kollisionsintegralen verwendet wird.
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druck, welcher numerisch integriert und in Tabellen abgelegt werden kann (Monchick und Ma-





−B + C exp(−DT ∗α) + E exp(−F T ∗α) mit T ∗α = T / (ǫ/kB)α (2.5.2)
berechnet werden. T ∗ ist eine reduzierte Temperatur und die Konstanten sind mit A =
1,16145, B = 0,14874, C = 0,52487, D = 0,77320, E = 2,16178 und F = 2,43787 gegeben.
Neufeld et al. (1972) [155] geben den durch diese Approximation erhaltenen Fehler für den
Bereich 0,3 < T ∗α < 100 mit kleiner als 0,1 % an.
Für die Berechnung der Wärmeleitfähigkeit eines idealen Reinstoﬀs wird in dieser Arbeit die










Diese stellt einen Kompromiss aus der Eucken und der modiﬁzierten Eucken Formulierung
da (Poling et al. (2001) [176]).
2.5.1.2 Stoffdaten aus experimentellen Fits
Für eine verbesserte Genauigkeit wurden für die Hauptspezies der H2 - O2 Verbrennung (H
(p)
2
bzw. H(n)2 , O2 und H2O) Polynomﬁts an möglichst hoch- und neuwertige Datensets und
-korrelationen aus der Literatur erstellt (siehe auch Abschnitt 2.5.1.3).
Für H(p)2 und H
(n)
2 wurden Polynome zur Berechnung der Viskosität (Abb. 2.10(a)) und Wär-
meleitfähigkeit (Abb. 2.10(b)) an Korrelationen von Muzny et al. (2013) [153] bzw. Assael
et al. (2011) [2] angepasst. Ein Vergleich mit weiteren Daten aus der Literatur von Guevara
et al. (1969) [66], Mehl et al. (2010) [137] sowie Saxena und Saxena (1970) [189] oﬀenbart
eine hohe Genauigkeit der Polynomﬁts. Für die Viskosität stimmen die Werte von H(p)2 und
H(n)2 praktisch überein. Die Wärmeleitfähigkeit ist an die Wärmekapazität gekoppelt (vgl.
Glg. (2.5.3)), so dass sich hier erwartungsgemäß Unterschiede bei niedrigen Temperaturen
ergeben (siehe Abschnitt 2.4.1). Es zeigte sich, dass die Korrelation von Assael et al. (2011) [2]
für H(n)2 bei hohen Temperaturen ein unphysikalisches Verhalten zeigt. Deshalb wurde für den
Polynomﬁt von H(n)2 im Hochtemperaturbereich stattdessen die Korrelation von H
(p)
2 benutzt.
Abbildung (2.10(b)) vergleicht zusätzlich Werte aus der KGT (vgl. Glg. (2.5.3)). Die Wär-
meleitfähigkeiten von H(p)2 und H
(n)
2 werden mit dieser vor allem im Hochtemperaturbereich
unterschätzt.
Für O2 wurden Polynomﬁts an Korrelationen von Lemmon und Jacobsen (2004) [115] erstellt.
Ein Vergleich mit weiteren Daten aus der Literatur von Hanley et al. (1974) [69] (siehe
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Abbildung 2.10: Vergleich geﬁtteter Werte der Viskositäten (a) und Wärmeleitfähigkeiten (b)
von H(p)2 und H
(n)
2 bei Idealgasbedingungen mit Daten und Korrelationen aus
der Literatur (Muzny et al. (2013) [153], Mehl et al. (2010) [137], Guevara
et al. (1969) [66], Assael et al. (2011) [2], Saxena und Saxena (1970) [189])
sowie berechneten Werten nach der kinetischen Gastheorie.
lässt wiederum auf eine hohe Qualität der Polynomﬁts schließen.
Für die Viskosität (siehe Abb. 2.12(a)) und Wärmeleitfähigkeit (siehe Abb. 2.12(b)) von H2O
wurden Polynome an Korrelationen von Huber et al. (2009) [83] bzw. Huber et al. (2012) [84]
geﬁttet. Wiederum ergibt sich eine sehr gute Übereinstimmung mit Daten der NIST Thermo
Data Engine Datenbank [157].
2.5.1.3 Polynomfits
Unabhängig vom verwendeten Modell und der Art der Berechnung der Viskositäten und
Wärmeleitfähigkeiten der Reinstoﬀe bei Idealgasbedingungen wurden die sich ergebenden








, φ = µ, λ (2.5.4)
hinterlegt. Das Polynom kann eﬃzient unter Anwendung des Horner-Schemas ausgewertet
werden (Meyberg und Vachenauer (1990) [143]). Für Spezies, deren Werte mittels der KGT
berechnet werden (siehe Abschnitt 2.5.1.1), werden die Viskositäten und Wärmeleitfähigkei-
ten im Temperaturbereich von 50 K bis 4000 K im CFD-Code vorab ermittelt. Die Koeﬃzien-
ten ai werden anschließend durch einen Least-Squares-Fit (Methode der kleinsten Quadrate)
in einem den CFD-Simulationen vorgelagerten Schritt bestimmt. Für die Hauptspezies H(p)2
bzw. H(n)2 , O2 und H2O werden die Koeﬃzienten vorab durch Fits an experimentelle Daten
und Korrelationen (siehe Abschnitt 2.5.1.2) bestimmt und anschließend vom CFD-Code ein-
gelesen. Die entsprechenden Koeﬃzienten und deren gültiger Temperaturbereich ﬁndet sich
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Abbildung 2.11: Vergleich geﬁtteter Werte der Viskositäten (a) und Wärmeleitfähigkeiten
(b) von O2 bei Idealgasbedingungen mit Daten und Korrelationen aus der
Literatur (Lemmon und Jacobsen (2004) [115], Hanley et al. (1974) [69])
und der NIST Thermo Data Engine Datenbank [157].
im Anhang in Tabellen D.3 und D.4. Für die Diﬀusionskoeﬃzienten sei an dieser Stelle noch
angemerkt, dass keine Polynomﬁts verwendet wurden, da die Berechnung nach Fuller et al.
(1966) [55] eﬃzienter ist.
2.5.2 Stoffwerte idealer Gemische
Die Viskosität undWärmeleitfähigkeit eines idealen Gasgemisches können aus den molgewich-
teten Werten der Reinstoﬀe gewonnen werden. In dieser Arbeit werden dafür die Modelle von
Wilke (1950) [243] bzw. Mathur et al. (1967) [131] eingesetzt. Die Viskosität eines dünnen












































)−1  . (2.5.6)
Zur Bewertung der Genauigkeit der verwendeten Mischungsmodelle werden nachfolgend zwei
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Abbildung 2.12: Vergleich geﬁtteter Werte der Viskositäten (a) und Wärmeleitfähigkeiten (b)
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Abbildung 2.13: Vergleich berechneter und experimenteller Viskositäten einer H2 - H2O
Mischung (a) sowie Wärmeleitfähigkeiten einer H2 - N2 Mischung (b) bei
Idealgasbedingungen. Experimentelle Daten wurden Huang et al. (2011) [81]
sowie Gray und Wright (1961) [64] entnommen.
täten einer H2 - H2O Mischung bei T = 500 K im Vergleich mit experimentellen Daten von
Huang et al. (2011) [81]. Die Werte der Reinstoﬀe wurden wie zuvor in Abschnitt 2.5.1 be-
schrieben ermittelt. Das Modell von Wilke (1950) zeigt eine sehr gute Übereinstimmung mit
dem Experiment. Die ähnliche, jedoch etwas einfachere Formulierung von Herning und Zip-
perer (1936) [77] zeigt im Vergleich teilweise stärke Abweichungen. Die Modelle von Chung et
al. (1988) [31] (mit ̟-Limitierung für H2) sowie Ely und Hanley (1981) [44] berechnen direkt
die Viskosität einer realen Mischung und wurden hier auf eine Mischung bei Idealgasbedin-
gungen angewandt. Die Abweichungen zu den experimentellen Messdaten sind beträchtlich.
Das Modell von Hwang und Whiting (1987) [85], welches eine Erweiterung des Modells von
Ely und Hanley (1981) [44]) für polare Fluide ist, zeigt eine bessere Vorhersage für hohe
H2O-Anteile. Dieses Beispiel zeigt den zuvor erwähnten Vorteil des Modells von Huber und
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Abbildung 2.14: Vergleich berechneter und experimenteller binärer Diﬀusionskoeﬃzienten ei-
ner H2O-O2 Mischung (a) und einer H2 - O2 Mischung (b) bei Idealgasbedin-
gungen. Experimentelle Daten wurden Walker und Westenberg (1960) [233]
entnommen.
Hanley (1996) [82] auf, welches bei Idealgasbedingungen in das vorgeschaltete Modell zur
Berechnung der Idealgasviskosität, in diesem Fall das Wilke-Modell (Wilke (1950) [243]),
übergeht.
Ein analoges Verhalten lässt sich auch für die Wärmeleitfähigkeit beobachten. Einen Vergleich
der nach Mathur et al. (1967) [131] berechneten Wärmeleitfähigkeit mit experimentellen Da-
ten zeigt Abb. 2.13(b) für eine H2 - N2 Mischung bei T = 422,5 K. Die Übereinstimmung mit
dem Experiment ist sehr gut. Da die Berechnung der Wärmeleitfähigkeit auf der berechneten
Viskosität aufbaut, ergeben sich für die Modelle von Chung et al. (1988) [31] sowie Ely und
Hanley (1983) [45] ähnliche Abweichungen wie in Abb. 2.13(a) (hier nicht dargestellt).
Die binären Diﬀusionskoeﬃzienten Digαβ eines dünnen Gemisches werden in dieser Arbeit nach
dem Modell von Fuller et al. (1966) [55] folgendermaßen berechnet25:
(pDαβ)















Dabei ist ΣV,α das sogenannte Diﬀusionsvolumen, welches in Tab. D.1 für die in dieser Arbeit
verwendeten Spezies gegeben ist26. Der Ausdruck dFullerαβ muss nur einmal zu Beginn der
Simulation ausgewertet werden. Dies erlaubt eine eﬃziente Berechnung von Digαβ .
25 Im Gegensatz zur Originalreferenz wird die Formel hier so angegeben, dass alle Größen in SI-Einheiten
gegeben sind.
26 Es wurden hier nicht die Werte aus dem ursprünglichen Paper von Fuller et al. (1966) [55] verwendet,
sondern diejenigen aus einer späteren Veröffentlichung (Fuller et al. (1969) [54]).
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Abbildungen 2.14(a) und 2.14(b) zeigen einen Vergleich experimentell ermittelter und berech-
neter Diﬀusionskoeﬃzienten eines idealen H2O-H2 bzw. H2 - O2 Gemisches. Das Modell von
Fuller et al. (1966) [55] deckt sich sehr gut mit den Messdaten von Walker und Westenberg
(1960) [233]. Gegenüber der KGT erscheint es etwas genauer und ist zudem eﬃzienter in der
Berechnung (auch im Vergleich zur Polynomdarstellung aus Abschnitt 2.5.1.3).
2.5.3 Stoffwerte realer Reinstoffe und Gemische
Die Viskositäten und Wärmeleitfähigkeiten realer Gemische werden in dieser Arbeit mit dem
Modell von Huber und Hanley (1996) [82] berechnet. Die Vorteile dieses Modells gegenüber
den Modellen von Ely und Hanley (1981 , 1983) [44, 45] sowie Chung et al. [31] wurden bereits
in den vorangegangenen Abschnitten erläutert. Die Implementierung als Residuumfunktion
orientiert sich in dieser Arbeit an der Darstellung von Poling et al. (2001) [176]27.
Das Modell von Huber und Hanley (1996) [82] basiert auf dem (erweiterten28) Prinzip der kor-
respondierenden Zustände (Pitzer et al. (1955) [172], Leland und Chappelear (1968) [113]).
Dieses besagt, dass sich alle Fluide gleich verhalten, wenn mit auf den kritischen Punkt
bezogenen Werten gearbeitet wird (siehe auch Abschnitt 2.1). Die generelle Idee ist es, den
Zustand eines Reinstoﬀes oder einer Mischung auf einen äquivalenten Zustand eines Referenz-
ﬂuids, in diesem Fall Propan29 (C3H8), zurückzuführen. Als Referenzﬂuid kommen Spezies
in Frage, welche sehr gut vermessen sind und für welche eine sehr exakte empirische Korre-
lation über einen weiten T -p-Bereich angegeben werden kann. Je ähnlicher das betrachtete
Fluid bzw. die betrachtete Mischung dem Referenzﬂuid ist, umso genauere Ergebnisse sind
zu erwarten.
Das prinzipielle Vorgehen besteht darin, mit Hilfe sogenannter Formfunktionen (engl.: sha-
pe functions) die Temperatur T und Dichte ρ einer Spezies bzw. einer Mischung auf eine
äquivalente Temperatur T0 und ρ0 abzubilden, bei denen das Referenzﬂuid bestimmte glei-
che Eigenschaften (z. B. Kompressibilitätsfaktor, Viskosität etc.) besitzt wie das betrachtete
Fluid (Ely und Hanley (1981 , 1983) [44, 45]). In der Regel werden allgemeine Formfunktio-
nen verwendet, welche zwar keine perfekte Korrelation herstellen, aber dafür für alle Fluide
und Mischungen gültig sind. Nachfolgend wird das Modell von Huber und Hanley (1996) [82]
27Die verwendeten Formeln weichen in einigen Punkten von der Darstellung in Huber und Hanley (1996) [82]
ab. Laut B. E. Poling (private Kommunikation) bestehen Diskrepanzen zwischen dem von Huber und Han-
ley verwendeten Computercode TRAPP und den veröffentlichten Formeln in Huber und Hanley (1996) [82].
Die Gleichungen in Poling et al. (2001) [176] sollen jedoch die implementierten Formeln aus TRAPP akkurat
wiedergeben.
28 Im erweiterten Modell werden sogenannte Formfunktionen verwendet und teilweise weitere Größen wie der
azentrische Faktor oder das Dipolmoment berücksichtigt.
29Die Eigenschaften von C3H8 sind in Tab. D.1 gegeben. Der Vorteil von C3H8 gegenüber dem von Ely
und Hanley (1981 , 1983) [44, 45] verwendeten Methan (CH4) ist, dass C3H8 eine wesentlich niedrige-
re Erstarrungstemperatur besitzt. Die Anwendung des Prinzips der korrespondierenden Zustände kann
bei Verwendung von CH4 dazu führen, dass die Temperatur T des betrachteten Reinstoffes oder der be-
trachteten Mischung auf eine für CH4 äquivalente Temperatur T0 abgebildet wird, bei der CH4 jedoch in
gefrorenem Zustand vorliegen würde. Die Methode würde bei diesen Bedingungen somit versagen.
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kompakt dargestellt.











, ̟⋄α = ̟α −̟C3H8 . (2.5.8)
Diese werden zur Auswertung der Formfunktionen und der daran anknüpfenden Abbildungs-













[1−̟⋄α(0,1436− 0,2822 lnTr,α)]︸ ︷︷ ︸
Formfunktion fu¨r ρ
. (2.5.10)
Dabei ist Tr,α = T / Tcr,α wieder die reduzierte Temperatur. Für Mischungen werden aus den
Abbildungsfunktionen der Spezies ähnlich der Kombinationsregeln von Zustandsgleichungen
















Die Abbildungsfunktionen der Mischung f und h werden im Anschluss wiederum ähnlich der




























Tabelle 2.1: Konstanten im TRAPP Modell von Huber und Hanley (1996) [82] (aus Poling
et al. (2001) [176]).
Index i 1 2 3 4
Ci -14,113294896 968,22940153 13,686545032 -12511,628378
Bi 15,2583985944 5,29917319127 -3,05330414748 0,450477583739
Index i 5 6 7
Ci 0,0168910864 43,527109444 7659,4543472























Aus den Abbildungsfunktionen der Mischung f und h lassen sich nun eine äquivalente Tem-
peratur und Dichte (Index 0) berechnen, bei der die Stoﬀdaten von C3H8 ausgewertet werden:
T0 = T/f , ρm,0 = ρm h · 10
−3 = h/vm · 10
−3 . (2.5.19)
Der Faktor 10−3 stammt daher, dass ρm,0 in den nachfolgenden Formeln in der Einheit mol/l
einzusetzen ist. Für alle übrigen Größen werden SI-Einheiten verwendet. Der nächste Schritt


























auszuwerten. Dabei ist T ⋄0 = T0/Tcr,C3H8 und ρ
⋄
m,0 = ρm,0/ρm,cr,C3H8. Die Funktionsparameter
A1, A2 und A3 hängen selbst von T0 ab:
A1 = exp(C1 + C2 / T0) , (2.5.22)
A2 = C3 + C4 / T
1,5
0 , (2.5.23)
A3 = C5 + C6 / T0 + C7 / T
2
0 . (2.5.24)
Die Konstanten Bi und Ci sind in Tab. 2.1 gegeben. Im letzten Schritt ergeben sich die


















Huber & Hanley (1996)
100 bar = 2·pcr,O2
50 bar = pcr,O2
25 bar = 0.5·pcr,O2


























Abbildung 2.15: Vergleich der mit dem Huber-und-Hanley-Modell (Huber und Hanley (1996)
[82]) berechneten Viskositäten (a) und Wärmeleitfähigkeiten (b) von O2 mit
Korrelationen aus REFPROP.
Viskosität und Wärmeleitfähigkeit für reale Fluide zu
µ = µiG + Fη ∆µ · 10
−6 , (2.5.25)
λ = λiG + Fλ χλ∆λ · 10
−3 . (2.5.26)
Die Faktoren 10−6 und 10−3 werden benötigt, da ∆µ und ∆λ in den Einheiten µPa · s und
mW/(m ·K) gegeben sind.
Ein Vergleich berechneter Viskositäten (Abb. 2.15(a)) undWärmeleitfähigkeiten (Abb. 2.15(b))
von O2 mit Korrelationen aus REFPROP zeigt, dass das Modell von Huber und Hanley
(1996) [82] die Abweichungen zum Idealgaszustand sehr gut abbilden kann. Die Genauigkeit
der Modelle von Ely und Hanley (1981 , 1983) [44, 45] sowie Chung et al. [31] ist für O2 in et-
wa vergleichbar (hier nicht dargestellt). Quantitativ ergeben sich zwischen den Modellen und
REFPROP Korrelationen vor allem um den kritischen Punkt größere Abweichungen. In der
Nähe des kritischen Punktes tritt in der Realität eine zusätzliche Überhöhung der Wärmeleit-
fähigkeit (und deutlich schwächer auch der Viskosität) auf, was in der Literatur als „Critical
Enhancement“ bezeichnet wird (Lee (1990) [108]). Diese klingt jedoch mit zunehmender Ent-
fernung vom kritischen Punkt rasch ab und wird in dieser Arbeit nicht berücksichtigt30.
Die Abweichungen resultieren allgemein auch aus Unsicherheiten in der Dichteberechnung
mittels der verwendeten SRK Zustandsgleichung. Für polare Fluide wie H2O können die
Ungenauigkeiten wesentlich größer sein als für O2. Für Mischungen ist analog zu den Zu-
standsgleichungen mit weiteren Ungenauigkeiten gegenüber der Betrachtung von Reinstoﬀen
zu rechnen. Da Mischungen in heutigen Raketenbrennkammern mit H2 - O2 Verbrennung im
operativen Betrieb jedoch vorwiegend bei hohen Temperaturen und damit bei näherungs-
30 Für Mischungen ist der Einfluss des Critical Enhancements zudem meist deutlich geringer als für Reinstoffe
(Friend und Roder (1985) [53]).
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weise Idealgasbedingungen vorliegen, spielt dieser Eﬀekt vermutlich nur eine untergeordnete
Rolle.
Die binären Diﬀusionskoeﬃzienten einer realen Mischung wurden in dieser Arbeit mit ei-
nem leicht modiﬁzierten Modell von Riazi und Whitson (1993) [183] berechnet. Dieses ist
im Gegensatz zum Modell von Takahashi (1974) [212] kontinuierlich im gesamten thermo-
dynamischen Bereich anwendbar. Aufbauend auf den Diﬀusionskoeﬃzienten eines idealen














b = −0,27− 0,38̟ ,
und c = −0,05 + 0,10̟ .
Hierbei sind pcr und ̟ die mit dem Molenbruch gewichteten, arithmetischen Mittelwerte
dieser Größen beider Komponenten α und β eines binären Gemisches. Der Ausdruck (pDαβ)
ig
kann aus Glg. (2.5.7) gewonnen werden. Der Faktor a ist im Originalmodell auf den Wert
1,07 festgelegt. Damit das Modell jedoch unter Idealgasbedingungen gegen das korrekte Limit
eines idealen Gemisches geht, wurde dieser hier modiﬁziert und zu 1,00 gesetzt. Da die Fehler
im Hochdruckbereich ohnehin oft recht groß sind, spielt diese Änderung zum Originalmodell
in Höhe von 7 % nur eine geringe Rolle.
Gleichung (2.5.27) ist streng genommen nur für binäre Mischungen gültig. Um den Rechenauf-
wand gering zu halten, wurden im CFD-Code für alle Speziespaare (α,β) die Größen µ, µiG, pcr
und ̟ der gesamten Mischung verwendet bzw. für die beiden letzten Größen deren mit dem
Molenbruch gewichtetes, arithmetisches Mittel der Reinstoﬀe. In Raketenbrennkammersimu-
lationen mit H2 - O2 Verbrennung treten überwiegend Bereiche auf, in denen näherungsweise
binäre Mischungen vorliegen (H2 mit H2O bzw. O2 mit H2O sowie möglicherweise H2 mit O2)
oder Realgaseﬀekte aufgrund der sehr hohen Temperaturen vernachlässigt werden können.
Aus diesem Grund sollte diese Näherung keinen allzu großen Einﬂuss entfalten. Da das Modell
von Riazi und Whitson (1993) [183] von µ, µiG und vm abhängt, wird die Genauigkeit des Mo-
dells im CFD-Code auch von den vorangeschalteten Modellen für die Viskositätsberechnung
sowie der verwendeten Zustandsgleichung beeinﬂusst.
Abbildungen 2.16(a) und 2.16(b) zeigen einen Vergleich experimentell ermittelter Diﬀusions-
koeﬃzienten einer CO2 - C2H4 Mischung sowie einer H2O-CO2 Mischung mit berechneten
Werten nach den Modellen von Fuller et al. (1966) [55] (für ideale Gase, siehe Abschnitt 2.5.2),
Riazi und Whitson (1993) [183] sowie Takahashi (1974) [212]. Während das Modell von Fuller
et al. (1966) [55] bei niedrigen Drücken noch sehr gute Ergebnisse liefert, werden die Diﬀu-
sionskoeﬃzienten mit ansteigenden Drücken zunehmend überschätzt. Die Modelle von Riazi
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Abbildung 2.16: Vergleich berechneter binärer Diﬀusionskoeﬃzienten einer CO2 - C2H4
Mischung (a) und einer H2O-CO2 Mischung (b) nach den Modellen von Ful-
ler et al. (1966) [55] (für ideale Gase), Riazi und Whitson (1993) [183] sowie
Takahashi (1974) [212] mit experimentellen Daten aus Poling (2001) [176]
bzw. Xu et al. (2003) [246].
und Whitson (1993) [183] sowie Takahashi (1974) [212] liefern für die CO2 - C2H4 Mischung
beide sehr ähnliche und gute Resultate. Im Falle der H2O-CO2 Mischung wird jedoch deut-
lich, dass wie zuvor erwähnt das Modell von Takahashi (1974) [212] unphysikalische Werte
liefern kann. Das Modell von Riazi und Whitson (1993) [183] hingegen zeigt auch hier eine




In diesem Kapitel werden die zugrundeliegenden Gleichungen und Modelle für die Simulation
turbulenter Strömungen ohne und mit Verbrennung beschrieben, welche im verwendeten
CFD-Code TASCOM3D (Simsont und Gerlinger (2016) [198]) implementiert sind und ver-
wendet wurden.
3.1 Erhaltungs- und Transportgleichungen
Für die Modellierung kompressibler, turbulenter und reaktiver Strömungen werden in die-
ser Arbeit die gemittelten31 oder alternativ die räumlich geﬁlterten32, erweiterten Navier-
Stokes Gleichungen verwendet. Aufgrund der starken Dichtevariationen und teils sehr ho-
hen Strömungsgeschwindigkeiten in den durchgeführten Simulationen kommt deren kom-
pressible Form zum Einsatz. Der Erhalt von Masse, Impuls und Energie wird durch die
Kontinuitäts-, Impulserhaltungs- und Energieerhaltungsgleichung beschrieben. Die in die-
ser Arbeit verwendete Turbulenzmodellierung basiert auf Zweigleichungsturbulenzmodellen
(Davidson (2011) [39]), so dass zwei weitere Transportgleichungen für zwei Turbulenzvaria-
blen gelöst werden müssen. Die beiden Turbulenzvariablen stellen entsprechend kombiniert
ein Maß für die charakteristischen turbulenten Längen- und Zeitskalen dar. Für die Mo-
dellierung des Speziestransports werden weitere Nsp− 1 Komponentenerhaltungsgleichungen
gelöst, wobei Nsp die Anzahl der berücksichtigten Spezies ist. Im Falle reaktiver Strömun-
gen wird ein Finite-Raten Chemie (FRC) Ansatz für die Verbrennungsmodellierung gewählt
(Gerlinger (2005) [58]). Hierfür wird ein zusätzlicher chemischer Quellterm in die Komponen-
tengleichungen eingefügt33.
Die Navier-Stokes Gleichungen sind ein stark gekoppeltes System von Diﬀerentialgleichun-
gen, welches sich kompakt in Vektorschreibweise und unter Zuhilfenahme der Einstein’schen
Summenkonvention34 darstellen lässt. In diﬀerentieller Form ergibt sich (Hirsch (2007) [79],
Masatsuka (2013) [128])
31 Zeitliches Mittel für stationäre RANS bzw. Ensemblemittel für instationäre URANS Simulationen.
32 Für LES bzw. hybride URANS/LES Verfahren (wie z. B. DDES) im LES-Modus.
33Die Spezieserhaltungsgleichungen werden somit zu reinen Transportgleichungen für die jeweilige Spezies.
34Wenn nicht anders angegeben, wird über doppelte Indizes in Produkttermen aufsummiert.












= S . (3.1.1)
Dabei ist Qc der konservative Variablenvektor, Fℓ der Flussvektor in ℓ-Richtung, S der Quell-
termvektor, t die Zeit und xℓ die Raumkoordinate in ℓ-Richtung. Für den zweidimensionalen,
rotationssymmetrischen Fall repräsentiert y = x2 die Koordinate senkrecht zur Rotations-
achse x = x1 und es gilt δ = 1 (Meng und Yang (2003) [139], Masatsuka (2013) [128], Shuen
et al. (1993) [195]). Zusätzlich enthält der Quellterm S weitere Einträge aufgrund der Koor-
dinatentransformation in Zylinderkoordinaten. Für alle anderen Fälle gilt δ = 0. Der Index
ℓ durchläuft alle Raumrichtungen von 1 bis NDim = 1, 2, 3 für 1D, 2D und 3D Simulationen.
Der Wertebereich für die Indizes ℓ,m, n = 1,...,NDim und α, β = 1,...,Nsp − 1 wird in den
nachfolgenden Gleichungen nicht weiter explizit angegeben.
Für die in dieser Arbeit verwendete Finite-Volumen Diskretisierungsmethode (Versteeg und
Malalasekera (2007) [230]) wird die mathematisch äquivalente Integralform verwendet (Hirsch














S dV ′ . (3.1.2)
Dabei ist Ω das integrierte Volumen und S dessen Oberﬂäche. Diese Form ist allgemeiner
und lässt auch Unstetigkeiten in der Lösung zu, wie sie an Phasengrenzen (z. B. bei lokaler
Kondensation) oder in Überschallströmungen an Verdichtungsstößen (z. B. bei Strömungs-
ablösung in unterexpandierten Düsen von Raketentriebwerken) vorkommen. Für eine über-
sichtlichere Darstellung und bessere Lesbarkeit wird nachfolgend jedoch auch teilweise auf
die diﬀerentielle Form zurückgegriﬀen.
Der in den Gleichungen (3.1.1) und (3.1.2) verwendete Vektor der konservativen Variablen
ergibt sich für die gewählte Turbulenz- und Chemiemodellierung zu
Qc = ρ¯
[





Variablen in geschweiften Klammern stellen Reihenvektoren mit entsprechender Anzahl an
Einträgen dar. Die im Vektor Qc enthaltenen Variablen sind die Dichte ρ, die Geschwindig-
keitskomponenten in ℓ-Richtung uℓ, die massenspeziﬁsche Totalenergie etot sowie der Vektor
der Speziesmassenbrüche {Yα}. Ein ¯ kennzeichnet gemittelte bzw. geﬁlterte Variablen un-
ter Verwendung der Reynolds-Zerlegung, Variablen mit ˜ stehen analog für Variablen, die
sich unter Verwendung der dichtebasierten Favre-Zerlegung ergeben (Hirsch (2007) [79]). Qc
enthält zudem zwei Turbulenzvariablen. Für die in dieser Arbeit verwendeten Zweigleichungs-
turbulenzmodelle sind dies stets die turbulente Frequenz ω sowie eine weitere Variable K.
Diese repräsentiert entweder die turbulente kinetische Energie k oder deren Wurzel q =
√
k.
Der Quelltermvektor S besitzt Einträge aufgrund von Gravitation (soweit nicht vernach-
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lässigt) in den Impuls- und Energieerhaltungsgleichungen, aufgrund von Turbulenz in den
Transportgleichungen für die Turbulenzvariablen und aufgrund von chemischen Reaktionen
in den Speziestransportgleichungen. Außerdem ergeben sich wie schon erwähnt weitere Ein-
träge im Falle achsensymmetrischer Rechnungen. Der Quelltermvektor ergibt sich mit dem
Beschleunigungvektor durch Gravitation35 {gℓ} = [−9,81 m2/s , 0 , 0]T zu
S = yδ
[
























, 0 , . . . , 0
]T
.
Dabei sind u˜ = u˜1 und v˜ = u˜2 die Geschwindigkeitskomponenten in Richtung x = x1 bzw.
y = x2 und µeff ist die eﬀektive Viskosität. SK und Sω sind Quellterme in den Turbulenzglei-
chungen aufgrund von Produktion, Dissipation und Umverteilung von Turbulenz.
Der Flussvektor in die ℓ-Raumrichtung
Fℓ = (Fk,ℓ − Fd,ℓ) , (3.1.5)
lässt sich in die Anteile aus reibungsfreiem (konvektivem und akustischem) Fluss Fk,ℓ
Fk,ℓ = u˜ℓQc + [ 0 , {p¯ δℓm} , u˜ℓ p¯ , 0 , . . . , 0 ]T (3.1.6)
und reibungsbehaftetem (diﬀusivem) Fluss Fd,ℓ
Fd,ℓ =
[
0, {τℓm} , u˜ℓτℓm + µeff ∂k
∂xℓ








aufspalten. Dabei ist δℓm das Kronecker-Delta. µeff,K und µeff ,ω sind die eﬀektiven Diﬀusions-
koeﬃzienten in den Turbulenzgleichungen.
Die diﬀusiven Flüsse enthalten weitere Terme, welche modelliert werden müssen. Die Kom-
ponenten des eﬀektiven Spannungstensors τℓm werden mit Hilfe der Boussinesq- und Stokes-
Hypothese sowie der Annahme eines Newton’schen Fluides auf folgende Weise modelliert

















Der modellierte Wärmestrom φℓ setzt sich aus einem Anteil aus der Fourier’schen Wärmelei-
tung und einem Anteil aufgrund von Enthalpietransport durch Speziesdiﬀusion zusammen:
35Die x1-Achse des Koordinatensystems wird senkrecht zur Gravitationskraft angenommen.
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Hierbei ist λeff die eﬀektive Wärmeleitfähigkeit. Die Diﬀusionsgeschwindigkeiten ∆u˜ℓ,α wer-







Dabei ist Dα,eff ein eﬀektiver Diﬀusionskoeﬃzient der Spezies α in die Mischung, welcher
sich aus einem laminaren Dα und einem turbulenten Dt Anteil zusammensetzt. Ersterer





















Um eine mathemathisch wohl deﬁnierte Gleichung für den Grenzfall eines Reinstoﬀes zu
erhalten, ist die Formulierung auf der rechten Seite in Glg. (3.1.11) mit X˜∗β = max(X˜β,10
−12)
zu verwenden (CHEMKIN® [23]).
Da die Verwendung eines approximierten Diﬀusionskoeﬃzienten Dα in der Regel nicht ge-
währleistet, dass sich die Summe der Diﬀusionsströme jα mit
jα = −ρ¯Y˜α∆u˜ℓ,α (3.1.12)



















Y˜α∆u˜ℓ,α = 0. (3.1.15)
Die eﬀektiven Transportkoeﬃzienten in Gleichungen (3.1.8) - (3.1.10) setzen sich jeweils
zusammen aus ihrem molekularen, physikalischen Anteil sowie ihrem turbulenten Anteil.
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Letzterer stammt aus der Modellierung der ungeschlossenen Terme, die bei der Mittelung
bzw. bei der räumlichen Filterung entstehen. Mittels eines einfachen Gradienten-Diﬀusions-
Ansatzes in Analogie zu den molekularen Anteilen werden diese Terme geschlossen (Versteeg
und Malalasekera (2007) [230]):
µeff = µ+ µt , (3.1.16)








Der Einﬂuss turbulenter Schwankungen auf die molekularen Transportkoeﬃzienten wird ver-
nachlässigt (µ ≈ µ¯, λ ≈ λ¯ und Dα ≈ D¯α,). Die turbulente Viskosität wird über das Tur-
bulenzmodell berechnet. Die turbulente Prandtl- und Schmidt-Zahl (Prt , Sct) werden in der
Regel abhängig vom Testfall und meistens gleich groß gewählt. In der Literatur ﬁnden sich
typische Werte von 0,9 für die Simulation von Grenzschichten, 0,7 für axialsymmetrische
Freistrahlen und 0,5 für planare Freistrahlen (Launder (1991) [103]). Tatsächlich können bei-
de Parameter in komplexeren Strömungen jedoch stark variieren und ihr Einﬂuss auf die
Simulationsergebnisse kann so groß sein wie die Wahl des Turbulenzmodells (Ivanova et al.
(2012) [87], Keistler (2009) [91], Xiao et al. (2005) [245]).
Bei der Modellierung der diﬀusiven Prozesse bleiben Thermodiﬀusion (Soret-Eﬀekt) sowie der
komplementäre Dufour-Eﬀekt in dieser Arbeit unberücksichtigt. Oefelein (2002 , 2006) [160,
161] zeigt jedoch, dass beide Eﬀekte bei überkritischen Bedingungen nur einen geringen
Einﬂuss auf die Durchmischung und Verbrennung von H2 und O2 in Raketenbrennkammern
mit koaxialer Einspritzung haben. Ebenso können Einﬂüsse aus Druckdiﬀusion und Strahlung
in dieser Arbeit vernachlässigt werden.
Um ein geschlossenes Gleichungssystem zu erhalten sind weitere Beziehungen nötig. Der
Massenanteil der Nsp-ten Spezies ergibt sich aus nachfolgender Bedingung:
Nsp∑
α=1




Zudem gilt für die gemittelte massenspeziﬁsche Totalenergie
e˜tot = e˜ +
1
2





u˜ℓu˜ℓ + k . (3.1.20)
Die Verknüpfung von Druck, Dichte, Temperatur und Spezieszusammensetzung erfolgt über
eine (thermische) Zustandsgleichung in der allgemeinen Form
p¯ = p¯ (ρ,T,{Yα}) ≈ p¯(ρ¯,T˜,{Y˜α}). (3.1.21)
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Dabei werden der Einﬂuss turbulenter Schwankungen der unabhängigen thermodynamischen
Variablen ρ, T und Yα auf p wegen fehlender, zuverlässiger Modelle vernachlässigt (Yang








und h˜ = h˜
(
ρ,T,{Yα}
) ≈ h˜(ρ¯,T˜,{Y˜α}). Zuletzt werden noch die Stoﬀeigenschaf-
ten (µ, λ, und Dαβ) aller Spezies sowie Modelle zur Berechnung der Wärmekapazitäten,
Enthalpien und Entropien bei Idealgasbedingungen (ciGp , h
iG und siG) benötigt, worauf in
Kapitel 2 bereits ausführlich Bezug genommen wurde. Die Werte bei Realgasbedingungen
ergeben sich für letztere aus der Zustandsgleichung in Kombination mit konsistenten und
allgemeingültigen thermodynamischen Formeln (siehe ebenso Kapitel 2).
Im weiteren Verlauf der Arbeit werden aus Gründen der Kompaktheit und Übersichtlichkeit
die Terme für 2D achsensymmetrische Rechnungen weggelassen (δ = 0). Die Erweiterung
auf 2D achsensymmetrische Strömungen ist jedoch leicht durch erneutes Hinzufügen der
entsprechenden Terme zu bewerkstelligen.
3.2 Turbulenzmodellierung
Im Zuge dieser Arbeit kommen sowohl RANS bzw. URANS Simulationen als auch ein hybri-
des URANS/LES Verfahren, DDES genannt (Kindler (2014) [96]) zur Anwendung. Hierfür
werden zur Modellierung der Turbulenz die gemittelten oder geﬁlterten Navier-Stokes Glei-
chungen gelöst (siehe vorherigen Abschnitt). RANS bzw. URANS Simulationen erfordern
einen deutlich geringeren Einsatz an Rechenressourcen als der Einsatz hochwertigerer LES
oder gar DNS, bei denen die turbulenten Wirbelstrukturen teilweise oder ganz durch das
Rechengitter aufgelöst werden müssen (Hirsch (2007) [79]). Insbesondere die deutlich höhe-
ren Anforderungen an die wandparallele Gitterauﬂösung in der Grenzschicht erhöhen den
Rechenaufwand von LES und DNS erheblich.
3.2.1 RANS und URANS
Für die RANS und URANS Simulationen wurden drei in TASCOM3D verfügbare Zweiglei-
chungsturbulenzmodelle eingesetzt:
• q -ω von Coakley (1992) [32],
• k -ω von Wilcox (2008) [242],
• k -ω SST (Shear Stress Transport) von Menter (1993) [141].
Im k -ω und k -ω SST Modell werden zwei zusätzliche Transportgleichungen für die turbu-
lente kinetische Energie k und die turbulente Frequenz ω = ǫ/k gelöst, für das q -ω Modell
hingegen für q =
√
k und ω. Hierbei ist ǫ die Dissipationsrate der turbulenten kinetischen
Energie, welche ein Maß für den turbulenten Energietransport in der Energiekaskade von den
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großen zu den kleinen Wirbeln darstellt. Die detaillierten Transportgleichungen können den
Originalreferenzen oder für die Implementierung in TASCOM3D den Arbeiten von Gerlinger
(1995) [56], Stoll (2001) [208] sowie Kindler (2014) [96] entnommen werden. Die jeweiligen
beiden Turbulenzgrößen werden zur Berechnung der turbulenten Viskosität verwendet, um
das gemittelte bzw. geﬁlterte Gleichungssystem zu schließen:
µt = µt (k , ω) bzw. µt = µt (q , ω) . (3.2.1)
Alle drei verwendeten Turbulenzmodelle sind sogenannte Low-Reynolds Turbulenzmodelle.
Die mit diesen Modellen verwendeten Rechengitter zeichnen sich durch eine feine Gitter-
auﬂösung entlang von Wänden in lokal zu den Wänden orthonormaler Richtung aus. Die
wandnächste Zelle sollte als Richtwert so gewählt werden, dass für deren dimensionslosen
Wandabstand y+ ≤ 1 erfüllt ist36 (Menter et al. (2003) [140]). Dies wurde auch in dieser
Arbeit bei der Gittergenerierung berücksichtigt. Die steilen Gradienten der Strömungsgrö-
ßen an den Wänden werden damit durch das Rechengitter aufgelöst und nicht modelliert, so
dass sich Rechnungen mit Low-Reynolds Turbulenzmodellen auch zur Simulation komplexer
wandnaher Strömungen (z. B. mit Ablösung) eignen37. In den in dieser Arbeit präsentierten
Simulationen zeigte sich das q -ω Modell als das numerisch robusteste. Allerdings wurde auch
ein stark dämpfender und diﬀusiver Einﬂuss auf die Strömung gegenüber den beiden anderen
verwendeten Modellen beobachtet. Sowohl das q -ω als auch das k -ω SST Modell eigneten
sich in den untersuchten Testfällen eher dazu, ein stationäres Strömungsfeld als Lösung zu er-
halten. Simulationen mit dem k -ω Modell zeigten auf identischen Rechengittern tendenziell
ein instationäreres Verhalten.
3.2.2 Hybrides URANS /LES Verfahren: DDES
Die DES (Detached-Eddy Simulation) von Spalart et al. (1997) [205] verknüpft die Vorteile
von URANS Simulationen und LES. In der wandnahen Grenzschicht werden die Gleichungen
im URANS-Modus gelöst, während in der Kernströmung die modellierte turbulente Wir-
belviskosität reduziert und somit im LES-Modus gerechnet wird. Der Einsatz von RANS
Modellen an Wänden reduziert die erforderliche Gitterauﬂösung in wandparalleler Richtung
deutlich gegenüber einer reinen LES. Zudem sind RANS Turbulenzmodelle oft für eine gu-
te Wiedergabe wandnaher Strömungen kalibriert. In der Kernströmung unterscheidet sich
36Die wandnächste Zelle befindet sich damit im Low-Reynolds Bereich, also im Bereich sehr niedriger
Reynoldszahlen, in dem die Reibungskräfte gegenüber den Trägheitskräften dominieren.
37 Für die Simulation wandnaher Strömungen können auch sogenannte High-Reynolds Turbulenzmodelle wie
das k-ǫ Modell herangezogen werden (Davidson (2011) [39]). Diese verwenden eine grobe Wandauflösung
(30 < y+ < 100 für die wandnächste Zelle) und sind daher weniger rechenintensiv (Davidson (2011) [39]).
Die Verknüpfung zwischen Wand und Kernströmung wird modelliert und erfolgt über sogenannte Wand-
funktionen (Davidson (2011) [39]). Da diese auf der Annahme einer vollausgebildeten, turbulenten Grenz-
schicht basieren, sind High-Reynolds Turbulenzmodelle jedoch in der Regel nicht für die Berechnung wand-
naher Strömungen mit Ablösung geeignet.
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die DES praktisch nicht von einer reinen LES und die feinskaligen, turbulenten Strukturen
werden bei entsprechend feinem Rechengitter größtenteils aufgelöst anstatt modelliert. Die
DDES (Delayed DES) von Spalart et al. (2006) [204] ist eine Weiterentwicklung der DES mit
einem verbesserten Übergang zwischen beiden Zonen38.
Die DES und die DDES wurden ursprünglich von Spalart et al. (1997) [205] und Spalart et
al. (2006) [204] aufbauend auf dem Eingleichungsturbulenzmodell von Spalart und Allmaras
(1992) [203] entwickelt, sind jedoch auch auf andere Turbulenzmodelle wie das k -ω Modell
von Wilcox (2008) [242] und das k -ω SST Modell von Menter (1993) [141] anwendbar (Travin
et al. (2004) [217]). In dieser Arbeit wird die DDES in Kombination mit dem k -ω Modell wie
von Kindler (2014) [96] implementiert verwendet. Das Umschalten zwischen URANS- und
LES-Modus erfolgt hier durch eine Modiﬁkation der turbulenten RANS-Längenskala ℓk−ω im
Dissipationsterm Dk,RANS der k-Gleichung, welcher Bestandteil des Quellterms Sk ist:
Dk,RANS ∼ k ω ∼ k
3/2
ℓk−ω




Das Längenmaß ℓk−ω wird nun durch einen neuen Ausdruck
ℓDDES = ℓk−ω − fDDES · max(0 , ℓk−ω − CDDES∆DDES) (3.2.3)
ersetzt. Dabei ist fDDES eine Überblendfunktion, CDDES eine Konstante ähnlich der Smagorin-
sky-Konstante (Smagorinsky (1963) [199]) und ∆DDES die lokale Filterweite, welche in der
Kernströmung etwa der längsten Zellseite entspricht. Die Berechnung der Filterweite und der
Überblendfunktion nach Spalart et al. (2006) [204] ermöglicht ein korrektes Umschalten vom
URANS-Modus an der Wand mit Längenskala ℓk−ω hin zum LES-Modus in der Kernströ-
mung mit Längenskala ℓDDES = CDDES∆DDES. Die turbulente Viskosität wird im LES-Modus
deutlich reduziert (µt ∼ ℓ 2DDES ≪ ℓ 2k−ω). Unter der Annahme, dass lokal ein Gleichgewicht
aus Turbulenzproduktion (auf der makroskopischen Ebene der großen Wirbel) und Energie-
dissipation (auf der mikroskopischen Ebene der kleinsten Wirbel) besteht, geht die DDES im
LES-Modus in die Form des Modells von Smagorinsky (1963) [199] über39. Im LES-Modus
ist die k-Gleichung zudem fast vollständig von der ω-Gleichung entkoppelt. Eine Übersicht
zum in dieser Arbeit verwendeten DES Ansatz ﬁndet sich in Kindler (2014) [96].
38Die DES neigt zu einem zu frühen Umschalten in den LES-Modus in der Grenzschicht (Spalart et al.
(2006) [204]).
39 Exakt ist dies nur für inkompressible Strömungen der Fall, da das Smagorinsky-Modell auf Basis inkom-
pressibler Strömungen entwickelt wurde. Die Anteile aufgrund von Kompressibilität und der modellierten




Der Quellterm SYα in den Speziestransportgleichungen beschreibt die Umsatzrate der jewei-
ligen Spezies durch chemische Reaktionen. Dieser Term ist eine stark nichtlineare Funktion
der Temperatur und Spezieskonzentrationen. Der bei der Mittelung bzw. Filterung entste-
hende, gemittelte bzw. geﬁlterte chemische Quellterm ist nicht mehr eine geschlossene Funk-
tion der gemittelten bzw. geﬁlterten Temperatur und Spezieskonzentrationen, sondern hängt
auch von deren Schwankungsgrößen ab. Mit Hilfe von Ansätzen basierend auf Wahrschein-
lichkeitsdichtefunktionen kann der Einﬂuss turbulenter Schwankungen auf die Reaktionsrate
berücksichtigt werden (Gerlinger (2005) [58]). Turbulenz-Chemie-Interaktion bleibt jedoch im
Rahmen dieser Arbeit unberücksichtigt. Damit werden die gemittelten Reaktionsraten nur
als Funktion der gemittelten, unabhängigen Variablen modelliert, was bei stark turbulenten
Flammen zu größeren Fehlern in der Modellierung führen kann:
SYα = SYα ( ρ , T , {Yα} ) ≈ SYα( ρ¯ , T˜ ,{Y˜α} ) . (3.3.1)
Bei dem in dieser Arbeit verwendeten Finite-Raten Chemie (FRC) Ansatz wird die Verbren-
nung als System von Elementarreaktionen dargestellt. Dafür werden teils sehr detaillierte
Reaktionsmechanismen verwendet, die der Literatur entnommen werden können. Für H2 - O2
Verbrennungssimulationen bei hohen Drücken existieren einige gut validierte Reaktionsme-
chanismen. Die Mechanismen von Ó Conaire et al. (2004) [158], Li et al. (2004) [119] und
Burke et al. (2012) [18] sind für den Bereich der Hochdruckverbrennung validiert, wie er in
Raketenbrennkammern vorkommt. Alle drei Reaktionsmechanismen basieren auf 19 Reaktio-
nen und acht Spezies (H2, O2, OH, H, O, HO2, H2O2, H2O), für die jeweils (bis auf die letzte
Spezies) eine Transportgleichung gelöst werden muss.
Das System von Elementarreaktionen lässt sich für Nsp Spezies und Nr Elementarreaktionen









ν ′′α,rc˜α , r = 1,...,Nr. (3.3.2)
Dabei stehen ν ′α,r und ν
′′
α,r für die Stöchiometriekoeﬃzienten der Edukte und Produkte der
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ergibt. Die gemittelte Geschwindigkeitskonstante k¯fr (f = forward) der Hinreaktion r wird
über einen Arrhenius-Ansatz (unter Vernachlässigung turbulenter Schwankungen) berechnet:






Dabei werden die Arrheniuskonstante Ar, der Temperaturkoeﬃzient nr sowie die Aktivie-
rungsenergie EAr aus dem verwendeten Reaktionsmechanismus entnommen. Die gemittelte






ermittelt. Die temperaturabhängige, auf Konzentrationen bezogene Gleichgewichtskonstante









Der Referenzdruck p0 ist 1,01325 bar. Die auf Fugazitäten (siehe Abschnitt 2.4.2.4) basierte













Für ideale Gase entspricht Kfr der auf Partialdrücken basierten Gleichgewichtskonstante Kpr
und das chemische Potential µ˜α = ˜ˇgα =
˜ˇhα − T˜ ˜ˇsα der molaren Gibb-Energie µ˜α iG= g˜iGm,α =
h˜iGm,α− T˜ s˜iGm,α. Die partiellen molaren Enthalpien und Entropien gehen bei Idealgasbedingun-
gen in die molaren Speziesenthalpien und -entropien über. Da die H2 - O2 Verbrennung in
Raketenbrennkammern erst bei hohen Temperaturen einsetzt, bei denen nahezu Idealgasbe-
dingungen vorherrschen, können die gleichen Ausdrücke wie für ideale Gase verwendet werden
und es ist keine Code-Modiﬁkation an dieser Stelle sowie in den entsprechenden Ableitungen
des chemischen Quellterms nach Druck, Temperatur und Speziesmassenbrüchen nötig, welche
im impliziten Lösungsverfahren in den Jakobimatrizen benötigt werden (siehe Kapitel 4).





























εβ,rc˜β fu¨r Dreierstoßreaktionen mit inertem Reaktionspartner.
(3.3.10)
80 3.3 Verbrennungsmodellierung
Die Dreierstoßeﬀektivitäten εβ,r können den Reaktionsmechanismen entnommen werden.
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4 Numerisches Lösungsverfahren
In diesem Kapitel wird das numerische Verfahren beschrieben, welches zum Lösen der in
Kapitel 3 eingeführten, turbulenten Strömungsgleichungen mit Verbrennung eingesetzt wird.
4.1 Präkonditionierung und Zeitintegration
Die Konvergenz eines Lösungsverfahrens zur Zeitintegration des Gleichungssystems (3.1.1)
hängt maßgeblich von der Konditionierung des Gleichungssystems selbst ab, also dem Verhält-
nis der größten und kleinsten Zeitskalen, bei denen die physikalischen Phänomene ablaufen.
Die Zeitskalen der chemischen Elementarreaktionen in Verbrennungsprozessen unterscheiden
sich beispielhaft um mehrere Größenordnungen (Gerlinger (2005) [58]). Auch die Zeitskalen
der Wirbel in einer turbulenten Strömung variieren sehr stark. Dies resultiert in einem sehr






Eine Konditionszahl Ko ≈ 1 entspricht einem sehr gut konditionierten System, sehr große
Konditionszahlen einem sehr schlecht konditionierten System. Die Eigenwerte des Gleichungs-
systems werden durch λ(i) repräsentiert, welche als Geschwindigkeitskalen bzw. inverse Zeits-
kalen betrachtet werden können. Der betragsmäßig größte Eigenwert begrenzt den maximal
wählbaren Zeitschritt der meisten numerischen Verfahren.
Der Einsatz expliziter Zeitintegrationsverfahren würde sehr kleine Zeitschritte erforderlich
machen, um ein stabiles Verfahren zu erhalten (Gerlinger (2005) [58], Hirsch (2007) [79]).
Aufgrund der damit verbundenen großen Anzahl benötigter Zeitschritte (bei instationären
Simulationen) bzw. Iterationen bis zur Konvergenz des Verfahrens (bei stationären Simu-
lationen) sind explizite Verfahren für viele Anwendungen oft ineﬃzient. Durch die (Punkt-
)implizite Behandlung des chemischen und turbulenten Quellterms in Glg. (3.1.1) werden
zwar die Werte des betragsmäßig größten Eigenwerts und damit der Konditionszahl nicht
verringert, d. h. die hohe Steiﬁgkeit des Gleichungssystems (3.1.1) aufgrund der chemischen
und turbulenten Quellterme sowie die damit verbundene langsame Konvergenzrate bleiben
also erhalten (Meister (2011) [138]), jedoch können wesentlich größere Zeitschritte gewählt
werden, ohne dass das numerische Verfahren instabil wird. Der erhöhte Rechenaufwand pro


















Abbildung 4.1: Konditionszahl der Euler-Gleichungen in Abhängigkeit der Machzahl ohne
und mit Präkonditionierung (Stoll (2001) [208]).
Iteration und der für instationäre Simulationen zusätzliche Aufwand aufgrund des nötigen
iterativen Vorgehens in impliziten Verfahren kann in vielen Fällen durch die schnellere Kon-
vergenz aufgrund der größer wählbaren Zeitschritte mehr als wett gemacht werden. Der Zeit-
schritt kann so groß gewählt werden, dass das numerische Verfahren noch stabil ist. Für
instationäre Simulationen sollte er jedoch klein genug sein, um die wichtigsten, physikali-
schen Phänomene mit hinreichender Genauigkeit zeitlich aufzulösen und die numerischen
Abbruchfehler aus der zeitlichen Diskretisierung gering zu halten.
Eine weitere Ursache der (lokal) hohen Steiﬁgkeit in den Strömungsgleichungen (3.1.1) sind
die (lokal) stark unterschiedlichen Zeitskalen bzw. Ausbreitungsgeschwindigkeiten von kon-
vektiven und akustischen Störungen in der Strömung. Für stationäre, laminare, nichtrea-
gierende Strömungen bei hohen Reynoldszahlen und damit Vernachlässigung der diﬀusiven
Flüsse sowie der Chemiequellterme und Turbulenzgleichungen sind dies die Eigenwerte der
Jakobimatrizen der reibungsfreien Flüsse, also |u|+ as, |u| - as und |u|. Dabei ist |u| = ‖u˜ℓu˜ℓ‖2
der Betrag der Gesamtgeschwindigkeit. Diese Eigenwerte repräsentieren die Ausbreitungsge-
schwindigkeiten konvektiver und akustischer Störungen in den Euler-Gleichungen entlang so-
genannter Charakteristiken (Hirsch (2007) [79]). Die sich so ergebende Konditionszahl (ohne
Präkonditionierung) ist in Abb. 4.1 in Abhängigkeit der Machzahl Ma = |u| / as aufgetragen
(Stoll (2001) [208]).
Für sehr kleine Machzahlen (Ma → 0) und im sonischen Bereich (Ma ≈ 1) ergibt sich das
Problem, dass die Konditionszahl singulär wird. Dies führt für Strömungen in diesen Berei-
chen (lokal) zu einem sehr schlechten Konvergenzverhalten. Bei verschwindender Machzahl
kommt erschwerend hinzu, dass die Dichte im Gegensatz zum Druck nur noch sehr schwach
an die Geschwindigkeit der Strömung gekoppelt ist: |dρ/ρ| = Ma2|du/u| (VDI (2005) [229]).
Dies resultiert in großen numerischen Fehlern durch die endliche Stellenanzahl in der Gleit-
kommaarithmetik (Lee (2005 , 2007) [109, 110]). Eine implizite Behandlung der konvektiven
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Terme verbessert zwar die Stabilität des Verfahrens und erlaubt größere Zeitschritte, bei
niedrigen und sonischen Machzahlen wird eine gute Konvergenz jedoch weiterhin durch die
schlechte Konditionszahl verhindert.
Für (lokal) sonische Strömungsbereiche lässt sich dieses Problem nicht allgemein lösen (Lee
(1998) [106], Lee (2012) [111]). Die Konvergenz in Bereichen niedriger Machzahlen kann aber
durch etablierte Techniken verbessert werden. Ein Ausweg sind Druck-basierte Löser (Vers-
teeg und Malalasekera (2007) [230]), welche in speziellen Algorithmen zuerst den an die Ge-
schwindigkeit gekoppelten Druck berechnen und im Anschluss die Dichte aus der Beziehung
ρ= ρ (p , T , {Yα}) bestimmen. Diese Löser ﬁnden vorwiegend für inkompressible Strömun-
gen40 Anwendung, auch wenn Erweiterungen auf kompressible Strömungen für den gesam-
ten Machzahlbereich existieren (Ferziger und Perić (2002) [50]). Alternativ können Dichte-
basierte Löser41 durch eine Präkonditionierung erweitert werden (Turkel (1992 , 1999) [218,
219]), um auch Strömungen mit (lokal) sehr niedrigen Machzahlen berechnen zu können. Dies
hat die Vorteile, dass einerseits der gesamte Machzahlbereich abgedeckt wird und andererseits
weiterhin die Kontinuitätsgleichung gelöst wird und damit die Massenerhaltung gewährleistet
bleibt.
Die Idee der Präkonditionierung besteht darin, ein modiﬁziertes Gleichungssystem zu lösen,
welches bessere Konvergenzeigenschaften besitzt (Ko = O (1) für Ma→ 0), dessen Lösung im
auskonvergierten Zustand jedoch in die des ursprünglichen Gleichungssystems übergeht. Die
Eigenwerte des reibungsfreien Systems werden dazu auf die Größenordnung O(|u|) skaliert.
Für Bereiche niedriger Reynoldszahlen sowie für instationäre, reagierende und turbulente
Strömungen ergeben sich lokal Änderungen der Eigenwerte. Dies kann bei der Präkondi-
tionierung berücksichtigt werden, um eine weitere Verbesserung der Konvergenz zu erzie-
len (Choi und Merkle (1993) [28], Gerlinger (2005) [58], Lee (1998) [107], Turkel und Vatsa
(2010) [220], Venkateswaran und Merkle (1995) [228], Vigneron et al. (2006 , 2008) [231, 232]),
kommt in dieser Arbeit jedoch nicht zur Anwendung. Neben den Eigenwerten kann auch die
Orientierung der Eigenvektoren zueinander einen entscheidenden Einﬂuss auf die Konvergenz
und Robustheit des Verfahrens nehmen (deMedeiros und de B. Alves (2012) [40], Darmofal
(1996) [38]). An Staupunkten und zu Beginn von Simulationen können (nahe) parallele Eigen-
vektoren die Stabilität des Verfahrens stark beeinträchtigen. Dies soll an dieser Stelle jedoch
nicht weiter vertieft werden.
4.1.1 Präkonditionierung für stationäre Simulationen
Für stationäre Strömungen verschwindet der Zeitableitungsterm in Glg. (3.1.1). Dies hat zur
Folge, dass das verbliebene Gleichungssystem unter Betrachtung einer reibungsfreien, inerten
40An dieser Stelle soll darauf aufmerksam gemacht werden, dass der Begriff einer „inkompressiblen Strömung“
von dem eines „inkompressiblen Fluids“ mit ρ ≈ konst. zu unterscheiden ist.
41Hier wird ohne Präkonditionierung zuerst die Dichte und anschließend der Druck aus p= p( ρ , T , {Yα})
berechnet.
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Strömung je nach lokalen Strömungsbedingungen elliptisch, parabolisch oder hyperbolisch
im Raum ist (Hirsch (2007) [79]). Dadurch wird ein eﬃzientes Lösen der Gleichungen in
konvektionsdominierten Bereichen der Strömung verhindert, da numerische Lösungsverfahren
in der Regel nicht für alle drei Bereiche (eﬃzient) anwendbar sind. Um dieses Problem zu
umgehen, wird stattdessen auch für stationäre Strömungen oft ein Zeitintegrationsverfahren
angewandt (Hirsch (2007) [79]). Dafür wird wieder ein Zeitableitungsterm eingeführt bzw.






+ S . (4.1.2)
Im Falle einer konvergierten stationären Lösung verschwindet der künstliche Zeitableitungs-
term und man erhält das ursprüngliche Gleichungssystem. Der Vorteil liegt nun darin, dass
(für konvektionsdominierte Bereiche der Strömung) über den gesamten Machzahlbereich ein
hyperbolisches Gleichungssystem in Raum und Pseudozeit vorliegt (Hirsch (2007) [79]), für
dessen Lösung eﬃziente Algorithmen eingesetzt werden können. Da bei der Zeitintegrati-
on für stationäre Lösungen die Genauigkeit in der Pseudo-Zeit keine Rolle spielt, empﬁehlt
sich die Diskretisierung des Zeitableitungsterms mit einem impliziten Euler-Verfahren, da
dieses eine sehr große Stabilität aufweist. Zudem können alle zur Verfügung stehenden Mit-
tel zur Konvergenzbeschleunigung wie lokal unterschiedliche Zeitschritte, Residuenglättung,
Mehrgittertechniken oder Präkonditionierung eingesetzt werden (Gerlinger (2005) [58], Bla-
zek (2001) [13]).















+ S . (4.1.4)
Die alternative Schreibweise in Glg. (4.1.4) eignet sich besser für implizite Verfahren. Im
auskonvergierten Zustand hat der Präkonditionierer P keinen Einﬂuss auf die Lösung, da der
künstliche Zeitableitungsterm in der Pseudo-Zeit verschwindet.
Die Grundidee der Präkonditionierung ist die Modiﬁkation der Eigenwerte auf möglichst
gleiche Größe, so dass die Konditionszahl des Gleichungssystems verbessert wird. Dabei be-
steht eine große Freiheit bei der Wahl des Präkonditionierers. Dessen Form hängt unter
anderem von der Problemstellung, dem verwendeten Variablensatz und dem eingesetzten nu-
merischen Verfahren ab (Lee (1996) [105], Turkel (1992 , 1999) [218, 219]). In der Literatur
ﬁnden sich zahlreiche Beispiele für Präkonditionierer zur Lösung der Euler- und Navier-
Stokes-Gleichungen. In TASCOM3D (Stoll (2001) [208], Simsont und Gerlinger (2016) [198])
wird eine Präkonditionierungsmatrix nach Weiss und Smith (1995) [239] zur Skalierung der
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Eigenwerte einer reibungsfreien Strömung verwendet. Abhängig vom verwendeten numeri-
schen Verfahren sind weitere Modiﬁkationen im CFD-Code erforderlich, z. B. bei Einsatz
einer zentralen räumlichen Diskretisierung mit künstlicher numerischer Dämpfung oder im
hier verwendeten impliziten LU-SGS Algorithmus zur Lösung des Gleichungssystems (3.1.2)
(Stoll (2001) [208]).
Die gewünschte Skalierung der Eigenwerte wird durch eine Modiﬁkation der Schallgeschwin-
digkeit und damit der Ausbreitungsgeschwindigkeiten akustischer Störungen erreicht. Die
Kompressibilität in Bereichen schwach kompressibler Strömungen wird hierzu künstlich er-
höht, wodurch die hohe Steiﬁgkeit des Gleichungssystems bei sehr niedrigen Machzahlen
behoben werden kann. Das Konzept einer „künstlichen Kompressibilität“ (engl.: artiﬁcial
compressibility) zur Konvergenzbeschleunigung wurde zuerst an Lösern für inkompressible
Strömungen entwickelt, welche auf der inkompressiblen Form der Euler- bzw. Navier-Stokes-
Gleichungen beruhen (Chorin (1967) [29], Choi und Merkle (1985) [27]). Die Grundidee einer
modiﬁzierten Schallgeschwindigkeit wurde später auch auf Löser der kompressiblen Erhal-
tungsgleichungen übertragen, welche dadurch in der Lage sind, den gesamten Machzahl-
Bereich von (nahe) inkompressiblen bis hin zu hypersonischen Strömungen abzudecken (Choi
und Merkle (1993) [28]).





Abschnitt 2.4.2.5) lässt sich folgender Ausdruck für die im CFD-Code modellierte Schallge-
schwindigkeit herleiten (siehe Anhang E):
a˜2s =
ρ¯ c˜p
ρ¯ c˜pρp − T˜ρ¯ ρ2T
. (4.1.5)























Durch den Präkonditionierer kann dementsprechend über eine Modiﬁkation der Terme ρp,
ρT und c˜p = (∂h˜/∂T˜ )
∣∣∣
p¯,{Y˜ }
Einﬂuss auf die (modellierte) Schallgeschwindigkeit a˜s genommen
werden. Der in dieser Arbeit verwendete Weiss-Smith-Präkonditionierer (Weiss und Smith
(1995) [239]) ändert lediglich den Term ρp. Dafür wird allerdings der direkte Zugriﬀ auf
den Druck benötigt, welcher im konservativen Variablensatz Qc nicht enthalten ist. Um dies
zu erreichen, wird das Gleichungssystem mit Hilfe einer Variablentransformation auf einen
anderen Variablensatz transformiert. Der neue Variablenvektor muss dabei den Druck ent-
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halten42. Um für das verwendete, implizite Verfahren möglichst einfache Ableitungen in den
Jakobimatrizen zu erhalten, empﬁehlt sich die Verwendung des primitiven Variablenvektors
Qp =
[












IΓ ..= P−1T (4.1.9)
(ab hier anstatt P Präkonditionierungsmatrix genannt) lässt sich der präkonditionierte Zeit-













Die Matrix IΓ ist zugleich Präkonditionierer und Transformationsmatrix. Die Zeitintegration
(in Pseudo-Zeit) ﬁndet nun in primitiven Variablen statt.
Die in TASCOM3D (Stoll (2001) [208], Simsont und Gerlinger (2016) [198]) enthaltene
Präkonditionierung musste im Hinblick auf die Verwendung von Realgasgleichungen ange-
passt werden. Die Transformationsmatrix T und die Präkonditionierungsmatrix IΓ lassen
sich dann für die zuvor angegebenen Vektoren Qc und Qp und für den in TASCOM3D (Stoll
(2001) [208], Simsont und Gerlinger (2016) [198]) verwendeten Präkonditionierer von Weiss
und Smith (1995) [239] wie folgt als allgemeine Matrix M darstellen44:
42 Für die Simulation von Außenströmungen, bei denen ein relativ gleichmäßiger Referenzdruck im gesamten
Rechengebiet aufgeprägt wird, empfiehlt sich die Verwendung eines Relativdrucks (engl.: gauge pressure)
prel = p − pref bezüglich eines Referenzdrucks pref . Dadurch können Auslöschungsfehler durch die limi-
tierte Anzahl an signifikanten Stellen in der Gleitkommaarithmetik verringert werden (Meng und Yang
(2003) [139]). Für Innenströmungen mit stark veränderlichem Druck wie in Raketenbrennkammern ergibt
sich jedoch kein Vorteil.
43 In der Literatur findet sich oft die Enthalpie h anstatt der Temperatur T (z. B. Meng und Yang (2003) [139]).
Letztere muss dann jedoch aufwendig und iterativ aus der Enthalpie und dem Druck bzw. der Dichte
berechnet werden.
44 Einträge in eckigen Klammern repräsentieren Untermatrizen der Matrix M.















θT {ρ¯ u˜m} ρ¯c˜p + h˜totθT K ′ 0
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{0}T {0}T ︸ ︷︷ ︸
β = 1,...,Nsp
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2 ρ¯ q für K = q,ρ¯ für K = k . (4.1.11)
Eine Herleitung der Jakobieinträge der Totalenergie in Glg. (4.1.11) ﬁndet sich in Anhang E.
Die partiellen Ableitungen der Dichte wurden bereits in Abschnitt 2.4.2.5 präsentiert. Die
Transformationsmatrix T sowie die Präkonditionierungsmatrix IΓ für den Weiss-Smith-Prä-
konditionierer (Weiss und Smith (1995) [239]) gehen wie folgt aus der Matrix M hervor45:
θp ≡ ρp , θT ≡ ρT , θYβ ≡ ρYβ =⇒ T ≡M , (4.1.12)
θp ≡ 1/β , θT ≡ ρT , θYβ ≡ ρYβ =⇒ IΓ ≡M . (4.1.13)
Anstatt einen Präkonditionierer P und mit der anschließenden Variablentransformation die
Präkonditionierungsmatrix IΓ über eine rechenintensive Matrix-Matrix-Multiplikation zu be-
stimmen, werden die Eigenwerte des Systems direkt modiﬁziert, indem bestimmte Einträ-
ge in der IΓ-Matrix im Vergleich zur T-Matrix ersetzt werden. Im Falle des Weiss-Smith-
Präkonditionierers werden alle Ausdrücke ρp= (∂ρ¯/∂p¯)|T˜,{Y˜α} durch einen Skalierungsfaktor
1/β ersetzt. Dieser wird so gewählt, dass für verschwindende Machzahlen Ma→ 0 alle Eigen-
werte des reibungsfreien Gleichungssystems auf die Größenordnung O(|u|) skaliert werden
und damit Ko = O (1) gilt.
Zur Bestimmung der entsprechenden Eigenwerte wird das präkonditionierte Gleichungssys-
tem in der Form von Glg. (4.1.3) mit IΓ anstatt P und Vernachlässigung des Quellterms sowie
der diﬀusiven Flüsse herangezogen. Zunächst wird zur einfacheren Erläuterung der Wirkwei-
se der Präkonditionierung die diﬀerentielle Form des Gleichungssystems (3.1.1) behandelt.
Dabei wird vorerst eine eindimensionale Betrachtung durchgeführt. Die gewonnenen Erkennt-
45 Im Präkonditionierer von Choi und Merkle (1993) [28] ist hingegen θT = 0.
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nisse lassen sich im Anschluss auf die im Finite-Volumen Verfahren verwendete mehrdimen-
sionale, integrale Form des Gleichungssystems (3.1.2) übertragen. In der eindimensionalen
Betrachtung sei mit uℓ die Geschwindigkeit in der lokalen Strömungsrichtung ℓ bezeichnet.
Die Eigenwerte λℓ,(i) in der Raumrichtung ℓ, welche die Ausbreitungsgeschwindigkeiten der
konvektiven und akustischen Störungen in diese Richtung darstellen, entsprechen dann den
Nullstellen des charakteristischen Polynoms
det
∣∣∣∣IΓ−1∂Fk,ℓ∂Qp − λℓ I
∣∣∣∣ = 0 . (4.1.14)

























λℓ,(3,...,Dim(Qc)) = u˜ℓ .
















der lokalen Machzahl Ma = |u˜ℓ|/a˜s und einer sogenannten Pseudo-Machzahl Ma∗ deﬁniert
(Lee (2012) [111]). Der Präkonditionierungsfaktor β kann dann durch Kombination von



















1 + fβ (c˜p/c˜v − 1) . (4.1.18)
46 Dim(Qc) ist die Dimension des Vektors Qc. Gleichung (4.1.15) mit der gegebenen Definition von σ gilt
allgemein auch für reale Fluide. In Lee (2012) [111] ist lediglich ein Ausdruck für ideale Gase zu finden.
47Choi und Merkle (1993) [28] empfehlen ǫo = 10−5. Diese untere Schranke soll den zunehmenden Einfluss
von Auslöschungsfehlern in der Gleitkommaarithmetik bei sehr niedrigen Machzahlen begrenzen und eine
Divergenz der Lösung an Staupunkten verhindern (Lee (2012) [111]). In dieser Arbeit wurde ein Wert
von 10−2 verwendet, da niedrigere Werte oft zu Instabilitäten in den CFD-Simulationen führten. Die
Limitierung durch kMa∞ ist nur in den Fällen sinnvoll, in denen eine charakteristische Machzahl Ma∞ für
die Kernströmung angegeben werden kann. Lee (2012) [111] gibt hier k = 0,5 an. Die Limitierung greift
somit ohnehin nur für extrem niedrige Referenz-Machzahlen Ma∞.
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Der Ausdruck auf der rechten Seite von Glg. (4.1.18) kann mit Hilfe von Glg. (4.1.5) herge-
leitet werden (siehe Anhang E). Die akustischen Eigenwerte aus Glg. (4.1.15) lassen sich mit







u˜2ℓ(1− fβ)2 + 4 a˜2sfβ
]
. (4.1.19)





∣∣λℓ,(i)∣∣ = |u˜ℓ|(1 + fβ) +
√
u˜2ℓ(1− fβ)2 + 4 a˜2sfβ∣∣∣|u˜ℓ|(1 + fβ)−√u˜2ℓ(1− fβ)2 + 4 a˜2sfβ∣∣∣ (4.1.20)
=
(1 + fβ) +
√
(1− fβ)2 + 4 /Ma2∗∣∣∣∣(1 + fβ)−√(1− fβ)2 + 4 /Ma2∗
∣∣∣∣
und erreicht ihr Minimum im Grenzfall fβ ∼ Ma2 → 0 (Lee (2012) [111]). Die beste Konditi-
onszahl Ko=2+ fβ → 2 wird für fβ → 0 und eine Pseudo-Machzahl Ma∗ von
√
0,5 ≈ 0,707
erreicht (Lee (2012) [111]). Da die so aus Glg. (4.1.16) erhaltene Modulierungsfunktion
fβ = 2Ma
2
o allerdings vorzeitig bei Ma=Ma∗≈ 0,707 in den unpräkonditionierten Wert fβ = 1





Diese erfüllt nun die Bedingungen
lim
Ma→1





= |u˜ℓ|+ a˜s , (4.1.22)
lim
Ma→0





= |u˜ℓ| , (4.1.23)
und |u˜ℓ| < maxi|λℓ,(i)| < |u˜ℓ|+ a˜s ∀ 0 < Ma < 1 . (4.1.24)
Die minimal mögliche Konditionszahl Ko = 2 für sehr niedrige Machzahlen wird weiterhin als
Grenzwert beibehalten. Die so erhaltene Konditionszahl ist in Abhängigkeit der Machzahl in
Abb. 4.1 dargestellt. Für Machzahlen Ma / 0,5 ergibt sich ein deutlich besser konditioniertes
System als im unpräkonditionierten Fall.
Die Herleitung und Analyse der Präkonditionierung erfolgte aus Gründen der Anschaulichkeit
für den 1D-Fall und anhand der diﬀerentiellen Form des zu lösenden Gleichungssystems
(3.1.1), welches bei Verwendung der Finite-Diﬀerenzen Methode herangezogen wird. Für das
48Gleichung (4.1.20) gilt für Ma2
∗
≥ 1/(2+2fβ), da dann min
∣∣λℓ,(1,2)∣∣ ≤ ∣∣λℓ,(3,...,Dim(Qc))∣∣ (Lee (2012) [111]).




49Gleichung (4.1.20) gilt mit dieser Formulierung weiterhin unter der Bedingung −fβ/(1 + fβ) ≤ 0 ≤ Ma20,
welche mit fβ > 0 stets erfüllt ist.
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in dieser Arbeit verwendete, zwei - bzw. dreidimensionale Finite-Volumen Verfahren, welches
auf der integralen Schreibweise (Glg. (3.1.2)) beruht, werden die Eigenwerte auf den Zellseiten
benötigt. Diese enthalten im Gegensatz zu vorher noch die entsprechenden Metriken der
Zellseiten und sind für eine Zellseite f durch das charakteristische Polynom
det
∣∣∣∣IΓ−1∂Fk,ℓ,f∂Qp Sℓ,f − λf I
∣∣∣∣ = 0 (4.1.25)
bestimmt50. Die Eigenwerte auf jeder der NF Zellseiten einer Finite-Volumen Zelle mit den





Uf (1 + fβ)±
√




mit Uf = u˜ℓ,fSℓ,f und |Sf | = ‖Sℓ,fSℓ,f‖2,
wobei alle Werte lokal auf der entsprechenden Zellseite zu berechnen sind. Um den Rechenauf-
wand möglichst gering zu halten, werden im verwendeten CFD-Code TASCOM3D bis auf die
Zellmetriken jedoch alle Werte aus den schon berechneten Werten in den Zellmittelpunkten
der angrenzenden Zellen genommen.
4.1.2 Präkonditionierung und Diskretisierung des physikalischen
Zeitableitungsterms für instationäre Simulationen
Für instationäre Strömungen bleibt der physikalische Zeitableitungsterm aus Glg. (3.1.1) er-
halten. Um weiterhin alle Mittel zur Konvergenzbeschleunigung wie lokale Zeitschritte, Mehr-
gittertechnik und die Präkonditionierung nutzen zu können, wird in TASCOM3D analog zum
stationären Verfahren wieder ein künstlicher Zeitableitungsterm in Pseudo-Zeit eingeführt
(Stoll (2001) [208], Simsont und Gerlinger (2016) [198]). Die „physikalischen“ Terme können
wiederum mit der Präkonditionierungsmatrix multipliziert werden. Durch Variablentransfor-
mation wird wie zuvor auf den primitiven Variablensatz übergegangen (Stoll (2001) [208],


















+ S . (4.1.28)
50Dabei wird nicht über den Index f der Zellseiten, jedoch über den Index ℓ der Raumrichtungen summiert.
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Die Zeitintegration erfolgt im sogenannten Dual-Time-Stepping Zeitschrittverfahren (Venka-
teswaran und Merkle (1995) [228]). Dabei schreitet die Lösung in der physikalischen Zeit t
um einen festen Zeitschritt ∆t voran. Der Fortschritt der Lösung von einem physikalischen
Zeitpunkt zum nächsten erfolgt iterativ über (innere) Subiterationen in der Pseudo-Zeit τ
mit dem (lokalen) Pseudo-Zeitschritt ∆τ . Wie im stationären Fall ergibt sich für eine aus-
konvergierte Lösung in Pseudo-Zeit wieder das ursprüngliche, zeitechte Gleichungssystem,
so dass das Zeitintegrationsverfahren zeitecht ist. Die Residuen jeder Zelle (entspricht et-
wa der rechten Seite von Glg. (4.1.28)) sollten in den inneren Iterationen um drei bis vier
Größenordnungen reduziert werden, um die Zeitgenauigkeit des Verfahrens nicht zu sehr zu
beeinträchtigen (Venkateswaran und Merkle (1995) [228]). Der Einsatz der Präkonditionie-
rung für instationäre Simulationen kann zu einer Konvergenzbeschleunigung in den inneren
Iterationen führen, jedoch ist der Rechenvorteil insbesondere bei kleinen physikalischen Zeit-
schritten in der Regel deutlich geringer als in stationären Simulationen (Venkateswaran und
Merkle (1995) [228]).
Die Ordnung der zeitlichen Diskretisierung des Ableitungsterms in Pseudo-Zeit ist für die
Genauigkeit der Lösung im auskonvergierten Zustand der inneren Iteration unerheblich. Des-
halb empﬁehlt sich wie im Falle stationärer Simulationen ein implizites Euler-Verfahren, da
dieses größtmögliche Stabilität gewährleistet. Für die Zeitintegration der physikalischen Ter-
me in der äußeren Iteration wird in TASCOM3D aus Gründen der Genauigkeit und Stabilität
ein implizites BDF (engl.: backward diﬀerentiation formula) Verfahren, auch Gear-Verfahren
genannt, verwendet, welches durch rückwärtige Diskretisierung des zeitechten Ableitungs-
terms höhere Ordnung zulässt (Gerlinger (2005) [58]). Im BDF Verfahren erster und zweiter
Ordnung kann der diskretisierte, physikalische Zeitableitungsterm bei konstantem Zeitschritt












mit a1 = 1 , a2 = −1 , a3 = 0 fu¨r 1. Ordnung ,
und a1 = 3/2 , a2 = −2 , a3 = 1/2 fu¨r 2. Ordnung .
Der Index n kennzeichnet den Iterationsschritt der äußeren Zeitintegrationsschleife (Fort-
schritt in physikalischer Zeit). Der Einsatz von BDF-Verfahren höherer Ordnungen ist mög-
lich, allerdings geht dies mit einem Verlust an Stabilität einher. In dieser Arbeit wurde nur
das Verfahren 2. Ordnung eingesetzt. Zu Beginn einer Simulation muss zunächst mit 1. Ord-
nung gestartet werden, da Qn−1c nicht existiert. Ebenso gilt dies beim Wiederstarten von
einer vorangegangenen Lösung, wenn Qn−1c in der Lösungsdatei nicht mitabgespeichert wird.
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4.1.3 Implizites Zeitintegrationsverfahren
Sowohl für stationäre als auch instationäre Simulationen wird der zeitliche Ableitungsterm
in Pseudo-Zeit mit dem impliziten Euler-Verfahren diskretisiert. Das zeitlich diskretisierte

















+ Sp+1 . (4.1.30)
Der Index p kennzeichnet den Iterationsfortschritt der inneren Iterationsschleife (Fortschritt
in Pseudo-Zeit). Für stationäre Simulationen entfällt der physikalische Zeitableitungsterm
und damit die äußere Iterationsschleife (Index n). Bei instationären Simulationen gilt für









c . Die Zeitintegration erfolgt in beiden Fällen implizit. Das Gleichungssys-
tem (4.1.30) muss deshalb iterativ gelöst werden. Zu diesem Zweck kommt ein Newton-
Raphson-Verfahren zum Einsatz, welches auf der Linearisierung der Terme zum Iterations-
schritt p+ 1 um den Zeitpunkt p in Pseudo-Zeit aufbaut (Gerlinger (2005) [58]). Die lineari-
































Die Jakobimatrizen der Flüsse und des Quellterms JFℓ und JS sind in TASCOM3D als analy-
tische Ableitungen der Fluss- und Quelltermvektoren F und S aus den Gleichungen (3.1.6),
(3.1.7) und (3.1.4) gebildet (Gerlinger (1995) [56], Stoll (2001) [208]). Dabei wird für die
diﬀusiven Flüsse vereinfachend die Thin-Layer-Approximation zur Bildung der Jakobima-
trizen der diﬀusiven Flüsse herangezogen (Shuen (1992) [194], Stoll (2001) [208]). Für die
Turbulenztransportgleichungen werden aus Stabilitätsgründen nur die negativen Einträge
(Senken) in der Quellterm-Jakobimatrix implizit behandelt (Gerlinger (1995) [56], Lian et al.
(2009) [121]). Die Beiträge in den Fluss-Jakobimatrizen sowie den Quellterm-Jakobimatrizen
aufgrund von Turbulenz, Reaktionen51 und Gravitation können der Arbeit von Stoll (2001) [208]
51Da die chemischen Reaktionen in dieser Arbeit nur im Idealgasbereich betrachtet werden, entsprechen
sowohl der chemische Quellterm (siehe Glg. (3.3.9)) als auch die zugehörige Jakobimatrix den Ausdrücken
für ideale Gase.
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entnommen werden. Die zusätzlichen Quellterm-Jakobimatrizen für 2D-achsensymmetrische
Simulationen ﬁnden sich in Meng und Yang (2003) [139]. Aufgrund der Variablentransforma-
tion werden die Ableitungen in den Jakobimatrizen in den primitiven Variablen gebildet. Dies
stellt eine deutliche Vereinfachung gegenüber Ableitungen nach den konservativen Variablen
dar, wie sie im nicht-präkonditionierten System gebildet werden müssen. Das in TASCOM3D






























Der Lösungsfortschritt im impliziten System (4.1.35) erfolgt in primitiven Variablen anhand
von Glg. (4.1.31). Der konservative Variablenvektor lässt sich dann als Funktion des unabhän-






. Dies gewährleistet im
Gegensatz zu Glg. (4.1.32) in jedem Iterationsschritt Konsistenz zwischen dem konservativen
Variablensatz Qc und dem primitiven Variablensatz Qp und ist zudem wesentlich eﬃzienter.
4.1.4 Bestimmung des Zeitschritts
Zur Konvergenzbeschleunigung wird in TASCOM3D in jeder Zelle ein lokaler (Pseudo-)Zeit-
schritt ∆τ verwendet (Gerlinger (1995) [56], Stoll (2001) [208]), welcher durch das Stabili-
tätskriterium der CFL-Zahl (Courant-Friedrichs-Lewy-Zahl) limitiert ist (Hirsch (2007) [79]).
Zunächst wird wiederum nur das stationäre, reibungsfreie Gleichungssystem (3.1.2) ohne
Quellterme betrachtet. Für das Finite-Volumen Verfahren ist der (lokal) maximal wählbare
Zeitschritt für jede Zelle mit dem Zellvolumen Ω dann durch die kritische CFL-Zahl CFLkrit











Das hier verwendete, implizite Euler-Verfahren zur Zeitintegration in Pseudo-Zeit erlaubt sehr
große CFL-Zahlen und damit auch Zeitschritte. Durch verschiedene Approximationen (z. B.
in den Jakobimatrizen oder durch Faktorisierungsfehler im LU-SGS Lösungsverfahren) kann
es jedoch zu Einschränkungen der CFL-Zahl kommen. Vor allem zu Beginn einer Simulation
müssen die CFL-Zahl und damit die Zeitschritte in der Regel deutlich kleiner gewählt werden.
Der maximal wählbare Zeitschritt und die Konvergenz hängen nicht nur vom Gleichungs-
system, der Diskretisierung und dem verwendeten Lösungsverfahren ab, sondern über die
Eigenwerte auch von den lokalen Strömungsbedingungen. Während Gebiete mit schneller
Strömung sich schnell an Störungen anpassen und damit gut konvergieren, ist die Konver-
genzrate in Gebieten kleiner Machzahlen wesentlich schlechter. Der Grund hierfür ist die lokal
schlechte Konditionszahl. Dadurch, dass sich die konvektiven Störungen nur mit niedriger Ge-
schwindigkeit O(|u|) ausbreiten, der Zeitschritt jedoch durch die in der Regel viel größere
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Schallgeschwindigkeit über die Eigenwerte in Glg. (4.1.36) limitiert wird, schreitet die Lösung
in diesen Gebieten nur sehr langsam voran. An dieser Stelle greift die Präkonditionierung,
welche alle Eigenwerte auf die Größenordnung O(|U|) (siehe Glg. (4.1.26)) skaliert. Dadurch
können in Gebieten langsamer Strömungen wesentlich größere Zeitschritte verwendet und die
Konvergenz deutlich verbessert werden.
In reibungsdominierten Gebieten, in denen die Diﬀusionsgeschwindigkeiten eine wichtige Rol-
le spielen, wird die Zeitschrittberechnung in TASCOM3D aufbauend auf Untersuchungen von












Die Herleitung der zeitlich diskretisierten Grundgleichungen (4.1.35) basierte auf deren dif-
ferentieller Form (Glg. (3.1.1)). Der in dieser Arbeit verwendete CFD-Code TASCOM3D
löst jedoch die Strömungsgleichungen mit einem zellzentrierten Finite-Volumen Verfahren
(Gerlinger (1995) [56], Stoll (2001) [208], Versteeg und Malalasekera (2007) [230]). Deshalb
müssen die Grundgleichungen in integraler Form (Glg. (3.1.2)) herangezogen werden. Die
zeitlich und räumlich diskretisierten Gleichungen in integraler Form für zeitlich unveränder-
liche Rechengitter und konstante physikalische Zeitschritte sind für jede diskrete Rechenzelle






























Dabei wird sowohl über die Zellseitenﬂächen (Index f) als auch die betrachteten Raumrich-
tungen (Index ℓ) aufsummiert. Die Flüsse und deren Jakobimatrizen sind jeweils auf den
Mittelpunkten der Zellseiten zu berechnen, alle anderen Terme in den Zellmittelpunkten.
52 Ein möglicher Realgaseinfluss auf die Zeitschrittsteuerung wurde in dieser Arbeit nicht untersucht.
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Abbildung 4.2: Links- und rechtsseitige Werte einer Zellseitenﬂäche.
Die Abkürzungen RHS (Rechte-Hand-Seite) und LHS (Linke-Hand-Seite) stehen für die ex-
pliziten und impliziten Anteile in Glg. (4.2.1). Deren Diskretisierung muss nicht unbedingt
gleich erfolgen. Während die Diskretisierung der RHS die räumliche Genauigkeit des nume-
rischen Verfahrens bestimmt, muss die Diskretisierung der LHS lediglich eine hinreichende
Approximation der RHS sein, damit das Lösungsverfahren robust ist und konvergiert. Für
den Fall einer konvergierten Lösung (∆Qpp → 0) hat die Diskretisierung der LHS jedoch
keinen Einﬂuss auf die Genauigkeit des Verfahrens.
Wird für beide Seiten die gleiche Diskretisierung gewählt, d. h. die Jakobimatrizen stel-
len exakte Ableitungen der Fluss- und Quelltermvektoren dar, so entspricht Glg. (4.2.1)
dem Newton-Raphson-Verfahren (Gerlinger (2005) [58]), ansonsten einem approximierten
Newton-Raphson-Verfahren. Für die LHS werden in TASCOM3D wie zuvor beschrieben die
(approximierten) Jakobimatrizen der analytischen Fluss- und Quelltermvektoren verwendet.
Für die konvektiven Flüsse der RHS wird jedoch im Gegensatz zu den diﬀusiven Flüssen
nicht der analytische Flussvektor Fk aus Glg. (3.1.6), sondern der numerische Flussvektor
◦
Fk genommen (siehe Abschnitt 4.2.2.2). Das erhaltene Gleichungssystem (4.2.1) lässt sich
eﬃzient, parallelisiert und vektorisiert mit dem impliziten LU-SGS Verfahren lösen. Details
hierzu ﬁnden sich in Gerlinger (1995) [56], Kindler (2014) [96] und Stoll (2001) [208].
4.2.2 Diskretisierung der konvektiven Flüsse
Die Flussvektoren der RHS werden im Finite-Volumen Verfahren (ebenso wie die entspre-
chenden Jakobimatrizen der LHS) auf den Zellseiten gebildet, wo jedoch keine Variablen
abgespeichert sind. Soll nun der konvektive Fluss zwischen zwei Zellen i und i + 1 auf der
Zellseite bei i+1/2 (siehe Abb. 4.2) berechnet werden, so erfolgt dies in TASCOM3D in zwei
Schritten:
1. Bestimmung der links- und rechtsseitigen Werte der Zellseite gekennzeichnet durch die
Indizes L und R (siehe Abb. 4.2);
2. Berechnung des numerischen Flusses aus diesen Werten.
Schritt 1 erfolgt in dieser Arbeit durch eine Polynominterpolation bis fünfter Ordnung aus
den Zellwerten benachbarter Punkte in Kombination mit einem (mehrdimensionalen) TVD-
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Limiter (Total Variation Diminishing) nach Gerlinger (2012) [59]. Dies wird im Anschluss in
Abschnitt 4.2.2.1 näher erläutert.
Schritt 2 stellt die Lösung des Riemann-Problems dar (Blazek (2001) [13]), also die Aus-
breitung von Störungen in einem Strömungsgfeld, welches ein unstetiges Verhalten auf der
Zellseite i+ 1/2 aufweist. In dieser Arbeit wird dafür die AUSM+-up (Advection Upstream
Splitting Method) Fluss-Vektor-Splitting Methode von Liou (2006) [124] mit einer Modiﬁka-
tion nach Edwards et al. (2000) [43] für reale Fluide verwendet. Das AUSM+-up Verfahren
gehört zur Familie der AUSM-Verfahren, welches ein hybrides Verfahren ist und als Charak-
teristiken die Eﬃzienz der Fluss-Vektor-Splitting Verfahren und die Genauigkeit von Fluss-
Diﬀerenz-Splitting Verfahren aufweist (Blazek (2001) [13], Liou (1996) [123]). Im Gegensatz
zu zentralen Verfahren berücksichtigt es als Upwind-Verfahren durch vorzugsweise Verwen-
dung stromauf gelegener Werte die Ausbreitungsrichtung konvektiver Störungen entlang der
Hauptströmungsrichtung. Zudem ist es leicht erweiterbar für die Simulation realer Fluide.
Eine Darstellung des AUSM+-up Verfahrens und dessen Besonderheiten im Zusammenhang
mit der Simulation von realen Fluiden und der verwendeten Präkonditionierung ﬁndet sich
in Abschnitt 4.2.2.2.
4.2.2.1 Polynomrekonstruktion, TVD-Limiter und MLP
Als links- und rechtsseitige Werte auf einer Zellseite i + 1/2 werden im einfachsten Fall die
Zellwerte der angrenzenden Zellen i und i+ 1 verwendet. Dies erlaubt jedoch nur räumliche
Diskretisierungsverfahren höchstens zweiter Ordnung53. Für die Realisierung höherer Dis-
kretisierungsordnungen können Polynominterpolationen hoher Ordnung eingesetzt werden,
welche zusätzlich die Information entfernterer Nachbarzellen nutzen. In TASCOM3D ist für
das AUSM+-up Diskretisierungsverfahren eine Rekonstruktion der Zellseitenwerte mit Po-
lynomen bis 5. Ordnung möglich (Gerlinger (2012) [59]). Da dies bei unstetigen Lösungen
(z. B. an Verdichtungsstößen) und in Bereichen hoher Gradienten (z. B. an Flammenfronten,
in Scherschichten) ein unphysikalisches Überschwingen der interpolierten links- und rechtssei-
tigen Werte zur Folge haben kann, sind Limitierungen nötig. Im eindimensionalen Fall sorgen
sogenannte (Slope-)Limiter-Funktionen dafür, dass keine neuen, unphysikalischen Extrema
bei der Polynomrekonstruktion auftreten, indem sie lokal die Werte limitieren und damit
die Einhaltung der TVD-Eigenschaft sicherstellen54 (Blazek (2001) [13], Hirsch (2007) [79]).
Greift die Limitierung, wird lokal die Ordnung des Verfahrens abgesenkt, die Stabilität jedoch
verbessert.
Ein beliebtes Verfahren, welches eine Genauigkeit bis zu dritter Ordnung zulässt und die
TVD-Eigenschaft (im Eindimensionalen) erfüllt, ist MUSCL (Monotonic Upstream-Centered
53Diese wird bei zentraler Diskretisierung auf orthogonalen, äquidistanten Gittern und unter Vernachlässi-
gung des Einflusses künstlicher Dämpfungsterme erreicht.
54Die TVD-Eigenschaft ist nur für die interpolierten Variablen gesichert, Für davon abhängige Variablen ist
dies vor allem bei stark nichtlinearen Zusammenhängen nicht gewährleistet.
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Scheme for Conservation Laws) von van Leer (1979) [226]. In TASCOM stehen mit einer
Verfahrensgenauigkeit bis zweiter Ordnung verschiedene (eindimensionale) TVD-Limiter von
van Leer (1974) [225], Roe (1986) [184] und van Albada et al. (1982) [223] zur Verfügung.
Die Genauigkeit und Stabilität des Limiters von van Leer (1974) [225] liegt zwischen den
diﬀusiveren, aber stabileren Limitern von Roe (1986) [184] (Minmod-Limiter) und van Al-
bada et al. (1982) [223] sowie dem genaueren, aber instabileren Superbee-Limiter von Roe
(1986) [184] (Hirsch (2007) [79], Lempke et al. (2015) [116]). Letzterer kann Unstetigkeiten wie
Verdichtungsstöße und Kontaktunstetigkeiten (z. B. an Phasengrenzen) sehr genau abbilden,
hat jedoch den Nachteil, Gradienten vor allem in Gebieten mit glatter Lösung unphysikalisch
zu verstärken (Hirsch (2007) [79]).
In dieser Arbeit wird eine Polynomrekonstruktion zweiter bis fünfter Ordnung verwendet.
Letztere liefert vor allem in instationären Simulationen eine bessere Genauigkeit (Gerlinger
(2012) [59], Lempke et al. (2015) [116], Simsont und Gerlinger (2016) [198]). Die Limitierung
erfolgt über ein mehrdimensionales MLPld-Verfahren (Multi-Dimensional Limiting Process
low diﬀusion) von Kim und Kim (2005) [94] in der Version von Gerlinger (2012) [59] (van
Leer MLPld im Falle zweiter Ordnung). Im Gegensatz zu gewöhnlichen, eindimensionalen
TVD-Limitern berücksichtigt MLPld Werte aus benachbarten Zellen in allen Raumrichtun-
gen und auch aus den diagonal an die Ecken angrenzenden Zellen. Dies sorgt für bessere
Stabilitätseigenschaften bei nur geringem zusätzlichen Rechenaufwand.
4.2.2.2 AUSM+-up Verfahren für reale Fluide
Nach der Rekonstruktion der links- und rechtsseitigen Variablen55 auf einer Zellseite wer-
den diese im Anschluss dazu verwendet, die reibungsfreien Flüsse zu berechnen. Hier wird
nur eine kurze Zusammenfassung des hierfür verwendeten AUSM+-up Verfahrens von Liou
(2006) [124] mit einer Modiﬁkation von Edwards et al. (2000) [43] für die Simulation realer
Fluide gegeben. Die Darstellung erfolgt hier außerdem für das Finite-Volumen Verfahren.
Der erste Schritt im AUSM+-up Verfahren besteht darin, aus den rekonstruierten links- und









zu bestimmen. u repräsentiert den Anteil der Geschwindigkeit senkrecht zur Zellseite und
as,1/2 ist die Interface-Schallgeschwindigkeit, auf welche später noch näher eingegangen wird.
Die gemittelte Machzahl ergibt sich dann zu
MaM = 0,5 · (MaL +MaR) . (4.2.3)
55 Für das AUSM+-up Verfahren werden ρ¯, p¯, {u˜ℓ},K, ω, {Y˜α} sowie a˜s und die massenspezifische Totalent-
halpie h˜tot interpoliert.
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Aus dieser kann, ähnlich zur Präkonditionierung (Glg. (4.1.17)) eine limitierten Machzahl
Mao = min
[
1 , max (MaM ,Ma∞)
]
(4.2.4)
mit der charakteristischen Machzahl Ma∞ des Problems gebildet werden. Mit der limitierten
Machzahl wird die Skalierungsfunktion
fas = Mao(2−Mao) (4.2.5)
berechnet. Nimmt man die mittlere Dichte ρ1/2 = 0,5 · (ρ¯L+ ρ¯R), so ergeben sich die Interface-
Machzahl Ma1/2 und der Interface-Druck p1/2 anschließend zu










p1/2 = P+(5) p¯L + P−(5) p¯R − 2KuP+(5)P−(5)ρ1/2fasas,1/2(u˜R − u˜L)︸ ︷︷ ︸
pu
. (4.2.7)
Die Skalierungsfunktionen M±(4) und P±(5) sind Funktionen vierter bzw. fünfter Ordnung der
linken bzw. rechten Machzahlen MaL/R sowie der Skalierungsfunktion fas (nur P±(5)) und kön-
nen ebenso wie die verwendeten Konstanten σ, Kp und Ku aus Liou (2006) [124] entnommen
werden. Die Dämpfungsfunktionen Mp und pu wirken dissipativ und somit stabilisierend.
Zusammen mit der Skalierungsfunktion fas bilden sie die Hauptunterschiede zum Vorgänger-
Modell AUSM+ (Liou (1996) [123]). Der numerische Fluss aus Glg. (4.2.1) auf jeder Zellseite





















p = p1/2 ·
[









Ein zentraler Punkt in den AUSM-Verfahren ist die Berechnung der Interface-Schallgeschwin-
digkeit as,1/2. Im ursprünglichen AUSM+-up Verfahren wird hierfür eine sogenannte kritische
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Schallgeschwindigkeit
a∗s =
2 (γ˜ − 1)
γ˜ + 1
h˜tot (4.2.11)
aus der massenspeziﬁschen Totalenthalpie h˜tot und dem Adiabatenexponenten γ˜ = c˜p/c˜v
berechnet. Die Interface-Schallgeschwindigkeit ergibt sich damit zu








max(a∗s,R , − u˜R)
.
Mit dieser Art der Berechnung von as,1/2 wird eine exakte Auﬂösung von stationären Verdich-
tungsstößen erreicht (Liou (2006) [124]). Gleichung (4.2.11) gilt allerdings nur für perfekte
Gase mit γ˜ = konst. Für ideale Gase mit γ˜ = γ˜(T˜ ) 6= konst. kann näherungsweise ein





′) dT˜ ′∫ T˜
0
c˜v(T˜ ′) dT˜ ′
. (4.2.13)
Für reale Fluide muss die Interface-Schallgeschwindigkeit auf anderem Weg bestimmt wer-
den. Dadurch geht auch die Eigenschaft einer exakten Verdichtungsstoßauﬂösung verloren,
was für Brennkammersimulationen im Unterschall jedoch unerheblich ist. Es können verschie-
dene Ansätze gewählt werden, z. B. as,1/2 = 0,5 · (as,L+as,R). Die in dieser Arbeit verwendete
Formulierung entspricht der von Edwards et al. (2000) [43], welche in Mehrphasensimulatio-
nen eine bessere Auﬂösung der Phasengrenzen für ihren Ansatz feststellten. Die Interface-










Eine weitere, wichtige Variable im AUSM+-up Verfahren ist die charakteristische Machzahl
des Problems Ma∞ aus Glg. (4.2.4). Größere Werte verbessern die Stabilität des Verfahrens,
erhöhen jedoch die künstliche Diﬀusion durch das Diskretisierungsschema. Da für Innen-
strömungen wie in Brennkammern keine charakteristische Machzahl festgelegt werden kann,
wurde stattdessen der entsprechende Wert aus der Präkonditionierung übernommen. Die
Verwendung einer ähnlich großen oder kleineren Machzahl Ma∞ im AUSM+-up Verfahren
im Vergleich zur Präkonditionierung ist auch essenziell für die Stabilität des Verfahrens, da
die Dämpfungsterme Mp und pu in den Gleichungen (4.2.6) und (4.2.7) sonst nicht mit der
gleichen Machzahl skalieren wie die Präkonditionierung.
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Zum Aufprägen von Randbedingungen werden in TASCOM3D (Gerlinger (1995) [56], Kindler
(2014) [96], Stoll (2001) [208]) sogenannte Geisterzellen (engl.: ghost cells, dummy cells) ver-
wendet (Blazek (2001) [13], Hirsch (2007) [79]). Die Anzahl der dort vorzugebenden und zu ex-
trapolierenden Werte geht aus der Methode der Charakteristiken hervor (Hirsch (2007) [79]).
An Unterschall-Einströmrändern (engl.: inlet, Index in) wurden in dieser Arbeit stets der Mas-
senstrom, die Temperatur sowie die Speziesmassenbrüche und Turbulenzvariablen vorgege-
ben. Der Druck wird aus dem inneren Strömungsfeld extrapoliert. Für die Turbulenzvariablen



















 fu¨r q − ω Modell . (4.3.2)
Dabei ist uin die (mittlere) Einströmgeschwindigkeit, Tu der Turbulenzgrad der Einströmung
und L ein integrales, turbulentes Längenmaß. Für Rohrströmungen kann L = 0,038 ·dh ver-
wendet werden, wobei dh der hydraulische Durchmesser ist. Für kreisförmige Rohre (z. B.
innere O2-Zuleitung bei Koaxialinjektoren) entspricht dies dem Durchmesser des Rohres. Für
Strömungen durch Hohlzylinder (z. B. H2-Zuleitung bei Koaxialinjektoren) entspricht dies der
Diﬀerenz aus Außen- und Innendurchmesser. Alle weiteren Größen am Einlass ergeben sich
als abhängige Variablen. Auf Vorrechnungen zum Aufprägen von Proﬁlen einer ausgebildeten
turbulenten Rohrströmung in den Simulationen wurde verzichtet. Stattdessen wurden einfa-
che Blockproﬁle an Einströmrändern aufgeprägt, welche in ausreichendem Abstand stromauf
zum Kerngebiet der Simulation platziert wurden.
An Unterschall-Auslässen wird der statische Druck aufgeprägt und alle anderen Variablen
werden extrapoliert. An Überschall-Auslässen werden alle Variablen extrapoliert. Reibungs-
behaftete Wände wurden als hydraulisch glatt angenommen. Für adiabate Wände wird der
Wandwärmestrom zu Null gesetzt, für vorgegebenen Wandwärmestrom wird dieser entspre-
chend als Energieﬂuss aufgeprägt. Bei isothermen Wänden werden die entsprechenden Tem-
peraturen vorgegeben. Des Weiteren wurden Symmetrie-Randbedingungen verwendet, an
denen die Null-Gradienten-Bedingung erfüllt wird (Gerlinger (1995) [56], Kindler (2014) [96],
Stoll (2001) [208], Versteeg und Malalasekera (2007) [230]).
Es wurden in dieser Arbeit nur reﬂektierende Randbedingungen verwendet. Modelle für eindi-
56 Siehe auch http://www.cfd-online.com/Wiki/Turbulence_length_scale (04. Mai 2016)
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mensionale, reibungsfreie, nichtreﬂektierende Randbedingungen (LODI) ﬁnden sich für nicht-
reagierende und reagierende ideale Gase in Poinsot und Lele (1992) [175] sowie Baum et al.
(1994) [9]. Erweiterungen für Präkonditionierung und reale Fluide ﬁnden sich in Okong’o und
Bellan (2012) [162], Hejranfar und Kamali-Moghadam (2012) [72] sowie Li et al. (2012) [118].
Alle Randbedingungen wurden nur explizit in der RHS berücksichtigt. Eine mögliche Metho-
de zur impliziten Behandlung der Randbedingungen in der LHS ﬁndet sich in Chen und Zha
(2005) [25].
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5 Ergebnisse der CFD Simulationen
Die Veriﬁkation und Validierung der Realgasmodelle erfolgte durch Vergleich mit experi-
mentellen Daten aus der Literatur (siehe Kapitel 2). Für die Validierung des im CFD-Code
TASCOM3D implementierten Realgasansatzes als Gesamtpaket wurden im Laufe dieser Ar-
beit vier Testfälle mit unterschiedlicher Komplexität simuliert. Diese sind in Tab. 5.1 über-
sichtlich dargestellt. In allen Testfällen spielen Realgaseinﬂüsse aufgrund der hohen Drücke
eine wesentliche Rolle. Es wurden jeweils zwei Testfälle mit nichtreagierender und reagieren-
der Strömung simuliert. Dabei wurden überwiegend stationäre, 2D-rotationssymmetrische
RANS Simulationen durchgeführt. Diese erlauben aufgrund der relativ kurzen Rechenzeiten
umfangreiche Parameterstudien und Sensitivitätsanalysen, um den Einﬂuss verschiedener
Größen auf die Ergebnisse von Simulationen mit überkritischen Bedingungen einschätzen zu
können. Für erweiterte Untersuchungen kamen jedoch auch instationäre 2D-URANS Simu-
lationen und 3D-DDES zum Einsatz.
Die Auswahl der Testfälle erfolgte anhand verschiedener Kriterien. Zum einen wurde der pra-
xisrelevante Bezug zur Simulation von Strömungen in Raketenbrennkammern wie der turbu-
lente Strahlzerfall und Wandwärmeübergang bei hohen (überkritischen) Drücken berücksich-
tigt. Zum anderen spielten Faktoren wie die Verfügbarkeit experimenteller Vergleichsdaten,
bisherige numerische Simulationen aus der Literatur sowie die benötigten Rechenressourcen
eine wichtige Rolle. In den folgenden Abschnitten 5.1 - 5.4 werden die simulierten Testfälle
zusammen mit den in dieser Arbeit erzielten Ergebnissen vorgestellt. Alle Rechnungen wur-
den am Höchstleistungsrechenzentrum in Stuttgart (HLRS) durchgeführt. Der verwendete
CFD-Code TASCOM3D löst die in Kapitel 3 beschriebenen turbulenten, reaktiven Strö-







N2-Strahl 40 N2 nein beides
CO2-Rohr 90 CO2 nein stationär
Mascotte A-60 60 - 70 H(n)2 , O2 ja stationär
BKC 60 - 63 H(p)2 , O2 ja beides
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mungsgleichungen. Die Randbedingungen wurden in allen Simulationen wie in Abschnitt 4.3
beschrieben aufgeprägt.
5.1 Transkritischer N2-Strahl
Als erster Testfall mit inerter Strömung wird in dieser Arbeit der turbulente Strahlzerfall
eines kryogenen N2-Strahls in einer warmen N2-Umgebung bei Raumtemperatur untersucht.
Experimente hierzu wurden von der Gruppe von Mayer am DLR in Lampoldshausen (Mayer
et al. (1998) [134], Mayer et al. (2003) [133], Branam und Mayer (2002 , 2003) [15, 16]) sowie
von Chehroudi am Air Force Research Laboratory in den USA (Chehroudi et al. (2000) [21],
Chehroudi et al. (2002) [22], Chehroudi et al. (2002) [20]) durchgeführt. Ein typisches Schat-
tengraphbild bei transkritischer Einspritzung wurde bereits in der Einleitung in Abb. 1.2(b)
präsentiert. Der turbulente Strahlzerfall ist aufgrund der fehlenden Oberﬂächenspannung und
Verdampfungsenthalpie stark turbulenzdominiert. Zusätzlich spielt die Diﬀusion von Wärme
eine weitere, wichtige Rolle.
In dieser Arbeit wird der Testfall Nr. 5 aus Branam und Mayer (2003) [16] bzw. Nr. 3 aus
Mayer et al. (2003) [133] simuliert. Dieser wurde auch beim „2nd International Workshop on
Rocket Combustion Modeling“ (2001), hier mit IWRCM-2 abgekürzt, als Validierungstest-
fall RCM1A vorgestellt (Telaar et al. (2001) [213]). In der Literatur ﬁnden sich außerdem
für diesen und weitere Betriebspunkte zahlreiche numerische Untersuchungen mittels RANS
Simulationen (Branam et al. (2001) [17], Farmer et al. (2001) [47], Blouquin und Lequette
(2001) [14], Banuti und Hannemann (2010) [6], Kim et al. (2011) [95], Park (2012) [165]),
LES (Schmitt et al. (2010) [190], Park (2012) [165], Hickey und Ihme (2013) [78], Petit et al.
(2013) [169], Müller et al. (2016) [152]) und 2D-DNS (Terashima und Koshi (2013) [214]).
5.1.1 Testfallbeschreibung
Abbildung 5.1 zeigt das simulierte Gebiet zum RCM1A Testfall. Die geometrischen und
operativen Eckdaten dazu ﬁnden sich zusammengefasst in Tab. 5.2. Kryogenes N2 strömt bei
einer Temperatur von 120,9 K durch den Injektor (Durchmesser am Auslass d = 2,2 mm)
in eine bedruckte, zylindrische Kammer bei 39,7 bar. Die Kammer mit einer Länge von
1 000 mm und einem Durchmesser von 122 mm ist nach hinten oﬀen, so dass warmes N2
aus dem umliegenden Behälter bei Raumtemperatur (298,15 K) in die Kammer ein- und mit
dem aufgeheizten, kryogenen N2-Strahl wieder ausströmt. Der Massenstrom des kryogenen
N2-Strahls ist mit 9,95 g/s angegeben.
Die Temperaturmessungen fanden mittels Thermoelementen statt, welche einen Durchmesser
von 1 mm haben (Branam und Mayer (2003) [16], Mayer et al. (2003) [133]). Die Messposition
im Injektor mit der Temperatur T1 = 120,9 K ist in Abb. 5.1 gekennzeichnet. Aufgrund von
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Abbildung 5.1: Simuliertes Gebiet und Positionen für die Temperaturmessungen für den „N2-
Strahl“ Testfall.
Wärmeleitung an den Injektorwänden erwärmt sich das kryogene N2 im Injektor vor allem
in Wandnähe in unbekannter Weise. Aus diesem Grund wurden im Experiment in separaten
Versuchen die Temperaturen am Injektoraustritt gemessen. Dabei wurde das Thermoelement
einmal senkrecht zur Hauptströmung (T2a = 126,9 K) gehalten und einmal parallel auf der
Symmetrieachse ca. 1 mm in den Injektor eingeführt (T2b = 122,9 K). Im ersten Fall wird
die Strömung stark gestört, so dass die Spitze des Thermoelements vermutlich nicht kom-
plett mit dem kryogenen N2-Strahl benetzt ist und stattdessen teilweise warmes N2 aus der
Umgebung zur Messposition eindringt. Im zweiten Fall wird dies umgangen, jedoch sollte die
Temperatur zur Wand hin aufgrund der Wärmeleitung im Injektor größer sein. Die Tempe-
raturen T2a und T2b werden von Branam und Mayer (2003) [16] deshalb als obere und untere
Temperaturgrenze angesehen.
Wie aus Abb. 5.2(a) deutlich hervorgeht, führen bei den gegebenen Testbedingungen we-
gen der stark nichtlinearen Thermodynamik schon sehr geringe Temperaturunterschiede zu
großen Änderungen in der Dichte. Eine Temperaturerhöhung um 10 K von 120 K auf 130 K
reduziert die Dichte ca. um einen Faktor zwei. Auch die benötigte Wärmemenge zum Auf-
heizen des kyrogenen N2-Strahls variiert stark durch das extrem nichtlineare Verhalten in
der Wärmekapazität (Abb. 5.2(b)). Das Modell eines idealen Gases zeigt im Vergleich deut-
lich weniger ausgeprägte Variationen in der Dichte (Abb. 5.2(a)) und eine nahezu konstante
Wärmekapazität (Abb. 5.2(b)) im betrachteten Temperaturbereich. Die SRK Zustandsglei-
chung kann den Verlauf der REFPROP Korrelationen sehr gut wiedergeben. Bei sehr nied-
rigen Temperaturen ergeben sich jedoch Abweichungen bis ca. 10 % in der Dichte. Durch
die Verwendung einer Volumenkorrektur (c=+7,0 · 10−6 m3/mol) kann mit der SRKmVK
Zustandsgleichung die Übereinstimmung mit REFPROP Daten in den gewünschten Teilbe-
reichen (T ' 120 K), welche für diesen Testfall relevant sind, verbessert werden57. Für die
Wärmekapazität ergibt sich kein Unterschied in Abhängigkeit der Temperatur58.
Für die Validierung der CFD-Simulationen stehen axiale Dichteproﬁle auf der Symmetrie-
achse sowie radiale Dichteproﬁle bei x/d = 1,2, x/d = 5,0 und x/d = 25,0 zur Verfügung,
57 In anderen Teilbereichen kann es dabei zu einer Verschlechterung bei der Vorhersage der Dichte kommen,
so dass darauf zu achten ist, dass dies keinen negativen Einfluss auf die entsprechende Simulation hat.
58Wird die Wärmekapazität gegen die Dichte aufgetragen, so ist die Kurve mit Volumenkorrektur gegenüber
der Kurve ohne Volumenkorrektur um den Wert des Parameters c verschoben.
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Tabelle 5.2: Geometrische und operative Details für den „N2-Strahl“ Testfall.
Geometrische Details
Länge der bedruckten Kammer (mm) 1 000,0
Durchmesser der bedruckten Kammer (mm) 122,0
Injektordurchmesser am Auslass (mm) 2,2
Operative Details
nomineller Kammerdruck (bar) 39,7
Einspritztemperatur (K) 120,9 ... 126,9
Massenstrom (g/s) 9,95
mittlere Geschwindigkeit am Injektoraustritt (m/s) ≈ 5
welche mittels Raman-Spektroskopie gemessen wurden. Diese ist insbesondere in Bereichen
sehr hoher Dichten und Dichtegradienten mit stärkeren Fehlern belastet (Branam und Mayer
(2003) [16]). Die gemessenen Dichten auf der Mittelachse sind in Abb. 5.4(a) dargestellt. Die
erwarteten Dichtebereiche für den Temperaturbereich T1 ... T2a = 120,9 K ... 126,9 K aus
REFPROP sowie für die SRK Zustandsgleichung sind ebenfalls dargestellt. Oﬀenkundig sind
die gemessenen Temperaturen und Dichten bedingt durch Messfehler nicht konsistent zuein-
ander. Die mit der SRK Zustandsgleichung berechnete Dichte stimmt für eine Temperatur
von T2a = 126,9 K sehr gut mit der gemessenen Dichte in der Nähe des Injektoraustritts
überein.
5.1.2 Numerisches Setup
Es wurden sowohl stationäre 2D-achsensymmetrische RANS Simulationen als auch insta-
tionäre 3D-DDES durchgeführt. Die verwendeten Rechengitter besitzen in etwa 95 000 2D-
Volumen bzw. 8 000 000 3D-Volumen und sind zu den Injektor- und Faceplatewänden hin
stark verfeinert59. Die wandnächsten Zellen besitzen in wandnormaler Richtung eine Höhe
von 1 µm. Der maximale dimensionslose Wandabstand wird so in der Referenzsimulation mit
y+ = 1,7 am Injektoraustritt erreicht.
Für die 2D-Simulationen wurde der Injektor mit 64 Zellen in radialer Richtung sehr fein aufge-
löst. Für die restliche Kammerhöhe wurden ebenfalls 64 Zellen verwendet. Die Kammerlänge
wurde mit 631 Elementen in axialer Richtung diskretisiert, wobei zur Injektorregion hin stark
59 Für das 3D-Gitter wurde im Gegensatz zum 2D-Gitter die Kammerwand nur grob aufgelöst.

























































Abbildung 5.2: Dichte (a) und molare Wärmekapazität bei konstantem Druck (b) von N2 bei
39,7 bar in Abhängigkeit der Temperatur berechnet mit der idealen Gasglei-
chung, der SRK Zustandsgleichung, der SRKmVK Zustandsgleichung (nur
für die Dichte) und REFPROP.
verfeinert wurde. Gitterunabhängigkeit wurde in 2D durch den Vergleich mit Simulationen
auf einem axial und radial verfeinerten Gitter mit ca. 285 000 Elementen sichergestellt.
Im 3D-Gitter wurde der Injektor mit einem strukturierten O-Grid und 45 Zellen über den
Injektorradius diskretisiert. In axialer Richtung wurden für die Kammer ca. 540 Zellen ver-
wendet mit starker Verfeinerung hin zum Injektor. Die Umfangsrichtung wurde mit 120 Zellen
aufgelöst. Der physikalische Zeitschritt in der instationären DDES ist 10−6 s. Konvergenz in
den inneren Iterationen um drei Größenordnungen bezüglich des globalen Dichteresiduums
wurde mit einer CFL-Zahl von 1,0 in 12 bis 14 inneren Iterationen erreicht. Der Mittelungs-
zeitraum beträgt mindestens 0,1 s, was in etwa drei Durchlaufzeiten im Bereich x/d < 40
entspricht. Für die DDES wurde zudem das MLPld-Verfahren mit einer Diskretisierung fünf-
ter Ordnung für die reibungsfreien Flüsse eingesetzt.
Nach den Empfehlungen des IWRCM-2 (Telaar et al. (2001) [213]) werden der Injektor sowie
die Stirnseite der Kammer als adiabat angenommen, während die zylindrische Kammerwand
als isotherm mit einer Wandtemperatur von Tw=297 K beaufschlagt wird. Die Injektorwände
werden als hydraulisch glatt beschrieben und ebenso modelliert. Am Injektoreinlass wurde
ein Blockproﬁl aufgeprägt. Der Injektor wurde künstlich verlängert, so dass sich ein voll
entwickeltes, turbulentes Strömungsfeld am Injektoraustritt einstellt. Dieses Vorgehen wur-
de auch bei den weiteren Testfällen angewandt. Alle 2D-Rechnungen wurden auf 24 CPUs
durchgeführt, alle 3D-Rechnungen auf 2608 CPUs.
Um die Sensitivität der Simulation auf verschiedene Einﬂussgrößen beurteilen zu können,
wurde eine umfangreiche Parametervariation in 2D durchgeführt. Die Einstellungen der 2D-
Referenzsimulation mit den untersuchten Parametern sind in Tab. 5.3 zusammengestellt. Als
erstes werden nun die Ergebnisse der 2D-RANS Simulationen präsentiert (Abschnitt 5.1.3),
bevor im Anschluss auf die 3D-DDES Resultate eingegangen wird (Abschnitt 5.1.4).
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Tabelle 5.3: Einstellungen der 2D-Referenzsimulation für den „N2-Strahl“ Testfall.
Eintrittstemperatur im Injektor (K) 120,9
Modellierung der Injektorwände adiabat
Turbulenzmodell q -ω
turbulente Prandtlzahl 0,9
Polynomrekonstruktion / Limiter 2. Ordnung MLPld
Zustandsgleichung SRK
5.1.3 2D-RANS Simulationsergebnisse
Dichtekonturen und Temperaturkonturen überlagert mit Stromlinien für die Referenzsimula-
tion, wie sie typisch sind für RANS Simulationen des „N2-Strahl“ Testfalls, sind in Abb. 5.3
dargestellt. Der kryogene N2-Strahl zerfällt durch turbulente Mischung mit der äußeren, war-
men N2-Umgebung. In den RANS Simulationen werden die instationären, turbulenten Wirbel
vollständig durch die turbulente Diﬀusion mittels der sehr hohen turbulenten Viskosität mo-
delliert, welche die laminare Viskosität gebietsweise um weit mehr als den Faktor 100 über-
schreitet (hier nicht dargestellt). Die stark dämpfende turbulente Viskosität verhindert auch
auf wesentlich feineren Gittern und bei Verwendung einer Diskretisierung fünfter Ordnung für
die reibungsfreien Flüsse die Ausbildung eines instationären Strömungsfeldes, wie es im Ex-
periment beobachtet wird. Für eine Abbildung der instationären Vorgänge kommen URANS
Simulationen deshalb nicht in Betracht. Stattdessen müssen LES-Techniken zur Anwendung
kommen, in denen die turbulente Viskosität wesentlich niedriger ist (siehe Abschnitt 5.1.4).
Wie in Abschnitt 5.1.1 besprochen wurde, reagieren unter anderem die Dichte und die spezi-
ﬁsche Wärmekapazität bei konstantem Druck bei den gegebenen Injektionsbedingungen sehr
sensitiv auf geringe Änderungen der Temperatur. Dies spiegelt sich entsprechend auch in den
Dichte- und Temperaturkonturen in Abb. 5.3 wider. Der Dichtegradient in der Scherschicht
ist sehr hoch. Während sich die Temperatur auf der Achse bis x ≈ 0,045 m lediglich um etwa
9 K durch die Vermischung mit der warmen N2-Umgebung erhöht, hat sich die Dichte des
kryogenen N2-Strahls bereits halbiert.
Ein Vergleich simulierter und gemessener axialer Dichteproﬁle entlang der Symmetrieachse
ist in Abb. 5.4 gegeben. In Abb. 5.4(a) sind zusätzlich, wie bereits in Abschnitt 5.1.1 be-
sprochen, die erwarteten Dichtebereiche aus dem Experiment und der Simulation gegeben,
die sich durch die Unsicherheiten in den Einspritztemperaturen ergeben. Weiterhin zeigt
Abb. 5.4(a) die simulierten Dichteproﬁle bei Variation der Einspritztemperatur unter Ver-
wendung adiabater und isothermer Injektorwände. Für die isothermen Wände wurde ein
lineares Temperaturproﬁl aufgeprägt (Einspritztemperatur am Einlass, Raumtemperatur am
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Abbildung 5.3: Dichte- und mit Stromlinien überlagerte Temperaturkonturen der Referenz-
simulation für den „N2-Strahl“ Testfall.
Injektorende).
Zunächst werden die Simulationen mit adiabaten Wänden diskutiert. Bei einer vorgegebenen
Temperatur am Injektoreintritt von TInj = T1=120,9 K und TInj = T2b=122,9 K wird die
Dichte gegenüber den experimentellen Messwerten deutlich überschätzt. Für eine Einspritz-
temperatur von TInj = T2a=126,9 K stimmt die berechnete Dichte am Injektoraustritt sehr
gut mit der gemessenen Dichte im dichten N2-Strahl überein. Die Dichteverläufe der Simula-
tionen und des Experiments sind bis auf den Oﬀset in der Dichte sehr ähnlich. Bis x ≈ 10 mm
bleibt der kryogene N2-Strahl auf der Achse erhalten und die Dichte in etwa konstant. Weiter
stromab vermischt sich zunehmend warmes N2 aus der Umgebung mit dem kalten N2-Strahl.
Zusätzlich gelangt Wärme durch (turbulente) Diﬀusion zur Achse. Der Dichteabfall in den
Simulationen ist schwächer als im Experiment, so dass die Länge des kalten N2-Strahls (engl.:
dark core length) etwas überschätzt wird.
In weiteren Simulationen wurde der Einﬂuss von Wärmeleitung in den Injektorwänden mittels
isothermer Wände untersucht (für TInj=120,9 K und TInj=122,9 K). Durch den Wärmeein-
trag im Injektor kommt es zu einer Stratiﬁzierung der Temperatur über den Injektorradius.
Die niedrigsten Temperaturen und damit die höchsten Dichten ﬁnden sich auf der Mittelach-
se. Jedoch zeigt sich auch hier schon ein Eﬀekt am Injektoraustritt und die Dichten liegen
unterhalb derer in den Simulationen mit adiabaten Injektorwänden. Im Gegensatz zu den
vorherigen Simulationen und zum Experiment ist hier schon zu Beginn ein leichter Abfall in
der Dichte auf der Symmetrieachse zu beobachten. Im weiteren Verlauf ergibt sich jedoch ein
ähnliches Verhalten und keine bessere Übereinstimmung mit dem Experiment, so dass die
Annahme adiabater Wände eine gute Approximation darstellt.
Wesentliche Unterschiede zeigen sich bei Verwendung unterschiedlicher Turbulenzmodelle
und teilweise auch bei der Wahl verschiedener turbulenter Prandtlzahlen. Die Einspritz-
5. ERGEBNISSE DER CFD SIMULATIONEN 109

















Branam & Mayer (2003)
TInj = 120.9 K
TInj = 122.9 K
TInj = 126.9 K
 Bereich nach NIST





















Branam & Mayer (2003)
q - , Prt = 0.7
q - 
k - 
k -  SST
TInj = 120.9 K
(b)
















Branam & Mayer (2003)
q - 
k - 
k -  SST
TInj = 126.9 K
(c)
Abbildung 5.4: Vergleich mit RANS berechneter und gemessener Dichteproﬁle entlang der
Symmetrieachse für den „N2-Strahl“ Testfall: Variation der Einspritztempe-
ratur und der Injektorwandmodellierung (a) sowie des Turbulenzmodells (und
der turbulenten Prandtlzahl) bei TInj=120,9 K (b) und TInj=126,9 K (c).
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temperatur der Referenzsimulation von TInj=120,9 K wurde zunächst beibehalten (siehe
Abb. 5.4(b)) und in weiteren Simulationen mit TInj=126,9 K auf die gemessene Dichte am
Injektoraustritt angepasst (siehe Abb. 5.4(c)). Im Gegensatz zur Referenzsimulation mit dem
q -ω Modell und einer turbulenten Prandtlzahl von 0,9 bleibt der kalte N2-Strahl auf der Ach-
se vor allem mit dem k -ω, aber auch merklich mit dem k -ω SST Turbulenzmodell länger
erhalten. Während in der k -ω Simulation der turbulente Strahlzerfall auch weiter stromab
wesentlich langsamer vonstattengeht, ergibt sich mit dem k -ω SST Modell ein viel stärke-
rer Abfall in der Dichte. Dieser stimmt qualitativ besser mit dem experimentell ermittelten
Dichteproﬁl überein. Eine Verringerung der turbulenten Prandtlzahl führt durch den erhöh-
ten turbulenten Wärmeeintrag zu einem etwas stärkeren Abfall in der Dichte. Der Einﬂuss ist
jedoch deutlich geringer als der Eﬀekt unterschiedlicher Turbulenzmodelle. Mit angepasster
Einspritztemperatur ergeben sich ähnliche Trends. Eine sehr gute Übereinstimmung mit dem
Experiment wird mit dem k -ω SST Modell erzielt, während das q -ω Modell und vor allem
das k -ω Modell einen wesentlich ﬂacheren Abfall in der Dichte prognostizieren.
Im Zuge der Sensitivitätsanalyse wurden weiterhin die Realgasmodellierung durch die Zu-
standsgleichung und die Stoﬀwertberechnung untersucht (hier nicht bildhaft dargestellt). Als
erstes wurde dafür eine Simulation mit der SRKmVK Zustandsgleichung durchgeführt. Die
Volumenverschiebung von c=+7,0 · 10−6 m3/mol wurde so angepasst, dass sich im relevan-
ten Temperaturbereich eine sehr gute Übereinstimmung der Dichte mit REFPROP Daten
ergibt (siehe Abb. 5.2(a)). Die Einlasstemperatur wurde auf 124,4 K gesetzt, so dass sich eine
Dichte sehr ähnlich zur Referenzsimulation ergibt. Ein Vergleich zwischen dieser Rechnung
und der Referenzsimulation lieferte nur marginale Unterschiede zwischen beiden Lösungen.
Als zweites wurde eine Simulation durchgeführt, welche lediglich die Viskositäten und Wär-
meleitfähigkeiten für ideale Gase verwendet. Auch hier ergaben sich nur sehr geringfügige
Diﬀerenzen im Vergleich zur Referenzsimulation. Dies ist nicht weiter verwunderlich, da die
Strömung wie bereits erwähnt sehr stark turbulenzdominiert ist und die turbulenten Visko-
sitäten und Wärmeleitfähigkeiten dominant gegenüber ihren laminaren Gegenstücken sind.
Obwohl mit der k -ω SST Simulation der axiale Dichteverlauf sehr gut getroﬀen wird, zei-
gen sich gerade hier stärkere Diskrepanzen in den radialen Dichteproﬁlen gegenüber zum
Experiment. Diese sind für alle drei Simulationen aus Abb. 5.4(c) mit Variation des Tur-
bulenzmodells bei einer Einspritztemperatur von TInj=126,9 K an den axialen Positionen
x/d=5,0 und x/d=25,0 in Abbildungen 5.5(a) und 5.5(b) aufgetragen. Die q -ω Simulati-
on sagt außerhalb der Scherschicht die Mischungstemperatur und damit die Dichte in der
Kammer, welche sich aus rezirkulierendem, erwärmten N2 und vom Kammerende einströ-
mendem N2 zusammensetzt, korrekt voraus. Dies gilt auch für eine Einspritztemperatur von
TInj=120,9 K, obwohl sich die berechneten und gemessenen Dichten auf der Achse in die-
sem Fall stark unterscheiden (hier nicht dargestellt). Die k -ω und k -ω SST Simulationen
hingegen sagen eine zu hohe Rezirkulationsmenge des kryogenen N2-Strahls voraus, so dass
sich in der Kammer eine zu niedrige Temperatur und damit eine zu hohe Dichte einstellt.
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Abbildung 5.5: Vergleich mit RANS berechneter und gemessener radialer Dichteproﬁle bei
x/d=5,0 und x/d=25,0 für den „N2-Strahl“ Testfall.
Während die radiale Durchmischung hier mit den k -ω basierten Turbulenzmodellen stärker
erscheint, wurde in Simulationen mit Verbrennung (Abschnitt 5.3 und 5.4) ein gegenteiliger
Eﬀekt beobachtet.
Eine gleichzeitig gute Wiedergabe der axialen und radialen Dichteproﬁle konnte in den RANS
Simulationen dieser Arbeit nicht erzielt werden. Park (2012) [165] präsentiert radiale Dich-
teproﬁle für einen ähnlichen Betriebspunkt bei 60 bar und einer Einspritztemperatur von
128,7 K. Dabei wurde der Einﬂuss verschiedener Zustandsgleichungen und Zweigleichungs-
turbulenzmodelle untersucht. Es ergaben sich vergleichbare Unterschiede zum Experiment
wie in den in dieser Arbeit gezeigten Ergebnissen. Nach Auskunft von G. Ribert60 kann auch
mit LES keine gleichzeitig gute Übereinstimmung für die axialen und radialen Dichteproﬁle
erreicht werden. Da in Veröﬀentlichungen zu Simulationen mit RANS oder LES zu diesem
und ähnlichen Testfällen zumeist nur Vergleiche der axialen Dichteproﬁle präsentiert werden,
kann an dieser Stelle nur vermutet werden, dass die Ergebnisse für die radialen Proﬁle auch
mit anderen CFD-Codes keine zufriedenstellende Übereinstimmung lieferten.
5.1.4 3D-DDES Simulationsergebnisse
In den stationären RANS Simulationen werden alle turbulenten Schwankungen vollständig
modelliert. Mittels instationärer URANS Simulationen können in manchen Fällen zumin-
dest die grobskaligen, hydrodynamischen Instabilitäten abgebildet werden (Lempke et al.
(2015) [116]). Im hier untersuchten Testfall wird dies selbst beim Einsatz sehr feiner Gitter
und Diskretisierungstechniken hoher Ordnung durch die hohe und stark dämpfende turbu-
lente Viskosität verhindert und das simulierte Strömungsfeld bleibt stationär. Um das im
Experiment beobachtete, instationäre Verhalten und einen Großteil der turbulenten Schwan-
60 Private Kommunikation.
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Tabelle 5.4: Einstellungen der DDES Simulationen und der k -ω SST RANS Vergleichs-
simulation für den „N2-Strahl“ Testfall.
k -ω SST DDES-1 DDES-2 DDES-3
Einspritztemperatur (K) 126,9 126,9 126,9 122,9
Einspritzdichte (kg/m3) 396 396 396 541
Zustandsgleichung SRK SRK SRK SRKmVK
Konstante CDDES - 0,5 0,6 0,5
kungen zeitlich wiedergeben zu können, müssen LES-Techniken herangezogen werden, in wel-
chen die turbulente Viskosität in der Kernströmung reduziert wird. In dieser Arbeit wird dazu
die in Abschnitt 3.2.2 beschriebene DDES als hybrides URANS/LES-Verfahren verwendet.
Es wurden drei verschiedene DDES durchgeführt, deren Unterschiede in Tab. 5.4 zusammen
mit den Einstellungen der k -ω SST RANS Vergleichssimulation aus Abb. 5.4(c) aufgelis-
tet sind. Zum einen wurde der Einﬂuss der Konstante CDDES zwischen den Simulationen
DDES-1 und DDES-2 untersucht. Zum anderen wurde der Einﬂuss der Einspritzdichte und
-temperatur in Kombination mit einer Volumenkorrektur in der Zustandsgleichung zwischen
den Simulationen DDES-1 und DDES-3 analysiert.
Abbildung 5.6 zeigt für den Fall DDES-3 instantane Bilder des Verhältnisses von turbulenter
zu laminarer Viskosität µt/µ und des räumlichen Dichtegradienten als numerisches Schlie-
renbild in einem Schnitt durch die Kammer sowie eine Isokontur der Dichte bei 400 kg/m3
gefärbt mit dem räumlichen Dichtegradienten. Da der Injektor in der DDES wie in den RANS
Simulationen axial nur sehr grob aufgelöst wurde, ist das entsprechende Gitter dort nicht LES
geeignet und die DDES verbleibt im Injektor im URANS-Modus. Entsprechend hoch ist das
µt/µ - Verhältnis dort mit Werten bis 250 (Abb. 5.6(a)). Stromab der URANS-Zone nimmt
das µt/µ - Verhältnis im Strahl schnell auf LES-typische Werte im Bereich 10 bis 30 ab (Spa-
lart et al (2006) [204], Shur et al. (2008) [196]). Weiter stromab steigen die Werte aufgrund
einer axial gröberen Gitterauﬂösung wieder leicht an.
Die Bilder der Dichtegradienten (Abbildungen 5.6(b) und 5.6(c)) verdeutlichen, dass sich
kurz nach dem Injektoraustritt näherungsweise rotationssymmetrische Wirbelstrukturen bil-
den (durch Pfeile gekennzeichnet), welche weiter stromab schließlich chaotisch und dreidi-
mensional zerfallen. Diese werden auch in LES von Schmitt et al. (2010) [190] und Petit et
al. (2013) [169] bestätigt, während Park (2012) [165] dies nur für den unphysikalischen Ein-
satz der Idealgaszustandsgleichung, aber nicht für die SRK Zustandsgleichung feststellt. Die
turbulenten Wirbelstrukturen sind in der DDES im Vergleich zum Experiment von Branam
und Mayer (2003) [16] grobskaliger, jedoch ähnlich zu LES von Schmitt et al. (2010) [190],
Park (2012) [165], Petit et al. (2013) [169] und Müller et al. [152].




Abbildung 5.6: Verhältnis µt/µ (a) und räumliche Dichtegradienten (Schlierenbild) (b) in
einem Schnitt durch die Kammer sowie Isokontur der Dichte bei 400 kg/m3
gefärbt mit dem räumlichen Dichtegradienten (c) in der DDES-3 Simulation
für den „N2-Strahl“ Testfall.
Neben dem µt/µ - Verhältnis ist auch das aufgelöste Energiespektrum der turbulenten Ge-
schwindigkeitsschwankungen ein wichtiges Kriterium für die Güte einer LES bzw. DDES.
Abbildung 5.7 zeigt für die Simulation DDES-3 das Energiespektrum der Geschwindigkeits-
ﬂuktuationen Ek = 0,5 (u˜i−〈u˜i〉)(u˜i−〈u˜i〉) als Funktion der Frequenz in einem Punkt in der
Scherschicht nahe des Injektors61. Werte in 〈...〉 stellen zeitliche Mittel über die simulierte
Mittelungszeit dar. Das Energiespektrum ergibt sich aus einer Fast Fourier Transformation
(FFT) des zeitechten Signals. In doppellogarithmischer Darstellung ergibt sich zu höheren
Frequenzen (kleinere Wirbel mit höherer Wirbelfrequenz) der für die Energiekaskade typische
Abfall nach der Theorie von Kolmogorov mit einer Steigung von -5/3 (Pope (2000) [177]).
Die Dichteproﬁle der RANS Vergleichssimulation und der zeitlich (und in Umfangsrichtung)
gemittelten DDES Rechnungen entlang der Mittellinie sowie in radialer Richtung bei x/d = 5
61 Für die Frequenz der turbulenten Geschwindigkeitsschwankungen wird angenommen, dass diese mit der
Wirbelgröße und der Wellenzahl bzw. turbulenten Wirbelfrequenz korreliert.
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Abbildung 5.7: Spektrum der turbulenten kinetischen Energie in der Scherschicht in Abhän-
gigkeit der Frequenz mit typischem 5/3 -Abfall für die DDES-3 Simulation
des „N2-Strahl“ Testfalls.
und x/d = 25 sind in Abbildungen 5.8 und 5.9 aufgetragen. Um die Proﬁle vergleichbarer zu
machen und Unsicherheiten in den Einspritztemperaturen und -dichten auszugleichen, wur-
den die Dichteproﬁle mit dem minimalen und maximalen Wert normiert. Generell lässt sich
feststellen, dass die Qualität der DDES-Lösungen gut mit dem Experiment übereinstimmt
und vergleichbar mit der RANS Vergleichslösung ist, welche auf dem k -ω SST Modell basiert.
An dieser Stelle soll betont werden, dass die DDES-Lösungen ohne weitere Anpassungen er-
zielt wurden. Die RANS Lösungen hingegen hängen stark vom verwendeten Turbulenzmodell
(und zum Teil auch der turbulenten Prandtlzahl ab) und liefern teilweise deutlich schlechte-
re Ergebnisse (siehe Abschnitt 5.1.3). In nichtnormierter Darstellung (hier nicht abgebildet)
wird die Dichte auf der Achse bei x/d=30 für die DDES-1 und DDES-2 Rechnung mit
ca. 145 kg/m3 etwas höher als im Experiment und der k -ω SST Vergleichslösung mit ca.
125 kg/m3 vorhergesagt.
Die Konstante CDDES im DDES-Modell (siehe Abschnitt 3.2.2) muss in der Regel für jedes
numerische Verfahren anhand einer Simulation einer abklingenden, homogenen, isotropen
Turbulenz bestimmt werden (Kindler (2014) [96]). Da die im „N2-Strahl“ Testfall vorkom-
menden, hohen Dichtegradienten und entsprechende Dämpfmechanismen durch lokale Limi-
tierungen der Diskretisierungsordnung dabei nicht berücksichtgt werden, wird für den „N2-
Strahl“ Testfall eine Sensitivitätsanalyse mit typischen Werten für CDDES von 0,5 (DDES-1)
und 0,6 (DDES-2) durchgeführt. Wie aus Abbildungen 5.8 und 5.9 zu erkennen ist, hat die
CDDES-Konstante nur einen geringen Einﬂuss auf die Lösung. Ein höheres CDDES bewirkt
ein etwas dissipativeres Verhalten, wodurch das instationäre Verhalten des kalten N2-Strahls
gedämpft und damit die Durchmischung mit der warmen Umgebung verringert wird. Dies
äußert sich in einem leicht verzögertem Abfall in der Dichte.
Auch für die DDES wurde der Einﬂuss der Einspritzdichte und -temperatur analysiert. Für
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Abbildung 5.8: Vergleich mit RANS und DDES berechneter und gemessener normierter Dich-
teproﬁle entlang der Symmetrieachse (zeitlich und in Umfangsrichtung gemit-
telt) für den „N2-Strahl“ Testfall. Werte für Dichtenormierung:  ρmin=100
kg/m3, ρmax=400 kg/m3; ρmin=122 kg/m3, ρmax=400 kg/m3; - - -
ρmin=143 kg/m3, ρmax=400 kg/m3; - - - ρmin=143 kg/m3, ρmax=400 kg/m3;
- - - ρmin=183 kg/m3, ρmax=541 kg/m3.
die Simulation DDES-3 ergibt sich mit der geringeren Einspritztemperatur von 4 K und bei
Verwendung der SRK Zustandsgleichung mit Volumenkorrektur (SRKmVK) eine um ca. 35 %
höhere Dichte am Injektoraustritt (vergleiche Tab. 5.4 und Abb. 5.2(a)). In der normierten
Darstellung der Dichteproﬁle ist der Einﬂuss jedoch nicht gravierend. Die Simulation DDES-3
liefert einen etwas späteren Abfall der Dichte im axialen Proﬁl und eine etwas breitere Dich-
teverteilung im Radialproﬁl im injektornahen Gebiet bei x/d = 5.
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Abbildung 5.9: Vergleich mit RANS und DDES berechneter und gemessener normierter Dich-
teproﬁle in radialer Richtung bei x/d = 5,0 (a) und x/d = 25,0 (b) (zeitlich
und in Umfangsrichtung gemittelt) für den „N2-Strahl“ Testfall. Legende wie
Abb. 5.8. Werte für Dichtenormierung in (a):  ρmin=50 kg/m3, ρmax=390
kg/m3; ρmin=79 kg/m3, ρmax=400 kg/m3; - - - ρmin=101 kg/m3,
ρmax=400 kg/m3; - - - ρmin=101 kg/m3, ρmax=400 kg/m3; - - - ρmin=111
kg/m3, ρmax=543 kg/m3. Werte für Dichtenormierung in (b):  ρmin=63
kg/m3, ρmax=116 kg/m3; ρmin=113 kg/m3, ρmax=135 kg/m3; - - -
ρmin=129 kg/m3, ρmax=156 kg/m3; - - - ρmin=129 kg/m3, ρmax=161 kg/m3;
- - - ρmin=153 kg/m3, ρmax=212 kg/m3.
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5.2 Überkritische CO2-Rohrströmung
Der zweite Testfall mit inerter Strömung befasst sich mit der Wärmeübertragung an Wän-
den unter überkritischen Bedingungen. Die Vorhersage der Wärmebelastung und Wandtem-
peraturen ist essenziell bei der Auslegung von Raketenbrennkammern, um ein Versagen der
Struktur zu verhindern und die Leistung des Antriebs zu verbessern. Hier wird der Wärme-
übergang einer aufwärts ﬂießenden Strömung in einem senkrechten Rohr untersucht, welches
mit überkritischem CO2 durchströmt wird (Kurganov und Kaptil’ny (1992) [100]). Hierfür
stehen gemessene Wandtemperatur- und radiale Geschwindigkeitsproﬁle an mehreren axialen
Positionen zur Validierung der Simulationen zur Verfügung.
Die Vorhersage des Wandwärmeübergangs ist nicht nur essenziell bei der Auslegung von Kühl-
kanälen in Raketenbrennkammern (Locke und Landrum (2008) [125], Knab et al. (2009) [97],
Pizzarelli (2007) [173], Ruan und Meng (2012) [186]), sondern auch in auf- und abwärts
gerichteten sowie waagrechten Strömungen in Rohren oder Kanälen zahlreicher weiterer An-
wendungen mit überkritischen Drücken: verfahrenstechnische Anwendungen wie überkritische
Rektiﬁkation (Hashimoto et al. (2014) [70], Mudraboyina et al. (2015) [151]), Leckageströmun-
gen in Pipelines (Li et al. (2014) [120]) und wassergekühlte Reaktoren (SCWR: supercritical
water-cooled reactors) der vierten Generation (Schulenberg et al. (2006) [191]).
In der Literatur ﬁnden sich einige Grundlagenexperimente bei unterschiedlichen Bedingungen
und mit verschiedenen Fluiden, z. B. mit H2 (Hendricks et al. (1961 , 1966) [73, 74], Hendricks
et al. (1965) [75], Thurston (1964) [216], Niino et al. (1982) [156]), CO2 (Kurganov und
Kaptil’ny (1992) [100], Kurganov und Ziegarnik (2005) [101], Bae und Kim (2009) [4], Kim
und Kim (2011) [93], Krau (2014) [99]) und H2O (Shitsman (1963) [193], Yamagata et al.
(1972) [247], Pismenny et al. (2006) [171], Wang et al. (2011) [234, 235]).
Numerische Untersuchungen hierzu wurden größtenteils mit RANS Simulationen (Koshizu-
ka et al. (1994) [98], Roelofs (2004) [185], Palko und Anglart (2008) [164], Wen und Gu
(2010) [240], Urbano und Nasuti (2012) [221]), vereinzelt aber auch mit LES (Wang et
al. (2005) [237], Wang (2006) [236]) oder gar DNS (Bae et al. (2005) [3], Nemati et al.
(2013) [154], Chu und Laurien (2016) [30]) durchgeführt. Das komplexe Zusammenspiel von
Turbulenz, Gravitation und stark nichtlinearer Thermodynamik in überkritischen Strömun-
gen stellt eine besondere Herausforderung bei der Vorhersage der Wärmeübertragung im
untersuchten Testfall dar. Deshalb können insbesondere einfache RANS Simulationen das
tatsächliche Strömungsverhalten meist nur qualitativ abbilden.
5.2.1 Testfallbeschreibung
Das modellierte Simulationsgebiet für den untersuchten „CO2-Rohr“ Testfall von Kurganov
und Kaptil’ny (1992) [100] ist in Abb. 5.10 (x-Achse um Faktor 50 gestaucht) dargestellt und
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Tabelle 5.5: Geometrische und operative Details für den „CO2-Rohr“ Testfall.
Geometrische Details
Länge des (simulierten) nichtbeheizten Rohrabschnitts (mm) 2 000
Länge des (simulierten) beheizten Rohrabschnitts (mm) 3 000
Rohrdurchmesser (mm) 22,7
Operative Details
nomineller Druck am Rohraustritt (bar) 90,0
Einströmtemperatur (K) 298
Massenstrom (g/s) 850
Wandwärmestrom im beheizten Rohrabschnitt (kW/m2) 440
repräsentiert den prinzipiellen experimentellen Aufbau. Alle geometrischen und operativen
Details sind in Tab. 5.5 zusammengefasst. Überkritisches CO2 strömt bei 90 bar in einem
senkrechten Rohr mit polierten Wänden und einem Durchmesser von d = 2R = 22,7 mm
aufwärts. Nach einem unbeheizten Rohrabschnitt mit einer Länge von 50 d ≈ 1,135 m, in dem
sich ein turbulentes Strömungsproﬁl entwickelt, folgt eine beheizte Strecke mit einer Länge
von 130 d ≈ 2,951 m. Im Nachlauf schließt sich im Experiment abermals ein unbeheizter Ab-
schnitt der Länge 50 d ≈ 1,135 m an. Die Beheizung erfolgt durch Anlegen von Wechselstrom,
wodurch Wärme induziert wird. Das Rohr ist nach außen hin isoliert.
Der untersuchte Testfall in dieser Arbeit entspricht den Bedingungen mit einer Massen-
stromdichte von m˙/A = 2100 kg/(m2 s) und dem Wandwärmestrom-zu-Massenstromdichte-
Verhältnis q˙w/(m˙/A) = 0,21 kJ/kg mit der Querschnittsﬂäche A des Rohres. Dies ergibt einen
Massenstrom von m˙ = 850 g/s und eine konstante Wärmestromdichte von q˙w = 440 kW/m2.
Die operativen Randbedingungen sind so gewählt, dass Gravitation entgegen der Hauptströ-
mungsrichtung eine entscheidende Rolle spielt und sich ein komplexes Strömungsfeld durch
freie und erzwungene Konvektion ausbildet.
Da die Einströmtemperatur von 298 K (Raumtemperatur) bei 90 bar knapp unterhalb der auf
der Widom-Linie liegenden pseudo-kritischen Temperatur (ca. 313 K für die SRK Zustands-
gleichung, siehe Abb. 5.11(b) und Abschnitt 2.1) von CO2 liegt, kommt es beim Aufheizen
des Fluids zu lokal sehr starken Variationen der Dichte (Abb. 5.11(a)) sowie weiterer Stoﬀgrö-
ßen wie der (molaren) Wärmekapazität bei konstantem Druck (Abb. 5.11(b)), der laminaren
Prandtlzahl (Abb. 5.11(c)) sowie der Viskosität und Wärmeleitfähigkeit (Abb. 5.11(d)). Die-
se können nur mit einer entsprechenden Realgasgleichung bzw. Realgasmodellierung akkurat
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Abbildung 5.10: Dichte- und Temperaturkonturen der Referenzsimulation für den „CO2-
Rohr“ Testfall (x-Achse um Faktor 50 gestaucht).
wiedergegeben werden. Größere Abweichungen in der Dichte gegenüber REFPROP Daten
ergeben sich auch mit der SRK Zustandsgleichung. Dies kann jedoch im relevanten Tempera-
turbereich durch eine Volumenverschiebung von c=+6,0 · 10−6 m3/mol behoben werden62.
Das Modell von Huber und Hanley (1996) [82] zeigt ebenfalls eine sehr gute Übereinstim-
mung mit REFPROP Korrelationen für die Viskosität und Wärmeleitfähigkeit. Die relativen
Abweichungen können jedoch bei Temperaturen zwischen 300 K und 600 K bis zu ca. 10%
betragen, was sich entsprechend auf die Vorhersage des Wärmeübergangs an den Wänden
auswirken kann.
Für das Experiment ist ein umfangreicher Datensatz für die Validierung der CFD-Simulationen
vorhanden. Einerseits wurden Wandtemperaturen mittels Chromel-Alumel Thermoelemen-
ten bestimmt (siehe Abb. 5.12), welche bis auf 0,5 K genau sein sollen (Kurganov und Kap-
til’ny (1992) [100]). Andererseits stehen normierte Radialproﬁle63 der zeitlich gemittelten
Axialgeschwindigkeit (siehe Abb. 5.13) zur Verfügung. Diese wurden mit einem Pitotrohr
an verschiedenen Positionen im beheizten Abschnitt gemessen. Das komplexe Zusammen-
spiel aus Turbulenz, Gravitation und Realgaseﬀekten ist noch nicht vollständig verstanden.
Auf Basis experimenteller Daten von Kurganov und Kaptil’ny (1992) [100] sowie Kurganov
und Ziegarnik (2005) [101] gibt es jedoch Erklärungsversuche, welche durch DNS von Bae
et al. (2005) [3] bestätigt wurden. Eine detaillierte Beschreibung der auftretenden Eﬀekte
62Dieser Wert wurde so gewählt, dass sich eine gute Übereinstimmung mit Dichtewerten aus REFPROP
ergibt.
63Die Normierung erfolgt mit der querschnittsgemittelten Axialgeschwindigkeit ub (engl.: bulk velocity).
Diese kann im Experiment nur näherungsweise bestimmt werden, was zu Abweichungen beim Vergleich
mit simulierten Daten führt.

















































































































































Huber & Hanley (1996)
(d)
Abbildung 5.11: Dichte (a), molare Wärmekapazität bei konstantem Druck (b), laminare
Prandtlzahl (c) sowie molekulare Viskosität und Wärmeleitfähigkeit (d) von
CO2 bei 90 bar in Abhängigkeit der Temperatur berechnet mit der idealen
Gasgleichung, der SRK (in Kombination mit dem Modell von Huber und
Hanley (1996) [82]) bzw. der SRKmVK Zustandsgleichung und REFPROP.
ﬁndet sich in Bae et al. (2005) [3] und Löwenberg (2007) [126]. An dieser Stelle werden die
grundlegenden Eﬀekte zum besseren Verständnis erläutert.
Sobald die Strömung auf die beheizte Wand triﬀt, bildet sich zunächst eine typische Tempera-
turgrenzschicht aus, welche zu Beginn schnell anwächst und deren Zuwachs sich im weiteren
Verlauf abschwächt (Abb. 5.12). Der rasche Temperaturanstieg des wandnahen Fluids bei
Temperaturen knapp über 300 K geht einher mit einer starken Dichteabnahme und Varia-
tion der Stoﬀparameter (Abb. 5.11). Während sich die Kernströmung im weiteren Verlauf
durch die Gravitation allmählich verzögert, wirken mit zunehmender Lauﬂänge aufgrund des
großen Dichtegradienten an der Wand starke Auftriebskräfte, so dass es zu einer Beschleu-
nigung in Wandnähe kommt. Durch das Abﬂachen des Geschwindigkeitsproﬁls in Wandnähe
(außer direkt an der Wand) nehmen auch die Geschwindigkeitsgradienten und damit die
Turbulenzproduktion ab (Abbildungen 5.13(a) - 5.13(d)). Durch die rasche Abnahme der la-
minaren Viskosität werden die Schubsspannungen zusätzlich verringert. Nach Petukhov und
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Abbildung 5.12: Berechnete und gemessene Wandtemperaturen für den „CO2-Rohr“ Testfall.
Vergleich verschiedener Gitter (a), Wandwärmestromverläufe und Zustands-
gleichungen (b)∗, turbulenter Prandtlzahlen (c) und Turbulenzmodelle (d).
Experimentelle Daten von Kurganov und Ziegarnik (2005) [101] wurden Lö-
wenberg (2007) [126] entnommen.
∗ Rote Kurve entspricht der Referenzsimulation. Legende gibt Abweichungen
zum Referenzsetup aus Tab. 5.7 an.
Polyakov (1988) [170] nimmt die Turbulenzintensität und damit der radiale Transport von
Masse und Wärme in Gebieten mit stabiler Dichteverteilung g ∂ρ¯
∂x
<0, wie sie im vorderen Teil
des beheizten Abschnitts bis zum Erreichen der maximalen Wandtemperatur auftritt, ab. In
Zuge dessen entkoppelt sich die wandnahe Schicht fast vollständig von der Kernströmung.
Es kommt zu einem Anstauen von Wärme an der Wand und die Wandtemperatur steigt
daraufhin stark an. Dieser Eﬀekt wird in der Literatur als verschlechterter Wärmetransport
(engl.: deteriorated heat transfer) bezeichnet.
Solange die Beschleunigungskraft die Reibungskraft überwiegt, beschleunigt die Strömung in
Wandnähe weiter. Es bildet sich ein M-förmiges Geschwindigkeitsproﬁl mit einer Geschwin-
digkeitsüberhöhung in Wandnähe aus (Abbildungen 5.13(e) - 5.13(h)). Die Turbulenzproduk-
tion und damit die radiale Wärmeleitung ist in diesem Gebiet mit geringer Schubspannung
τ¯ ∼ ∂u˜
∂r
≈ 0 zunächst sehr eingeschränkt (Löwenberg (2007) [126]). Im weiteren Verlauf
kommt es ca. ab der Position des Wandtemperaturmaximums, ab der auch ein größerer Teil
der Kernströmung die pseudo-kritische Temperatur übersteigt und beschleunigt, zu einer
Wiederanregung der Turbulenz. Der Grund hierfür liegt in einer Interaktion zwischen tur-
bulenten Dichte-, Geschwindigkeits- und Enthalpieﬂuktuationen, welche durch den Einﬂuss
der Gravitation getrieben und eng mit dem M-förmigen Geschwindigkeitsproﬁl verknüpft
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Abbildung 5.13: Vergleich mit verschiedenen Turbulenzmodellen berechneter und gemessener
Radialproﬁle der Axialgeschwindigkeit bei verschiedenen axialen Positionen
für den „CO2-Rohr“ Testfall. Experimentelle Daten von Kurganov und Zie-
garnik (2005) [101] wurden Löwenberg (2007) [126] entnommen.







führt zu einem Abﬂuss von Wärme in die Kernströmung, wodurch
die Wandtemperatur schließlich trotz weiterhin konstanter Wärmezufuhr von außen über die
Wand wieder absinkt (Abb. 5.12).
5.2.2 Numerisches Setup
Das simulierte Rechengebiet ist in Abb. 5.10 dargestellt (x-Achse um Faktor 50 gestaucht).
Der Nachlauf nach der beheizten Strecke wurde nicht simuliert. Alle Simulationen dieses
Testfalls sind stationär und 2D-achsensymmetrisch. Es wurde eine umfangreiche Gitterstudie
durchgeführt. Die Eigenschaften der verwendeten Gitter sind in Tab. 5.6 zusammengefasst.
Nx1, Nx2 und Nr bezeichnen die Anzahl der Zellen in axialer Richtung im unbeheizten und
beheizten Rohrabschnitt sowie in radialer Richtung. N ist die Gittergröße. ∆yw bezeichnet
die radiale Ausdehnung der wandnächsten Zelle und EV steht für das Expansionsverhältnis
in radialer Richtung von der wandnächsten Zelle hin zur Symmetrielinie. Der dimensionslose
Wandabstand der ersten Zelle auf dem Gitter 6, auf welchem die Referenzsimulation für
diesen Testfall durchgeführt wurde, ist durch die sehr feine Wandauﬂösung im Bereich y+ ≤
0,1.
Der unbeheizte Rohrabschnitt wurde mit einer adiabaten Wand simuliert. Im beheizten Ab-
schnitt wurde entsprechend der Wandwärmestrom vorgegeben. Die Wandtemperatur wurde
über das Fourier’sche Gesetz (siehe Glg. (3.1.9)) mit einer Approximation erster Ordnung
für den Temperaturgradienten ermittelt, wobei die Wärmeleitfähigkeit aus der wandnächs-
ten Zelle genommen wurde. Das aufgeprägte Einströmproﬁl ist uniform. Alle Rechnungen
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Tabelle 5.6: Eigenschaften der untersuchten Gitter für den „CO2-Rohr“ Testfall.
Gitter Nx1 Nx2 Nr N ∆yw EV
1 200 400 44 26 400 1,0 · 10−6 1,20
2 200 400 48 28 800 5,0 · 10−7 1,20
3 200 400 56 33 600 1,0 · 10−7 1,20
4 200 400 74 44 400 1,0 · 10−6 1,10
5 200 400 82 49 200 5,0 · 10−7 1,10
6 200 400 98 58 800 1,0 · 10−7 1,10
7 200 400 226 135 600 1,0 · 10−8 1,05
8 400 800 226 271 200 1,0 · 10−8 1,05
9 800 1600 226 542 400 1,0 · 10−8 1,05
10 100 200 98 29 400 1,0 · 10−7 1,10
wurden auf 24 CPUs durchgeführt. Auch für diesen Testfall wurde eine umfangreiche Para-
meterstudie durchgeführt. Die Einstellungen der Referenzsimulation sind in Tab. 5.7 gegeben.
5.2.3 Simulationsergebnisse
Dichte- und Temperaturkonturen für die Referenzsimulation sind in Abb. 5.10 dargestellt.
Wie zu erkennen ist, erwärmt sich zunächst nur das wandnahe CO2 aufgrund des verschlech-
terten Wärmetransports. Ab x/d ≈ 70 kommt es zu einem vermehrten radialen Austausch
Tabelle 5.7: Einstellungen der Referenzsimulation für den „CO2-Rohr“ Testfall.
Gitter 6
Wandwärmestromverlauf konstant
Turbulenzmodell k -ω SST
turbulente Prandtlzahl 0,9
Polynomrekonstruktion / Limiter 5. Ordnung MLPld
Fluidmischung 100 % CO2
Zustandsgleichung SRK
124 5.2 Überkritische CO2-Rohrströmung
und die Kernströmung erwärmt sich auf Temperaturen oberhalb der pseudo-kritischen Tem-
peratur. Die Dichte nimmt dann entsprechend rasch ab.
In einem ersten Schritt wurde der Einﬂuss des Rechengitters untersucht. Dabei zeigte sich,
dass die Auﬂösung an der Wand und in der Grenzschicht für eine gitterunabhängige Lösung
sehr fein sein muss. Ein Vergleich zwischen gemessenen und simulierten Wandtemperaturen
für die Gitter 1 bis 7 unter Verwendung sonst gleicher Einstellungen wie für das Referenzsetup
sind in Abb. 5.12(a) abgebildet. Linien gleicher Linienart besitzen dasselbe Expansionsver-
hältnis, Linien gleicher Farbe denselben Wandabstand der wandnächsten Zelle. Ein feine-
res Expansionsverhältnis geht einher mit einer besseren Grenzschichtauﬂösung. Eine feinere
wandnächste Zelle kann bei gleichbleibendem Expansionsverhältnis nicht ganz unabhängig
von der Grenzschichtauﬂösung betrachtet werden.
Das Expansionsverhältnis hat auf allen Gittern einen sichtbaren Einﬂuss. Ein niedrigeres
Expansionsverhältnis senkt den Verlauf der Wandtemperatur ab. Wesentlich stärker ist der
Einﬂuss des wandnächsten Zellabstands. Erst mit ∆yw = 1,0 · 10−7 wird eine nahezu git-
terunabhängige Lösung erzielt. Im Vergleich zum Experiment wird vor allem der initiale
Temperaturanstieg an der Wand in allen Simulationen zu hoch vorhergesagt. Das Wandtem-
peraturmaximum wird deutlich überschätzt und liegt tendenziell zu weit stromab.
In weiteren Simulationen wurde die Sensitivität bezüglich der axialen und radialen Auﬂö-
sung mit den Gittern 7, 8, 9 und 10 untersucht (nur Lösung auf Gitter 7 bildlich dargestellt
in Abb. 5.12(a)). Eine halb so feine axiale Auﬂösung mit dem Gitter 10 im Vergleich zum
Referenzgitter 6 hatte nur einen geringfügigen Einﬂuss. Auf dem sehr feinen Gitter 7 wur-
de eine weitere axiale Verfeinerung um den Faktor 2 (Gitter 8) bzw. 4 (Gitter 9) geprüft.
In allen drei Fällen resultiert weiterhin ein stationäres Strömungsfeld und die berechneten
Wandtemperaturen sind nahezu identisch mit den Wandtemperaturen auf dem Gitter 6.
Die Unterschiede im Verlauf der Wandtemperatur sind vor allem auf den unterschiedlich
starken Anstieg gleich zu Beginn des beheizten Abschnitts zurückzuführen, welcher das Ver-
halten stromab stark beeinﬂusst. Das unterschiedliche Verhalten der verschiedenen Gitter
ist jedoch nicht durch unterschiedliche Einströmbedingungen am Beginn des beheizten Ab-
schnitts verursacht. Abbildung 5.14 vergleicht die Radialproﬁle der Axialgeschwindigkeit und
der turbulenten Viskosität für die Gitter 1 bis 6 bei einem Abstand von x/d = −2,5, also vor
Beginn der beheizten Wand. Die Proﬁle zeigen nur geringe Unterschiede.
Zur Bestätigung wurde als weiterer Test für den Referenzfall der aufgeprägte Wärmestrom
modiﬁziert, in dem ein gewisses Maß anWärmeleitung angenommen wurde (siehe Abb. 5.12(b)).
Anstatt eines harten Umschaltens von adiabater zu beheizter Wand wurde ein linearer An-
stieg des Wärmestroms im Bereich −10 < x/d < 10 aufgeprägt. Obwohl dies eine starke
Störung des Geschwindigkeits- und Temperaturfeldes am Eintritt des beheizten Abschnitts
bedeutet, sind die Wandtemperaturverläufe in beiden Fällen für x/d > 10 nahezu deckungs-
gleich.
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Abbildung 5.14: Vergleich von Proﬁlen der Axialgeschwindigkeit (a) und der turbulenten Vis-
kosität (b) für verschiedene Gitter am Ende des adiabaten Rohrabschnitts
bei x/d=-2,5. dw ist der Abstand zur Wand.
Der starke Einﬂuss der Wandauﬂösung durch das Rechengitter ist auf die großen Variationen
der Fluideigenschaften an der Wand zurückzuführen (Abb. 5.11). Die dortige Temperatur
überschreitet beim Erwärmen die pseudo-kritische Temperatur. Die Variation verschiedener
Stoﬀwerte über den dimensionslosen Wandabstand bei x=1 mm ist in Abb. 5.15 dargestellt.
Die Werte in den Zellzentren jeder Zelle sind durch die Symbole gekennzeichnet. Im Be-
reich 2 < y+ < 10 ändert sich die Dichte ca. um einen Faktor 3. Die laminare Viskosität
und Wärmeleitfähigkeit variieren um einen Faktor 2 in diesem Bereich, in dem die Reibung
gegenüber der Turbulenz noch dominiert (µt/µ < 1). Die molare Wärmekapazität und die
laminare Prandtlzahl ändern sich um den Faktor 4 bis 5. Diese starken Variationen erzwingen
eine sehr feine Grenzschichtauﬂösung um eine gitterunabhängige Lösung zu erhalten. Weiter
stromauf (x<1 mm) in den allerersten Zellen des beheizten Abschnitts verlaufen die starken
Variationen noch näher an der Wand. Eine extrem feine Wandauﬂösung ist deshalb an dieser
Stelle essenziell und wirkt sich, wie aus Abb. 5.12(a) hervorgeht, deutlich auf die berechneten
Wandtemperaturen stromab aus.
Auf dem Gitter 6 wurde wie schon für den „N2-Strahl“ Testfall der Einﬂuss der turbulenten
Prandtlzahl sowie des Turbulenzmodells untersucht. Aus numerischen Untersuchungen eines
ähnlichen Testfalls mittels DNS von Nemati et al. (2013) [154] geht hervor, dass die turbulen-
te Prandtlzahl in Wandnähe sehr stark im Bereich 0,7 < Prt < 1,1 schwankt. In dieser Arbeit
wurde eine Variation der turbulenten Prandtlzahl von 0,7 bis 1,0 durchgeführt. Die entspre-
chenden Wandtemperaturen sind in Abb. 5.12(c) gegenübergestellt. Eine größere turbulente
Prandtlzahl verringert den modellierten turbulenten Wärmetransport. In Folge dessen staut
sich mehr Wärme an der Wand und die maximale Wandtemperatur erhöht sich. Mit allen tur-
bulenten Prandtlzahlen wird der initiale Temperaturanstieg zu stark vorhergesagt. Qualitativ
ergibt sich unter Verwendung des k -ω SST Modells mit Prt = 1,0 die beste Übereinstim-
mung des Wandtemperaturverlaufs mit dem Experiment hinsichtlich der Kurvenform und der
Position des Temperaturmaximums. Das allgemeine Temperaturlevel ist allerdings deutlich
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Abbildung 5.15: Radialproﬁle verschiedener Größen in der Referenzsimulation bei x = 1 mm
für den „CO2-Rohr“ Testfall.
zu hoch. Die Höhe des Temperaturmaximums sowie der initiale Temperaturanstieg werden
mit Prt = 0,8 wesentlich besser getroﬀen. Ein zufriedenstellendes Ergebnis kann durch eine
Variation der (konstanten) turbulenten Prandtlzahl in diesem Fall nicht erzielt werden.
Der Einﬂuss verschiedender Turbulenzmodelle auf den Verlauf der Wandtemperatur ist in
Abb. 5.12(d) gegenübergestellt. Die Unterschiede sind ähnlich groß wie bei der Variation der
turbulenten Prandtlzahl. Qualitativ ergibt sich mit dem k -ω SST Modell der Referenzsi-
mulation die beste Übereinstimmung mit dem experimentellen Verlauf. Das q -ω zeigt kein
ausgeprägtes Temperaturmaximum wie im Experiment. Im k -ω Modell wird der qualitativ
zunehmende Temperaturanstieg bis zum Maximum nur unzureichend wiedergegeben. RANS
Simulationen scheinen damit die komplexe Interaktion zwischen Turbulenz, Gravitation und
Realgaseﬀekten nur begrenzt abbilden zu können. Da die thermodynamischen Bedingungen
an Wänden in Raketenbrennkammern in der Regel bei Temperaturen oberhalb der pseudo-
kritischen Temperatur liegen und der Einﬂuss von Gravitation vernachlässigbar ist, ist hier
mit weniger komplexen Strömungsphänomenen und einer besseren Vorhersage der Wandwär-
mebelastung zu rechnen.
Da die SRK Zustandsgleichung bei niedrigen Temperaturen (T <310 K) die Dichte gegenüber
REFPROP Daten deutlich unterschätzt, wurde eine Simulation mit einer Volumenkorrektur
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von c=+6,0 · 10−6 m3/mol (siehe Abb. 5.11(a)) durchgeführt. Der qualitative Verlauf der
Wandtemperatur sowie die Position des Temperaturmaximums weichen sichtbar zu den Er-
gebnissen ohne Volumenkorrektur ab und werden mit Volumenkorrektur besser vorhergesagt
(Abb. 5.12(b)). Das Temperaturlevel ist jedoch deutlich zu hoch. Die Berücksichtigung eines
möglicherweise niedrigeren Wärmestroms (90 % des im Experiment angegebenen Wertes)
senkt zwar die Temperaturen an der Wand ab, verschlechtert jedoch im Gegenzug den qua-
litativen Verlauf der Wandtemperatur.
Neben den Wandtemperaturproﬁlen wurden auch die Radialproﬁle der Axialgeschwindigkeit
näher betrachtet. Ein Vergleich für die Simulationen mit Variation des Turbulenzmodells
aus Abb. 5.12(d) mit experimentellen Daten ﬁndet sich in Abb. 5.13. Für den unbeheiz-
ten Abschnitt liegen keine Vergleichsdaten vor. Kurz nach Beginn der beheizten Wand bei
x/d = 2,5 sind deutliche Unterschiede zwischen den Simulationen und dem Experiment be-
obachtbar (Abb. 5.13(a)). Die numerischen Ergebnisse sind sich jedoch sehr ähnlich. Die
Beschleunigung des erhitzten und dünneren Fluids an der Wand sowie das Abﬂachen der Ge-
schwindigkeitsproﬁle zur Kernströmung hin werden gut vorhergesagt (Abbildungen 5.13(b)
- 5.13(d)). Erste sichtbare Abweichungen innerhalb der Rechnungen sind in Abb. 5.13(d) bei
x/d=47,5 erkennbar. Das M-förmige Geschwindigkeitsproﬁl bildet sich in der k -ω Simula-
tion am weitesten stromauf aus. Dies deckt sich mit dem weiter stromauf liegenden Maximum
im Wandtemperaturverlauf in Abb. 5.12(d). Das Geschwindigkeitsmaximum in Wandnähe
bildet sich in der q -ω Simulation, im Gegensatz zur k -ω und k -ω SST Simulation, nicht
aus (Abbildungen 5.13(e) - 5.13(f)). Für das q -ω Modell ist auch kein ausgeprägtes Wand-
temperaturmaximum erkennbar (siehe Abb. 5.12(d)). Die Beschleunigung der Kernströmung
und die Reduzierung der Geschwindigkeitsüberhöhung nach dem Wandtemperaturmaximum
werden in den k -ω basierten Simulationen gut getroﬀen. (Abbildungen 5.13(g) - 5.13(h)).
Neben den gezeigten Parametervariationen wurden auch die Einﬂüsse weiterer Einstellungen
getestet. Die Diskretisierungsordnung (5. Ordnung bzw. 2. Ordnung mit MLPld) hatte keinen
merklichen Einﬂuss. Auch eine leichte Beimischung von Luft, wie von Kurganov und Kaptil’ny
(1992) [100] diskutiert, zeigte keinen signiﬁkanten Eﬀekt. Zusammenfassend kann geschluss-
folgert werden, dass einfache RANS Simulationen das sehr komplexe Strömungsverhalten in
diesem Testfall nur begrenzt wiedergeben können. LES bzw. DDES könnten gegenüber den
RANS Rechnungen Verbesserungen bringen, wurden aber in dieser Arbeit auch aufgrund des
erheblich größeren Rechenaufwandes nicht durchgeführt.
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5.3 Überkritische H2 - O2 Verbrennung: Mascotte
Brennkammer
Das Ziel dieser Arbeit ist die Simulation von Raketenbrennkammern mit transkritischer Ein-
spritzung. Der erste Testfall hierzu mit Verbrennung ist der „Mascotte A-60“ Testfall, welcher
wie der „N2-Strahl“ als Validierungsexperiment auf dem IWRCM-2 vorgestellt wurde (Tho-
mas und Zurbach (2001) [215]). Dort wird dieser Testfall unter der Bezeichnung RCM3
geführt. Kryogenes O2 (LOX) wird bei überkritischem Druck in die Kammer eingeleitet und
verbrennt dort mit warmem H2. Die untersuchte Brennkammer wurde in den vergangenen
Jahren in zahlreichen Testkampagnen auf ONERAs Mascotte Testanlage experimentell un-
tersucht (Juniper et al. (2000) [90], Habiballah et al. (2006) [68], Candel et al. (2006) [19]).
Numerische Simulationen zu diesem Testfall wurden von Depoutre et al. (2001) [42], Görgen
und Knab (2001) [63], Legrand et al. (2001) [112], Cheng und Farmer (2006) [26], Benarous
und Liazid (2009) [11], Cutrone (2009) [35], Ruiz (2012) [187], Pohl et al. (2013) [174], Jar-
czyk (2013) [88], Poschner und Pﬁtzner (2009 , 2010) [179, 178], Coclite et al. (2015) [33],
Banuti et al. (2016) [7] sowie Benmansour et al. (2016) [12] durchgeführt. In allen Ver-
öﬀentlichungen wurden ausschließlich RANS Simulationen durchgeführt. Dabei wurde der
quadratische Querschnitt bis auf 3D-Simulationen von Benmansour et al. (2016) [12] stets
2D-rotationssymmetrisch angenähert.
5.3.1 Testfallbeschreibung
Abbildung 5.16 zeigt das simulierte Gebiet zum „Mascotte A-60“ Testfall. Die geometri-
schen und operativen Eckdaten dazu ﬁnden sich zusammengefasst in Tab. 5.8. LOX bei einer
Temperatur von 85 K und warmes H2 bei 287 K strömen durch einen Koaxialinjektor in
eine Brennkammer mit quadratischem Querschnitt. Die genaue Injektorgeometrie ist nicht
bekannt. Die verwendeten Abmaße der Simulation sind in Tab. 5.8 zusammengefasst. Am
Injektoraustritt des O2-Zulaufs beﬁndet sich eine konische Aufweitung. Die Faceplate ist um
10 mm stromab versetzt. Die Brennkammerlänge beträgt in etwa 477 mm und die Kantenlän-
ge des Querschnitts ist mit 50 mm angegeben. Die genaue Düsengeometrie ist nicht bekannt,
jedoch ist der Düsenhalsdurchmesser mit 9 mm angegeben. Quartzfenster erlauben optischen
Zugang für OH∗-Emissionen Spektroskopie und werden mit einem He-Film gekühlt, dessen
Temperatur und Massenstrom ebenfalls unbekannt sind.
Für die Validierung der CFD-Simulationen stehen ausschnittsweise Abel-transformierte Auf-
nahmen der OH∗-Emissionen in Injektornähe zur Verfügung, welche ein Indikator für die
Flammenposition sind. Außerdem existieren axiale und radiale Temperaturproﬁle. Der Brenn-
kammerdruck liegt in etwa zwischen 60 und 70 bar. Die Testbedingungen variieren leicht in
den zugehörigen Veröﬀentlichungen mit der Bezeichnung „A-60“, was in unterschiedlich hohen
5. ERGEBNISSE DER CFD SIMULATIONEN 129
Tabelle 5.8: Geometrische und operative Details für den „Mascotte A-60“ Testfall.
Geometrische Details
Geometrie des Brennkammerquerschnitts im Experiment quadratisch
Länge der Brennkammer (mm) 477,0
Düsenhalsdurchmesser (mm) 9,0
Kantenlänge des Brennkammerquerschnitts (mm) 50,0
Länge des konischen Injektorabschnitts der O2-Zuleitung (mm) 7,0
Durchmesser der O2-Zuleitung, Injektoreintritt (mm) 3,2
Durchmesser der O2-Zuleitung, Injektoraustritt (mm) 5,0
Durchmesser der H2-Zuleitung, innen (mm) 5,6
Durchmesser der H2-Zuleitung, außen (mm) 10,0
axialer Abstand zwischen Faceplate und Injektoraustritt (mm) 10,0
Operative Details
nomineller Brennkammerdruck (bar) 60 ... 70
Einspritztemperatur O2 (K) 85
Einspritztemperatur H2 (K) 298
Massenstrom O2 (g/s) 100,0
Massenstrom H2 (g/s) 70,0
O/F Verhältnis (-) 1,43
Drücken resultiert (60 bar in Thomas und Zurbach (2001) [215], 67 bar in Habiballah et al.
(2006) [68] und 70 bar in Juniper et al. (2000) [90]). Der genaue Wert bei den untersuchten
Bedingungen ist nicht bekannt.
Abbildung 5.17 zeigt die Dichte von O2 und H
(p)
2 sowie die molare Wärmekapazität von O2
im Niedertemperaturbereich (< 300 K) bei einem Druck von 65 bar berechnet mit der idealen
Gasgleichung, der SRK Zustandsgleichung sowie mit REFPROP. Die Einströmtemperaturen
für H2 sind so hoch, dass für dieses von einem Idealgasverhalten ausgegangen werden kann64.
O2 zeigt bei den gegebenen Testbedingungen ein ausgeprägtes Realgasverhalten im Bereich
der Einspritzung bis zur Erwärmung auf 300 K. Im relevanten Druck- und Temperaturbereich
64H2 wurde in diesem Testfall als H
(n)
2 behandelt, was bei Temperaturen über der gegebenen Einspritztem-
peratur jedoch nicht weiter relevant ist.
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kann das thermodynamische Verhalten von H2 und O2 auch ohne Volumenverschiebung sehr
gut wiedergegeben werden.
5.3.2 Numerisches Setup
Das simulierte Rechengebiet und -gitter ist in Abb. 5.16 dargestellt. Der Injektor wurde wie-
derum künstlich verlängert (nicht dargestellt). Alle Simulationen wurden 2D-achsensymme-
trisch durchgeführt. Um das Brennkammervolumen zu erhalten, wurde zur Annäherung des
quadratischen Querschnitts der experimentellen Brennkammer ein Radius von 28,21 mm in
der Simulation verwendet. Das verwendete Rechengitter ist mit 63 500 Elementen relativ grob
aufgelöst, so dass sich in den durchgeführten Simulationen zumeist ein stationäres Strömungs-
feld einstellte. Die Anzahl der Zellen in radialer Richtung über die Höhe der Injektorleitungen
und des Posttips ist jeweils 31. Die wandorthogonale Ausdehnung der wandnächsten Zellen
wurde zu 1 µm gesetzt, womit in der Regel Werte von y+ < 2, größtenteils sogar y+ < 1
erreicht werden. Die O2-Zuleitung wurde mit einer Anfasung am Injektoraustritt und nicht
vereinfacht wie in Thomas und Zurbach (2001) [215] dargestellt modelliert. Ebenso wurde die
zurückversetzte Faceplate berücksichtigt. Die Wände wurden standardmäßig als adiabat und
hydraulisch glatt angenommen. Der He-Kühlﬁlm, dessen Eigenschaften nicht bekannt sind,
wurde vernachlässigt. Alle Rechnungen wurden auf 23 CPUs durchgeführt.
Auch für diesen Testfall wurde wieder der Einﬂuss eines breiten Spektrums an Parametern
auf die Simulationsergebnisse untersucht. Die Einstellungen der Referenzsimulation mit den
untersuchten Parametern sind in Tab. 5.9 zusammengestellt.
Abbildung 5.16: Simuliertes Rechengebiet und -gitter für den „Mascotte A-60“ Testfall.



























































































Abbildung 5.17: Dichte von O2 und H
(p)
2 (a) sowie molare Wärmekapazität bei konstantem
Druck von O2 (b) bei 65 bar in Abhängigkeit der Temperatur berechnet mit
der idealen Gasgleichung, der SRK Zustandsgleichung und REFPROP.
Tabelle 5.9: Einstellungen der Referenzsimulation für den „Mascotte A-60“ Testfall.
Modellierung der Brennkammerwände adiabat
Reaktionsmechanismus Ó Conaire et al. (2004)
Turbulenzmodell q -ω
turbulente Prandtlzahl 0,7
Polynomrekonstruktion / Limiter 2. Ordnung MLPld
Zustandsgleichung SRK
5.3.3 Simulationsergebnisse
Die Temperaturkonturen und Dichtekonturen überlagert mit Stromlinien sind für drei ver-
schiedene Setups in Abb. 5.18 abgebildet. Ausgehend von der Referenzsimulation mit dem
q -ω Turbulenzmodell sowie einer turbulenten Prandtl- und Schmidtzahl von 0,7 (Abb. 5.18(b))
wurde einmal das Turbulenzmodell auf k -ω SST (Abb. 5.18(c)) und einmal die turbulenten
Kennzahlen auf Prt = Sct = 0,9 (Abb. 5.18(a)) geändert. Das Strömungsfeld ist in allen drei
Simulationen relativ komplex und qualitativ ähnlich. In Injektornähe bilden sich in der äuße-
ren Strömung zwei gegenrotierende Rezirkulationszonen aus, deren Ausmaß sich hauptsäch-
lich bei Variation des Turbulenzmodells unterscheidet. Auch die Flammenform nimmt insbe-
sondere bei Verwendung verschiedener Turbulenzmodelle eine stark unterschiedliche Form an.
Während die Flamme mit dem q -ω Turbulenzmodell kurz und breit ist, ist sie mit dem k -ω
SST Modell sehr lang und schmal. Auch die Aufweitung der Flamme in radialer Richtung hin
zur Wand ist mit dem k -ω SST Modell wesentlich geringer. Eine radial diﬀusivere Flamme
mit dem q -ω Modell wurde auch im nachfolgend präsentierten Testfall einer zylindrischen
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Brennkammer bei ähnlichen Bedingungen festgestellt. Im Falle des k -ω Modells konnte keine
stationäre Lösung erzielt werden. Stattdessen bildeten sich instationäre Schwankungen aus.
Auch dieses Phänomen wurde in Simulationen des nachfolgenden Testfalls beobachtet.
Ein Vergleich des Temperaturfeldes für das q -ω Turbulenzmodell und Prt = Sct = 0,9 mit
der gemessenen Intensität der OH∗-Konzentrationen IOH∗ aus Juniper et al. (2000) [90] zeigt
eine sehr gute Übereinstimmung (siehe Abb. 5.19). Die Länge der Flamme wird bei diesen
Einstellungen mit ca. 0,1 m sehr gut getroﬀen, was auch durch einen Vergleich des axialen
Temperaturproﬁls auf der Achse mit dem Experiment deutlich wird (Abb. 5.20(a)). Mit einer
niedrigeren turbulenten Prandtl- und Schmidtzahl von 0,7 (Referenzsimulation) erhöht sich
der modellierte turbulente Wärme- und Stoﬀtransport. Dies führt entgegen der ursprüng-
lichen Erwartung allerdings zu einer längeren Flamme (siehe Abb. 5.18(a) und 5.18(b) so-
wie Abb. 5.20(a)). Die radiale Ausdehnung der Flamme nimmt jedoch ab (siehe Abbildun-
gen 5.18(a) und 5.18(b)). Dies geht auch aus den radialen Temperaturproﬁlen bei x=15 mm,
x=50 mm und x=100 mm aus Abb. 5.21 hervor. Die Temperaturen auf der Achse hinter
der Flammenzone bleiben von dieser Variation praktisch unberührt (Abb. 5.20(a)).
Die genannten Eﬀekte bei Variation der turbulenten Prandtl- und Schmidtzahl wurden auch
im Falle des k -ω SST Modells in ähnlichem Ausmaß festgestellt (nicht dargestellt). Die Flam-
menlänge wird mit dem k -ω SST Modell ca. um den Faktor 3 überschätzt (Abb. 5.20(a)).
Zudem wird die Temperatur auf der Achse am Ende der Brennkammer zu hoch vorhergesagt,
da der simulierte radiale Transport von kaltem H2 zur Achse hin zu gering ist.
Die radiale Position der heißen Flammenzone ist im Experiment aufgrund der groben Auﬂö-
sung nicht zu erkennen und liegt unter Beachtung der OH∗-Bilder aus Abb. 5.19 vermutlich
unterhalb des ersten Messpunktes bei x=15 mm (Abb. 5.21(a)). Die Flamme weitet in Simu-
lationen mit dem q -ω Modell etwas zu stark auf und erscheint etwas zu diﬀusiv in radialer
Richtung. Hingegen ist die radiale Aufweitung mit dem k -ω SST Modell deutlich schmäler.
Die gemessenen Temperaturen in den äußeren Rezirkulationszonen werden bei x=15 mm
mit beiden Turbulenzmodellen sehr gut wiedergegeben. An dem Vergleich bei x=50 mm
(Abb. 5.21(b)) und x=100 mm (Abb. 5.21(c)) zeigt sich, dass die Temperaturen im äußeren
Wandbereich weiterhin mit beiden Modellen sehr gut getroﬀen werden. Dies ist vor allem für
die Vorhersage der Wärmebelastung an den Brennkammerwänden wichtig. Die Flamme des
q -ω Modells wird wie schon erwähnt zu breit vorhergesagt, während sich mit dem k -ω SST
Modell eine wesentlich schmälere Flammenzone ergibt, was den experimentellen Daten näher
kommt.
Wird wie hier geschehen die Düse mit modelliert und der Massenstrom am Einlass vorge-
geben, so stellt sich der Brennkammerdruck in der Kammer entsprechend ein, anstatt über
eine Unterschallrandbedingung am Auslass vorgegeben zu werden. In der Referenzsimula-
tion beträgt der Brennkammerdruck über die gesamte Brennkammerlänge nahezu konstant
68,4 bar. Dies liegt nahe am Wert von 67 bar wie er von Habiballah et al. (2006) [68] angege-
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ben wird. In einer Vergleichssimulation mit isothermen anstatt adiabaten Wänden mit einer
aufgeprägten Wandtemperatur von 500 K ergab sich ein Brennkammerdruck von 68,1 bar.
Wärmeverluste über die Wände scheinen damit keine große Rolle zu spielen. Auch die Tem-
peraturproﬁle zeigten keine größeren Abweichungen zum adiabaten Fall (nicht dargestellt).
Gleiches gilt für Simulationen mit den Referenzeinstellungen und abgeschnittener Düse, bei
denen am Auslass ein Druck von 60 bzw. 70 bar aufgeprägt wurde (siehe Abb. 5.20(b)).
Obwohl sowohl in der q -ω als auch der k -ω SST Lösung O2 vollständig verbrennt, ergab sich
mit dem k -ω SST Modell ein weitaus niedrigerer Brennkammerdruck mit 63,7 bar gegenüber
zum q -ω Modell mit 68,4 bar. Der Grund hierfür liegt möglicherweise in einer erhöhten
Turbulenzproduktion in der Düse mit dem q -ω Modell, welche das Geschwindigkeitsproﬁl in
der Düse stark beeinﬂusst (hier nicht dargestellt). Dieser Trend wurde auch im nachfolgenden
Testfall beobachtet.
In weiteren Simulationen wurden der Einﬂuss des detaillierten Reaktionsmechanismus (Burke
et al. (2012) [18] statt Ó Conaire et al. (2004), gleiche Spezies und Reaktionsanzahl) und einer
höheren Diskretisierungsordnung (fünfte statt zweite Ordnung MLPld) untersucht. Dabei
wurden keine signiﬁkanten Unterschiede festgestellt.




Abbildung 5.18: Vergleich der Temperaturkonturen (obige Hälften) sowie der Dichtekonturen
überlagert mit Stromlinien (untere Hälften) zwischen Simulationen mit un-
terschiedlichem Turbulenzmodell und unterschiedlicher turbulenter Prandtl-
und Schmidtzahl für den „Mascotte A-60“ Testfall: q -ω, Prt = Sct = 0,9 (a),
q -ω, Prt = Sct = 0,7 (b), k -ω SST, Prt = Sct = 0,7 (c).
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Abbildung 5.19: Gegenüberstellung der simulierten Temperaturkonturen (q -ω Turbu-
lenzmodell, Prt = Sct = 0,9) und der gemessenen Intensität der OH∗-
Konzentrationen IOH∗ aus Juniper et al. (2000) [90] für den „Mascotte A-
60“ Testfall.
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Abbildung 5.20: Vergleich der axialen Temperaturproﬁle auf der Symmetrielinie zwischen
verschiedenen Simulationen des „Mascotte A-60“ Testfalls mit (a) und ohne
(b) Düse und experimentellen Messwerten entnommen aus Benarous und
Liazid (2009) [11].
136 5.3 Überkritische H2 - O2 Verbrennung: Mascotte Brennkammer
(a) (b)
(c)
Abbildung 5.21: Vergleich der radialen Temperaturproﬁle bei x=15 mm (a), x=50 mm (b)
und x=100 mm (c) zwischen verschiedenen Simulationen des „Mascotte
A-60“ Testfalls und experimentellen Messwerten entnommen aus Coclite et
al. (2015) [33] bzw. Habiballah et al. (2006) [68].
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5.4 Überkritische H2 - O2 Verbrennung: DLR
Brennkammer C
Der zweite Testfall mit Verbrennung ist ähnlich zum vorherigen Testfall „A-60“. Es handelt
sich erneut um eine Modellraketenbrennkammer mit einem zentralen Koaxialinjektor, wel-
che vom DLR in Lampoldshausen betrieben wird (Smith (2002 , 2007) [200, 201], Suslov et
al. (2015 , 2016) [210, 211]). Experimentelle Daten zu den „DLR“ Testfällen sind bisher nur
teilweise veröﬀentlicht und wurden unter anderem im DLR-Projekt ProTau gewonnen. Nu-
merische Untersuchungen zu diesen Testfällen wurden bisher von Seidl et al. (2016) [192] und
Fechter et al. (2017) [48] veröﬀentlicht.
5.4.1 Testfallbeschreibung
H2 und O2 verbrennen wiederum als brennstoﬀreiches Gemisch bei einem Druck von etwa
60 bar in einer Modellraketenbrennkammer. Die Einspritztemperaturen von H2 sind jedoch
wesentlich niedriger als im vorherigen Testfall „A-60“. Die Brennkammer ist zylindrisch an-
statt quadratisch, hat jedoch mit einer Länge von 430 mm und einem Durchmesser von 50 mm
sehr ähnliche Abmaße. Die Brennkammer besteht aus vier untereinander austauschbaren und
hintereinander montierten Modulen, wovon eines durch Quartzfenster optischen Zugang zur
Brennkammer gewährt. Ein H2-Kühlﬁlm wird durch einen Schlitz an der Faceplate in die
Brennkammer eingebracht und bewahrt die Brennkammerwände vor einer zu hohen thermi-
schen Belastung. Die konvergent-divergente Düse sowie der Injektor können variabel bestückt
werden.
Fünf verschiedene Betriebspunkte werden in dieser Arbeit untersucht. Die entsprechenden
geometrischen und operativen Details sind in Tab. 5.10 übersichtlich zusammengefasst. In den
Testfällen „DLR-1A“, „DLR-1B“ und „DLR-1C“ wird bei sonst sehr ähnlichen Bedingungen
das O/F-Verhältnis am Injektor variiert. Alle drei Testfälle verwenden die Konﬁguration
„BKC-1“ („Brennkammer C“, Variante 1). Für die Testfälle „DLR-2“ und „DLR-3“ wurden
die Konﬁgurationen „BKC-2“ und „BKC-3“ verwendet. Die beiden letzteren Testfälle grenzen
sich zu den anderen drei Testfällen durch deutlich niedrigere Einspritztemperaturen vor allem
bezüglich von H2 ab.
Im Falle der ersten drei Betriebspunkte liegen umfangreiche experimentelle Daten von Suslov
et al. (2015 , 2016) [210, 211] sowie aus dem DLR-Projekt ProTau zur Validierung der CFD-
Simulationen vor. Unter anderem wurden die Länge des dichten LOX-Strahls LLOX mittels
Schattengraphbilder bestimmt. Weiterhin wurden Brennkammerdrücke gemessen und Wand-
temperaturmessungen durchgeführt. Für die beiden letzten Fälle von Smith (2002 , 2007) [200,
201] wurden unter anderem spektrale Leistungsdichten der Druckﬂuktuationen ermittelt.
Wie im „A-60“-Testfall werden für den Bereich des kryogenen LOX-Strahls starke Real-
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gaseﬀekte erwartet. Für sehr niedrige Einspritztemperaturen im Testfall „DLR-3“ treten
auch im Bereich des sehr kalt eingespritzten H2 Abweichungen zum Idealgasmodell auf (siehe
Abb. 5.17(a)).
5.4.2 Numerisches Setup
Die für die „DLR“ Testfälle verwendeten wichtigsten Einstellungen sind in Tab. 5.11 zu-
sammengefasst. Eine Begrenzung der limitierten Machzahl Mao in der Präkonditionierung
(siehe Abschnitt 4.1.1) und im AUSM+-up Schema (siehe Abschnitt 4.2.2.2) auf Werte ober-
halb von 0,10 wurde benötigt, um stabile Lösungen zu erhalten. Alle Simulationen wurden
2D-achsensymmetrisch auf einem Gitter mit 324 000 Volumen und 360 CPUs durchgeführt.
Verfeinerungen des Gitters wurden wiederum in der Injektorregion und zu den Wänden hin
vorgenommen. Die Randbedingungen werden analog zum „A-60“ Testfall gesetzt. Statio-
näre RANS-Lösungen wurden wie schon im „A-60“ Testfall nur mit dem q -ω und k -ω SST
Modell erzielt. Mit dem k -ω Modell bildeten sich, wenn auch nur verhältnismäßig leichte,
hydrodynamische Instabilitäten aus, welche zu Schwankungen in der Wärmefreisetzung und
im Druck führten. Das k -ω Modell wurde entsprechend für die beiden letzten Testbedingun-
gen eingesetzt, um mittels URANS Simulationen das im Experiment gemessene, instationäre,
akustische Verhalten der Brennkammer zu analysieren.
5.4.3 Simulationsergebnisse
Konturen der Dichte, der Temperatur sowie der Massenbrüche von H2 (überlagert mit Strom-
linien) und O2 sind in Abb. 5.22 für eine q -ω Simulation mit Prt=Sct=0,7 für den Fall
„DLR-1C“ mit O/F=4 abgebildet. Der starke Kühlungseﬀekt des H2-Films an der Wand ist
aus den Konturen der Temperatur und des H2-Massenbruchs klar erkennbar. Die Wandtem-
peraturen bleiben bis zum Ende des zylindrischen Brennkammerteils im Bereich unterhalb
von 600 K. Im Falle des k -ω SST Modells wurde wie schon zuvor im „Mascotte A-60“ Test-
fall eine weniger diﬀusive, schmälere und längere Flamme beobachtet (hier nicht dargestellt).
Das sich ausbildende Strömungsfeld (siehe Stromlinien) ist mit mehreren, gegenrotierenden
Rezirkulationszonen sehr komplex.
Die Länge des kalten und dichten LOX-Strahls sowie der Flamme ist wesentlich länger als
im „Mascotte A-60“ Testfall. Die Reaktionszone breitet sich in der q -ω Lösung teilweise
bis in die Düse aus. Mit dem k -ω SST Modell erreicht sie sogar den Düsenaustritt, so
dass nicht unerhebliche Mengen an unverbranntem O2 die Brennkammer verlassen. Wie aus
Abb. 5.22 hervorgeht, ist unverbranntes, gasförmiges O2 noch deutlich weiter stromab zu
beobachten als der sichtbare, dichte LOX-Strahl. Letzterer wurde im Experiment noch an
Positionen x>0,3 m detektiert. Es ist deshalb wahrscheinlich, dass auch im Experiment eine
nicht zu vernachlässigende Menge O2 die Brennkammer verlässt. Der Wirkungsgrad sowie
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Tabelle 5.10: Geometrische und operative Details für die „DLR“ Testfälle.
Geometrische Details
Geometrie des Brennkammerquerschnitts im Experiment kreisförmig
Länge der Brennkammer (mm) 430,0
Brennkammerdurchmesser (mm) 50,0
Durchmesser der O2-Zuleitung (mm) 4,0
Spalthöhe der H2-Zuleitung, Kühlﬁlm (mm) 1,0
BKC-1 BKC-2 BKC-3
Düsenhalsdurchmesser (mm) 16,9 16,8 16,8†
Durchmesser der H2-Zuleitung, innen (mm) 4,6 4,4‡ 4,4‡
Durchmesser der H2-Zuleitung, außen (mm) 6,8 6,5 5,8
Operative Details
DLR-1A DLR-1B DLR-1C DLR-2 DLR-3
Geometrie BKC-1 BKC-1 BKC-1 BKC-2 BKC-3
nomineller Brennkammerdruck (bar) 62 61 61 60 63
Injektor O/F Verhältnis (-) 5,91 4,91 3,96 4,83 3,75
globales O/F Verhältnis (-) 1,32 1,22 1,12 1,00 0,97
Einspritztemperatur O2 (K) 113,0 112,7 112,8 115,5 95,7
Einspritztemperatur H2, Injektor (K) 151,3 153,2 155,0 117,0 66,7
Einspritztemperatur H2, Kühlﬁlm (K) 313,0 318,0 320,5 320,5⋆ 320,5⋆
Massenstrom O2 (g/s) 355 328 311 290 300
Massenstrom H2, Injektor (g/s) 60 67 79 60 80
Massenstrom H2, Kühlﬁlm (g/s) 209 203 199 230 230
† Der Unterschied im Düsenhalsdurchmesser ist möglicherweise auf ungenaue Angaben zurückzuführen.
‡ Nicht direkt gegeben, sondern über andere Angaben berechnet.
⋆ Wert nicht bekannt. Es wurde der Wert von DLR-1C übernommen.
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Tabelle 5.11: Einstellungen für die „DLR“ Testfälle.
Modellierung der Brennkammerwände adiabat
Reaktionsmechanismus Ó Conaire et al. (2004)
turbulente Prandtlzahl 0,7
Polynomrekonstruktion / Limiter 2. Ordnung MLPld
Zustandsgleichung SRK
Abbildung 5.22: Konturen der Dichte, der Temperatur, sowie der H2- und O2-Massenbrüche
(von oben nach unten) für eine q -ω Simulation des „DLR-1C“ Testfalls.
der Brennkammerdruck sind dann im Vergleich zur vollständigen Verbrennung entsprechend
geringer.
Zeitlich gemittelte Schattengraphbilder wurden im Experiment aufgenommen, um die Länge
LLOX des kalten LOX-Strahls zu ermitteln (Suslov et al. (2016) [211]). Es bestehen jedoch
große Unsicherheiten bei der Datengewinnung und -auswertung. Vermutlich aufgrund von
Unsymmetrien des Injektors sind die gemittelten Schattengraphbilder beispielsweise unsym-
metrisch, während dies in den achsensymmetrischen Simulationen nicht abgebildet werden
kann. Die dichte Region ist zudem nicht eindeutig deﬁniert. In den CFD-Simulationen wer-
den daher nur Trends untersucht. Um einen besseren Vergleich zwischen den Simulationen
und dem Experiment herzustellen, wurden zur Bestimmung von LLOX in den Simulationen
die Dichteisolinien bei 630 kg/m3 in der q -ω Simulation und 760 kg/m3 in der k -ω SST
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Abbildung 5.23: Vergleich der berechneten und gemessenen mittleren LOX-Strahllängen
(normiert mit dLOX) (a) sowie der mittleren Brennkammerdrücke (b) bei
variierendem O/F-Verhältnis für die drei Testfälle „DLR-1A“, „DLR-1B“ und
„DLR-1C“.
Simulation herangezogen. Die jeweiligen Dichten sind nahe des pseudo-kritischen Punktes
(siehe Abb. 5.17(a)) und stimmen gut mit der gemessenen Länge des dichten LOX-Strahls
aus dem Experiment bei dem Betriebspunkt „DLR-1A“ mit O/F=6 überein.
Abbildung 5.23(a) zeigt einen Vergleich experimenteller und berechneter gemittelter LOX-
Strahllängen, welche mit dem Durchmesser der Sauerstoﬀzuleitung dLOX=4 mm normiert
wurden. Mit dem q -ω Modell wird der Trend einer ansteigenden LOX-Länge mit zunehmen-
dem O/F-Verhältnis gut reproduziert. Die stärkeren Abweichungen bei O/F=4 sind mög-
licherweise auch auf die experimentellen Unsicherheiten zurückzuführen. Mit dem k -ω SST
Modell bleibt LLOX nahezu konstant und nimmt mit zunehmendem O/F-Verhältnis sogar
leicht ab.
Ein Vergleich der gemessenen und berechneten mittleren Brennkammerdrücke ist in Abb. 5.23(b)
abgebildet. Der Trend eines leicht ansteigenden Brennkammerdrucks mit zunehmendem O/F-
Verhältnis wird mit beiden Turbulenzmodellen gut erfasst. Während auch die absolutenWerte
mit dem k -ω SST Modell sehr gut mit dem Experiment übereinstimmen, liegen die berech-
neten Brennkammerdrücke mit dem q -ω Modell durchgängig bei deutlich höheren Werten.
Die Tendenz hin zu deutlich höheren Drücken mit dem q -ω Modell wurde auch schon im
„Mascotte A-60“ Testfall beobachtet. In den Simulationen der BKC-Brennkammer sind die
Druckunterschiede zum k -ω SST Modell noch einmal größer. Dies dürfte daran liegen, dass
im Falle der q -ω Simulationen wesentlich weniger unverbranntes O2 die Brennkammer ver-
lässt.
Für die drei stationär untersuchten Testbedingungen „DLR-1A“, „DLR-1B“ und „DLR-1C“ lie-
gen für einen quantitativen Vergleich zwischen den Experimenten und Simulationen gemes-
sene Wandtemperaturproﬁle vor. Diese wurden an zwei unterschiedlichen Positionen entlang
des Umfangs ermittelt, was hier mit „obere Wand“ und „untere Wand“ bezeichnet wird. Auf-
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grund der schon zuvor erwähnten, mutmaßlichen Unsymmetrien des Injektors weisen auch die
Temperaturproﬁle entlang der oberen und unteren Wand merkliche Unterschiede auf, was in
2D-achsensymmetrischen CFD-Simulationen nicht erfasst werden kann. Ein Vergleich expe-
rimenteller und berechneter Wandtemperaturen Tw ist in Abb. 5.24 gegeben. Die Darstellung
erfolgt aus Vertraulichkeitsgründen in normierter Darstellung für die Temperatur. Mit dem
q -ω Modell ergibt sich ein durchgängig konsistentes Bild einer etwas zu niedrig vorhergesag-
ten Wandtemperatur für alle drei Lastfälle. Die Ergebnisse mit dem k -ω SST Modell sind
sensitiver bezüglich des O/F-Verhältnisses. Bei O/F=4 wird die Wandtemperatur deutlich
unterschätzt, während sie bei O/F=5 fast deckungsgleich mit der q -ω Lösung ist und bei
O/F=6 sogar leicht darüber und damit näher am Experiment liegt. Im Falle von O/F=4
wird die radiale Aufweitung der Flamme mit dem k -ω SST Modell im Gegensatz zu den ande-
ren beiden Lastpunkten nicht stark genug vorhergesagt (hier nicht dargestellt). Die Flamme
bleibt lange und schmal wie in den k -ω SST Simulationen des „Mascotte A-60“ Testfalls,
wodurch weniger Wärme an die Wand gelangt.
Für die Testbedingungen DLR-2 und DLR-3 mit wesentlich niedrigeren Einspritztemperatu-
ren liegen gemessene spektrale Leistungsdichten der Druckﬂuktuationen zum Vergleich vor,
welche mittels FFT aus dem zeitechten Drucksignal ermittelt wurden. Der Ort der Messungen
ist nicht bekannt. In den Simulationen wurde ein Monitorpunkt bei x=80 mm und r=10 mm
genommen. Die instationären URANS Simulationen wurden mit dem weniger diﬀusiven k -ω
Modell berechnet. Mit diesem ergaben sich vor allem im injektornahen Bereich der Brenn-
kammer und in den Rezirkulationszonen stärkere Fluktuationen der Flamme, während sich
im hinteren Brennkammerteil weiterhin ein nahezu stationäres Verhalten einstellte. Die im
vorderen Bereich erzeugten Fluktuationen in der Wärmefreisetzung erzeugen Druckschwan-
kungen, welche zur Ausbildung von akustischen Moden in der Brennkammer führen. Diese
können mittels URANS Simulationen detektiert werden.
Ein Vergleich gemessener und simulierter Leistungsdichten ist für beide Fälle in Abb. 5.25
aufgezeigt. Im Experiment wurden im Bereich bis 9 000 Hz die ersten vier Longitudinalmoden
L1 - L4 bei Frequenzen um 1 750 Hz, 3 800 Hz, 5 700 Hz und 7 550 Hz erfasst. Zudem wurden
bei Frequenzen knapp oberhalb der L3 Mode Resonanzen detektiert, deren Ursache jedoch
nicht bekannt ist. Smith et al. (2002) [200] führen die Resonanz auf eine Interaktion mit
der Druckmesseinheit zurück, während in Smith (2007) [201] versucht wird, einen theoreti-
schen Zusammenhang zur Ablösefrequenz der Wirbel des H2-Kühlﬁlms herzustellen. In den
CFD-Simulationen wird keine derartige Resonanz bei entsprechender Frequenz erfasst. Die
im Experiment festgestellten Druckschwankungen sind für den Fall „DLR-2“ mit den höhe-
ren H2-Einspritztemperaturen nur sehr gering und deutlich niedriger als im Fall „DLR-3“.
Dies ist auch in den Simulationen zu beobachten. Für den wärmeren „DLR-2“ Fall bleibt die
Simulation stationärer als im „DLR-3“ Fall und es können nur sehr geringe Druckschwan-
kungen im Bereich der gemessenen L1 und L2 Moden erfasst werden. Im zweiten Fall mit
sehr kalten H2-Einspritztemperaturen können die gemessenen Longitudinalmoden sehr gut
5. ERGEBNISSE DER CFD SIMULATIONEN 143
























q -       






























































Abbildung 5.24: Vergleich der berechneten und gemessenen normierten Wandtemperatu-
ren bei variierendem O/F-Verhältnis für die drei Testfälle „DLR-1C“ (a),
„DLR-1B“ (b) und „DLR-1A“ (c). Experimentelle Daten wurden im Rah-
men des DLR-Projekts ProTau von Suslov et al. (2015 , 2016) [210, 211] zur
Verfügung gestellt.
reproduziert werden. Die simulierten Frequenzen liegen konstant etwas über den gemessenen
Werten. Dies könnte aus Unterschieden zwischen Experiment und Simulation hinsichtlich der
Flammenfront, der Temperaturen sowie der Durchmischung herrühren, welche mit einer un-
terschiedlichen mittleren Schallgeschwindigkeit einhergehen würden. Die Amplitude der L2
Mode wird in der Simulation leicht überschätzt, während die anderen Moden in ihrer Stärke
etwas unterschätzt werden.
Insgesamt ergibt sich für alle „DLR“ Testfälle eine gute Übereinstimmung mit den Experimen-
ten. Die in den Simulationen der Mascotte-Brennkammer festgestellten Tendenzen können
weitestgehend auch in den Simulationen der BKC-Brennkammer beobachtet werden. Jedoch
können wiederum nicht alle Details des Experiments mit einem einzigen Setup und Turbu-
lenzmodell reproduziert werden.
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Abbildung 5.25: Vergleich berechneter und gemessener spektraler Leistungsdichten der
Druckﬂuktuationen für die beiden Testfälle „DLR-2“ (a) und „DLR-3“ (b).
145
6 Zusammenfassung
Im Rahmen dieser Arbeit wurde der CFD-Code TASCOM3D für die Anwendung auf Strö-
mungen bei sehr hohen Drücken mit trans- und überkritischen Bedingungen erweitert. Dafür
musste das numerische Verfahren in mehreren Punkten angepasst und weiterentwickelt wer-
den.
Zur Beschreibung des thermodynamischen Verhaltens realer Fluide wurde die SRK Zustands-
gleichung von Soave herangezogen. Wahlweise ist eine Volumenverschiebung für eine ver-
besserte Vorhersage der Dichte möglich. Für die Simulation nichtreagierender N2 und CO2
Strömungen sowie für die H2 - O2 Verbrennung in Raketenbrennkammern liefert die SRK
Zustandsgleichung eine sehr gute Übereinstimmung mit Daten und Korrelationen aus der
Literatur bei geringfügigem Rechenaufwand.
Zur Berechnung aller thermodynamischer Größen und partieller Ableitungen, welche im CFD-
Code benötig werden, wurde der Ansatz von Michelsen und Mollerup verfolgt und erweitert.
Dabei werden alle Größen konsistent und exakt mittels fundamentaler thermodynamischer
Beziehungen aus partiellen Ableitungen der reduzierten Helmholtz-Residuumfunktion berech-
net. Dieses Vorgehen erlaubt eine eﬃziente, modulare und leicht zu veriﬁzierende Implemen-
tierung, welche auf beliebige Fluide und Zustandsgleichungen anwendbar ist.
Die Berechnung der Stoﬀwerte für dichte Fluide erfolgte auf Basis der Modelle von Huber
und Hanley sowie Riazi und Whitson. Im Gegensatz zu anderen, oft in der Literatur verwen-
deten Modellen gehen diese bei niedrigen Dichten nahtlos in die zugrundeliegenden Modelle
für ideale Gase und Gasgemische über. Zudem wurde für diese Modelle kein inkonsistentes
Verhalten im thermodynamisch relevanten Bereich festgestellt. Die Modelle zur Berechnung
der Idealgas- und Realgasstoﬀwerte wurden umfangreich anhand experimenteller Daten und
Korrelationen für die untersuchten Bedingungen validiert.
Neben Änderungen der Thermodynamik und Stoﬀwertberechnung mussten auch das zeitliche
und räumliche Diskretisierungsschema modiﬁziert werden. Für eine Konvergenzbeschleuni-
gung bei niedrigen Machzahlen wird auf eine Präkonditionierungstechnik gesetzt. Die Berech-
nung der Eigenwerte sowie der Einträge in den Transformations-, Präkonditionierungs- und
Jakobimatrizen wurde entsprechend angepasst, damit deren Gültigkeit auch unter Realgasbe-
dingungen gegeben ist. Im verwendeten räumlichen Diskretisierungsschema AUSM+-up muss-
te die Berechnung der Interface-Schallgeschwindigkeit auf den Seiten der Finite-Volumen Zel-
len geändert werden. In Kombination mit der Präkonditionierung muss bei Verwendung des
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AUSM+-up Schemas darauf geachtet werden, ähnliche Werte für die Machzahl-Limitierung
zu verwenden. Dies gilt unabhängig vom thermodynamischen Zustand auch für ideale Gase.
Zur Validierung des implementierten Realgasmoduls wurden jeweils zwei Testfälle mit nicht-
reagierender und reagierender Strömung simuliert. Aufgrund der deutlich kürzeren Rechen-
zeiten kamen vorwiegend achsensymmetrische 2D-RANS Simulationen zum Einsatz. Diese
ermöglichten umfangreiche Parameteruntersuchungen und Sensitivitätsanalysen. Zur Erfas-
sung instationärer Phänomene kamen 3D-DDES und achsensymmetrische URANS Rech-
nungen zum Zuge. Zusammenfassend lässt sich für alle Testfälle sagen, dass mit RANS Si-
mulationen oft sehr zufriedenstellende Ergebnisse erzielt werden. Jedoch können mit einem
einzigen Setup und Turbulenzmodell nicht alle Messergebnisse über alle Testfälle hinweg
gleich gut reproduziert werden. RANS Simulationen mit dem q -ω und k -ω SST Turbulenz-
modell bleiben tendenziell stationär. Beide Modelle wirken wesentlich stärker dämpfend als
das k -ω Turbulenzmodell, mit welchem die Strömung auf gleichen, groben Gittern schon zu
Instationaritäten neigen kann. Ergebnisse mittels DDES für einen inerten Strahlzerfall sind
vielversprechend. Jedoch ist ihr Einsatz insbesondere in reaktiven Strömungen aufgrund der
hohen Rechenkosten und -zeiten nur eingeschränkt möglich.
Als erstes wurde ein inerter N2-Strahl simuliert, welcher transkritisch in eine warme N2-
Umgebung eingespritzt wird und zerfällt. Ein gute Übereinstimmung mit gemessenen axialen
Dichteproﬁlen konnte mittels DDES und RANS Simulationen basierend auf dem k -ω SST
Modell erreicht werden, während mit dem q -ω und vor allem mit dem k -ω Modell der
Strahlzerfall deutlich zu weit stromab vorhergesagt werden. Eine Analyse des instationären
Strömungsfeldes im Falle der DDES bestätigte die Ausbildung von ringähnlichen Wirbel-
strukturen stromauf des chaotischen, turbulenten 3D-Zerfalls, was auch bereits in früheren
Simulationen beobachtet wurde.
Der zweite inerte Testfall widmete sich der Vorhersage des Wandwärmeübergangs, welche
unter anderem essenziell zur Auslegung von Raketenbrennkammern ist. Dafür wurde ein
überkritisch und vertikal durchströmtes, beheiztes Rohr betrachtet. Die Interaktion zwischen
Turbulenz, Gravitation und Realgaseﬀekten sorgt für ein sehr komplexes Zusammenspiel,
welches so in Raketenbrennkammern in diesem Ausmaß nicht vorkommt, jedoch sehr inter-
essant für die Validierung ist und die Grenzen der RANS Turbulenzmodellierung aufzeigt.
Mit keinem der verwendeten RANS Modelle konnte eine sehr gute Übereinstimmung mit
dem Experiment erzielt werden, auch wenn das qualitative Verhalten der Strömung und der
Wandtemperaturen gut reproduziert wurde.
In den beiden letzten Testfällen wurde die H2 - O2 Verbrennung in einer Modellraketenbrenn-
kammer mit einem zentralen Koaxialinjektor und quadratischen bzw. runden Querschnitt
untersucht. Die geometrischen und operativen Details beider Testfälle sind teilweise ähnlich
und es wurden in Simulationen beider Brennkammern übereinstimmende Trends festgestellt.
Der Brennkammerdruck wird mit dem q -ω Modell deutlich höher vorhergesagt als mit dem
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k -ω SST Modell, was möglicherweise an einer verstärkten Turbulenzproduktion im Bereich
der beschleunigten Strömung in der Düse liegt. Die Länge der Flamme wird mit dem q -ω
Modell zudem kürzer und radial diﬀusiver und damit breiter berechnet. Auch die Länge
des LOX-Strahls ist entsprechend kürzer. Vergleiche experimenteller OH∗-Emmisionsbilder,
Wandtemperaturen und LOX-Strahllängen mit Simulationswerten lieferten oft eine gute qua-
litative und quantitative Übereinstimmung mit Ergebnissen stationärer RANS Simulationen.
Instationäre URANS Simulationen mit dem k -ω Modell konnten experimentelle Frequenz-
spektren teilweise sehr gut wiedergeben. Alle Longitudinalmoden wurden vor allem bei sehr
niedrigen H2-Einspritztemperaturen und starken Druckﬂuktuationen im Experiment korrekt
erfasst. Bei schwacher akustischer Anregung werden diese in der URANS Simulation größ-
tenteils jedoch weggedämpft. Der Einsatz hochwertiger, aber auch sehr aufwendiger DDES
könnte hier weitere Verbesserungen bringen.
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Die in Kapitel 2 betrachteten Formeln basieren auf der Helmholtz-Residuumfunktion so-
wie deren partiellen Ableitungen und wurden in allgemeingültiger Form dargestellt. Für die
dreiparametrige Soave-Redlich-Kwong Zustandsgleichung mit Volumenkorrektur (SRKmVK65)
p =
RuT
v´m − b −
a
v´m (v´m + b)
=
nRuT
V´ − B −
A
V´ (V´ + B) (A.1)
mit vm = v´m − c, V´ = n v´m = V + C,A = n2 a,B = n b und C = n c
lautet die Helmholtz-Residuumfunktion nach Auswertung von Glg. (2.4.32) mit Glg. (2.4.21):








p(T,V ′, {nα})− nRuT
V ′
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Für physikalisch sinnvolle Volumen (V´ > B) können, wie hier geschehen, die Betragsstriche
um die Argumente der Logarithmen weggelassen werden. Die partiellen ersten und zweiten
Ableitungen der Helmholtz-Residuumfunktion in Abhängigkeit der natürlichen Variablen so-









65Die SRK Zustandsgleichung ohne Volumenkorrektur ergibt sich einfach durch c = 0.
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mit {Θk} = {n, T, V,A (T, {nα}) ,B ({nα}) , C ({nα})} und
Ψ 1n = L







Ψ 1C = −Ψ 1B , Ψ 2T = −
1
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nC = −Ψ 1nB ,
Ψ 1V B = −Ψ 1BB , Ψ 1V C = Ψ 1BB , Ψ 1BC = −Ψ 1BB ,
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xy nicht angegeben sind, dann sind deren Einträge gleich
Null oder werden nicht benötigt.
Für die partiellen Ableitungen der Helmholtz-Residuumfunktion Ψ (T,V, {nα}) (in Abhän-
gigkeit ihrer natürlichen Variablen) aus den Gleichungen (2.4.54) und (2.4.55) müssen noch
die Ableitungen der Zustandsgleichungparameter A, B und C berechnet werden. Für diese
lassen sich allgemeine Formeln herleiten, welche von den verwendeten Kombinations- und Mi-
schungsregeln sowie ihrem „Molvorfaktor“ (Potenz von n) abhängen. Der Parameter A = n2 a
hat z. B. den Vorfaktor 2, B = n b und C = n c haben den Vorfaktor 1. Hier werden zum
leichteren Verständnis nur die in der Arbeit verwendeten Ausdrücke mit dem geometrischen
Mittel (siehe Glg. (2.3.9)) für A und dem arithmetischen Mittel (siehe Glg. (2.3.8)) für B
und C aufgelistet. Außerdem wird entsprechend der SRK bzw. SRKmVK Zustandsgleichung
keine Volumenabhängigkeit in den Paramtern A, B und C berücksichtigt sowie eine Tempera-
turabhängigkeit lediglich für A. Mit der Deﬁnition von a = a(T ) aus Glg. (2.3.4) ergeben sich
folgende Ausdrücke für die partiellen Ableitungen der Zustandsgleichungsparameter nach den
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= bα . (A.23)
Für den Parameter C ergeben sich zum Parameter B analoge Ausdrücke.
Der Ausdruck für die Diﬀerenz der reduzierten molaren Gibbs-Energie aus Glg. (2.3.13) bei
gleichem Druck, gleicher Temperatur und gleicher Zusammensetzung lautet für die SRKmVK
Zustandsgleichung
∆g ..=





ψ2 ((T,vm,1, {Yα})− ψ1 (T,vm,2, {Yα})
)








V1 + C − B




nRu T B ln
(
(V2 + C)(V1 + C + B)
(V1 + C)(V2 + C + B)
)
+ Z2 − Z1 .
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B Lösung kubischer Gleichungen
Zur Bestimmung des molaren Volumens aus dem Druck, der Temperatur und der Stoﬀzusam-
mensetzung, aber auch zur Berechnung der Zustandsgleichungsparameter jedes Reinstoﬀes




2 + b1x+ b0 = 0 (B.1)
gesucht. Die Koeﬃzienten zur Bestimmung des verschobenen molaren Volumens x ≡ v´m für
die SRKmVK Zustandsgleichung (Glg. (2.3.6)) ergeben sich durch Multiplikation mit dem
Hauptnenner beispielsweise zu
b3 ≡ p , (B.2)
b2 ≡ −Ru T ,
b1 ≡ −p b2 − Ru T b+ a ,
b0 ≡ −a b .
Die Lösung der kubischen Gleichung (B.1) erfolgt in dieser Arbeit eﬃzient mit der Methode
von Cardano (Herbison (1994) [76]). Ausführliche Erläuterungen dazu ﬁnden sich zahlreich in
der Literatur (z. B. Ruiz (2012) [187]). Hier wird lediglich die Lösung der kubischen Gleichung
in kompakter Form angegeben.
In der Methode von Cardano werden in Glg. (B.1) zuerst alle Koeﬃzienten mit dem Koeﬃ-
zienten b3 normiert:
x3 + a2x
2 + a1x+ a0 = 0 mit ai = bi/b3 . (B.3)


















+ a0 , (B.5)
∆ = s2 + 4 r3 . (B.6)
Die Anzahl der Lösungen (Nullstellen von Glg. (B.1)) hängt vom Vorzeichen der Diskrimi-
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nante ∆ ab:






∆+ sign(s) · s
))1/3
, (B.7)









• ∆ = 0










x1 = −2 q − a2
3
, (B.11)
x2 = q − a2
3
, (B.12)







/ 3 , (B.13)
q = 2
√−r , (B.14)
x1 = q · cos (φ) − a2
3
, (B.15)


















Die angegebene Formulierung erlaubt eine eﬃziente Implementierung und verringert Aus-
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löschungsfehler aufgrund der begrenzten Anzahl an Nachkommastellen in der Gleitkomma-




Für jeden Reinstoﬀ müssen in dieser Arbeit einmal vor Beginn der Simulation dessen kritische
Zustandsgleichungsparameter bei T = Tcr bestimmt werden. Dazu wird an dieser Stelle eine
allgemeine kubische Zustandsgleichung mit den drei stoﬀabhängigen Parametern a = a(T ) =




v´m − b −
a
v´2m + u b v´m + w b
2
mit vm = v´m − c . (C.1)
Beispielsweise gilt für die SRK sowie die SRKmVK Zustandsgleichung u = 1, w = 0 und für
die PR Zustandsgleichung u = 2, w = −1. Gleichung (C.1) lässt sich in einer reduzierten,




















und Ωa = acr α(Tr)
pcr
(RuTcr)2
, Ωb = b
pcr
RuTcr




Am kritischen Punkt gilt Tr = 1, pr = 1 und α(Tr = 1) = 1. Es ist gebräuchlich (O’Connell












abzuleiten, welche am kritischen Punkt gelten. Bei zwei Bedingungen können zwei der drei
kritischen Variablen Tcr, pcr und vm,cr aufgeprägt werden. In der Regel werden Tcr = TExpcr
und pcr = pExpcr gesetzt. Der Index Exp kennzeichnet die vorgegebenen (experimentellen)
Werte. Das kritische molare Volumen vm,cr = v´m,cr − c, welches dann von der Zustands-
gleichung vorhergesagt wird, entspricht im Allgemeinen nicht dem Wert vExpm,cr der Realität,
der in Experimenten gemessen werden kann (siehe Diskussion am Ende dieses Abschnitts).
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Entsprechendes gilt für den kritischen Kompressibilitätsfaktor:
Υcr = Υ |Tr,pr=1 =
vm,crpcr
RuTcr
= Zcr 6= ZExpcr . (C.4)
Ein alternativer und praktischerer Ansatz ist, dass die Bedingungen in Glg. (C.3) gleichbe-
deutend sind mit einem Sattelpunkt am kritischen Punkt. Multipliziert man Glg. (C.2) mit
dem Hauptnenner durch, so lautet die resultierende Bedingung am kritischen Punkt wie folgt:
Υ´ 3 + Υ´ 2 [Ωb(u− 1)− 1] + Υ´
[
Ω2b (w − u)− uΩb +Ωa
]
+








Υ´ 3 − 3 Υ´ 2Υ´cr + 3 Υ´ Υ´ 2cr − Υ´ 3cr
)
.
Durch Koeﬃzientenvergleich in den Potenzen von Υ´ ergibt sich ξ = 1. Außerdem kann aus







3 (9w − u2 + 5 u+ 5)]+ Ωb [3 (u+ 2)]− 1 = 0 . (C.6)
Dies ist eine kubische Gleichung in Ωb, welche z. B. mit Hilfe der Methode von Cardano (siehe
Anhang B) gelöst werden kann. Die korrekte Lösung ist dabei die kleinste, positive, reelle
Lösung dieser Gleichung. Der kritische Kompressibilitätsfaktor der Zustandsgleichung kann
damit folgendermaßen berechnet werden:
Zcr = Υcr = Z´cr −Ωc , (C.7)
mit Z´cr = Υ´cr =
1
3
(1 +Ωb(1− u)) . (C.8)
Der zweite Parameter Ωa bestimmt sich dann zu




b (u− w) + uΩb . (C.9)
Die unnormierten Paramter acr und b sowie das kritische molare Volumen der Zustandsglei-










vm,cr = (Υ´cr −Ωc)RuTcr
pcr
. (C.12)
Als letzter freier Parameter verbleibt Ωc. Ohne Volumenkorrektur ist dieser gleich Null. Es
ist leicht ersichtlich, dass Zustandsgleichungen mit speziesunabhängigen Parameters u und
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w und ohne Volumenkorrektur für alles Spezies stets den gleichen, von u und w abhängigen,
kritischen Kompressibilitätsfaktor voraussagen. Für die SRK Zustandsgleichung ergibt sich
z. B. ZSRKcr = 0,3333, für die PR Zustandsgleichung Z
PR
cr = 0,3074. Diese Werte sind jedoch
nur für wenige Spezies eine gute Näherung (siehe Tab. D.1). Vor allem große und polare
Fluide haben wesentlich kleinere Werte. Mit Volumenkorrektur kann Ωc so gewählt werden,
dass Zcr = ZExpcr und somit am kritischen Punkt eine perfekte Übereinstimmung mit den
experimentellen Werten vorliegt. Allerdings bringt dies im Allgemeinen eine Verschlechterung
in anderen thermodynamischen Bereichen mit sich. In der Literatur ﬁnden sich zahlreiche
Vorschläge für Volumenkorrekturen. Die bekannteste ist jene von Peneloux et al. (1982) [166].
Diese Formeln sind jedoch zumeist für eine begrenzte Anzahl an Spezies, vorwiegend für
Kohlenwasserstoﬀe abgeleitet und sollten nicht blind auf andere Stoﬀe übertragen werden.
In dieser Arbeit wurde die Volumenkorrektur, wenn überhaupt, testfallspeziﬁsch eingesetzt
und so an die gegebenen Bedingungen angepasst, dass sich im relevanten Temperatur- und
Druckbereich eine gute Übereinstimmung mit experimentellen Dichtewerten ergibt.
178
D Speziesparameter und -stoffdaten
Radikale wie H, O, OH, HO2 und H2O2 treten als Zwischenprodukte der Verbrennung auf.
Isoliert sind sie im Allgemeinen nicht stabil, so dass auch keine experimentellen Werte für
viele Stoﬀparameter wie kritische Temperatur, Druck und Dichte vorhanden sind. Sind je-
doch die Parameter des Lennard-Jones-Potentials z. B. aus Molekularrechnungen bekannt,
können aus diesen die kritischen Parameter abgeschätzt werden. In der Literatur ﬁnden sich
verschiedenste Formeln mit mäßiger Allgemeingültigkeit und Genauigkeit (für stabile Spezies
mit bekannten kritischen Parametern). Die geschätzten kritischen Parameter hängen sowohl
sehr stark von der Abschätzungsformel, als auch den Lennard-Jones-Potentialparametern
ab. In dieser Arbeit wurden nachfolgende Abschätzungsformeln von Leland und Chappele-
ar (1968) [113] für Komponenten mit unbekannten, kritischen Parametern verwendet. Die















Dabei ist NA = 6,0221412927 ·1023 die Avogadro-Konstante. Der azentrische Faktor wurde
für alle Radikale zu ̟ = 0 gesetzt. Die in dieser Arbeit verwendeten Stoﬀparameter sind in
Tab. D.1 gegeben.
Neben den Speziesparametern werden für jeden Reinstoﬀ die Koeﬃzienten der NASA-Poly-
nome benötigt. Die in dieser Arbeit verwendeten Polynomkoeﬃzienten mit den zugehörigen
Temperaturbereichen sind in Tab. D.2 gegeben. Weiterhin sind in den Tabellen D.3 und D.4
die Polynomkoeﬃzienten der geﬁtteten Viskositäten und Wärmeleitfähigkeiten bei Idealgas-
bedingungen von H(n)2 und H
(p)
2 , O2 sowie H2O gegeben. Außerhalb des gültigen Temperatur-
bereichs wird jeweils der Wert bei der minimal /maximal zulässigen Temperatur verwendet.
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Tabelle D.1: Speziesparameter für die verwendeten Fluide.
Spezies Tcr [K] pcr [bar] ρcr [kg/m3] Zcr [-] ̟ [-] ǫ/kB [K] σ [Å] ΣV [-]
N2 126,192∗ 33,958∗ 313,300∗ 0,289 0,0372∗ 102,4‡ 3,640‡ 18,5$
O2 154,581∗ 50,430∗ 436,1∗ 0,302 0,0222∗ 127,9‡ 0,338‡ 16,3$
H(n)2 33,145
∗ 12,964∗ 31,263∗ 0,303 -0,219∗ 38,0† 2,920† 6,12$
H(p)2 32,938
∗ 12,858∗ 31,323∗ 0,302 -0,219∗ 38,0† 2,920† 6,12$
H2O 647,096∗ 220,640∗ 322,00∗ 0,229 0,3443∗ 572,4§ 2,605§ 13,1$
OH 100,00# 61,736# 432,471# 0,292# 0,0 80,0† 2,750† 8,42$
O 100,00# 61,736# 406,841# 0,292# 0,0 80,0† 2,750† 6,11$
H 181,25# 270,120# 61,871# 0,292# 0,0 145,0† 2,050† 2,31$
HO2 134,25# 41,685# 422,131# 0,292# 0,0 107,4† 3,458† 14,53$
H2O2 134,25# 41,685# 435,021# 0,292# 0,0 107,4† 3,458† 16,84$
CO2 304,128∗ 73,773∗ 467,60∗ 0,275 0,224∗ 249,8‡ 3,760‡ 26,7$
C3H8 369,825⋆ 42,477⋆ 220,478⋆ 0,276 0,1524⋆ 266,8† 4,982† 66,18$
Referenzen: ∗ REFPROP (http://www.nist.gov/srd/nist23.cfm (28. April 2016)),
† CHEMKIN® [24], ‡ Bastien et al. (2010) [8], § Hirschfelder et al. (1954) [80],
⋆ Poling et al. (2001) [176], $ Fuller et al. (1969) [54].
# Werte für Radikale anhand von Gleichungen (D.1) - (D.4) berechnet.






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































An dieser Stelle werden zum besseren Verständnis einige thermodynamische Formulierun-
gen hergeleitet. Auf die Kennzeichnung gemittelter Werte durch ˜ und ,¯ wie im CFD-Code
verwendet, wird verzichtet. Als erstes wird ein alternativer Ausdruck für die Schallgeschwin-
digkeit hergeleitet, welcher u. a. für die Präkonditionierung verwendet wird. Dafür wird von

























Für die Dichte besteht folgende Abhängigkeit vom Druck, der massenspeziﬁschen Entropie


































Mit Hilfe der Dreifach-Produktregel (engl.: triple product rule) und weiterer thermodyna-
mischer Zusammhänge wie den Maxwell-Relationen (Michelsen und Mollerup (2007) [144])
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1 + fβ (cp/cv − 1) . (E.5)
























Zum Schluss werden in diesem Anhang noch die Einträge der Jakobimatrizen für die Ablei-
tungen der massenspeziﬁschen Totalenergie aus Glg. (4.1.11) hergeleitet. Diese unterscheiden
sich für reale Fluide gegenüber den Einträgen für ideale Gase. In den nachfolgenden partiellen
Ableitungen werden alle Variablen des primitiven Variablenvektors Qp außer der Variable,
nach der abgeleitet wird, konstant gehalten. Als Subskripte zur Kennzeichnung konstant
gehaltener Variablen werden allerdings nur die thermodynamischen Variablen (p, T, {Yα})
aufgeführt und alle Strömungsvariablen ({uℓ}, K, ω) für eine bessere Übersicht weggelassen.











































































verwendet (Michelsen und Mollerup (2007) [144]). Außerdem sind die partiellen Ableitungen
des kinetischen und turbulenten Anteils der Totalenthalpie nach den thermodynamischen
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= htot ρT + ρcp
mit der Deﬁnition von cp = (∂h/∂T )|p,{Yα}. Zuletzt schreiben sich die partiellen Ableitungen
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