T ime-varying simulations are becoming increasingly common in computational physics (see Fig. 1 ). These simulations are used in the study of many kinds of phenomena, including unsteady fluid flows, the deformation and fracture of materials, and molecular dynamics. Visualization plays an important role in the analysis of time-varying simulations. To be useful for this purpose, a visualization system must properly handle time evolution of both the simulation data and the visualizations extracted from those data. A superior visualization system would have the ability to control time, making it flow slower, faster, or backwards or stopping time altogether. In this issue I dwell on the implications of these requirements, particularly for real-time interactive visualization systems.
T ime-varying simulations are becoming increasingly common in computational physics (see Fig. 1 ). These simulations are used in the study of many kinds of phenomena, including unsteady fluid flows, the deformation and fracture of materials, and molecular dynamics. Visualization plays an important role in the analysis of time-varying simulations. To be useful for this purpose, a visualization system must properly handle time evolution of both the simulation data and the visualizations extracted from those data. A superior visualization system would have the ability to control time, making it flow slower, faster, or backwards or stopping time altogether. In this issue I dwell on the implications of these requirements, particularly for real-time interactive visualization systems.
The desire for graceful control of time flow in a visualization system is driven by user requirements, and the implementation of such a system with real-time interactive performance has proven challenging. The solutions to the various problems that have arisen force significant choices in the architecture of the visualization system. Here I describe the requirements in as general a manner as possible, giving the most detail to the solutions that Sandy Johan and I implemented in the virtual windtunnel. 1 
Giving new meanings to time
For a real-time interactive visualization system to work, it must keep track of how far the simulation has proceeded and whether or not the visualization of a given stage of the simulation is complete. The user must be able to stop the proceedings and look at a particular phenomenon in greater detail or trace its evolution by going back to an earlier stage in the simulation. Our approach to providing these capabilities involves setting up various counters to measure the steps that occur in the simulation and its visualization. The values of the counters we associate in a natural manner with various senses of "time. " Much of the discussion in this article is designed to motivate the introduction of these senses of time and to explore their meanings and utility. By the end of the article, we shall have introduced a half dozen senses of time. They are summarized in the table.
Time step, an integer, is the current reading of a counter that is incremented by one unit whenever a new frame of data is loaded into the visualization system. For simplicity, assume that the simulation proceeds in a sequence of discrete steps, and that there is only one data clock, that is, only a single time-step sequence. Even in this case there are several senses of time in scientific visualization. The most obvious is the simulation time, which measures the physical time of the simulation. Simulation time is usually a floating-point number. A second sense of time is what I call "data time," which is a counter of the number of discrete steps that have passed or been generated by the simulation. Data time is usually an integer, starting from the value zero for the first step. Data time and simulation time are related mathematically. When the same amount of simulation time passes between each time step, then simulation time is a linear function of data time. Later in this article, other senses of time that appear in time-dependent visualization will be explored.
To start with, imagine a situation in which you can control the rate at which simulation time passes, and that you can allow it to run backward or forward. Suppose as well that your visualization system marches through time steps at a rate determined by how fast it can compute all the visualizations for one step. To make simulation time go faster, time steps are skipped. To make simulation time go more slowly, the computation of a time step is delayed until the appropriate amount of user time has passed. To make simulation time go backwards, the time-step increment is set negative.
There are several requirements for any system that supports the visualization of time-varying data sets. These requirements reflect the need for accurate and informative presentation of the visualizations. Some of these requirements are: TIME, DATA-TIME, AND REAL-TIME INTERACTIVE VISUALIZATION
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Sense of time Definition
Simulation time Reading of a clock used to describe how a physical system evolves during a computer simulation.
Data time
In computations, simulation time is divided into a series of discrete steps. Data time, an integer, is the reading of a counter of those steps.
Time step
Reading of a counter that is incremented by one unit whenever a new frame of data is loaded into the visualization system.
Graphics time
Data time in which the visualizations being rendered were computed.
Data-frame time Reading of a counter that is incremented by one unit whenever the data time changes.
In-frame time Number of recomputations of a visualization that occur within a data frame.
• Completeness. These requirements are not difficult to satisfy. The simplest way to handle time so that all of them are met is to do the following. For each increment of the time step, compute all the visualizations for that step, and then display them simultaneously. Now compute the visualizations for the next time step and display them. A visualization system that works in this way uses the computation time of the visualizations as the clock that increments the time-step counter.
Such a visualization system shows a set of visualizations evolving over time. Move any of the visualizations, such as streamlines of a flow, or otherwise change their defining conditions, such as the value represented by an isosurface, and the visualizations reflecting the new conditions will not appear until all the visualizations have been computed. This is fine if the time step is increasing at the maximum rate at which the system can do the computations. But if the rate at which the time steps go by is slowed down, there are three possibilities:
A. the system recomputes all visualizations only when a new time step is selected; B. the system recomputes all the visualizations when one of them changes, whether or not the time step has changed; C. the system computes only the visualization that changes until a new time step is selected, at which point all the visualizations are computed.
While option A is the easiest to implement, it also has a disadvantage. You will have to wait until the next time step before you see the result of a change in the visualization. (If you have been following my contributions to this column you know that I am very concerned with real-time interactive exploration, which depends on the system giving as fast a response as possible to user interactions.) When you move the source point of a streamline, you want to see the streamline update continuously during your motion. If you have set the time steps to be changing very slowly, option A will generally prevent you from seeing the result of your motion right away. If the time steps are stopped, you will not see any change at all in this option.
This observation inspires us to add a new requirement for interactive time-varying visualization systems: Allow recomputation for a given time step. Visualizations should be recomputed and redisplayed when their defining conditions change, even if the time step has not changed.
Option A does not satisfy this requirement; options B and C do. They will recompute visualizations when a visualization has changed. Option B has a disadvantage in that all visualizations will be recomputed even though only one (or a subset) of them has changed. This unneeded computation will result in a delay while all computations take place. Then the visualizations can be displayed. Such delays in a system supporting near-real-time interaction based on direct manipulation are at best annoying and at worst debilitating.
Don't let the graphics wait!
So far the design of a time-varying visualization system has not posed any great challenges. Interesting challenges arise when you add the ability to change your view of a visualization at high graphical frame rates. This capability requires the tasks of visualization computation and graphical rendering to run in separate asynchronous processes. The graphical frame rates desired for interactive viewing can be faster than 10 frames/s, which is often faster than the rate at which the visualizations can be computed. If the graphics and computation occur in separate processes, the graphics tasks can proceed at their own pace without the graphics having to wait for the computation to be completed. Sometimes the same visualizations must be drawn several times, but the new drawings may be from different points of view. This strategy of decoupling the computation and graphics rates is particularly important in virtual reality systems, in which the virtual environment is continually drawn from the user's current point of view.
Decoupling the visualization computation and visualization rendering naturally adds a new sense of time: graphics time. Graphics time can be related to data time by the simple rule: graphics time is the data time in which the visualizations being rendered were computed. The requirement of simultaneity is enforced by demanding that all visualizations being rendered at a particular graphics time were computed for the data time equal to that graphics time. Stated this simply, this requirement is not difficult to meet; for a given data time the computation process computes all visualizations and places the result of these computations in a single buffer labeled by the data time. Then for a given graphics time, the graphics process draws all the visualizations in the buffer with the correct data time over and over again, possibly from different points of view, until the graphics time changes.
The next question is: when does the graphics time change? If time is always going forward in the visualization system, graphics time always increases until it is equal to data time minus one increment. If the graphics process is faster than the computation process, then the graphics time will change only when the data time changes. If the computation process is faster, then the graphics time will change with every graphics frame. But one of our requirements is that the rate at which time steps change be under user control, so that data time appears to run backwards. As the data time may unpredictably change its direction, the condition graphics time ≤ data time − 1 is no longer correct. You could include some logic in this condition that accounts for the direction of time, but we chose a simpler solution in the virtual windtunnel: we defined yet another sense of time, which we call "data-frame time," that increments whenever data time changes. Data-frame time never decreases. It is the total number of changes in the data time. As explained below, this is not necessarily the number of times the computation process has been called. The buffer that passes the visualization data from the computation to the graphics process contains both the data time and the dataframe time, and data-frame time is now used to label the buffer. Graphics time is now compared to data-frame time and is constrained to be less than or equal to data-frame time minus one step. At a given graphics time visualizations are drawn from the buffer with the data-frame time equal to the graphics time. The data time for those visualizations is obtained for display to the user from that same buffer.
So now we have three distinct senses of time: data time, which reflects the simulation time at which the visualizations are computed; data-frame time, which is a count of the number of changes in the data time; and graphics time, which is used to determine the buffer from which to draw the visualization. These senses of time provide a simple structure for the implementation of a time-varying visualization system in which time can go forward or backward and the graphics run independently of the visualization computation.
What happens when time stops?
The architecture outlined in the last paragraph links graphics time to data-frame time. But data-frame time changes only when the data time changes. This means that when you stop the change in time step to look at a particular time step more closely, data-frame time will not change. You will always be looking at the same visualizations. But you may often wish to explore interactively the visualizations at a single time step by moving them around (see Fig. 2 ). When you move a visualization, it must be recomputed for the new position at the same time step. How does this newly computed visualization get communicated to the graphics process?
The simplest option is to recompute all the visualizations as described in option B above, in each instance creating a new buffer for the graphics process. This option is inefficient, as it implies the recomputation of many visualizations that did not change. This excess recomputation introduces unnecessary and annoying delays from when you tell your visualization to move to when you see the visualization move. A better option is to compute only the visualization that moved, as described in option C above. But then you must keep track of the buffer that contains the most up-to-date version of a visualization for a given time step.
Thus the ability to stop the change in time step, in combination with the previous criteria of interactivity and correct simultaneity, presents two problems: the management of the buffers communicating the most recent visualizations to the graphics process, and the identification of the most recent version of a given visualization.
Let us address the buffer problem first. There are many approaches to buffer management. The basic issue here is that for a given time step, there is a list of visualizations, each of varying length and type, that are drawn by the graphics process. When the time step changes, all the visualizations in the list will be replaced. When the time step does not change, one or more of these visualizations may be replaced by a more recent version when you move a visualization about. This point of view suggests a list-management strategy, in which the list entry for a moved visualization is updated to point at the new data from the computation process.
An alternative approach is the one we take in the virtual windtunnel. Here, each visualization is encapsulated in an object-oriented theoretic class 2 that contains the graphics data as well as the computation and rendering code for that visualization. This encapsulation strategy was originally motivated by the desire for easy extensibility. When the visualization object contains all its code for computation and rendering, it is easy to add new visualizations, even when they are very different from previously defined visualizations. (I shall describe the encapsulation structure in more detail in a later column.) Once the visualization object is completely encapsulated, the buffer that communicates the graphics data for that visualization from the computation to the graphics process is also contained in the visualization object. Then the graphics code for each visualization object simply picks the most recent buffer for that object.
The remaining problem is to find the most recent buffer of visualization data. This problem arises in both the buffermanagement strategies described above. The easiest way to make sure that the most recent version of a visualization is rendered is to introduce another new counter, which we call "in-frame time." In-frame time, an integer, is the number of recomputations of a visualization that are required within a data frame. There is a "graphics in-frame time" and a "computation in-frame time." The in-frame-time counter is maintained for each visualization object. For each visualization object, the computation inframe time is set to zero whenever the data-fr ame tim e changes and is incremented whenever that visualization is computed. I think of the dataframe time and the in-frame time as counting, respectively, the "integer" and "fractional" parts of the data time being computed. The "integer" part measures the change of time step and the "fractional" part measures change within a time step. (Sandy, on the other hand, did not find this metaphor useful.) When the graphi cs pr oce ss re nder s ea ch visualization object, it chooses the buffer that has the highest value of in-frame time and the frame time equal to the current graphics time. This results in the display of the most recent visualization for the current graphics time.
We must now ask, "Where do these buffers come from?" If we were not concerned with performance, then we could have the buffer created when needed by the computation process and destroyed by the graphics process. But we are concerned with performance, and the creation and destruction of blocks of memory can be a lengthy task on most computer operating systems. The solution is to have predefined buffers
The use of a third buffer ensures that there is always a buffer to fill when, for example, the computation process is faster than the graphics process.
for each visualization object. More than one buffer is desirable, so that while one buffer is being drawn the other buffer can be filled by the computation process. If we use two buffers, we get the standard double-buffer scheme found in many computer systems. With multiple buffers, care must be taken so that the computation process does not overwrite the visualization-graphics data for a particular time step unless some graphics data have been drawn for that time step. Failure to check that the data have been drawn before overwriting them can result in a violation of the requirement of completeness described in the beginning of this column.
There are some refinements to this scenario. When you move a visualization, for example, you may wish to have intermediate positions computed and drawn rather than the most recent position. In this case you would set the computation process not to not overwrite any buffer from the current graphics time unless the data in that buffer had been drawn. If the computation process only overwrites a buffer if the data have been drawn, or if its data-frame time is less than the graphics time, then all computed frames will be shown. Of course this introduces some latency, as the most recent position must wait its turn to be rendered. We make the choice between drawing the most recent position and drawing all intermediate positions a user option.
Another refinement is to use a triple-buffer scheme, rather than a double-buffer scheme, for passing the visualization graphics data from the computation process. The use of a third buffer ensures that there is always a buffer to fill when, for example, the computation process is faster than the graphics process. This refinement further minimizes latency. Care must be taken in this case to not overwrite the data in a buffer before they have been drawn, possibly violating the completeness requirement. We can avoid inappropriately overwriting a buffer by having the computation check the data-frame time and in-frame time of the buffer that is being drawn, and comparing it to the corresponding times of the candidate buffer into which we wish to write.
If the candidate buffer's data-frame time is less than that of the buffer whose data are being drawn, we know that we can write into the candidate buffer because the data for the time step it represents have been drawn (though perhaps not from the candidate buffer). If the candidate buffer's dataframe time is equal to that of the buffer from which data are being drawn, the other buffer should be checked. If both buffers have data-frame times equal to that of the buffer from which data are being drawn, and we are requiring that all computed visualizations be drawn, then no buffer is available, and the computation process must wait. If we require that only the most recent visualization be drawn, then we compare the in-frame time values of the two non-drawing buffers and pick the one with the smaller value of in-frame time. This buffer has an older version of the visualization.
Time flow can be controlled
We have discovered that the simultaneous demands of complete and coherent time flow, user control over the flow of time, the ability to explore interactively when time is stopped, and minimal latency for user interaction has led to a rather complex time-management structure in a time-varying visualization system. We have encountered several senses of time (see table) :
• Time step counts the number of "frames" of data that have been loaded into the system and is the most basic sense of time.
• Data time is the number of steps that make up the current physical simulation time.
• Data-frame time is a counter that is incremented whenever the time step changes, making it easier to be sure that all time steps that have had visualizations computed are actually rendered.
• In-frame time is a counter that tracks the number of recomputations of visualization for a given data-frame time. We are assuming that visualizations that do not change their defining conditions are not recomputed. Assuming that the graphics and computation processes are running asynchronously, some of these senses of time are separately tracked by the computation and graphics process:
• The graphics time is compared to the data-frame time, and the visualizations are drawn out of a buffer with a dataframe time equal to the current graphics time. When all visualizations have been rendered, graphics time is incremented by one and is constrained to be less than the current data-frame time (which is being computed). If graphics time is equal to one less than the current data-frame time, then the visualizations are continually redrawn, presumably from a changing point of view, for that graphics time until the data-frame time increments.
• For each visualization object, there is an in-frame time. If you always want to draw the most recent visualization, the visualization is drawn from the buffer with the highest value of in-frame time. If you want to draw all the intermediate visualizations, then the visualization is drawn from the buffer with the lowest value of in-frame time that has not been previously drawn. Care must be taken to assure that the computation process does not overwrite buffers in violation of our various requirements.
With all these senses of time and all these requirements it may seem that we have a very complex system. Our experience with the virtual windtunnel, 1 however, has indicated that it is possible to hide the complexities from the developers of the visualization algorithms. The result is a system that gives a great deal of control over the flow of time, and to which visualizations can easily be added, while maintaining interactive performance and capability.
