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Abstrat
The aim of this work is to estimate a quadrati funtional of a unknown
Wigner funtion from noisy tomographi data. The Wigner funtion an
be seen as the representation of the quantum state of a light beam. The
estimation of a quadrati funtional is done from result of quantum homo-
dyne measurement performed on identially prepared quantum systems.
We start by onstruting an estimator of a quadrati funtional of the
Wigner funtion. We show that the proposed estimator is optimal or
nearly optimal in a minimax sense over a lass of innitely dierentiable
funtions. Parametri rates are also reahed for some values of the smooth-
ness parameters and the asymptoti normality is given. Then, we on-
strut an adaptive estimator that does not depend on the smoothness
parameters and prove it is minimax over some set-ups.
AMS 2000 subjet lassiations: 62G05, 62G20, 81V80,
Key Words: Adaptive estimation, deonvolution, innitely dierentiable fun-
tions, minimax risk, quadrati funtional estimation, quantum state, Wigner
funtion, Radon transform, quantum homodyne tomography, asymptoti nor-
mality.
1 Introdution
In quantum mehanis, the quantum state of a system ompletely desribes all
aspets of the system. The instantaneous state of a quantum system enodes the
probabilities of its measurable properties, or "observables" (examples of observ-
ables inlude energy, position, momentum and angular momentum). Generally,
quantum mehanis do not assign determinist values to observables. Instead,
it makes preditions about probability distributions; that is, the probability of
obtaining eah of the possible outomes from measuring an observable.
We have two mathematial representations of a quantum state: the density
matrix ρ and its assoiated Wigner funtion Wρ. The densitymatrix ρ, whih
desribes ompletely a quantum state, is hermitian, positive denite and with
trae one. It an be nite or innite dimensional. Equivalently the orrespond-
ing Wigner funtionWρ : R
2 → R may be dened. In general,Wρ is regarded as
a generalized probability density, integrating to plus one over the whole plane.
It does not satisfy all the properties of a proper probability density as it an, and
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normally does, go negative for states whih have no lassial model. It satises
also ertain intrinsi positivity onstraints in the sense that it orresponds to a
density matrix.
In this paper we address the problem of estimating the quadrati funtional
d2 =
∫
W 2ρ of the Wigner funtion of a monohromati light in a avity pre-
pared in the state ρ by using Quantum Homodyne Tomographi (QHT1) data
measurement performed on independent, idential systems. The Quantum Ho-
modyne Detetion (QHD) has been put in pratie for the rst time by Smithey
et al. (1993) [16℄, we will detail this tehnique in setion 2.2.
We study the quantity d2 =
∫
W 2ρ whih has an interest in itself as a physial
measure of the purity of quantum state. It allows us to detet pure state and
mixed state as it always equals
1
2π in ase of pure states. A state is alled pure
if it annot be represented as a mixture (onvex ombination) of other states,
i.e., if it is an extreme point of the onvex set of states. All other states are
alled mixed states.
The QHD tehnique gives results of the measure of the eletri and the mag-
neti elds (p, q) of the studied laser for some phase Φ. In the ideal ase, we
would observe the random variable (X,Φ) = (cos(Φ)Q + sin(Φ)P,Φ) where Φ
is hosen independently of (Q,P ), and uniformly in the interval [0, π]. In our
paper we do not onsider the ideal data (X,Φ) but the noisy observations (Y,Φ)
where Y is the sum of the random variable X and a gaussian random variable
ξ. We assume that the unknown funtion Wρ belongs to A(α, r, L) a lass of
super smooth funtions where α > 0, 0 < r ≤ 2 and L > 0 will be dened later.
Those lasses are similar to those of Cavalier (2000) [7℄ for r = 1 and funtions
are dened on R
d
; Butuea and Tsybakov (2007) [6℄ on R; Butuea et al. (2007)
[5℄ on R
2
.
The study of quadrati funtionals started with Bikel and Ritov (1988) [2℄,
who have onsidered the problem of estimating the integral of the square of a
derivative of a probability density funtion and obtained nonparametri rates.
Their results have been extended by Birgé and Massart (1995) [3℄ on the estima-
tion of more general funtionals, who established nonparametri lower bounds.
The study of general funtionals was ompleted by Kerkyaharian and Piard
(1996) [12℄ for minimax rates. Laurent (1996) [14℄ gave eient estimation of
some funtionals of a density funtion at parametri rate. The problem of adap-
tive estimation of general funtionals has been onsidered by Tribouley (2000)
[18℄ in the lassial white noise model.
In the onvolution model, Butuea (2004) [4℄ has estimated a quadrati fun-
tional of a density on R and applied it to the goodness-of-t test in L2 distane.
In our paper, the rst diulty is that we do not deal with proper probability
density funtion but with quasiprobability density. Moreover, note that our
problem is a double inverse problem as we observe the Radon transform of Wρ
(PET) with a onvolution (white noise).
Inverse problems have been extensively studied in mathematial literature. In a
positron emission tomography (PET) perspetive, the problem of estimating a
probability density on R
2
from tomographi data (Xk,Φk) has been treated by
1
We refer the interested reader to Artiles et al. (2005) [1℄ for further details on the physial
bakground
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Korostelëv and Tsybakov (1993) [13℄ and johnstone and Silverman (1990) [11℄.
Cavalier (2000) [7℄ onsidered also PET model and obtained an estimator of a
multi-dimensional density funtion whih is asymptotially sharp minimax, i.e.
it ahieves the optimal rate of onvergene and attains the best onstant for the
minimax risk.
The estimation of the Wigner funtion Wρ has been treated by Guµ  and Ar-
tiles (2006) [10℄ in the ase free of noise. Our noisy model has been studied in a
parametri framework by D'Ariano and in a nonparametri framework for the
estimation of the Wigner funtion by Butuea et al. (2007) [5℄. We propose
to estimate the integral of the square of the Wigner funtion rather than the
funtion itself.
Other problems have been onsidered, in the ontext of tomography: Goldensh-
luger and spokoiny (2006) [8℄ have onsidered the problem of reovering edges
of an image from noisy tomographi data in a white noise model and reahed
nearly optimal rate. Reovering boundaries in models that involve indiret ob-
servations in the d-dimensional Eulidean spae Rd has been disussed reently
in Goldenshluger and Zeevi (2006) [9℄. We note that a Wigner funtion annot
have a bounded support.
The main ontributions of this paper are the following. We propose a method
for estimating a quadrati funtional of a generalized probability density whih
may take negative values from indiret and noisy observations in view to detet
pure states and mixed states. It is shown that the proposed estimator is optimal
or nearly optimal in a minimax sense -depending on the smoothness parameter
r of the lass A(α, r, L). Moreover, an adaptive estimator is onstruted whih
attains optimal rates. Another main interest of the estimation of d2 is the
important appliation to goodness-of-t test in L2-norm in quantum statistis.
This means that physiists want to test whether they produed a laser in the
quantum state ρ0 or something dierent. This an be done via the Wigner
funtions as follows:{
H0 : Wρ = Wρ0 ,
H1 : supWρ∈A(α,r,L) ‖Wρ −Wρ0‖2 ≥ c · ϕn.
where ϕn is a sequene whih tends to 0 when n→∞ and it is the testing rate.
We an devie a test statisti based on the estimator of d2 =
∫
W 2ρ onstruted
in this paper. Similary to Butuea (2004) [4℄ we onjeture that the testing
rates are of the same order as the nonparametri ones found in this paper.
The rest of the paper is organized as follows. In Setion 3 we formulate
the statistial model and introdue notation and properties of quantities of
interest. In Setion 4 we onstrut an estimator of the quadrati funtional
of the unknown Wigner funtion, along with the bias-variane deomposition.
Our main theoretial results are presented in Setion 5. In Setion 6, we derive
some example of quantum states. Proofs of upper and lower bounds are given
in Setions 7, 8 and 9.
3
2 Preliminaries
2.1 Denition
We study this problem in a minimax framework. Let d2n be an estimator of
d2 =
∫
W 2ρ based on this indiret noisy observations (Yi,Φi), i = 1, . . . , n as
anouned above. We measure the auray of d2n by the maximal risk
R(d2n;A(α, r, L)) = sup
Wρ∈A(α,r,L)
Eρ[|d2n − d2|2]
over the lass A(α, r, L). Here Eρ, Pρ denote the expeted value and probability
when the true underlying quantum state is ρ. The minimax risk is dened by
R∗(A(α, r, L)) = infbd2n
R(d̂2n;A(α, r, L))
where the inmum is taken over all possible estimators d̂2n of the quadrati
funtional of the Wigner funtion Wρ.
Let ϕn be a positive sequene, an estimator d
2
n is optimal in a minimax sense
• if it satises the following upper bound
lim sup
n→∞
ϕ−2n R(d2n;A(α, r, L)) ≤ Cu, (1)
• and if the following lower bound is satised
lim inf
n→∞ infbd2n
ϕ−2n R(d̂2n;A(α, r, L)) ≥ Cl, (2)
where the inmum is taken over all possible estimators d̂2n of the quadrati fun-
tional of the Wigner funtion Wρ.Then, ϕn is alled optimal rate in a minimax
sense. Our aim is to nd rate optimal estimator of d2 and to establish asymp-
totis of minimax risks for some lasses of Wigner funtions A(α, r, L). We rely
on Butuea et al. (2007) [5℄, who derived rate optimal pointwise and adaptive
estimators ofWρ (instead of
∫
W 2ρ in our ase) from indiret noisy observations.
2.2 Quantum Homodyne Tomography
The theoretial foundation of quantum state reonstrution was outlined by
Vogel and Risken (1989) [19℄ and has inspired the rst experiments determining
the quantum state of a light eld, initially with optial pulses with Smithey et
al. (1993) [16℄ and Smithey et al. [17℄.
The physiists developed a monohromati laser in state ρ in a avity. In order
to study it, one takes measurement by quantum tomography homodyne (QHT).
This tehnique shematized in gure 1 onsists in mixing the laser to be studied
with a laser of referene of high intensity |z| >> 1 alled loal osillator. Then
the beam obtained is split into two and two photodetetors measure eah one of
the beams (I1, I2). One measures X the dierene of the intensities of the two
beams and resale it by the intensity |z|. Thus for the avity pulse hosen to be
φ, data (X,Φ) should be obtained. It is widely known in the physial litterature
(see Leonhardt (1997) [15℄) that an additive gaussian noise is mixed with ideal
data X , giving for known eieny η, data Y .
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I1
I2
z = |z|eiφ
I1−I2√
2η|z| ∼ pηρ(x|φ)
vacuum2
vacuum1
beam splitter
signal
detector
oscilator
local
detector
Figure 1: QHT mesurement
3 Statistial ontext
3.1 Problem formulation
In the present paper we estimate the integral of the square of the Wigner fun-
tion from data measurement performed on n idential quantum systems where
the Wigner funtion is assumed to be a joint generalized density of two variables
P and Q, Wρ : R
2 → R. It may take negative values but it integrates to plus
one over the whole plane. For further information of the Wigner funtion, we
invite readers to refer to the paper by Artiles et al. [1℄.
Our statistial problem an been seen as follow: onsider (X1,Φ1) . . . (Xn,Φn)
independent identially distributed random variables with values in R × [0, π].
The probability density of (X,Φ) equals the Radon transform ℜ[Wρ] of the
Wigner funtion with respet to the measure λ/π, where λ is the Lebesgue
measure on R× [0, π].
pρ(x/φ) := ℜ[Wρ](x, φ) =
∫ ∞
−∞
Wρ(x cosφ+ t sinφ, x sinφ− t cosφ)dt (3)
and X has density pρ(x/φ). As we annoued in the introdution we do not
observe the ideal data (Xℓ,Φℓ) ℓ = 1, . . . , n but a degraded noisy version
(Y1,Φ1) . . . (Yn,Φn),
Yℓ :=
√
ηXℓ +
√
(1− η)/2ξℓ (4)
with ξℓ a standard Gaussian random variables independent of all (Xk,Φk) and
0 < η < 1 is a known parameter. The parameter η is alled the detetion
eieny and represents the proportion of photons whih are not deteted due
to various losses in the measurement proess. We note pηρ(x, φ) the density of
(Yℓ,Φℓ). Thus, p
η
ρ(x, φ) is the onvolution of the density
1√
ηp
η
ρ(
x√
η , φ) with the
density of a entered Gaussian density having variane (1 − η)/2. We assume
that the unknown Wigner funtion Wρ belongs to a lass A(α, r, L) of innitely
dierentiable funtions. For 0 < r ≤ 2, α > 0 and L > 0 dene
A(α, r, L) = {Wρ :
∫
R
2
|W˜ρ(u, v)|2e2α‖(u,v)‖r2dudv 6 (2π)2L} (5)
where ‖(u, v)‖2 =
√
u2 + v2 is the eulidian norm.
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3.2 Properties of Wigner funtions and remarkable equa-
tions
In this paragraph we will state some very useful properties the Wigner funtion.
Fourier transforms A remarkable relation links the Fourier transform of the
Wigner funtion to the Fourier transform of its Radon transform. If we denote
W˜ρ(u, v) := F2[Wρ](u, v),
then
W˜ρ(t cosφ, t sinφ) := F1[pρ(·/φ)](t) = Eρ[eitX ] (6)
where F2, F1 denote the fourier transform w.r.t two, respetively one variables.
Some remarkable equations In Setion 8, most of the proofs make extensive
use of the following equations. Sine
Eρ[e
itY ] = Eρ[e
it
√
ηX ] ·Eρ[eit
√
1−η
2 ξ]
then
F1[pηρ(·/φ)](t) = F1[
1
η
pηρ(
.
η
/φ)](t) · N˜η(t) (7)
= F1[pρ(·/φ)](√ηt) · N˜η(t), (8)
where N˜η(t) denotes the Fourier transform of
√
(1− η)/2ξ ∼ N (0; (1 − η)/2).
Then
N˜η(t) := Eρ[e
it
√
(1−η)/2ξ] = e−
t2
4 (1−η). (9)
4 Estimation proedure
We are now able to dene the estimation proedure of the quadrati funtional
d2 =
∫
W 2ρ of the unknown funtion Wρ diretly from data (Yℓ, φℓ). Next we
evaluate an upper bound of the maximal risk uniformly over all Wigner funtions
in the lass A(α, r, L).
4.1 Kernel estimator
Let us dene our estimator as a U-statisti of order 2:
Denition 1. Let (Yℓ, φℓ), ℓ = 1, . . . , n, be i.i.d data oming from the model
(4), and δ = δn → 0 as n→∞. The estimator d2n an be written
d2n :=
1
(2π)2
1
n(n− 1)
n∑
k 6=ℓ=1
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)eitYk−itYℓdφdt. (10)
Denition 2. Let d2n be the estimator dened in (10), having bandwidth δ > 0.
We all the bias and the variane of the estimator, respetively:
B(d2n) := |Eρ[d2n]− d2|2 and Var(d2n) := Eρ
[|d2n − d2|2] .
6
4.2 Bias-variane deomposition
The following proposition plays an important role in the proof of the upper
bound of the risk as we split it into the bias term and the variane term.
Proposition 1. Let (Yℓ, φℓ), ℓ = 1, . . . , n be i.i.d data oming from the model
(4) and d2n be the estimator in (10) (with δ → 0 as n→∞) of d2 the quadrati
funtionnal of the Wigner funtion Wρ whih is lying in the lass A(α, r, L) with
α > 0, L > 0 and 0 < r ≤ 2 dened in (5) then,
1. for all 0 < r ≤ 2
|Eρ[d2n]− d2|2 ≤ L2e−4α/δ
r
, (11)
2. for all 0 < r < 2
Var(d2n) ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
8L
nπ
η
1− η e
1−η
2η
1
δ2
− 2αδr , (12)
3. for all r = 2 and 1−η2η − 2α > 0
Var(d2n) ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
8L
nπ
η
1− η − 4αηe
( 1−η2η −2α) 1δ2 , (13)
4. for all r = 2 and 1−η2η − 2α < 0
Var(d2n) ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
1
n
· 8ηL
4αη − 1 + η . (14)
The proof of this proposition is given in setion 8.
5 Main results
In this setion, the rst theorem onsiders the ase of nonparametri rates of
onvergene of our estimator whih is proven optimal or nearly optimal (as we
loose a logarithmi fator in the lower bound) in the minimax sense. In the
seond theorem, our estimator attains the parametri rate 1/n.
Theorem 1. Let (Yℓ, φℓ), ℓ = 1, . . . , n be i.i.d data oming from the model (4)
where the underlying parameter is the Wigner funtion Wρ lying in the lass
A(α, r, L), α > 0 and L > 0. Then for d2n dened in (10) and aording to the
denition given to setion 2.1,
1. for 0 < r < 2, with δ := δopt solution of the equation
1− η
2η
1
δ2opt
+
2α
δropt
= logn− (log logn)2, (15)
we reah the optimal rate ϕn with Cu = 1, Cl = 1/16 onstants dened in
(1) and (2)
ϕ2n = L
2e
−4α
δropt , (16)
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2. for r = 2, 1−η2η − 2α > 0 and by taking δ = δ∗ =
(
logn
1−η
2η
+2α
)−1/2
, the rate
of onvergene is nearly optimal as
ϕ2n = n
−4α
1−η
2η
+2α , (17)
is the rate of onvergene in the upper bound (1) and
ϕ2n = (n logn)
−4α
1−η
2η
+2α , (18)
is the rate of onvergene in the lower bound (2).
To prove the Theorem 1, one has to prove on the one hand, the upper bound
(setion 7) and on the other hand, the lower bound (setion 9) aording to the
denition given in setion 2.1.
Theorem 2. Let (Yℓ, φℓ), ℓ = 1, . . . , n be i.i.d data oming from the model (4)
where the underlying parameter is the Wigner funtion Wρ lying in the lass
A(α, r, L), r = 2, α > 0, L > 0 and 1−η2η − 2α < 0. Then for d2n dened in (10)
with δ = δ∗ =
(
η logn
1−η
)−1/2
, the rate of onvergene is parametri: ϕ2n =
1
n .
Moreover, in this ase our estimator (5) is asymptotially normally distributed
√
n(d2n − d2)→ N (0,W),
with asymptoti variane
W = 1
4π2
∫ ∫
|t1||t2|e
1−η
2η t1t2E[eit1X ]E[eit2X ]E[e−i(t1+t2)X ]dt1dt2 − 4d2.
The proof of the Theorem 2 in given in setion 7.
Remark 1. We are able to give a more expliit form for the bandwidth and thus
for the bias term whih is asymptotially equivalent to the rate aording to the
values of r. Let sn :=
logn−(log log n)2
2a where a :=
1−η
4η , then we make suessive
approximations in (15) starting with δ0 and we plug it bak into (15), we nd
δ1. And suessively for all k ≥ 1 we have δk. Values are given by table 1 and
table 2.
Table 1: Proedure
δ0 δ1 for all k ≥ 1, δk
= s
−1/2
n = (sn − αa δ−r0 )−1/2 = (sn − αa δ−rk−1)−1/2
In the previous theorems, the bandwidth δopt depends on the parameters
α, and r of the lass A(α, r, L) whih may be diult to evalute in pratie.
However, it is possible to onstrut an adaptive estimator whih does not depend
on these parameters and whih attains the same asymptoti behavior as in
8
Table 2: Rates of onvergene
If r It is enough And the
belongs to to hoose rate is
r ∈]0, 1] δ = δ1 L2e(−4αs
r/2
n +o(1))
r ∈]1, 4/3] δ = δ2 L2e(−4αs
r/2
n +C1s
r−1
n −o(1))
r ∈] 2(k−1)k , 2kk+1 ] δ = δk L2e(−4αs
r/2
n +C1s
r−1
n −...+Ck−1skr/2−(k−1)n +o(1))
Theorem 1, provided that these parameters lie in a ertain set. Note that the
parameter η is supposed to be known. Dene two sets of parameters
Θ1 = {(α, r, L) : α > 0, L > 0, 0 < r < 1}
Θ2 = {(α, r, L) : 0 < α ≤ α0, L > 0, r = 1}, α0 > 0.
Theorem 3. Let (Yℓ, φℓ), ℓ = 1, . . . , n be i.i.d data oming from the model (4).
For δ = δiad, i = 1, 2, let d
2
δ,n be the estimator dened by
d2δ,n :=
1
(2π)2
1
n(n− 1)
n∑
k 6=ℓ=1
∫
|t|≤ 1
δi
ad
√
η
∫ π
0
η|t|e t
2
2 (1−η)eitYk−itYℓdφdt,
with δ1ad = (
2η logn
1−η −
√
2η log n
1−η )
−1/2
and δ2ad = (
2η logn
1−η − 4Aη1−η
√
2η logn
1−η )
−1/2
,
A > α0. Then, for all (α, r, L) ∈ Θi, i = 1, 2, respetively,
lim sup
n→∞
sup
Wρ∈A(α,r,L)
E[|d2δ,n − d2|2]ϕ−2n ≤ Ci,
where ϕ−2n is the rate dened in (16) and the onstants are respetively C1 = 1
and C2 = exp (
8Aαη
1−η − 8α
2η
1−η ).
The proof of the adaptive ase in given setion 7.
6 Examples
The Table 3 shows ve examples of quantum pure states and one example of
mixed state whih an be reated at this moment in laboratory. Among the pure
states we onsider the vauum state whih is the pure state of zero photons, the
single photon state, the oherent state whih haraterizes the laser pulse with
an average of N photons. The squeezed states have Gaussian Wigner funtions
whose varianes in the two diretions have a xed produt. And the well-known
Shrödinger's Cat whih is also a pure state.
Note that for pure states, d2 = 1/2π. The thermal state is a mixed state
desribing equilibrium at temperature equal to 1/β, having Gaussian Wigner
funtion with variane inreasing with the temperature. This state is mixed
and here we nd d2 = tanh(β/2)2π . For these examples of quantum states, the
proedure gives fast parametri rates with r = 2 and 1−η2η − 2α < 0. We an
easily hek that eah Wigner funtion belongs to the lass A(α, 2, L) for small
enough values of α (see Table 3).
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Table 3: Examples of quantum states
State Fourier transform of Wigner in the lass
funtion W˜ρ(u, v) A(α, 2, L) if
Vauum state exp
(
−‖(u,v)‖22
4
)
α < 1/4
Single photon state
(
1− ‖(u,v)‖222
)
exp
(
−‖(u,v)‖22
4
)
α < 1/4
Shrödinger's Cat X0 > 0
e
−‖(u,v)‖22
4
2(1+e−X
2
0 )
(
cos(2uX0) + e
−X20 cosh(X0v)
)
α < 1/4
Coherent state N ∈ R+ exp
(
−‖(u,v)‖22
4 + i
√
Nv
)
α < 1/4
Squeezed state N ∈ R+, ξ ∈ R exp
(
−u24 e2ξ − v
2
4 e
−2ξ + ivα
)
α < e2ξ/4
Thermal state β > 0 exp
(
−‖(u,v)‖22
4(tanh(β/2))2
)
α < (tanh(β/2))
2
4
Our previous results show that our estimator of the purity atteins the parametri
rate 1/n if η > 11+4α . This is not restritive at all. In pratie, physiists usually
nd η > 0.8 and more often η is lose to 0.9 and 0.95. Thus, by hoosing α as
lose to its upper bound (in Table 3) as possible we make sure that our estimator
attains the parametri rate.
7 Proof of the upper bounds of theorems
Sketh of proof of upper bound in Theorem 1-(16) For 0 < r < 2 and
by (11) and (12)
Var(d2n) ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
8L
nπ
η
1− η e
1−η
2η
1
δ2
− 2αδr
=
CV 1
n2
e
1−η
η
1
δ2 +
CV 2
n
e
1−η
2η
1
δ2
− 2αδr .
On the one hand, we selet the bandwidth δ∗ as
δ∗ = arg inf
δ>0
{
CV 1
n2
e
1−η
η
1
δ2 +
CV 2
n
e
1−η
2η
1
δ2
− 2αδr + CBe−4α/δ
r
}
,
by taking derivatives, δ∗ is a positive real number satisfying
1− η
2η
1
δ∗2
+
2α
δ∗r
+ log(δ∗r−2) = logn
and we notie that B(d2n) ∼ δr−2V ar(d2n). So the rate of onvergene for the
upper bound is given by the bias i.e. ϕ2n = B(d
2
n)(1+ o(1)). On the other hand,
we show that by taking δ := δopt the unique solution of the equation
1− η
2η
1
δ2opt
+
2α
δropt
= logn− (log log n)2
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we obtain the same results. We nd B(d2n) ∼ δr−2V ar(d2n) for δ∗.
δr−2opt
n
exp
(
1− η
2ηδ2opt
−2α
δropt
)
=
δr−2opt
n
exp
(
logn− (log logn)2 − 4α
δropt
)
=
δr−2opt
(log logn)2
exp
(−4α
δropt
)
=
(log n/(2β))
(2−r)/2
(log logn)2
exp
(−4α
δropt
)
= o(1) exp
(−4α
δropt
)
.
Last equalities are due to Lemma 8 from Butuea and Tsybakov [6℄. We note
that, the variane term with δopt is bigger than the variane term with δ
∗
but
these terms are asymptotially negligible w.r.t. the bias ones. This improvement
does not appear in the main term of the asymptotis. Then we onlude ϕ2n =
L2 exp
(
−4α
δropt
)
(1 + o(1)). The lower bound is proven in last setion.
Sketh of proof of upper bound in Theorem 1-(17) For r = 2 and
1−η
2η − 2α > 0, we have by (11) and (13):
E[|d2n − d2|2] ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
8L
nπ
η
1− η − 4αηe
( 1−η2η −2α) 1δ2 +L2e−4α/δ
2
.
To selet the bandwidth, we hoose δ = δ∗ as solution of
δ∗ = arg inf
δ>0
{
CV 1
n2
e
1−η
η
1
δ2 +
CV 2
n
e(
1−η
2η −2α) 1δ2 + CBe−4α/δ
2
}
By taking derivatives, we found δ∗, a positive real number satisfying 1δ∗2 =
logn
1−η
2η +2α
we get the rate ϕ2n = n
−4α
1−η
2η
+2α . The proof of the lower bound is in last
setion.
Proof of the parametri rate in Theorem 2 For r = 2 and 1−η2η − 2α < 0
we have by (11) and (14):
E[|d2n − d2|2] ≤
8η2/(1− η)2
π2n2
e
1−η
η
1
δ2 +
8ηL
4αη − 1 + η ·
1
n
+ L2e−4α/δ
2
.
And we an write by taking
1
δ∗2 =
η logn
1−η
sup
Wρ∈A(α,2,L)
E[|d2n − d2|2] ≤ CV
e
1−η
η
1
δ2
n2
+ CBe
−4α/δ2 ≤ CV 1
n
+ CBn
−4α
(1−η)/η
≤ CV 1
n
(1 + o(1)).
So we nd a parametri rate. The proof of the asymptoti normality is in the
setion 8.3.
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Proof of upper bound in Theorem 3 Our proof is based on results of
Butuea and Tsybakov [6℄. Dene a := 1−η4η .
Over the set Θ1
As 0 < r/2 < 1/2 it is easy to remark −( logn2a −
√
logn
2a )
r/2 > − a2α
√
logn
2a for n
large enough, and thus exp
(
− 4α
(δ1ad)
r
)
≥ exp
(
−2a
√
log n
2a
)
. On the other hand
the rst and seond variane terms found in (12) are equal respetively
1
n
exp
(
2a
(δ1ad)
2
− 2α
(δ1ad)
r
)
= exp
−2a√ logn
2a
− 2α
(
logn
2a
−
√
logn
2a
)r/2
1
n2
exp
(
4a
(δ1ad)
2
)
= exp
(
−4a
√
logn
2a
)
.
Therefore, with the bandwidth δ1ad the ratio of the bias term found in (11) to
the rst and seond variane terms are bounded from below respetively by
exp
(
2α
(
logn
2a −
√
logn
2a
)r/2)
and exp
(
2a
√
logn
2a
)
. These expressions tend to
∞ as n → ∞. Thus, the variane terms are asymptotially negligible w.r.t
the bias term.It remains to hek that the bias term with the bandwidth δ1ad is
asymptotially bounded by ϕ2n. For n large enough
L2 exp
(
− 4α
(δ1ad)
r
)
= L2 exp
−4α( logn
2a
−
√
logn
2a
)r/2
= L2 exp
(
−4α( logn
2a
)r/2
(
1− ( log n
2a
)−1/2
)r/2)
≤ L2 exp
(
−4α( logn
2a
)r/2 + c(
logn
2a
)r/2−1/2
)
≤ ϕ2n(1 + o(1)).
Over the set Θ2
As r = 1 a simple alulation shows that δopt =
(
logn
2a − αa
√
logn
2a
)−1/2
is a
orret approximation in this ase, giving a variane innitely smaller than the
bias whih is of order
ϕ2n = L
2 exp
(
− 4α
(δopt)
)
= L2 exp
−4α( logn
2a
− α
a
√
logn
2a
)1/2
= L2 exp
(
−4α
√
logn
2a
+
2α2
a
)
(1 + o(1)).
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As for the estimator with bandwidth δ2ad we get
L2 exp
(
− 4α
(δ2ad)
)
= L2 exp
(
−4α
√
logn
2a
+
2Aα
a
)
(1 + o(1))
= C2L
2 exp
(
−4α
√
logn
2a
+
2α2
a
)
(1 + o(1)).
Hene the results.
8 Proof of the Proposition 1
Main tools Note that extensive use is made of formulaes (6), (7), (8), (9) and
(5) and that Planherel formula writes,
d2 :=
∫
R2
W 2ρ (p, q)dpdq =
1
(2π)2
∫
R2
|W˜ρ(u, v)|2dudv. (19)
8.1 Proof of Proposition 1-(11)
We write E[·] instead of Eρ[·]. Beause Yk and Yℓ are i.i.d for all k 6= ℓ
E[d
2
n] =
1
(2π)2
1
n(n− 1)
n∑
k 6=ℓ=1
∫
|t|≤ 1δ√η
∫ π
0
η|t|E
[
e
t2
2 (1−η)eitYk−itYℓ
]
dφdt
=
1
(2π)2
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)|E [eitY ] |2dφdt
=
1
(2π)2
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)|F [pηρ(·/φ)](t)|2dφdt.
Use (8), and a hanges of variables T = t
√
η and next the polar oordinates
u = T cosφ, v = T sinφ
E[d
2
n] =
1
(2π)2
∫
|T |≤ 1δ
∫ π
0
η|T ||F [pρ(·/φ)](T )|2dφdT
=
1
(2π)2
∫ ∫
‖(u,v)‖22≤ 1δ
|W˜ρ(u, v)|2dudv.
So by ombining (19) et (20) and dene w := (u, v)
|E[d2n]− d2| = |
1
(2π)2
∫
|t|> 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)|E[eitY ]|2dφdt|
=
1
(2π)2
|
∫
R2
I‖w‖2>1/δ|W˜ρ(w)|2dw|
≤ 1
(2π)2
e−2α/δ
r
∫
R2
|W˜ρ(w)|2e2α‖w‖r2dw ≤ Le−2α/δr ,
as Wρ belongs to A(α, r, L).
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8.2 Proof of Proposition 1-(12)-(13)-(14)
First we enter variables
d2n − E[d2n] =
1
4π2n(n− 1)
n∑
k 6=ℓ=1
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)
(
eitYk−itYℓ − E[eitY ]E[e−itY ]) dφdt
=
1
4π2n(n− 1)
n∑
k 6=ℓ=1
∫
|t|≤ 1
δ
√
η
∫ π
0
η|t|e t
2
2 (1−η)
(
eitYk − E[eitY ])
· (e−itYℓ − E[e−itY ]) dφdt + 1
4π2n
n∑
k=1
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)
(
eitYkE[e−itY ]
+e−itYkE[eitY ]
)
dφdt− 2|E[eitY ]|2.
Let dene by Zk(t) = Zk := e
itYk−E[eitY ], and Z¯k its omplex onjugate, then:
d2n − E[d2n] =
1
(2π)2
 1
n(n− 1)
∑
k 6=ℓ
∫
|t|≤ 1
δ
√
η
∫ π
0
η|t|e t
2
2 (1−η)ZkZ¯ℓdφdt
+
1
n
∑
j
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)
(
ZjE[e
−itY ] + Z¯jE[eitY ]
)
dφdt
 .
Denote by J1 and J2 respetively the rst and the seond term of the previous
sum, we have then
V ar(d2n) = E[(d
2
n − E[d2n])2] = E[J21 ] + E[J22 ] + 2E[J1J2]. (20)
See that the third part of the previous sum:
E[J1J2] =
1
(2π)4
1
n2(n− 1)
∑
k 6=ℓ
∑
j
E
[(∫
|t|≤ 1
δ
√
η
∫ π
0
η|t|e t
2
2 (1−η)ZkZ¯ℓdφdt
)
·
(∫
|t|≤ 1
δ
√
η
∫ π
0
η|t|e t
2
2 (1−η)
(
E[e−itY ]Zj + E[eitY ]Z¯j
)
dφdt
)]
= 0.
By notiing E[Zj ] = 0 for all j = 1, ..., n, and beause there always exists a
j 6= k and thus Zj , Zk are independent or a j 6= ℓ and Zj , Zℓ are independent.
Now study
E[J21 ] =
1
16π4n2(n− 1)2E

∑
k 6=ℓ
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)ZkZ¯ℓdφdt
2

=
1
16π4n2(n− 1)2
∑
k1 6=ℓ1
∑
k2 6=ℓ2
E
[(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Zk1 Z¯ℓ1dφdt
)
·
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Zk2 Z¯ℓ2dφdt
)]
.
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Note that,as soon as an indies k1 ,ℓ1, k2 ,ℓ2 is dierent from the others, the
expeted value is 0. Thus,
E[J21 ] =
1
16π4n2(n− 1)2
∑
k 6=ℓ
E
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)ZkZ¯ℓdφdt
)2
+
∑
k 6=ℓ
E
[
|
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)ZkZ¯ℓdφdt|2
]
E[J21 ] =
1
16π4n(n− 1) ·
1
2
E
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z1Z¯2dφdt
)2
+
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z2Z¯1dφdt
)2
+
1
16π4n(n− 1)E
[
|
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z1Z¯2dφdt|2
]
E[J21 ] =
1
16π4n(n− 1)E
ℜe
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z1Z¯2dφdt
)2
+
1
16π4n(n− 1)E
[
|
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z1Z¯2dφdt|2
]
.
By notiing that |ℜe(z)| ≤ |z| and using the fat |Zk| ≤ 2, we get
E[J21 ] ≤
1
8π4n(n− 1)E
[
|
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)Z1Z¯2dφdt|2
]
≤ 2π
2
π4n2
(∫
|t|≤ 1δ√η
η|t|e t
2
2 (1−η)dφdt
)2
≤ 8η
2
π2(1 − η)2 ·
1
n2
exp
(
1− η
ηδ2
)
. (21)
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Notiing that (Zk)k are i.i.d and entered, we then have by developing the
square:
E[J22 ] = E
 1
(4π2n)2
(
n∑
k=1
∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)2ℜe(E[eitY ]Z¯k)dφdt
)2
=
1
16π4n
E
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)2ℜe(E[eitY ]Z¯1)dφdt
)2
=
1
4π4n
E
(∫
|t|≤ 1
δ
√
η
∫ π
0
η|t|e t
2
2 (1−η)ℜe(E[eitY ]Z¯1)dφdt
)2
(22)
≤ 1
π4n
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)|E[eitY ]|dφdt
)2
,
as |ℜe(z)| ≤ |z| and |Z¯1| ≤ 2. Then use suessively (7)and (9), next (8),and a
hange of variables T = t
√
η
E[J22 ] ≤
1
π4n
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)|E[eitY ]|dφdt
)2
=
1
π4
1
n
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
4 (1−η)
|F1[pηρ(./φ)](t)|
|N˜η(t)| dφdt
)2
=
1
π4
1
n
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
4 (1−η)|F1[pρ(./φ)](√ηt)|dφdt
)2
=
1
π4
1
n
(∫ π
0
∫
|T |< 1δ
|T |e T
2
4η (1−η)|F1[pρ(./φ)](T )|dφdT
)2
.
Then, by (6) and next use the polar oordinates u = T cosφ, v = T sinφ
E[J22 ] =
1
π4
1
n
(∫ π
0
∫
|T |< 1δ
|T |e T
2
4η (1−η)|W˜ρ(T cosφ, T sinφ)|dφdT
)2
=
1
π4
1
n
(∫
‖(u,v)‖2≤1/δ
e
1−η
4η ‖(u,v)‖22 |W˜ρ(u, v)|dudv
)2
.
Dene z := (u, v), and use Cauhy-Shwartz inequality and (5)
E[J22 ] =
1
π4
1
n
(∫
‖z‖2≤1/δ
e
1−η
4η ‖z‖22 |W˜ρ(z)|dz
)2
≤ 1
nπ4
(2π)2L
∫
‖z‖2≤1/δ
te
1−η
2η ‖z‖22−2α‖z‖r2dz
≤ 8L
nπ
∫ 1/δ
0
te
1−η
2η t
2−2αtrdt. (23)
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1. For 0 < r < 2 and aording to Lemma 6 of Butuea and Tsybakov [6℄ we
get:
8L
nπ
∫ 1/δ
0
te
1−η
2η t
2−2αtrdt ≤ 8L
nπ
η
1− η e
1−η
2η
1
δ2
−2α 1δr . (24)
The expressions (21) and (23) together with (24) onlude (12).
2. For r = 2 and 1−η2η − 2α > 0 and aording to Lemma 6 of [6℄ we get:
8L
nπ
∫ 1/δ
0
te
1−η
2η t
2−2αt2dt ≤ 8L
nπ
· 1
2(1−η2η − 2α)
e(
1−η
2η −2α) 1δ2
≤ 8L
nπ
· η
1− η − 4αηe
( 1−η2η −2α) 1δ2 . (25)
The expressions (21) and (23) together with (25) onlude (13).
3. For r = 2 and 1−η2η − 2α < 0 we have:
8L
nπ
∫ 1/δ
0
te
1−η
2η t
2−2αt2dt ≤ 4L
2α− 1−η2η
1
n
≤ 8ηL
4αη − 1 + η ·
1
n
. (26)
The expressions (21) and (23) together with (26) onlude (14).
8.3 the asymptoti normality
Let r = 2, 1−η2η − 2α < 0 and δ = δ∗ =
(
η logn
1−η
)−1/2
.
√
n(d2n − d2) =
√
n(d2n − E[d2n]) +
√
nB(d2n).
The term
√
nB(d2n) ≤
√
nLe−
2α
(δ∗)r
tends to 0 as n→∞.
Moreover
√
n(d2n − E[d2n]) =
√
n(J1 + J2), where J1,2 are entered and were
dened in Setion 8.2. It has been shown in (26) that the dominating term in
the variane E[(d2n − E[d2n])2] is given by E[J22 ] dened in (22). That means
nE[J21 ] = o(1), as n → ∞ and
√
nJ1
P→ 0. Thus, the asymptoti normality is
given by the term
√
nJ2.
As J2 =
1
n
∑
j
∫
|t|≤ 1δ√η
∫ π
0 η|t|e
t2
2 (1−η)
(
ZjE[e
−itY ] + Z¯jE[eitY ]
)
dφdt
)
, we an
use a lassial entral limit theorem for i.i.d. random variables with nite vari-
ane and the asymptoti variane is given by the limit of nE[J22 ]. Let us study
limn→∞ nE[J22 ]
nE[J22 ] =
1
4π4
E
[
ℜe
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)(E[eitY ]e−itY
−E[eitY ]E[e−itY ])dφdt)2]
=
1
4π4
E
ℜe(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)E[eitY ]e−itY dφdt
)2
− 1
4π4
(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)E[eitY ]E[e−itY ]dφdt
)2
:= A1 −A2.
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On the one hand, we already proved in setion 8.1, A2 = 4
(
E[d2n]
)2
. Therefore,
limn→∞ A2 = ‖Wρ‖22. On the other hand
A1 =
1
4π4
E
ℜe(∫
|t|≤ 1δ√η
∫ π
0
η|t|e t
2
2 (1−η)E[eitY ]e−itY dφdt
)2
=
1
4π4
∫
|t1|≤ 1δ√η
∫
|t2|≤ 1δ√η
∫ π
0
∫ π
0
η2|t1||t2|e
t21+t
2
2
2 (1−η)E[eit1Y ]E[eit2Y ]
·E[e−i(t1+t2)Y ]dφ1dt1dφ2dt2.
By hanging the variable t into t/
√
η and as Y/
√
η = (X +
√
1−η
2η ξ) we get
A1 =
1
4π2
∫
|t1|≤ 1δ
∫
|t2|≤ 1δ
|t1||t2|e
1−η
2η (t
2
1+t
2
2)E[eit1Y/
√
η]E[eit2Y/
√
η]
·E[e−i(t1+t2)Y/√η]dt1dt2
=
1
4π2
∫
|t1|≤ 1δ
∫
|t2|≤ 1δ
|t1||t2|e
1−η
2η (t
2
1+t
2
2)E[e
it1(X+
q
1−η
2η ξ)]E[e
it2(X+
q
1−η
2η ξ)]
·E[e−i(t1+t2)(X+
q
1−η
2η ξ)]dt1dt2.
As X and ξ are independent and sine E[e
iT
q
1−η
2η ξ)] = e−T
2 1−η
4η
, we get
A1 =
1
4π2
∫
|t1|≤ 1δ
∫
|t2|≤ 1δ
|t1||t2|e
1−η
2η (t
2
1+t
2
2)e−
1−η
4η (t
2
1+t
2
2)e−
1−η
4η (t1+t2)
2
E[eit1X ]
·E[eit2X ]E[e−i(t1+t2)X ]dt1dt2
=
1
4π2
∫
|t1|≤ 1δ
∫
|t2|≤ 1δ
|t1||t2|e
1−η
2η t1t2E[eit1X ]E[eit2X ]E[e−i(t1+t2)X ]dt1dt2,
and limn→∞A1 = 14π2
∫ ∫ |t1||t2|e 1−η2η t1t2E[eit1X ]E[eit2X ]E[e−i(t1+t2)X ]dt1dt2.
By denoting W = limn→∞(A1 −A2), we get the result.
9 Proofs of lower bounds
In this setion, we will show the lower bounds of Theorem 1. For that we will be
based on the results of Butuea and Tsybakov [6℄ . They show that the problem
of bound from above the minimax risk an be redue to two funtions Wρ1 and
Wρ0 depending on a parameter δ˜n = δ˜ suh that δ˜ → 0 as n → 0. The hoie
of δ˜ insures the existene of the lower bound. The parameter δ˜ is the unique
solution of the equation
2α
δ˜r
+
1− η
2ηδ˜2
= logn+ (log logn)2. (27)
If 0 < r < 2, notie that it is dierent of the δ appearing in the expression of
our estimator dened in (10). And for r = 2, we take
δ˜ =
(
log(n log n)
2(a+ α)
)−1/2
, where a =
1− η
4η
. (28)
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We will use Wigner funtions Wρ0 and Wρ1 built by Butuea et al. (2007) [5℄
in their rst prepubliation like ertain results oming from this onstrution.
Wρ0 is a xed funtion orresponding to the density matrix ρo, and Wρ1 is of
the form
Wρ1(z) = Wρ0(z) + Vδ˜(z) and
ρ1 = ρ0 + τ
δ˜
suh that ρ1 is a density matrix (positive and trae equal to one) with Radon
transforms p1. Note that the funtion Vδ˜ is not a Wigner funtion of a density
matrix but belongs to the linear span of the spae of Wigner funtions and its
orresponding matrix τ δ˜ is in the linear span of density matrix. We will detail
in a next paragraph the onstrution of Wρ0,1 , ρ0,1 and Vδ˜ as well as the results
whih results from this. As we have stipulated it higher, we will use lemma
4 in Butuea and Tsybakov [6℄. Let us suppose rst of all that the following
onditions are satised:
Wρ1 ,Wρ0 ∈ A(α, r, L), (29)
|d21 − d20| = |‖Wρ1‖22 − ‖Wρ0‖22| ≥ 2φn(1 + o(1)), n→∞, (30)
nχ2 := n
∫ π
0
∫
(pη1(y)− pη0(y))2
pη0(y)
dydφ = o(1), n→∞. (31)
Then we redue the minimax risk to these two funtions, Wρ1 , Wρ0 , and note
d̂2n an arbitrary estimator of d
2
ρ := ‖Wρ‖22, then we get for some 0 < τ < 1
infbd2n
sup
Wρ∈A(α,r,L)
E[|d̂2n − d2ρ|2] ≥ infbd2n
1
2
(Eρ0 [|d̂2n − d2ρ0 |2] + Eρ1 [|d̂2n − d2ρ1 |2])
≥ infbd2n
1
2
(Eρ0 [|d̂2n − d2ρ0 |2]
+(1− τ)Eρ0 [I(
dP ηρ1
dP ηρ0
≥ 1− τ)|d̂2n − d2ρ1 |2])
≥ infbd2n
1
2
(1 − τ)(Eρ0 [I(
dP ηρ1
dP ηρ0
≥ 1− τ)(|d̂2n − d2ρ0 |2
+|d̂2n − d2ρ1 |2)]).
As a2 + b2 ≥ (a− b)2 for a and b positives reals numbers, we an get ride of the
estimator.
≥ 1
4
(1− τ)Eρ0 [I(
dP ηρ1
dP ηρ0
≥ (1− τ))|d2ρ1 − d2ρ0 |2]
≥ (1− τ)φ2n(1− Pρ0 (
dP ηρ1
dP ηρ0
− 1 < −τ))
≥ (1− τ)φ2n(1−
1
τ2
∫
(
dP ηρ1
dP ηρ0
− 1)2dP ηρ0 ).
By supposing nχ2 ≤ τ4 the last inequality is undervalued by (1− τ)2φ2n(1 + τ).
It is enough to hek (31), in order to get τn → 0 as n → ∞, and we obtain a
lower bound for the minimax risk of order φ2n(1+o(1))for any estimator d̂
2
n. Our
proof of lower bounds is quite similar to the one of Butuea et al. (2007) [5℄. The
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main dierene is the proof of (30) as we don't bound from below the Wigner
funtion but the quadrati funtional of the Wigner funtion. Nevertheless, for
the reader's onveniene, we reprodue key proofs to omplete the proof of the
lower bounds.
9.0.1 The density matrix ρ0
The main dierene with the onstrution in Butuea et al. (2007) [5℄ is that
they had onsidered two Wigner funtionsWρ1 andWρ2 withWρ1,ρ2 = Wρ0±Vδ˜
while we onsider only the Wigner funtionWρ1 = Wρ0+Vδ˜. Beause we have to
bound from below the quantity |‖Wρ1‖22−‖Wρ0‖22| instead of ‖Wρ1−Wρ0‖22 and
we must make sure that W˜ρ0 and V˜δ˜ are positive funtions. In this paragraph
we will reall some results and lemmas of Butuea et al. (2007) [5℄ about the
density matrix ρ0 and its orresponding Wigner funtion. They had onstruted
a family of density matries ρβ,ξ from whih they seleted ρ0 = ρ
β0,ξ0
with
Radon transform pξβ equals to
pξβ(x, φ) :=
∫ 1
0
f ξβ(z)√
π(1− z2) exp
(
−x2 1− z
1 + z
)
dz,
wheref ξβ(z) = β(1− z)β/(1− ξ)I(ξ ≤ z ≤ 1), for some 0 < β, ξ ≤ 1. The Fourier
transform is
W˜ ξβ (w) = F1[pξβ](‖w‖, φ) =
∫ 1
0
f ξβ(z)
1− z exp
(
−‖w‖2 1 + z
4(1− z)
)
dz.
Notie that the Fourier transform is positive and W˜ ξβ (0) = 1. The study of the
asymptoti behavior of suh funtions is done in lemmae 1 and 2. Lemma 3
proves the fat that W ξβ belongs to the lass A(α, r, L) for β > 0 small enough
and ξ lose to 1.
Lemma 1. For all 0 < β, ξ ≤ 1 and |x| > 1 there exist onstants c, C depending
on β and ξ, suh that
c|x|−(1+2β) ≤ pξβ(x, φ) ≤ C|x|−(1+2β).
Lemma 2. For all 0 < β, ξ ≤ 1 we have
ρβ,ξn,n =
β
(1 − ξ)β Γ(β + 1)n
−(1+β)(1 + o(1)), n→∞.
Lemma 3. For any (α, r, L) suh that 0 < r ≤ 2, there exists an 0 < β, ξ ≤ 1
suh that W ξβ belongs to the lass A(α, r, L).
We refer for the proof of these lemmae to Butuea et al. (2007) [5℄.
9.0.2 Constrution of Vδ˜ and asymptoti properties of τ
δ˜
For using the same onstrution as Butuea et al. (2007) [5℄, we have to dene
on R
2
the funtion Vδ˜ whose Fourier transform is
F2[Vδ˜](w) := V˜δ˜(w) = Jδ˜(t) = 2
√
rLπαδ˜(2−r)/2eα/δ˜
r
e−2α|t|
r
J(|t|r − 1
δ˜r
),
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where t = ‖w‖, and J is a 3-times ontinuously dierentiable funtion on R
with its rst 3 derivatives uniformly bounded on R suh that for any λ > 0 and
any D > 4λ
I(2λ ≤ u ≤ D − 2λ) ≤ J(u) ≤ I(λ ≤ u ≤ D − λ), for allu ∈ R.
We hoose δ˜ solution of (27) when 0 < r < 2 and δ˜ suh as in (28), when r = 2.
We want Vδ˜ to be a funtion of a density matrix belonging to the linear span
of the spae of Wigner funtions and its orresponding matrix τ δ˜ belonging to
the linear span of density matrix. For that, we use an important property of
Wigner funtions: the isometry (up to a onstant) between the linear span of
density matries and that of Wigner funtions with respet to the L2-distanes,
in partiular
‖Wρ2 −Wρ1‖ =:
∫ ∫
|Wρ2(p, q)−Wρ1(p, q)|2dpdq =
1
2π
‖ρ2 − ρ1‖22,
for any ρ2, ρ1. Note that beause the funtion Vδ˜ is invariant under rotations in
the plane, the orresponding matrix has all o-diagonal elements equal to 0 and
for the diagonal ones we an use the following formula from Leonhardt (1997)
[15℄
τ δ˜nn = 4π
2
∫ 1
0
Ln(t
2/2)e−t
2/4tJδ˜(t)dt.
And as our hoie of Vδ˜ is the same as Butuea et al. (2007) [5℄, we have the
same asymptoti behavior derived in the following lemma.
Lemma 4. The matrix τ δ˜ has the following asymptoti behavior
τ δ˜nnn = O(n
−5/4)oδ˜(1).
For the proof of this lemma we refer to Butuea et al. (2007) [5℄. We have
now to prove onditions (29), (30) and (31) to obtain the lower bound.
9.1 Proof of onditions (29), (30) and (31)
Proof of (29) From Lemma reflm:3 we get for any β small enough and ξ
lose to 1 that the Wigner funtion W ξβ belongs to the lass A(α, r, a2L). And
the Lemmae reflm:2 and reflm:3 implies that for any β < 1/4 the diagonal
matrix ρ1 = ρ
β,ξ + τ δ˜ is positive with trae one for δ˜ small enough. Thus there
exists an β0, ξ0 suh that the orresponding matrix ρ1 is a density matrix and
Wρ0 = W
ξ0
β0
∈ A(α, r, a2L). Let us prove that Wρ1 ∈ A(α, r, L). By triangle
inequality
‖F2[Wρ1 ]eα‖.‖
r‖2 ≤ ‖F2[Wρ0 ]eα‖.‖
r‖2 + ‖F2[Vδ˜]eα‖.‖
r‖2
≤ 2πa
√
L+ ‖F2[Vδ˜]eα‖.‖
r‖2.
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Now, by the hange of variables u = t cosφ, v = t sinφ
‖F2[Vδ˜]eα‖.‖
r‖22 =
∫
R2
|F2[Vδ˜](w)|2e2α‖w‖
r
dw
=
∫ π
0
∫
R
|t||F2[Vδ˜](t cosφ, t sinφ)|2e2α|t|
r
dtdφ
= π
∫
R
|t||F2[Vδ˜](t cosφ, t sinφ)|2e2α|t|
r
dt
= π
∫
R
|t||Jδ˜(t)|2e2α|t|
r
dt
≤ 22π2Lαrδ˜2−re2α/δ˜r2
∫ ∞
(λ+ 1
δ˜r
)1/r
te−2αt
r
dt ≤ 22π2Le−2αλ.
Thus, it is enough to take a = 1 − e−αλ/2 to get Wρ1 ∈ A(α, r, L(1 − e−αλ/2 +
e−αλ)2) ⊂ A(α, r, L).
Proof of (30) By notiing that W˜ρ0 and V˜δ˜ are positive funtions we get
|‖Wρ1‖22 − ‖Wρ0‖22| ≥
1
(2π)2
|
∫
R2
|V˜δ˜(w)|2dw| =
1
(2π)2
|π
∫
R
|t||Jδ˜(t)|2dt|
≥ 1
(2π)2
22π2Lαrδ˜2−re2α/δ˜
r
2
∫ (D−2λ+ 1
δ˜r
)1/r
(2λ+ 1
δ˜r
)1/r
te−4αt
r
dt
= 2Lαrδ˜2−re2α/δ˜
r
∫ (D−2λ+ 1
δ˜r
)1/r
(2λ+ 1
δ˜r
)1/r
te−4αt
r
dt
≥ 1
2
Le2α/δ˜
r
(
e−4α(2λ+
1
δ˜
) (1 + o(1))− e−4α(D−2λ+ 1δ˜ ) (1 + o(1))
)
≥ 1
2
Le−2α/δ˜
r
(
e−8αλ − e−4α(D−2λ)
)
(1 + o(1))
= 2φn
(
e−8αλ − e−4α(D−2λ)
)
(1 + o(1))
for n large enough, with φn =
1
4ϕn where ϕn is the rate of onvergene dene
in (16). Note that we obtain lower bounds for δ˜ solution of (27) for the ase
0 < r < 2, while we obtain optimal rates (up to a logarithmi fator) of order
(n logn)−
α
a+α
for r = 2, with a dened in (28).
Proof of (31) Let us now bound nχ2. From the lemma 6.1 we get that
p0(x) ≥ Cx−2 for all |x| ≥ 1. After a onvolution with the gaussian density of
the noise the asymptoti deay an not be faster
pη0(y) ≥
C1
y2
, ∀|y| ≥M,
for some xed M > 0. Notie that C design a onstant whih may hange along
the proof.
nχ2 ≤ π
∫
(pη1(y)− pη0(y))2
pη0(y)
dy
≤ Cn
(
C(M)‖pη1(y)− pη0(y)‖22 +
∫
|y|>M
y2 (pη1(y)− pη0(y))2 dy
)
.(32)
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In the rst term we have
‖pη1(y)− pη0(y)‖22 = C
∫
|Jδ˜(t)|2e−(1−η)t
2/(2η)dt
≤ Cδ˜2−re2α/δ˜r
∫ (D−λ+ 1
δ˜r
)1/r
(λ+ 1
δ˜r
)1/r
e−(1−η)t
2/(2η)−4αtrdt
≤ Cδ˜3−re2α/δ˜r
∫ ∞
(λ+ 1
δ˜r
)1/r
te−(1−η)t
2/(2η)−4αtrdt
≤ Cδ˜3−r exp
(
−2α
δ˜r
− 1− η
2ηδ˜2
)
. (33)
Let us see the seond part of the sum∫
|y|>M
y2(pη1(y)− pη0(y))2dy ≤
∫
(
∂
∂t
(Jδ˜(t)e
−(1−η)t2/(4η)))2dt
≤ Cδ˜2−re2α/δ˜r
∫ ∞
(λ+ 1
δ˜r
)1/r
t2e−(1−η)t
2/(2η)e−4αt
r
dt
≤ Cδ˜1−r exp
(
−2α
δ˜r
− 1− η
2ηδ˜2
)
. (34)
In ase 0 < r < 2, by taking δ˜ as solution of (27) we have the expressions in
(33) and (34) tend to 0 and together with (32) onlude. For the ase r = 2,
we proved a weaker form of (31): nχ2 = O(1). As δ˜ given in (28), we have
the expression in (33) tend to 0 while the expression in (34) stays bounded as
n→∞ and together with (32) we get the wanted result.
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