We introduce and study natural derivatives for Christoffel and finite standard words, as well as for characteristic Sturmian words. These derivatives, which are realized as inverse images under suitable morphisms, preserve the aforementioned classes of words. In the case of Christoffel words, the morphisms involved map a to a k+1 b (resp., ab k ) and b to a k b (resp., ab k+1 ) for a suitable k > 0. As long as derivatives are longer than one letter, higher-order derivatives are naturally obtained. We define the depth of a Christoffel or standard word as the smallest order for which the derivative is a single letter. We give several combinatorial and arithmetic descriptions of the depth, and (tight) lower and upper bounds for it.
Introduction
Since the first systematic study by M. Morse and G. A. Hedlund [28] , Sturmian words have been among the most studied infinite words in combinatorics as they are the simplest aperiodic words in terms of factor complexity, and enjoy many beautiful characterizations and properties (see, for instance, [27, Chap. 2] ).
Sturmian words are of interest in several fields of mathematics such as combinatorics, algebra, number theory, dynamical systems, and differential equations. They are also of great importance in theoretical physics as basic examples of 1-dimensional quasicrystals (cf. [12] and references therein) and in computer science where they are used in computer graphics as digital approximation of straight lines (cf. [25] ).
A basic tool in the study of Sturmian words is the palindromization map ψ, first introduced by the second author [14] . It maps any finite binary word v (called directive word in this context) to a palindrome ψ(v) called central word. The definition can be naturally extended to infinite directive words; when v spans among all binary words where both letters occur infinitely often, ψ(v) gives exactly all characteristic Sturmian words (or infinite standard Sturmian words). An infinite word is Sturmian if it has the same set of factors as some characteristic Sturmian word.
Central words are thus all palindromic prefixes of characteristic Sturmian words; they can also be defined in a purely combinatorial way, as words having two coprime periods p, q and length p + q − 2. If w is a central word over the alphabet {a, b}, then awb is a (lower) Christoffel word and wab, wba are standard words. These classes of words, which also include the letters a and b, represent a finite counterpart to Sturmian words and are well studied in their own right as they satisfy remarkable and surprising combinatorial properties (see for instance [4, 17, 27] ).
In a previous paper [16] the second and third author have studied an important connection between the combinatorics of these words and the famous Stern sequence. In this paper, which can be considered as a continuation of the previous one, we consider new combinatorial properties which are mainly related to the notion of derivative of a word.
Word derivation, meant as inverse image under some injective morphism (also called "desubstitution", or "inflation" in [11] ), is a known topic in combinatorics on words. A well-known instance is the notion of derivated word of a recurrent word, introduced by F. Durand [22] along with the important concept of return words.
The main objective of this paper is to study some natural derivatives for noteworthy classes of finite Sturmian words, such as Christoffel and standard words. The paper is organized as follows. In Section 2.1 we consider the palindromization map. A well-known result by J. Justin [24] , known as Justin's formula, links the palindromization map with pure standard Sturmian morphisms, i.e., morphisms of the monoid {µ a , µ b } * where for x ∈ {a, b}, and y x, µ x is defined as follows: µ x : x → x, y → xy. Setting for v = v 1 · · · v n , µ v = µ v 1 • · · · • µ v n , one derives from Justin's formula, that every standard word ψ(v)xy with {x, y} = {a, b} is obtained as the image of xy under the morphism µ v , ψ(v)xy = µ v (xy) .
(
In Section 2.2, some basic relations existing between central, standard, and Christoffel words are recalled and new combinatorial properties are proved.
In Section 3, we discuss Christoffel morphisms, i.e., morphisms preserving Christoffel words. We provide a simple combinatorial proof for the known fact [4] that the monoid of Christoffel morphisms is generated by λ a and λ b , defined by λ a = µ a and λ b : a → ab, b → b. We also prove that the inverse image of a Christoffel word under a Christoffel morphism is a Christoffel word; again, this mirrors a well-known result for standard words and morphisms.
With such knowledge about Christoffel morphisms, in Section 4 we define a derivative for proper Christoffel words. In fact, for each such word w there exists some nonnegative integer k (the index of w) such that w can be uniquely factored over X k = {a k b, a k+1 b} or Y k = {ab k , ab k+1 }; hence, w is the image, under the morphism ϕ k = λ a k b or ϕ k = λ b k a , of a word ∂w that we call the derivative of w. Since ϕ k andφ k are Christoffel morphisms, this derivative is still a Christoffel word.
Our choice of morphisms ϕ k andφ k for the definition is motivated by the following arguments. First, the factorization over X k or Y k is quite natural and has been used in well-known algorithms for recognizing factors of Sturmian words (or digital straight segments, in the computer graphics terminology; cf. [25] ). Second, if w = aψ(v)b and v is not a power of a letter, then
where + v is the longest suffix of v immediately preceded by a letter different from the first letter of v. The operator v → + v was introduced by the last two authors in [16] and appears in some interesting results on Christoffel words; for instance, if v starts with the letter x and {x, y} = {a, b}, then the length |aψ( + v)b| = |∂w| equals the number of occurrences of y in aψ(v)b. Finally, a Christoffel word is determined by its derivative and the value of its index.
Further results on the derivatives of Christoffel words are proved. In particular, if a Christoffel word w is factored as w = w 1 w 2 with w 1 and w 2 proper Christoffel words, then ∂w = ∂w 1 ∂w 2 . Moreover, the length of a Christoffel word w = aψ(v 1 v 2 · · · v n )b with v i ∈ A, 1 ≤ i ≤ n, is equal to 2 plus the sum of the lengths of derivatives ∂aψ(
In Section 5, we naturally define higher order derivatives, by letting ∂ i+1 w = ∂(∂ i w) whenever ∂ i w is still a proper Christoffel word (i.e., not just a letter). The depth of a Christoffel word w is then the smallest i ≥ 0 such that ∂ i w is a letter. We give several descriptions of the depth of aψ(v)b as a function δ(v) of its directive word. We prove that δ(uv) equals either δ(u) + δ(v) or δ(u) + δ(v) − 1. Tight lower and upper bounds of the depth are given; moreover, we characterize the directive words for which such bounds are attained. We give also a closed formula for the number J k (p) of the words v of length k such that δ(v) = p.
In Section 6 we consider finite and infinite standard Sturmian words; using the standard morphisms µ a k b and µ b k a we define a natural derivative in these cases. This allows us to extend the previous results to standard words; in particular, the derivative of the standard word ψ(v)xy with {x, y} = {a, b} is either a letter or the proper standard word ψ( + v)xy, where + v is the same directive word found in the derivative of the Christoffel word aψ(v)b. Hence, the depths of ψ(v)ab, ψ(v)ba, and aψ(v)b coincide. In the infinite case, the derivative Ds of a characteristic Sturmian word s is word isomorphic to a derivated word in the sense of Durand. We give a proof for the fact that a characteristic Sturmian word has only finitely many distinct higher order derivatives if and only if its directive word is ultimately periodic (see also [2] ). Finally, we prove that there exists a simple relation between the derivative Ds of a characteristic word s and the derivative ∂s, namely ∂s = bDs.
Notation and Preliminaries
In the following, A will denote a finite non-empty set, or alphabet and A * the free monoid generated by A. The elements of A are usually called letters and those of A * words. The identity element of A * is called empty word and denoted by ε. We set A + = A * \ {ε}. A word w ∈ A + can be written uniquely as a sequence of letters as w = w 1 w 2 · · · w n , with w i ∈ A, 1 ≤ i ≤ n, n > 0. The integer n is called the length of w and denoted |w|. The length of ε is 0. For any w ∈ A * and x ∈ A, |w| x denotes the number of occurrences of the letter x in w. For any word v ∈ A + , we let v (F) (resp., v (L) ) denote the first (resp., last) letter of v.
Let w ∈ A * . The word u is a factor of w if there exist words r and s such that w = rus. A factor u of w is called proper if u w. If w = us, for some word s (resp., w = ru, for some word r), then u is called a prefix (resp., a suffix) of w. If u is a prefix of w, then u −1 w denotes the word v such that uv = w. Let p be a positive integer. A word w = w 1 · · · w n , w i ∈ A, 1 ≤ i ≤ n, has period p if the following condition is satisfied: for any integers i and j such that 1 ≤ i, j ≤ n,
Let us observe that if a word w has a period p, then any non-empty factor of w has also the period p.
We let π(w) denote the minimal period of w. Conventionally, we set π(ε) = 1. A word w is said to be constant if π(w) = 1, i.e., w = z k with k ≥ 0 and z ∈ A. Two words v and w are conjugate if there exist words r and s such that v = rs and w = sr.
The reversal of w is the word w ∼ = w n · · · w 1 . One defines also ε ∼ = ε. A word is called palindrome if it is equal to its reversal. We let PAL denote the set of all palindromes on the alphabet A.
In the following, we let the alphabet A be totally ordered. We let < lex denote the lexicographic order induced on A * . A word is called a Lyndon word if it is lexicographically less than any of its proper suffixes (cf. [26, Chap. 5] ). As is well-known a Lyndon word w A can be factored (standard factorization) as w = lm where l is a Lyndon word and m is the longest suffix of w which is a Lyndon word.
A right-infinite word x, or simply infinite word, over the alphabet A is just an infinite sequence of letters:
For any integer n ≥ 0, we let x [n] denote the prefix x 1 x 2 · · · x n of x of length n. A factor of x is either the empty word or any sequence x i · · · x j with i ≤ j. The set of all infinite words over A is denoted by A ω . An infinite word x is called ultimately periodic if there exist words u ∈ A * and v ∈ A + such that x = uv ω . The word x is called (purely
A periodic word with v ∈ A will be called constant. The word x is called aperiodic if it is not ultimately periodic.
We say that two finite or infinite words x = x 1 x 2 · · · and y = y 1 y 2 · · · on the alphabets A and A ′ respectively are word isomorphic, or simply isomorphic, if there exists a bijection φ :
For any w ∈ A ∞ we let Fact(w) denote the set of all distinct factors of the word w. In the following, we shall mainly concern with two-letter alphabets. We let A denote the alphabet whose elements are the letters a and b, totally ordered by setting a < b.
We let E denote the automorphism of A * defined by E(a) = b and E(b) = a. For each w ∈ A ∞ , the word E(w) is called the complementary word, or simply the complement of w. We shall often use for E(w) the simpler notationw.
We say that a word v ∈ A k , k ≥ 0, is alternating if for x, y ∈ A and x y, v = (xy) k 2 if k is even and v = (xy)
, v is a single letter or if |v| > 1 any non-terminal letter in v is immediately followed by its complementary.
The slope η(w) of a word w ∈ A + is the fraction η(w) =
If we identify the letters a and b of A respectively with the digits 0 and 1, for each w ∈ A * we let w 2 , or simply w , denote the standard interpretation of w as an integer at base 2. For instance, a = 0, b = 1, babba = 22.
We represent a non-empty binary word v ∈ A + as
n , where α i ≥ 1, x i ∈ A, 0 ≤ i ≤ n, and x i+1 =x i for 0 ≤ i ≤ n − 1. We call the list (α 0 , α 1 , . . . , α n ) the integral representation of the word v. Hence, the integral representation of a word v and its first letter v (F) determine uniquely v. We set ext(v) = |x 0 · · · x n | = n + 1 and call it extension of v. Moreover, we define ext(ε) = 0.
For all definitions and notation concerning words not explicitly given in the paper, the reader is referred to the book of Lothaire [26] ; for Sturmian words see [27, Chap. 2] and [1, Chap.s 9-10].
The palindromization map
We consider in A * the operator (+) : A * → PAL which maps any word w ∈ A * into the palindrome w (+) defined as the shortest palindrome having the prefix w (cf. [14] ). The word w (+) is called the right palindromic closure of w. If Q is the longest palindromic suffix of w = vQ, then one has
Let us now define the map ψ : A * → PAL, called right iterated palindromic closure, or simply palindromization map, over A * , as follows:
The following proposition collects some basic properties of the palindromization map (cf., for instance, [14, 21] 
For any w ∈ ψ(A * ) the unique word u such that ψ(u) = w is called the directive word of w. One can extend ψ to A ∞ defining ψ on A ω as follows: let x ∈ A ω be an infinite word
Since by property P2 of Proposition 2.1 for all n, ψ(x [n] ) is a prefix of ψ(x [n+1] ), we can define the infinite word ψ(x) as:
The word x is called the directive word of ψ(x). It has been proved in [14] that if x ∈ {a, b} ω the word ψ(x) is a characteristic Sturmian word (or infinite standard Sturmian word) if and only if both the letters a and b occur infinitely often in the directive word x. If A = {a, b, c} the word t = ψ((abc) ω ) is the so-called Tribonacci word:
For any x ∈ A, we let µ x denote the injective endomorphism of A * defined by
If v = x 1 x 2 · · · x n , with x i ∈ A, i = 1, . . . , n, then we set:
moreover, if v = ε, µ ε = id. The following interesting theorem, due to Justin [24] and usually referred to as Justin's formula, relates the palindromization map to the morphisms µ v .
An important consequence of Justin's formula is the following lemma [8] , which will be useful in the following.
Lemma 2.4. For each w ∈
For instance, if we take w = a, x = (ab) ω , then as one easily verifies
The case of a binary alphabet A = {a, b} deserves a special consideration. The following remarkable proposition holds (see, for instance [15, Prop. 4.10] ).
Proposition 2.5. For any v ∈ A
* and x, y ∈ A, x y,
Corollary 2.6. For any w, v ∈ A * and x, y ∈ A, x y,
Proof. By the preceding proposition one has:
Let v be a non-empty word. We let v − (resp., − v) denote the word obtained from v by deleting the last (resp., first) letter. If v is not constant, we let v + (resp., + v) denote the longest prefix (resp., suffix) of v which is immediately followed (resp., preceded) by the complementary of the last (resp., first) letter of v. For instance, if v = abbabab, one has v − = abbaba, v + = abbab, − v = bbabab, and + v = babab. From the definition one has
As shown in [16] , and as we shall see in some details in the next sections, the words v − , v + and + v, − v play an essential role in the combinatorics of Christoffel words.
Proof. We shall prove the result only when v (L) = a. The case v (L) = b is similarly dealt with. We can write v = v + ba r for a suitable r > 0. Therefore, by Proposition 2.5 one has:
and
which proves the assertion.
An immediate consequence of Proposition 2.7 is the following (see also [16] ):
Corollary 2.9. Let v ∈ A * be non-constant, x the last letter of v, and y =x. Then
, and by Proposition 2.7, µ v (x) = ψ(v + )yx and µ v (y) = ψ(v − )xy. The result follows.
Central, standard, and Christoffel words
In the study of combinatorial properties of Sturmian words a crucial role is played by the set PER of all finite words w having two periods p and q such that gcd(p, q) = 1 and |w| = p + q − 2.
The set PER was introduced in [17] where its main properties were studied. It has been proved that PER is equal to the set of the palindromic prefixes of all standard Sturmian words, i.e.,
The words of PER have been called
The following structural characterization of central words was proved in [14] (see, also [9] ).
Proposition 2.10. A word w is central if and only if w is a constant or it satisfies the equation:
with w 1 , w 2 ∈ A * . Moreover, in this latter case, w 1 and w 2 are central words, p = |w 1 | + 2 and q = |w 2 | + 2 are coprime periods of w, and min{p, q} is the minimal period of w.
The following lemma, which will be useful in the following, is in [14] . Lemma 2.11. For any w ∈ PER, one has (wa) (+) , (wb) (+) ∈ PER. More precisely, if w = w 1 abw 2 = w 2 baw 1 , then
If w = x n with {x, y} = A, then (wx) (+) = x n+1 and (wy) (+) = x n yx n .
Characteristic Sturmian words can be equivalently defined in the following way. Let c 0 , c 1 , . . . , c n , . . . be any sequence of integers such that c 0 ≥ 0 and c i > 0 for i > 0. We define, inductively, the sequence of words (s n ) n≥0 , where s 0 = b, s 1 = a, and s n+1 = s c n−1 n s n−1 for n ≥ 1 . The sequence (s n ) n≥0 converges to a limit s which is a characteristic Sturmian word (cf. [27] ). Every characteristic Sturmian word is obtained in this way. The Fibonacci word is obtained when c i = 1 for i ≥ 0.
We let Stand denote the set of all the words s n , n ≥ 0 of any sequence (s n ) n≥0 . Any element of Stand is called standard Sturmian word, or simply standard word. A standard word different from a single letter is called proper.
The following remarkable relation existing between standard and central words has been proved in [17] : Hence, by Proposition 2.5 one has
Let us set for any v ∈ A * and x ∈ A, 
and gcd(p
Moreover, if v is not constant, as v + is a proper prefix of v − , by Proposition 2.7 one derives:
Since |µ v (xy)| = |µ v (x)| + |µ v (y)|, from Proposition 2.12 and (6) one has
Let us now introduce the important notion of Christoffel word [10] (see also [6] ). Let p and q be non-negative coprime integers, and n = p + q > 0. The (lower) Christoffel word w of slope p q is defined as w = x 1 · · · x n with We observe that lower Christoffel words have also an interesting geometric interpretation in terms of suitable paths in the integer lattice N × N (cf. [4] ). It is then natural to introduce the so-called upper Christoffel words, which can also be defined similarly to lower Christoffel words, by interchanging a and b, as well as p and q, in the previous definition. We shall not consider these latter words in the paper, since they are simply the reversal of lower Christoffel words. Example 2.13. Let p = 3 and q = 8. The Christoffel construction is represented by the following diagram
Let CH denote the class of Christoffel words. The following important result, proved in [3] , shows a basic relation existing between central and Christoffel words:
Moreover, one has [3, 7] CH = St ∩ Lynd,
where Lynd denotes the set of Lyndon words and St the set of (finite) factors of all Sturmian words. Thus CH equals the set of all factors of Sturmian words which are Lyndon words. The following theorem summarizes some results on Christoffel words proved in [3, 6, 7] . 
The following proposition is an immediate consequence of item 1 of Theorem 2.14 and of Corollary 2.9 (see also [16] ).
Proposition 2.16. For any non-constant word v ∈ A * , the standard factorization of aψ(v)b in Lyndon words is
(aψ(v + )b, aψ(v − )b) if v (L) = a and (aψ(v − )b, aψ(v + )b) if v (L) = b.
By Proposition 2.16 we have that if v is not constant, then for any
The following proposition is a direct consequence of (10) 
The following Propositions 2.19, 2.20, and 2.21 have been proved in [16] .
Proposition 2.19. For any v
∈ A + , π(ψ(v ∼ )) = |aψ(v)b|v(F). Proposition 2.20. If v ∈ A * is not constant, then |aψ(v)b| = |aψ(v − )b| + |aψ(v + )b| = |aψ( − v)b| + |aψ( + v)b|. Moreover, |aψ( + v)b| = |aψ(v)b|v(F).
Proposition 2.21. For any word v
We recall [16] that the reduced fraction Ra(v) labels the node (word) v in the Raney tree. The following remarkable proposition, which is readily derived from Propositions 2.7 and 2.20, holds:
Proposition 2.22. Let v be a non-constant word over
An interesting interpretation of the extension ext(v) of a directive word v of the central word ψ(v) is given by the following:
is formed by the minimal periods of the words
Now let w 1 w 2 · · · w r with r ≤ k be a non-empty prefix of w. There exists 1 ≤ i < m such that
where we let ≤ p denote the prefixal ordering. Hence,
Thus between π(ψ(v 1 · · · v i )) and π(ψ(v 1 · · · v i+1 )) there are no new minimal periods. From this the result follows.
Corollary 2.24. For each k > 0 and v ∈ A k the word w = ψ(v) has the maximum number of distinct minimal periods of its prefixes if and only if v is alternating, i.e., w is a palindromic prefix of f or of E( f ).
Proof. By the previous proposition the number of distinct minimal periods of w = ψ(v) is given by ext(v). A word v ∈ A k attains the maximum value k of ext(v) if and only if v is alternating.
Moreover, we letπ denote the arithmetic mean of the distinct minimal periods π i , 0 ≤ i ≤ n.
Corollary 2.25. For v ∈ A
+ one has:
where the equality holds if and only if v is alternating.
Proof. Let n + 1 = ext(v). By Proposition 2.21 one has
so that dividing for n + 1 we have
The equality holds if and only if α i = 1, i = 0, . . . , n. From this the result follows.
Christoffel morphisms
Let x ∈ A and y =x, we consider the injective endomorphism µ
Proof. By induction on the length of v. The result is trivially verified if |v| ≤ 1. Let us then suppose |v| > 1 and write v = ux with x ∈ A. If x = a then, by using the inductive hypothesis,
Proof. By induction on the length of v. If |v| ≤ 1, the result is trivially verified. Suppose |v| > 1 and write v = xw with x ∈ A and w ∈ A * . By induction one has:
Let us first suppose that x = a. In such a case λ a = µ a . By Justin's formula
Let now x = b, so that λ b = µ Proof. By the preceding proposition one has: 
Proof. We shall prove the result only when v (L) = a. The case v (L) = b is similarly dealt with. We can write v = v + ba r for a suitable r > 0. Therefore, by Proposition 3.2 one has:
It is worth noting the similarity existing between Proposition 2.5, Corollary 2.6, and Proposition 2.7 concerning standard words and the morphisms µ v , v ∈ A * , which preserve standard words [13] , and Proposition 3.2, Corollary 3.3, and Proposition 3.4 concerning Christoffel words and the morphisms λ v , v ∈ A * , which, as we shall see soon (cf. Proposition 3.5), preserve Christoffel words.
Let M CH denote the monoid of all endomorphisms f of A * which preserve Christoffel words, i.e., if w ∈ CH, then f (w) ∈ CH. Such a morphism f will be called Christoffel morphism. The following proposition was proved in [4] by a different (geometrical) technique 3 .
Proof. Let λ v ∈ {λ a , λ b } * and w ∈ CH. We prove that λ v (w) ∈ CH. Let us first suppose that w is a proper Christoffel word. We can write w = aψ(u)b for a suitable u ∈ A * . Thus by Proposition 3.2
Let us now suppose that w ∈ A. Let w = a. If v is not constant, then the result follows from Proposition 3.4. Let us suppose that v is constant. The result is trivial if
In a similar way one proves the result if w = b. Let now f be any Christoffel morphism. Since (11) and (12), Proof. Let us first prove that for x ∈ A, if λ x (w) ∈ CH then w ∈ CH. If λ x (w) = y ∈ A, then the only possibility is x = y and w = x ∈ CH. Let us then suppose that λ x (w) is a proper Christoffel word aψ(v)b for a suitable v ∈ A * . We can write in view of Proposition 3.2
If v = ε, then one obtains λ x (w) = ab and w ∈ CH. Let us then suppose |v| > 0. We wish to prove that v (F) = x. To this end we show that x = a if and only if v (F) = a. Indeed, as λ a (w) ∈ {a, ab} * and λ b (w) ∈ {b, ab} * if v (F) = a, as ψ(v) begins with a, it follows that x = a. Conversely, suppose that x = a; one has that w has to terminate with b. Moreover, if w = b n , with n > 1 one would have λ a (b n ) = (ab) n CH. If n = 1, then λ a (b) = ab and v = ε, a contradiction. Hence, in w there must be at least one occurrence of the letter a, so that we can write w = w ′ ab r with r > 0. Thus ab ∈ Fact(w). This implies that aab ∈ Fact(λ a (w)), so that v (F) = a. We have then proved that v
As λ x is injective, it follows w = λ v ′ (ab) ∈ CH. The remaining part of the proof is obtained by induction on the length of v. If |v| > 1, set v = xv ′ and suppose that λ v (w) ∈ CH. We can write λ v (w) = λ x (λ v ′ (w)) ∈ CH. It follows from we have previously proved that λ v ′ (w) ∈ CH and by induction w ∈ CH.
The following lemma relates the morphisms λ a k b and µ a k b , k ≥ 0.
Lemma 3.7. For each k ≥ 0 and v
Proof. By Lemma 3.1 one has 
Lemma 3.8. For all v ∈ A * and x ∈ A,
Proof. Let us first suppose that v is constant. If v = a k with k ≥ 0, then since λ a k = µ a k , in view of (6) 
Derivative of a Christoffel word
Let ϕ : A * → A * be an injective morphism. As is well-known (cf. [5] ) the set X = ϕ(A) is a code over the alphabet A, i.e., any word of X + can be uniquely factored by the elements of X. Thus there exists an isomorphism, that we still denote by ϕ, of A * and X * . Let ϕ −1 be the inverse morphism of ϕ. If w ∈ X + , ϕ −1 (w) is a uniquely determined word over the alphabet A, that we call derivative of w with respect to ϕ. We shall denote ϕ −1 (w) by ∂ ϕ w, or simply ∂w, when there is no ambiguity. Let w be the finite Sturmian word w = aababaaba. The word w can be decoded by the morphism µ a : {a, b} * → {a, ab} * or by the morphism µ ∼ a : {a, b} * → {a, ba} * . In the first case one obtains the derivative w 1 = abbaba which is still a finite Sturmian word, whereas in the second case one gets the derivative w 2 = aabbab which is not a finite Sturmian word.
In the study of derivatives of finite words over A belonging to a given class C, we require that the set M of injective endomorphisms of A * satisfies the two following basic conditions:
1. If ϕ ∈ M, then for any w ∈ C, ϕ(w) ∈ C.
If ϕ(v) = w and w ∈ C, then v ∈ C.
Moreover, one can restrict the class M of endomorphisms to some subclassM assuring that the obtained derivatives satisfy suitable combinatorial properties. In this section we shall consider the class C of Christoffel words. We define a derivative of a proper Christoffel word by referring to a suitable Christoffel morphism. A derivative in the case of finite (and infinite) standard Sturmian words and its relation with the previous one will be given in Section 6.
Let u = ψ(v) be a central word. We define index of the central word u the integer 0 if v = ε or, otherwise, the first element in the integral representation (α 0 , α 1 , . . . , α n ) of v, i.e., α 0 . We let ind(u) denote the index of u. If w = aub is a proper Christoffel word we define index (resp., directive word) of w the index (resp., directive word) of the central word u.
In the following, for x ∈ A, we set PER x = PER ∩ xA * and for any k ≥ 0 we define the prefix code X k and the suffix code Y k :
Lemma 4.2. Let w = aub be a proper Christoffel word with u ε and k be the index of u. If u ∈ PER
Proof. We shall prove the lemma only in the case u ∈ PER a . The case u ∈ PER b is dealt with in a similar way. We shall denote by Z k the set a k+1 bX * k . The proof is by induction on the length of the directive word v of the central word 
where ζ ∈ A * and u 1 , u 2 ∈ PER a . Moreover, from Lemma 2.11 one has:
ψ(va) = u 1 bau 2 abu 1 and ψ(vb) = u 2 abu 1 bau 2 .
Let z 1 and z 2 be the Christoffel words z 1 = aψ(va)b and z 2 = aψ(vb)b. One has that
From (15) one has that |u 1 | ≥ k. This implies that the index of u 1 = ψ(v 1 ) is k. Since au 1 b is a Christoffel word and |v 1 | < |v|, one has by induction au 1 b ∈ Z k . Also by induction w ∈ Z k . Hence, by (16) one has z 1 ∈ Z k . As regards z 2 from (15) one has either |u 2 | ≥ k or |u 2 | = k − 1. In the first case since ind(u 2 ) = k, in a way similar as above one derives by induction that the Christoffel word au 2 b ∈ Z k , that implies by (16) , as w ∈ Z k , that z 2 ∈ Z k . In the second case au 2 b = a k b ∈ X k , so that, as w ∈ Z k , it follows z 2 ∈ Z k and this concludes the proof.
If w is a proper Christoffel word, we can introduce a derivative of w as follows. If w = aub, where u ∈ PER a is a central word of index k, we consider the prefix code X k and the injective endomorphism ϕ k of A * defined by
By the previous lemma w ∈ X * k and the derivative of w with respect to ϕ k is ∂ k w = ϕ −1 k (w). Let us observe that from the definition for all k ≥ 0 one has ∂ k a k+1 b = a whereas ∂ k+1 a k+1 b = b. In the case u ∈ PER b , one can consider the injective endomorphismφ k of A * defined bŷ
By the previous lemma w ∈ Y * k and the derivative of w with respect toφ k is∂ k w =φ
Observe that for all k ≥ 0 one has∂ k ab k+1 = b whereas∂ k+1 ab k+1 = a. If w = aub is a proper Christoffel word of index k > 0 the derivative of w is the word ∂w = ∂ k w if u ∈ PER a and ∂w =∂ k w if u ∈ PER b . Finally, if k = 0, i.e., w = ab, we set ∂ab = a.
Let us observe that from the definition one has for each k ≥ 0:
so that by Proposition 3.5, ϕ k andφ k are Christoffel morphisms. Let us suppose that v ∈ aA * . One has ψ(v) = a k ba k ξ, with ξ ∈ A * from which, as we have seen in the proof of Lemma 4.2, one derives that w 1 , w 2 ∈ X * k . Thus ∂w = ∂ k w = ∂ k w 1 ∂ k w 2 with ∂ k w 1 , ∂ k w 2 ∈ CH. By Theorem 2.14 the result follows. The case v ∈ bA * is similarly dealt with. 
k . Then w is a proper Christoffel word if and only if ∂w is a Christoffel word. Proposition 4.9. If w
Proof. From the definition of derivative of w one has |∂w| = |aψ(v)b|v(F), so that the result follows from Proposition 2.19. 
From the injectivity of
A different proof of Theorem 4.13 based on continued fractions will be given at the end of the section. 
Corollary 4.15. Let w be a Christoffel word aψ(v)b having the derivative ∂w
Proof. The word v is not constant so that by the previous theorem and (3), one has ∂aψ( 
Proof. Let m = |v|. By Corollary 4.11,
Hence, one has:
By Theorem 4.13 for all 0 ≤ i ≤ n − 1,
from which the result follows. 
Proposition 4.17. Let k ≥ 0 and f be the function which maps any v
As it is readily verified for no other word v 
We remark that the slope of a Christoffel word w = aψ(v)b determines uniquely the directive word v of ψ(v) and then w. Now we can give a different proof of Theorem 4.13 by using continued fractions and Theorem 4.18.
Second proof of Theorem 4.13. We shall suppose that ψ(v) ∈ PER a and α 0 = ind(v). The case ψ(v) ∈ PER b is similarly dealt with. From the construction of the derivative of w one has:
From these relations one easily obtains:
.
Let η(w) = [0; α 0 , . . . , α n + 1]. One derives from the previous equation:
, from which one obtains:
Therefore, one has ∂w = aψ(v ′ )b where v ′ has the integral representation (α 1 − 1, α 2 , . . . , α n ) and therefore is equal to + v, which proves the assertion.
Depth of a Christoffel word
From Theorem 4.5 any proper Christoffel word w has a derivative w ′ = ∂w which is still a Christoffel word. Therefore, if w ′ is proper one can consider ∂w ′ ∈ CH that we shall denote ∂ 2 w. In general, for any p ≥ 1, ∂ p w will denote the derivative of order p of w. Since |∂ p w| > |∂ p+1 w|, there exists an integer d such that ∂ d w ∈ A; we call d the depth of w. As we have previously seen, if v ∈ A * is not constant, + v is the longest suffix of v which is immediately preceded by the complementary of the first letter of v. If + v is not constant one can consider + ( + v) and so on. Thus for any v ∈ A * we can define inductively v (1) = v and, if v (n) is not constant and n ≥ 1,
Since
Proposition 5.2. Let w = aψ(v)b be a proper Christoffel word. The depth of w is equal to the height of v.
Proof. If v is constant, then h = h(v) = 1 and ∂w ∈ A, so that the depth of w is 1. Let us then suppose that v is not a constant. This implies h(v) > 1. From Theorem 4.13 one derives that for n ≤ h − 1
Since v (h) is constant, it follows that ∂ h w ∈ A, so that the depth of w is h.
n . For i ∈ {0, . . . , n} we define a map
as follows:
Moreover, we set δ(ε) = 1. Proof. If v = ε the result is trivially true. Let v ε. We can write v = x (1) . There are two cases: (2) . Since by the definition of height, h(v) = h( + v) + 1 and, by induction, h( + v) = δ( + v), it suffices to prove that δ(v) = δ( + v) + 1. There are two possibilities: 
In general, by grouping together consecutive x i , 0 < i < n, having α i = 1 we can rewrite v uniquely as
where all terms of the integral representation of u i (resp., v i ), 1 ≤ i ≤ k − 1 are equal to 1 (resp., > 1) and all terms of the integral representation of v 0 (resp., v k ) are > 1, with the possible exception of the first (resp., last). 
. We consider two cases: |u 2 | even and
It follows that if r is even, then the number of pairs (1, 0) is equal to the number of pairs (0, 1) that implies δ(uv) = δ(u) + δ(v). If r is odd, then the number of pairs (1, 0) is equal to the number of pairs (0, 1) plus 1, so that δ(uv) = δ(u) + δ(v) − 1.
Let |u 2 | be odd. In this case δ i (u) = δ i (uv) if i = 0, . . . , n − 1, δ n (u) = 1, and δ n (uv) = 0, δ i (v) = δ n+i+1 (uv), if i = 0, . . . , m. It follows δ(uv) = δ(u) + δ(v) − 1 and then the assertion. 
Lemma 5.12. If v is a non-constant word, then h(v)
Proof. By the definition of height, we have h(v) = h( + v) + 1. Moreover, Proposition 5.8 implies that h(u) = h(u ∼ ) for any u ∈ A * . Hence, to obtain the assertion it suffices to observe by (3) that
We shall now give another equivalent definition for the function h = δ. Let H : N + → N be the sequence defined by H(1) = 0 and, for all n > 0, 0, 0, 1, 0, 1, 1, 1, 0, 1, 1, 2, 1, 2, 1, 1, 0, 1, . . ..
The first few values of H(n) are
As an immediate consequence of the definition, for any k ≥ 1 we have
Note that the sequenceĤ given byĤ(n) = H(n) + 1 is the sequence A007302 in [29] .
Proof. We proceed by induction on h(v).
Let now h(v) > 1, so that v contains both a and b as letters. By Lemma 5.12 and the induction hypothesis, we have
In both cases, by (20) it follows 
hence n = h(v) ≤ ⌊|v|/2⌋ + 1.
Let us now prove that h(v) = ⌊|v|/2⌋ + 1 if and only if v ∈ X. Suppose first that |v| is even. The set of words of even length within X is {ab, ba} * . Clearly, from (21) , n = 1 + |v|/2 if and only v (n) = ε and |v Conversely, from (21) if v is such that n = (|v| + 1)/2, then we must have either v (n) ∈ {a, b} and |v (i) | − |v (i+1) | = 2 for i = 1, . . . , n − 1, or v (n) = ε and |v (i) | − |v (i+1) | = 2 for all i in {1, . . . , n − 1} except exactly one j for which |v ( j) | − |v ( j+1) | = 3. In the former case, we obtain v ∈ X ′ 1 , and in the latter v ∈ X ′ 2 . We say that a word v ∈ A + is quasi-alternating if each letter of v but exactly one, is immediately followed by its complementary. For instance, the words ab 2 ab and aba 2 bab are quasi-alternating. 
2 . Let E be the set of words v such that v 2 is of even length, i.e., E = {v ∈ A * | |v 2 | ≡ 0 (mod 2)}, and let
The following proposition gives a recursive procedure allowing to computing X k (p) and then J k (p), for all k and p. 
Hence, ∂(µ k (Ds)) = ∂s = bDs.
Concluding remarks
We have studied new combinatorial properties of Christoffel, central, and standard words, which are related to a suitable notion of derivative of a word. In this analysis, the palindromization map that allows to construct all central words, as well as all infinite standard words, plays an essential role. Indeed, it allows one to give a unified treatment for the previous classes of words. Moreover, one can make use of the important combinatorial tool represented by Justin's formula which links the palindromization map with pure standard morphisms. By this palindromization map, from one side one can obtain a very simple formula giving the derivative of a Christoffel word. From the other one can extend the previous results to the case of standard words. Finally, new interesting combinatorial problems arose from considering higher order derivatives and the depth of a Christoffel word and of a standard word. This gives a new insight on these noteworthy classes of words.
An interesting open problem is to try to extend some of the previous results to the case of alphabets with more than two letters, i.e., to the case of standard episturmian words. This extension seems to be quite hard since some basic combinatorial properties hold only for a binary alphabet.
