We use the lower and upper functions method to prove the existence of a solution of the Dirichlet problem
Introduction
For fixed T [ N we define the discrete interval ½1; T ¼ {1; 2; . . . ; T}. We will study the Dirichlet problem papers (e.g. [8 -10,14,16,19 -21,23,24,26] ). Particularly we can refer to papers [2 -4,7,11,12,15,18,22,25] , which deal with various difference equations subjected to Dirichlet conditions. Yongjin Li in Ref. [18] used variational approach and proved the existence of a solution of equations (1.1) and (1.2) under the assumptions 'r . 0 such that xf ðt; xÞ # 0 for t [ ½1; T and jxj $ r; ð1:4Þ
In this paper, we use a completely different approach based on the lower and upper functions method. By means of this we prove that equation (1.4) yields the solvability of problem (1.1) and (1.2) for each g½1; T ! R, i.e. that equation (1.5) can be omitted.
Green's function
Consider the linear homogeneous equation Gðt; sÞgðsÞ; t [ ½0; T þ 1: ð2:8Þ
Lower and upper functions
Lower and upper functions are important tools for the investigation of solvability of boundary value problems. Here, we bring their definition for problem (1.1) and (1.2). [17] , where p(t) ; 1.
However for the reader's convenience we will prove Theorem 3.2 here.
Proof.
Step
Sincef is continuous on ½1; T £ R, there exists M . 0 such that
ð3:6Þ
We will study the auxiliary difference equation and we will prove that problem (3.7) and (1.2) has a solution (see Steps 2 and 3).
Step 2. We define the space
with the norm kuk ¼ max{juðtÞj : t [ ½1; T}. Then E is a Banach space with dim E ¼ T.
Further, we define an operator F : E ! E by:
Gðt; sÞðgðsÞ 2fðs; uðsÞÞÞ; t [ ½0; T þ 1: Let us choose r * $ T 2 M p ðM g þ MÞ, where M p and M are given by equations (2.6) and (3.6), respectively. Then by equations (2.5) and (3.8) we get F ðBðr * ÞÞ , Bðr * Þ. Therefore, the Brouwer fixed point theorem yields the existence of at least one point u [ Bðr * Þ such that u ¼ F u. According to Lemma 2.3 we see that if u is a fixed point of F , then u satisfies equations (3.7) and (1.2).
Step 3. We prove that the solution u of equations (3.7) and (1.2) satisfies equation (1.1). Put vðtÞ ¼ aðtÞ 2 uðtÞ for t [ ½0; T þ 1 and assume that max{vðtÞ :
T. Thus, we have vð' þ 1Þ # vð'Þ, vð' 2 1Þ # vð'Þ, and consequently Dað'Þ # Duð'Þ, Dað' 2 1Þ $ Duð' 2 1Þ. This leads to pð' þ 1ÞDað'Þ # pð' þ 1ÞDuð'Þ, pð'ÞDað' 2 1Þ $ pð'ÞDuð' 2 1Þ and Dðpð'ÞDuð' 2 1ÞÞ $ Dðpð'ÞDað' 2 1ÞÞ:
ð3:10Þ
On the other hand, we get by equations (3.1) and (3.7)
which contradicts equation (3.10) . So, we have proved aðtÞ # uðtÞ for t [ ½0; T þ 1. The inequality uðtÞ # bðtÞ for t [ ½0; T þ 1 can be proved similarly. Therefore, u satisfies equation (3.5) and hence u is a solution of problems (1.1) and (1.2). A
Main results
Our main result is contained in the next theorem, which provides sufficient conditions for the solvability of problems (1.1) and (1.2). The proof is based on the lower and upper functions method from Theorem 3.2.
Theorem 4.1. Assume that equations (1.3) and (1.4) hold. Then problem (1.1) and (1.2) has at least one solution.
Proof. By Lemma 2.3, problem (2.7) and (1.2) has the unique solution u 0 given by equation (2.8). Using equations (3.9), (2.5) and (2.6) we have 2) has a solution, which is negative on ½1; T.
