We present an approach for image denoising based on the analysis of the local Holder regularity. The method takes the point of view that denoising may he performed by increasing the Holder regularity at each point. Under the assumption that the noise is additive and white, our procedure is asymptotically minimax, provided the original signal belongs to a ball in some Besov space. Such a scheme is well adapted to the case where the image to he recovered is itself very irregular, e.g. nowhere differentiable with rapidly varying local regularity. The method is implemented through a wavelet analysis. We show an application to SAR image denoising where this technique yields good results compared to other algorithms.
INTRODUCTION
A large of number o f techniques have been proposed for image denoising. The basic frame is as follows. One observes a image Y which is some combination F ( X , B) o f the signal of interest X and a "noise" B. Making various assumptions on the noise, the structure of X and the function F, one then tries to derive a method to obtain an estimate X of the original image which is optimal in some sense. Most commonly, B is assumed to be independent of X, and, in the simplest case, is taken to be white, Gaussian and centered. F usually amounts to convoluting X with a low pass filter and adding noise. Assumptions on X are almost always related to its regularity, e.g. X is supposed to be piecewise C" for some n 2 1. Techniques proposed in this setting resort to two domains: functional analysis and statistical theory. In particular, wavelet based approaches, developed in the last ten years, may he considered from both points of view [I, 21.
Our approach in this work is different from previous ones in several respects. First, we do not require that X belongs to a given global smoothness class but rather concentrate on its local regularity. More precisely, we view denoising as equivalent to increasing the Holder function a y (see section 2 for definitions) of the observations. Indeed, it is generally true that the local regularity of the noisy observations is smaller than the one of the original image, so that in any case, a i should be greater than a y . If the Holder function of X happens to be known, it may serve as a target for the algorithm. If this is not the case, it can be estimated from Y provided sufficient information on F and B is available (e.g. independent additive noise of known law). More generally, the largest a t , the more regular the estimate will be, and the smoother it will look. We thus define our estimate 2 to he the image which minimizes the risk under the constraint that it has the desired HBlder function. Note that since the Holder exponent is a local notion, this procedure is naturally adapted for images which have sudden changes in regularity, like discontinuities. In addition, this scheme is appropriate when one tries to process images for which it is important that the right regularity structure he recovered. An example of this situation is when denoising is to be followed by image segmentation based on textural information: Suppose we wish to differentiate highly textured zones (appearing for instance in MR or radar imaging) in a noisy image. Applying an denoising technique which assumes that the original image is, say, piecewise C', will induce a loss of the information which is precisely the one needed for segmentation: The denoised image will not contain much texture, and cannot be used for segmentation. Our denoising technique is thus well suited to the case where the original signal X displays the following features:
X is everywhere irregular.
The regularity o f X (as measured by its Holder function) varies rapidly in space
The local regularity of X hears essential information for subsequent processing.
The remaining of this paper is organized as follows. Section 2 recalls some basic facts about Holder regularity analysis, which is the basis of our approach, The denoising method is explained in section 3. Section 4 gives some theoretical results. Numerical experiments are displayed in section 5. The method described here is implemented in FracLab. a free software toolbox for fractal processing of signalhages. FracLab is available at www.irccyn.ecnantes.frihebergemenWFracLabl.
H~L D E R REGULARITY ANALYSIS
A popular way of evaluating the regularity of an image is to consider a family of nested functional spaces, and to determine the ones it actually belongs to. A usual choice is to consider Holder spaces, either in their local or pointwise version. To simplify notations, we deal with ID signals, and we assume that our signals are nowhere differentiable. Generalization to differentiable signals simply requires to introduce polynomials in the definitions [3] .
where c is a constant.
the supremum of the a for which ( I ) holds.
The pointwise Holder exponent off at BO, denoted a:(xo), is US. Government work not protected by US. copyright. We are now in position to give the definition of the local Holder exponent :
Definition 2 Le1 J be a confinuous function. The local Holder exponent of J af xo is the real number:
Since a p and a' are defined at each point, we may associate to J two functions x + ay(.) and x -a;(.) which are two different ways of measuring the evolution of its regularity.
These regularity characterizations are widely used in fractal analysis because they have direct interpretations both mathematically and in applications. It has been shown for instance that ap indeed corresponds to the auditive perception of smoothness for voice signals. Similarly, computing the Holder exponents at each point of an image gives a good idea of its structure, as for instance its edges [4] . More generally, in many applications, it is desirable to model, synthesize or process signals which are highly irregular, and for which the relevant information lies in the singularities more than in the amplitude. In such cases, the study of the Holder functions is of obvious interest.
In [5], a theoretical approach for signal denoising based on the use of the pointwise Holder exponent and the associated multifractal spectrum was investigated. The work in [h] proposes an approach similar to the one we explain below, but in a functional frame. We shall develop here a practical denoising technique in a statistical setting. More precisely, we will assume a definite model for the noise and its interaction with the image, and w e shall derive the denoising procedure in a minimax frame.
IMAGE DENOISING
Let X denote the original image and Y the degraded observations.
Our madel supposes that Y = X + B with B a centered white Gaussian noise independent of X . The precise marginal law of B is however not important, and the computations below could be adapted with minor modifications to non-Gaussian cases. We scck a denoised version X of Y that meets the following constraints:
2. the IocaVpoinhvise Holder function of X is prescribed l f a x isknown,wechwseax = a x . 1nsomesituations.n~ is not known but can be estimated from Y (see [7] ). Otherwise, we just set a i = a y + 6, where 6 is a user-defined positive function, so that the regularity of X will be everywhere larger than the one of the observations. Two problems must be solved in order to obtain X . First, we need a procedure that computes the Holder function of a signal from discrete observations. Second, we need to be able to manipulate the data so as to impose a specific regularity.
Both these aims may be reached through a wavelet analysis. Indeed, under some assumptions, one may estimate and control the Holder regularity via wavelet coefficients. More precisely, let {*j,b},,k be an orthonormal wavelet basis, where as usual j denotes scale and IC position, and assumes that * is regular enough and has sufficiently many vanishing moments. For ease of notation, we shall explain the method in one dimension (generalization to images is straightforward). Let X , = (~7 , . . .
The equality above means that when the local and pointwise Holder exponents at i coincide, we may compute their common value by looking only at the wavelet coefficients above i. In the sequel, we shall denote the common value by ~( i ) .
To simplify the exposition, we assume in addition that the liminf in (2) is a limit (the more general case may be handled with techniques presented in [SI). When this is the case, the Holder exponent may be estimated through a linear regression of the logarithm of the wavelet coefficients above i with respect to scale.
We may now formulate our denoising scheme as follows: For a given set of observations Y = (YI , . . . , Y P ) and a target Holder function a, find X such that the risk R = E( 1 1 2 -Xll') is minimum and the regression ofthe logarithm of the wavelet coefficients of ,t above any point i w.r.t. scale is -(a(i) + i). Note that we must adjust the wavelet coefficients in a global way. Indeed, each coefficient at scale j subsumes information about roughly 2"-) points. Thus we cannot consider each point i sequentially and modify the wavelet coefficients above it to obtain the right regularity, because point i + 1, which shares many coefficients with i , requires different modifications. The right way to control the regularity is to write the regression constraints simultaneously for all points. This yields a system which is linear in the logarithm of the coefficients:
where A4 is a (2",2"+' -1) matrix ofrank 2". and
Since we use an orthonormal wavelet basis, the requirements on the (ej&) may finally be written as:
).k subject to:
where the coefficients s j = j -y , h4,, = n c n -~~( n -c l ) and equation (3) are deduced form the requirement that the linear regression of the wavelet coefficients of 1 above position i should equal -( n ( i ) + i).
Searching the most general solution to the program above is not an easy task. We consider instead in this paper the following special case: We impose that, for all (j, k),
where the multipliers B j are real numbers belonging to the interval (0,1]. The main motivation for the restriction on the form of the 4 . k is of course that it leads to a simple solution. The choice of the range of the B j parallels an idea at work in classical denoising by wavelet shrinkage, namely that we seek to reduce the variance of the estimator by decreasing the absolute value of the coefficients. Now, by definition:
Subtracting ( 5 ) to (3) and using (4). we get:
Thus the ansatz (4) imposes that the desired increase in regularity is uniform along the path, i.e. 6 ( i ) = 6 = constant. This restriction can be weakened bv a classical block techniaue. Our oroblem B; = v u j with A : 1-a n d a j = +.
Here, X is the Lagrange multiplier. No closed form exist for A. It is obtained through a numerical procedure (see [7] for more details).
policy. Recall that soft-thresholding replaces the noisy coefiicient
It is interesting to compare our scheme with the soft-thresholdinp The regularity based enhancement is thus a kind of shrinkage on the logarithm ofthe wavelet coefficients. and the restriction (4) may be interpretedas arequirement that the threshold must depend only on scale and not on position. 
THEORETICAL RESULTS
In order to obtain convergence results, we need to assume that X has some regularity. A convenient frame is provided by the Besov spaces U;, -(see for instance [Z] for an account on Besov spaces). See [7] for a proof.
NUMERICAL EXPERIMENTS
Our examples deal with synthetic aperture radar (SAR) images. A huge literature has been devoted to the difficult problem of enhancing these images, where the noise, called speckle, is non Gaussian, correlated and multiplicative. A fine analysis of the physics of the speckle suggests that it follows a K distribution [IO] . Classical techniques specifically designed for SAR image denoising include geometric filtering and Kuan filtering. Wavelet shrinkage methods have also been adapted to this case [I I].
SAR imaging of natural landscapes is a good test for our technique, since the original signal is itself irregular. Although the noise is not additive, it is interesting to see how the Holder-based denoising performs on such data. We display on figure I an original image along with its denoising using a) Kuan filtering, b) classical wavelet hard-thresholding, and c ) the algorithm developed in this paper. Figure 2 shows a H6lder-based denoising on another SAR image. The interested reader may check the electronic version of this paper at www.irccyn.ec-nantes.frihebergementiFracLabl for better quality display of the images. 
