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Credit classification is one of the crucial tasks in credit risk estimation and 
management. Nowadays, credit classification models are widely applied because they 
can help financial decision makers to handle credit classification issues. Artificial 
neural networks (ANNs) have been widely accepted as the proper tools to make credit 
analysis in the credit industry. In this paper, we propose a realizable single neural 
model named pruning neural network (PNN) and apply it to make credit classification 
by taking the well-known Australian and Japanese credit datasets as examples. The 
model has the property of synaptic nonlinearity in a dendritic tree in which the neuron 
is trained by an error back-propagation algorithm. The computation of the neuron 
operates like a combination of nonlinear information processing and dimensional 
reduction through a neuronal pruning function which can remove the superfluous and 
useless synapses and dendrites during learning. After learning, a tidy dendritic 
morphology is formed. The Boolean logic AND, OR and NOT are adopted to 
illustrate the synaptic nonlinearity to realize the hardware implementation easily. By 
doing so, PNN forms an approximate logic circuit which can deal with the 
classification task accurately and efficiently. According to the experimental results, 
PNN shows its comparative advantages in comparison with other algorithms 
especially the classical multi-layer perceptron (MLP) neural network. These lead us to 
believe that PNN is an appropriate and useful tool to make binary decision in the field 
of business and finance. 
 
Based on the experimental results, it is clear that: Firstly, PNN has higher accuracy 
rate than MLP on both benchmark datasets. It means PNN can offer much more 
correct decision support for the financial institutions. Secondly, higher values of 
sensitivity and specificity imply that PNN is able to retain better applicants and 
remove worse applicants with a high probability respectively. Thirdly, PNN has a 
larger value of AUC (Area under ROC Curve) which represents that the differences 
between creditworthy and uncreditworthy groups classified by PNN are more obvious. 
This point is very important in the credit risk assessment because it is helpful to make 
the financial institutions and credit applicants accept the classification result more 
easily. Lastly, PNN provides two Logic Circuits (LCs) for both benchmark datasets. 
These LCs have satisfactory classification performances and they will extremely 
speed up the classification to offer correct and quick decision for the decision makers. 
It is obvious that PNN provides a brand new perspective to improve the efficiency of 
ANNs. 
 
Besides, it is worth mentioning that PNN can also implement feature selection during 
the training process because the pruning function can reduce not only the superfluous 
branches of dendrites but also the unnecessary synapses. Each synapse connects to the 
input of a feature. Feature selection is one of the most important step of machine 
learning in the process of data mining. It focuses on eliminating the redundant and 
irrelevant features from the original large-scale datasets, which can reduce the 
computation time of a learning algorithm and improve the model's performance 
consequently as well as alleviate the effort of training the model. The extraction rates 
of the two benchmark datasets are compared with some other algorithms. It can be 
observed that for the Australian credit dataset, although the accuracy rate of PNN is 
not the best one, the feature extraction rate of PNN is obviously higher than the other 
five methods in comparison. As for Japanese dataset, PNN has the highest accuracy 
rate and extraction rate simultaneously. Therefore, we can conclude that PNN owns 
the best extraction rate among the feature selection methods in comparison.  
 
However, it is inevitable to point out that although PNN performs satisfactorily on 
several aspects, it has its disadvantages such as its results lack of interpretability 
especially on analyzing the pruning reasons for the input variables. This will be a 
major drawback and cause a reluctance to use the approach. Even it may go further 
that when credit application has been refused to a client, the financial institutions 
should provide definite reasons legally why the application is rejected. Previous 
literature reviews show that some algorithms perform well in one or two aspects at 
most but bad in the remaining aspects. In a word, there is nearly no algorithm which 
can balance accuracy, complexity and interpretability, PNN is no exception. In order 
to acquire useful and understandable knowledge, adopting a visual and interactive 
framework will be an inevitable trend to integrate the users into the black-box 
process. 
 
In this paper, a pruning neural network classifier PNN is proposed for credit 
classification. We can conclude that in contrast with MLP and other classifiers, PNN 
performs the best in terms of the average accuracy rate, sensitivity, specificity and 
AUC for the two popularly-applied benchmark datasets, namely Australian credit 
dataset and Japanese credit dataset. Besides, PNN has provided tidy neuronal 
morphologies and LCs by synaptic and dendritic pruning for both datasets. And the 
efficiency of LCs has been verified in our experiments. Therefore, PNN will be an 
very effective and efficient method to solve the classification problems. 
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【学位論文審査の結果の要旨】 
 
当博士学位論文審査委員会は，標記の博士学位申請論文を詳細に査読し，
また論文公聴会を平成 30 年 8 月 30 日（木曜日）に公開で開催し，詳細な質
疑を行って論文の審査を行った。以下に審査結果の要旨を記す。 
近年、信用リスク分類は、信用リスクの推定および管理における重要な課
題である。現在、クレジット分類モデルは、金融意思決定者によるクレジッ
ト分類問題の処理に役立つため、広く適用されている。人工ニューラルネッ
トワーク（ANN）は、クレジット業界で信用分析を行うための適切なツール
として広く受け入れられている。本稿では、刈り込みニューラルネットワー
ク（PNN）と呼ばれる実現可能な単一神経モデルを提案し、よく知られてい
るオーストラリアと日本のクレジットデータセットの例としてクレジット分
類を行う。PNN は、ニューロンが誤差逆伝搬アルゴリズムによって学習され
た樹状突起樹におけるシナプス非線形性の特性を有する。ニューロンの計算
は、非線形情報処理と、学習中の不要なシナプスと樹状突起を取り除くこと
ができるニューロンプルーニング機能による次元縮小とを組み合わせて動作
する。その結果、PNN は、分類タスクを正確かつ効率的に処理できる近似論
理回路を形成する。実験の結果、PNN は、他のアルゴリズム、特に古典的な
多層パーセプトロン（MLP）ニューラルネットワークと比較して、その優位
性が示された。 PNN は、ビジネスおよび財務分野でバイナリ決定を行うた
めの適切かつ有用なツールであると考えられる。本研究の詳細は、以下の通
りである。 
(1) 本学位論文は，樹枝状神経のメカニズムと原理に基づいた，新たな応用モ
デル PNN を提案した。実験結果により、第 1 に、PNN は両方のベンチマー
クデータセットで MLP よりも高い精度を有することが示された。これは、
PNN が金融機関に対してより正確な意思決定支援を提供できることを意味し
る。第 2 に、PNN は、より良い応募者を保持し、悪い応募者を高い確率で削
除することができるという事が示された。第 3 に、PNN は、信用力のあるグ
ループと信用力がないグループと間の相違をより顕著にできることが示され
た。この点は、金融機関と与信申請者が分類結果をより簡単に受け入れるよ
うにするのに役立つため、信用リスク評価において非常に重要である。最後
に、PNN は両方のベンチマークデータセットに対して 2 つのロジック回路
（LC）を提供した。これらの LC は満足すべき分類性能を有しており、意思
決定者に正確かつ迅速な決定を提供するため、分類を非常に高速化する。 
PNN が ANN の効率を改善するために全く新しい視点を提供することは明ら
かである。 
(2) 枝刈り機能は、樹状突起の余分な枝だけでなく不要なシナプスも減らすこ
とができるので、PNN が訓練プロセス中に特徴選択を実施することは重要で
ある。機能の選択は、データマイニングのプロセスにおける機械学習の最も
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重要なステップの 1 つである。本研究は、元の大規模データセットから冗長
で無関係なフィーチャを削除することで、学習アルゴリズムの計算時間を短
縮し、結果としてモデルのパフォーマンスを向上させ、モデルのトレーニン
グの労力を軽減した。 2 つのベンチマークデータセットの抽出率に基づき、
従来のアルゴリズムと比較した。オーストラリアのクレジットデータセット
では、PNN の精度が最良ではないが、PNN の特徴抽出率は他の 5 つの方法
よりも明らかに高くなっていた。日本のデータセットでは、PNN は最高の精
度と抽出率を同時に備えていた。したがって、PNN は特徴選択法の中で最も
優れた抽出率を所有していると結論付けることができた。 
当博士論文審査委員会は、研究内容及び研究成果を慎重に吟味した結果、
本博士学位申請論文が博士の学位を授与することに十分に値するものと認め，
合格と判断した。 
