In order to solve the problem of vulnerability assessment of complex power systems facing complex structures and large sizes, a novel data driven method based on random matrix theory is proposed in this paper. Firstly, with the use of phasor measurement units (PMUs) big data, evaluation matrices are constructed to extract statistical characteristics of power systems operation. Then, with the combination of random matrix theory and entropy theory, vulnerability evaluation index are constructed considering the degree of influence of some faults in power systems. With full use of big data, the model-free method is more accurate and comprehensive. Simulation results in IEEE 39-bus test system and a real-world power grid in China verify the effectiveness of the method.
I. INTRODUCTION
Due to the investment of new power electronic devices and the implementation of power market policy, a power system is more and more prone to disturbance, resulting in economic losses and serious social impact [1] - [4] . Research shows that the vulnerability identification of the power grid plays a very important role in the occurrence and expansion of the fault [5] , it has important theoretical and applied research value, which can provide valuable data reference for the safe and stable operation of the power network and early warning, and then put forward reasonable and effective improvement measures in time. It can also improve the reliability of the power grid, reduce the occurrence of power outages, and maintain the safe and stable operation of the power grid [6] - [11] .
There are mainly two types of methods for power system vulnerability identification [12] - [19] . The first one is based on complex network theory. The evaluation indices have been constructed based on the power grid topological structure and then used to explore the reason that caused the failure and evaluate the system vulnerability [12] , [20] - [24] . Although
The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Piccialli. this method can build a cascading failure model accurately, it relies too much on the topological structure, which makes it hard to obtain a general model. The second identification method is based on the power system operational conditions by analyzing power flow. Several identification indices regarding voltage stability problem and various aspects have been proposed in the references [15] , [16] , [25] , [26] . However, the complex calculation of power flow and the proposed indices makes it hard to be applied to any given system. In addition, operational condition-based methods failed to capture the system dynamic response after a disturbance and therefore cannot be used for the on-line identification process. Besides, along with the expansion of the power grid scale, the access of new types of equipment, and the implementation of the electricity market, the establishment of the actual model that can reflect all physical characteristics of the grid, is getting more and more difficult.
The development of the Wide Area Measurement System (WAMS) transformed the traditional power system vulnerability problem into a problem that can be solved in a data-driven way [27] - [30] . However, due to the high dimension of measured data sets and a fast sampling rate, it is hard to process and detect the synchronized data samples. Therefore, finding effective big data modeling methods and extracting key features through data mining methods are inevitable requirements for the application of WAMS systems in on-line stability and vulnerability analysis of large-scale power system. Random Matrix Theory (RMT) originated from the investigation of quantum physics. Many laws were discovered by numerical study in mathematical physics and have been widely used in the fields of finance and communications [31] - [38] . The high-dimensional random matrix was first introduced into the power system field as a useful mathematical tool for analyzing power system big data. The RMT has been widely used for identifying the operational status of power systems and power equipment. Using RMT to identify the critical buses in the power system does not need the system topological structure and can also considerate the dynamic response. As a result, the identification error can be reduced and a general model can be obtained as well. It is easy to be calculated and further applied to the online identification process. A vulnerability identification model has been proposed in paper [39] - [43] , which can recognize system critical buses well. Paper [44] - [49] argues calculating the vulnerability of each bus based on random matrix theory and entropy theory, but the index proposed is not comprehensive and may cause misjudgment under some circumstances; Our previous work [50] - [53] also proposes a data-driven method to evaluate vulnerability of power network, however, the index is not comprehensive and accurate enough. In fact, in our previous work, both s 1 and s 2 calculate the degree of change of the system caused by fault from the perspective of augmented matrix, that is, from the perspective of a single bus, only different calculation methods are used. Therefore, in order to consider the reaction of both single bus and overall system, s 1 has been improved in this paper, thus a higher identification accuracy is achieved and complex modeling of the system is avoided.Section II presents the mathematical formula of random matrix theory and its corresponding laws; Section III shows the methodology of identifying critical buses using random matrix theory; Simulation results and analysis in IEEE 39-bus test system and real-world case are given in Section IV;and Section V is the conclusions and future work.
The contributions of this paper are highlighted as follows:
• Apply the random matrix model into the critical bus identification problem;
• Improve the index by considering more comprehensively and more accurately;
• Find the relationship between the characteristics of the M-P law, ring law and entropy and the power system stability status;
II. MATHEMATICAL FORMULA
Power systems are developing very fast nowadays both in size and complexity. Traditional data analysis tools, by establishing hypotheses and simplified models, are difficult to meet the requirement for dynamic and universal, requiring a new non-model approach. Furthermore, the widespread use of WAMS and smart meters have generated typical space-time data for power systems, thus a new analytical method for big data is required since traditional methods will fail when dealing with big data. Random matrix theory(RMT) is a statistical-based modelfree approach that can be applied to big data analysis, which can handle the challenges above. Without knowing much about the model, the use of raw data can help to easily implement vulnerability optimization in power systems.
A. RANDOM MATRIX THEORY
Random matrix theory is an effective mathematical tool to analyze complex systems. The elements in the random matrix can be deterministic data or random numbers that follow certain distributions. Although the random matrix theory requires that the dimension of the matrix tends to be infinite, a fairly accurate result can also be observed in a relatively modest matrix (from tens to hundreds of dimensions). This is the fundamental of applying RMT to solve the practical engineering problem.
Let A be an n×n matrix with eigenvalues λ 1 , · · · , λ n . If all λ j s are real, then we can construct a 1-dimensional empirical distribution function
Otherwise, we may construct a 2-dimensional empirical distribution function by the real and imaginary parts of λ j ,
Then, F A is called the Empirical Spectral Distribution (ESD) of A. The main task of RMT is to investigate limiting properties of F A in the case where A is random and the order n tends to infinity. Eigenvalues can reflect some characteristics of the matrix, in this way, empirical distribution function of eigenvalues can help to extract characteristics.
B. MARCHENKO-PASTUR LAW (M-P LAW)
Let X = {x ij } 1≤i≤N ,1≤j≤T be a random N × T matrix whose entries with the mean µ(x) = 0 and the variance σ 2 (x) < ∞, are independently identically distributed (i.i.d.). N is an integer such that N /T = c ∈ (0, 1]. Then the empirical eigenvalue distribution of the corresponding sample covariance matrix S = 1/N (XX H ) converges to M-P law with distribution density function:
where 2 . M-P law gives the asymptotic behavior of singular values of large rectangular random matrices. Figure 1 shows the relationship of empirical eigenvalue distribution and the M-P law. The probability density distribution is limited by the M-P law and has a quite uniform distribution shape. It means that if 1) the size of the matrix tends to be infinite 2) the elements of the matrix are independently identically distributed 3) c ∈ (0, 1], then the empirical distribution of eigenvalues will converge to M-P law, which is determined by c and σ 2 .
C. THE RING LAW
Considering the matrix product Z = α i=1X i , wherê X i ∈ C N ×N is the singular value equivalent of rectangular N × T non-Hermitian random matrix X i , whose entries are i.i.d., variables are with the mean µ(x) = 0 and the variance σ 2 (x) = 1. The empirical eigenvalue distribution of Z converges almost surely to limit given by:
As N , T → ∞ with the ratio N /T = c ∈ (0, 1]. On the complex plane of the eigenvalues, the inner circle radius is (1 − c) α/2 and outer circle radius is unity. And the singular value equivalent matrixX is calculated by:
where U ∈ C N ×N is a Haar Unitary matrix. The Ring Law extends the RMT to large non-Hermitian random matrices and is one of the most remarkable developments in the modern probability. Figure 2 is the ring law representation. The eigenvalues are distributed between the inner circle and outer circle.
D. LINEAR EIGENVALUE STATISTICS
The linear eigenvalue statistics describe the distribution of the eigenvalues of the random matrix and can reflect the trace of the random matrix. The Mean Spectral Radius (MSR) is a commonly used linear eigenvalue statistic for random matrices. It is the distance from the origin of the matrix eigenvalues in the complex plane. MSR is defined as follows:
where r MSR is the MSR and λ i is the i th eigenvalue.
III. IDENTIFYING CRITICAL BUSES USING RANDOM MATRIX THEORY
Modeling the traditional power system vulnerability problem into a data-driven problem has two main advantages. The physical model is no longer needed and the influence of fault types can be ignored. According to RMT, when the dimensions of a random matrix are sufficiently large, and the elements of which are independent identically distributed, then the empirical spectral distribution converges to M-P law and ring law.
In power systems, the voltage of each bus remains constant when in normal operation, only with some fluctuations caused by measuring errors, noises or small disturbance, and the voltages of all buses are independent and in normal distribution, the data shows a statistical random characteristic, thus the empirical spectral distribution converges to M-P law and ring law, and MSR is larger than the inner circle. While in abnormal operation, there exists correlation and the random characteristic is broken, so the empirical spectral distribution will no longer conform with the M-P law and the ring law, furthermore, MSR is less than the inner circle.
The proposed method uses bus voltage data as the input for the analysis. The system has different behaviors under normal and abnormal operating conditions. Thus the status of power systems can be observed by analyzing the M-P law, ring law and MSR of the random matrix. Figure 3 shows the data sample distribution under two operational conditions, the red line represents the inner circle in the last two figures.
Analyzing the problem from the M-P law point of view, when the abnormal condition occurs, the M-P law cannot be met. The spectrum distribution histogram becomes narrower and denser and the probability distribution becomes more and more uneven. Furthermore, an abnormally large eigenvalue is obtained as shown in Figure 3 . This change can be used to assess whether the system has transitioned from a normal state to an abnormal one.
The trace of the random matrix changes when system operational condition changes. Eigenvalue distribution will against the law when the system is in abnormal conditions. Figure 3 shows that when a system is in the normal condition, all the eigenvalues are distributed between the outer circle and the inner circle. About 2.5% data samples are distributed around the edge of the outer circle because of the error and would not affect the identification result. When the system starts to be abnormal, a large number of abnormal data points within the inner ring begin to appear. After the system is completely destabilized, data samples only exist in the inner circle.
MSR is the mean value of eigenvalues, it can be seen that when the power system is in normal operation, it fluctuates at a value larger than the inner circle; while in abnormal operation, it drops to an inner circle. In conclusion, system operation status can be determined by comparing the MSR and the inner circle radius.
A. CONSTRUCTING RANDOM MATRIX USING WAMS DATA In a given system, Phasor Measurement Units (PMUs) are implemented at n buses. k key variables are being monitored through each PMU. In total, N = n × k state variables are obtained. Events in power system often lead to voltage change, so this paper uses nodal voltage to evaluate the critical buses, thus k = 1. At one sampling moment t i , the column vector is:
As the sampling time increases, the N column vectors appear as a matrix in time series:
For the on-line calculation purpose, a sliding time window is used to collect the PMU data. The window width is T and the random matrix is therefore constructed as:
This random matrix includes both temporal and spatial characteristics as the sliding time window moves forward to another time point. Note that it is hard to have both N , T → ∞ and N /T = c ∈ (0, 1] in reality. The sliding time window is actually a way to obtain the matrix. Using the sliding time window to obtain the measurement data of the current time and its historical sampling time from the data source, the width of the time window is actually the number of columns of the matrix. For IEEE39-bus test system, the window width needs to be greater than 39. On this basis, if the window width is too large, the calculation speed is slow, while the window width is too small, the amount of data is less and the accuracy is reduced. In this paper, different values of window width are given in the simulation, including 50, 80, 100, 120, 150, 180 and so on, it is found that good results can be obtained when the window width is about 100, so T is set to be 120 in IEEE-39 test system. As for real-world model, we let N = 27 and T = 80. In addition, all the data samples should be pre-processed and normalized before the calculation stage. According to [34] , when analyzing the correlation between a particular bus and the status of the whole power system, the voltage of this bus is duplicated m times to increase its weight in the matrix, thus the random matrix can better reflect the characteristics of the bus, and can better reflect the contribution of this bus to the status of the power system. The augmented matrixX is:
whereX is the original random matrix,x j is the voltage related to the particular buses, and m indicates the number of duplications. When identifying critical buses, each bus is duplicated for an equal number of times to form an augmented matrix that can reflect the characteristics of changes in each bus. The critical buses of the system can be obtained by studying the statistical rules of each augmented matrix using the M-P law and ring law.
B. VULNERABILITY IDENTIFICATION INDEX
The overall system vulnerability identification index is constructed using three proposed indices: M-P law based index, MSR based index and system energy based index.
1) M-P LAW BASED INDEX
M-P law describes the spectrum distribution characteristic of a high-dimensional random matrix. When the system suffers from a change in its status or structure, the spectrum distribution changes accordingly and obviously. The M-P law based index is showing the dynamics of the system before and after the disturbance occurs, which can be defined as:
where τ is the number of sampling points from the start of the fault to the end of the fault, that is, each moment during the fault is considered to increase the accuracy. λ ij is the j th eigenvalue obtained by the i th sampling point. E(λ i ) is the mean value of all the eigenvalues of the matrix corresponding to this moment. Instead of using the augmented matrix, we useX to calculate the reaction of the whole system. s 1 represents the impact of a fault on the system dynamic performance and it can capture the transition from a normal operating condition to an abnormal operating condition. The system is suffering a huge change of status when s 1 is smaller.
2) MSR BASED INDEX
Analyzing the MSR curve associated with the voltage dynamic response, it is found that the results match with each other. When MSR is more than the inner circle radius, the system is more stable. The MSR decreased when a fault occurs in the system and it goes up again when the fault is been cleared. Therefore, the MSR based index is defined as:
where E(MSR 0j ) is the mean MSR of system matrix under steady state and E(MSR j ) is the mean MSR of j th system matrix under the disturbance. MSR based index s 2 is showing the impact of a fault on the other buses. A larger value of s 2 indicates a stronger impact on the system.
3) SYSTEM ENTROPY BASED INDEX
When a fault occurs, if the energy changes can be absorbed by all the other buses, the instability problem is less likely to happen. The impact of a fault on a bus can be interpreted by the rate of change in MSR. Entropy theory can be applied to calculate the capability of a system absorbing the energy changes. It is defined as:
where C is a constant, l is the total number of states, and p(ω i ) is the probability of each state. Generally, entropy refers to the disorder or uncertainty of a system. The system is under a more disordered condition when the entropy is higher and the system is more stable when the entropy is smaller. In this problem, when a fault a occurs at a bus, the change of MSR in all other buses are calculated and formed the state variables.
where E(MSR 0j ) is the mean MSR of system matrix under steady state and E(MSR j ) is the mean MSR of j th system matrix under the disturbance. All the ω j are normalized as:
where n is the total number of buses. Therefore the system entropy-based index is calculated as:
µ j lnµ j (16) where C is a constant. System entropy-based index s 3 shows the capability of a system to absorb the transient power changes. The bigger s 3 is, the more disorder the system is and the impact of the fault is more severe.
Considering all the above proposed indices, a general vulnerability identification index S can be calculated by:
This equation considers the degree of response of the whole system (s 1 ), the degree of response of single bus (s 2 ), and the degree of chaos in the system (s 3 ). Thus the general index S showed the overall importance of a bus in the system. If S is bigger, the bus is more critical, and the system will suffer from a severer stability issue if the fault occurs at this bus. Figure 4 shows the overall flowchart of the proposed critical bus identification method.
C. OVERALL IDENTIFICATION FLOW CHART

IV. SIMULATION RESULTS AND ANALYSIS
Simulation results are obtained from IEEE 39-bus test system. First of all, the identification results of a detailed example is presented to show the advantage of the proposed method over the previous method. Then the critical buses are identified and the results are compared with all the other existing methods. The simulations are performed in Power System Analysis Software Package (PSASP) and all the calculations are done by MATLAB R2018a.
A. EXAMPLE OF A DETAILED CASE
The IEEE 39-bus test system is well known as 10-machine New-England Power System. Generator 1 represents the aggregation of a large number of generators. The system has 10 generators and 46 lines. Figure 5 is showing the structure of the test system.
Because various external factors generate random noise in the grid, making the real-time data volatile, the random noise is introduced to reduce the correlation of data in the simulation. The disturbance is set as follows: the system has a two-phase short-circuit fault occurred at 3s and cleared at 3.2s. The fault location is close to the starting point of the line, for example, 4 − 5 indicates that the fault is close to bus 4. Apply the same fault near bus 1 and bus 2, the calculated MSR and voltage curves at all the other buses are shown in Figure 6 . With the exception of the fault bus, the MSR and voltage curve of all the other 38 nodes in the period from the fault occurrence to the fault removal in the two kinds of faults are shown in figure 6 , where case1 and case2 respectively correspond to the fault on bus1 and bus2.
From the change of MSR and the voltage response, it is easy to observe that when the fault is applied at bus 2 the system suffers more than at bus 1. After the disturbance occurred at bus 2, we can clearly see that the changes in all the remained buses are greater and even some instability issue may occur. Bus 2 should be more critical than bus 1.
Using the method proposed in paper [44] , which gives each bus different weights considering the degree of impact on the grid after the fault, the vulnerability index of bus 1 and bus 2 are respectively calculated at the time period when the fault occurs: p 11 = 0.0012 p 21 = 0.0716 (18) where p 11 is the vulnerability evaluation index for bus 1 and p 21 is the vulnerability evaluation index for bus 2. Applying the criteria of paper [44] , the bus is more critical if the vulnerability coefficient is smaller, bus 1 is more critical compared with bus 2. The identification result does not match with the real-time system dynamic response and it caused a misjudgment. If these two coefficients are calculated during the system recovery time period, the results are obtained:
The identification result is still the same that bus 1 is more critical than bus 2, which again against the real response. Calculating performance evaluation index s 1 in the same scenario. s 11 = 0.3942 s 21 = 0.2320 (20) According to the identification rule proposed in section III, bus 2 is more critical than bus 1 because the value of its first index is smaller. It matches well with reality, and the voltage drop is higher when the fault occurs at bus 2 than bus 1.
The misjudgment of the previous method mainly comes from the following two aspects:1) the situation in which the absolute value is involved in the original judgment index, resulting in the misjudgment. 2) the index is constructed only according to the MSR of the corresponding matrix, which is too single. If we get the wrong results because of the statistical error, it will directly affect the final conclusion. The proposed method does not need to rely on the absolute value and the combined evaluation index also can reduce the error brought by the system chaos conditions.
In conclusion, the method proposed in this paper have two improvements compared with that in [23] : (1) The method proposed in [23] can cause misjudgment in some cases, as shown in part A of section IV, while the method proposed in this paper can avoid this mistake. (2) Index of vulnerability in [23] does not consider the degree of influence of the fault on the whole system, while this paper considers the degree of response of the whole system (s 1 ), the degree of response of single bus (s 2 ), and the degree of chaos in the system (s 3 ), thus increasing the accuracy of the calculation.
B. CRITICAL BUSES IDENTIFICATION RESULTS AND COMPARISON
In this part, a fault is applied at each bus in the IEEE 39-bus test system. The real-time voltage data is collected every 0.02s and a white noise of 0.001 times is added to the voltage data. The size of the white noise is determined by the size of the data given to simulation. Through simulations, the proper size of white noise can be gotten. When the augmented matrix is constructed, m is taken as 40.
In order to further reduce the error, three types of faults are applied: 1) two-phase short-circuit fault occurs at the end of each bus at 3s and is cleared at 3.2s; 2) three-phase short-circuit fault occurs at the end of each bus at 2s and is cleared at 2.12s; 3) two-phase short-circuit fault occurs at the end of each bus at 3s and is cleared at 3.4s. The vulnerability identification index S for each bus is calculated and the mean value of the index under three fault conditions is obtained and ranked. Table 1 shows the top ten critical buses under three fault conditions.
As is concluded in the previous section, If S is bigger, the bus is more critical, and the system will suffer from a severer stability issue if the fault occurs at this bus. Take fault 1 as an example, bus 16 has the biggest identification index, which means it is the most critical bus under fault 1. The corresponding voltage response and calculated results are shown in Figure 7 .
From the real-time voltage response, M-P law, ring law and the change of MSR, it is observed that when a fault is applied at bus 16, a voltage instability problem showed up. What's more, the system lost its voltage stability only when the fault occurred at bus 16. This is proof that the bus 16 is the most critical bus in the whole system and the proposed method is effective. Similar conclusions can also be obtained in the case of fault 2 and fault 3. Considering all three types of fault, the most critical buses in the IEEE 39-bus test system are bus 16, 17 and 19.
To further compare the results obtained from the proposed method with the existing methods, the identification results from other papers are obtained. Table 2 shows the comparison results. The ranking results go from the most critical one to the less critical ones. M 1 is the method proposed in this paper, and M 2 -M 6 stand for identification methods based on Analytic hierarchy process, comprehensive analysis, power flow analysis, complex network, and structural evaluation.
This paper identifies bus 16, 17 and 19 as the most critical buses in the system. Taking a look back at the system structure, it is known that bus 16 and 19 are located on the important transmission channels for the power transmission between machine 33 and 34. A failure occurs at these buses would cause an imbalance of power and therefore cause a large power shortage problem. For example, the disconnection of the branch 16-17 will cause the power of the bus 18 and bus 27 to be unbalanced, which may cause a series of problems such as transient stability problem. The disconnection of the branch 16-19 will trigger the system decoupling. From the theoretical studies, these buses also have an important position from the stability point of view, which proves that the identification results in this paper are in line with the actual operation of the system. Compared with other methods, the obtained results are generally the same, but they are not exactly the same. This is because the focus of each method is different, so the identification results will be different. In summary, the proposed method is effective and can guarantee a reduced identification error.
C. REAL-WORLD CASE STUDIES
We use a 500kV AC/DC hybrid power grid in a certain area of China to identify the vulnerability of each bus. The bus number is shown in Figure 8 , where there are 27 buses, each of which is a substation. Both the capacity of bus 22 and 26 are 2 × 3000MVA, and there are 4 and 6 500kV lines, respectively. We use PSASP to build this model and all the calculations are done by MATLAB R2018a.
Since there are 27 buses in this model, we take m = 25 in this section. The same faults as part B are set near each bus to identify the vulnerability. Table 3 shows the top seven critical buses under three fault conditions. From table 3, we can detect signals based on the following analysis:
I. bus 26, 22 and 25 are at the top the table, which means that these three buses are most critical.
II. Bus 26 is the hub bus of the power grid and has six outgoing lines. From the simulation, when the fault occurs near this bus, voltage instability occurs, the DC commutation fails continuously, and the power is greatly reduced, which causes the local power angle instability. Thus bus 26 is the most critical bus. III. From the perspective of a power-on level, bus 22 receives about 40% of power, which has less power on, and weaker system voltage support; (2) From the perspective of DC response, it takes a lot of reactive power from the system during DC active power recovery after fault clearing. So that the system voltage cannot be recovered, and finally, the voltage is unstable. Thus bus 22 is critical.
In general, the simulation results are consistent with the actual situation, which verifies the validity and practicability of the proposed method.
V. CONCLUSION AND FUTURE WORK
In this paper, big data from PMUs is used to construct a big data matrix that characterizes the grid state. Based on random matrix theory, the relationship between state deterioration and data fluctuation is analyzed. With the combination of entropy theory, a model-free vulnerability evaluation method in complex power systems is proposed.The main conclusions are as follows:
1) The data characteristics of power systems can characterize the response degree of the buses to the faults; 2) From different perspectives, M-P law based index, MSR based index and system entropy based index are constructed to identify the critical buses in power systems; 3) The data-driven method proposed can solve the problems of vulnerability assessment of complex power systems without modeling and has better accuracy than previous methods. 4) The future work may include more types of faults and increase the accuracy of the vulnerability index.
