In this article we prove the existence and uniqueness of equilibrium states for the potential φ t = −t log J u (t ∈ R) and the class of non-uniformly hyperbolic horseshoes which was introduced in [20] . We show that the pressure t → P(t) for −t log J u is real-analytic on R. We give the exact equations of the two asymptotes to the graph of P(t) at ±∞ and we prove that these non-uniformly hyperbolic horseshoes do not have measures which minimize the unstable Lyapunov exponent.
Introduction and statement of results
In this paper, we study a family of maps which was first introduced in [20] . Precise statements on these maps are given in Section 2. Each map is a non-uniformly hyperbolic horseshoe on the unit square Q := [0, 1] 2 and depends on three parameters λ, σ and c. The lack of uniform hyperbolicity is due to the presence of a homoclinic tangency.
Although the maps represent a simplified model (one single orbit of homoclinic tangency provides the reason for the lack of uniform hyperbolicity), this model illustrates many of the difficulties that appear in the general setting (see [17] ).
We study in particular the thermodynamic formalism for the one parameter family of potentials φ t := −t log J u , t ∈ R, where J u (x) is the Jacobian of the map in the unstable direction E u (x).
As a by-product, we obtain two results, related to the problem of ergodic optimization.
Our first corollary deals with the existence of f -invariant probability measures minimizing the unstable Lyapunov exponent. In [5] , it was shown that for any dynamical system (Ω, T ), where Ω ⊂ M is a compact T -invariant subset of a manifold M and T is C 1 , if there exists a continuous T -invariant splitting T x M = E 1 (x)⊕E 2 (x), then there always exists one measure minimizing the Lyapunov exponent in E 1 . It turns out that for the family of non-uniformly hyperbolic horseshoes we are considering here, such minimizing measures do not exist. Therefore the result in [5] does not hold if we do not assume that the set Ω is compact.
The second corollary concerns the problem of convergence of Gibbs measures for low temperature. In statistical mechanics, the parameter t in φ t is usually denoted by β and is the inverse of the temperature. It is currently a very active topic in ergodic theory to investigate if Gibbs states converge when the temperature decreases to 0 (or equivalently as t → +∞). This is usually done for uniformly hyperbolic dynamical systems (see for instance [7, 1, 2, 11] ). Here we prove that there is convergence if the temperature goes to 0, but the limit measure is not a minimizing measure. On the other hand, we show that there is convergence of the Gibbs measure to the unique measure which maximizes the unstable Lyapunov exponent and with maximal "residual entropy" as t → −∞.
One of our main motivations is to improve the thermodynamic formalism done in [13] . For the diffeomorphisms we are considering, and for Hölder continuous potentials, the existence and uniqueness of equilibrium states were proved in [12] . Due to the presence of homoclinic tangency, the unstable Jacobian of the system fails to be continuous and thus, needs special attention. In [13] , the authors studied the existence and uniqueness of the equilibrium state for the potential φ t . We recall that an f -invariant probability measure µ is called an equilibrium state for the potential φ t if
where the supremum is taken among the f -invariant probability measures; the supremum P(t) is called the φ t -pressure of the map, or equivalently the pressure of the system associated to the potential φ t . In [13] , it was proved that t → P(t) is a decreasing convex function; moreover, as long as P(t) > − t 2
log σ (where σ is the expansion in the unstable direction, see Section 2), the pressure is real-analytic and there exists a unique equilibrium state µ t for φ t . This measure is referred to as the t-equilibrium state.
We recall that in hyperbolic dynamics, the family of measures µ t , t ∈ R, is meaningful, and carries a great deal of information. The measures have been studied for various classes of uniformly or non-uniformly hyperbolic dynamical systems, see e.g. [15, 9, 8, 3, 4, 18, 16] . It was thus a natural question to investigate the case P(t) ≤ − 1. Introduction and statement of results that for every t there exists a unique equilibrium state µ t . In particular, we give the exact values for the two asymptotes near ±∞.
We previously conjectured that the pressure could reach the asymptote −tl in +∞ in finite time, that is, one could find values of the parameters λ and σ and c of the map such that there exists T satisfying P(T ) = −T l. It turns out that this does not hold for this family of maps, at least for β = 1 (see below the definition of β). Examples of non-uniformly hyperbolic dynamical systems where this phenomenon occurs are known (see e.g. [14, 19] ). Hence, although the unstable Jacobian is discontinuous in our case, the thermodynamic formalism does not differ from the one in the uniformly hyperbolic case. Only the limit behavior as t → ±∞ is different. However, it would be nice to find an example of a non-uniformly hyperbolic horseshoe with tangency and phase transition for the potentials −t log J u .
Statement of results
We consider a map f from Q := [0, 1] 2 to R 2 , which depends on three parameters, c, λ and σ. These have to respect several conditions, explained in [20] , [12] and [13] :
• The contraction and inverse of the expansion factors, λ and σ −1 , have to be sufficiently small,
• c has to be sufficiently large (sufficiently "sharp" tangency),
• 2 c( 1 σ + λ) has to be smaller than arctan π/10 (to get good estimates for the stable and unstable cones close to the critical point).
We refer the reader to Section 2 for the precise statements on the map. We remark that the greater c is and/or the lower λ and σ −1 are, the better the estimates are. We define a fourth parameter β by
Note that we get λ = σ −β . Following notations in [20, 12, 13] , Λ denotes the maximal invariant set of f in Q. Namely, we have Λ = n∈Z f n (Q). Let M f be the set of f -invariant probability measures. For simplicity, the quantity P(t) will also be called the t-pressure, since −t log J u is the unique potential considered here. Note that, although J u is not continuous (see below), it is bounded. For any ergodic measure µ, the term λ u µ := log J u dµ denotes the unstable Lyapunov exponent of f for µ. We also set l := inf
Throughout, δ (0,0) denotes the Dirac measure at (0, 0). It is shown in [6] that for any ergodic
In particular, l ≥ This theorem gives a complete description of the thermodynamic formalism for the potentials −t log J u on R. This thus improves a result from [13] which was only valid for t ≥ 0 and P(t) > −t 1 2 log σ. In particular, for the case β < 1, our theorem proves that there necessarily exists some T such that P(T ) = − T 2 log σ. This a posteriori proves that our assumption P(t) > −t 1 2 log σ is restrictive in that case. Existence of the asymptotes near ±∞ for the graph P(t) can easily be obtained from the convexity and from (1) . It is also easy to check that the respective slopes are − inf µ λ u µ = −l and − sup µ λ u µ = −l. It is however not immediate to get the exact values for l and l and the exact equations of the asymptotes. In particular, in the two cases β ≥ 1 and β < 1, the arguments to get l are very different.
The problem of optimization (for the unstable Lyapunov exponent) for the case β < 1 is more difficult than in [13] (case β ≥ 1). The presence of a homoclinic tangency introduces a kind of "vortex" where the expansion in the unstable direction is balanced by the tangency. A typical orbit presents loops which are an excursion into the "vortex" followed by an excursion into the uniformly hyperbolic zone. It is worth noting that when the point escapes the non-uniformly hyperbolic zone one still has an exponential expansion in the unstable direction. For the case β ≥ 1, the minimal unstable Lyapunov exponent coincides with the lowest exponential expansion in the unstable direction just at the exit of the non-uniformly hyperbolic zone. Hence, a typical orbit will minimize the unstable Lyapunov exponent if each loop minimizes the expansion.
For the case β < 1, the lowest expansion at the exit of the non-uniformly hyperbolic zone is strictly lower than the minimal unstable Lyapunov exponent. In other words, the lowest mean value for the expansion along a forward orbit is strictly larger than the lower mean value for the expansion during a loop. Therefore, a typical minimizing orbit will alternate minimizing loops and non-minimizing loops. Moreover, the system has memory and the length of a loop influences the expansion in the next loop (see Lemma 3.1).
As is usually the case in this kind of problem, the result only holds for a subset of values of the parameters. In all the rest of the paper we assume that c is sufficiently large so that
We also assume
and
Note that these conditions define an open set of parameters and are compatible with earlier conditions. We do not claim that these conditions are sharp to obtain the structure of our theorem, but we want to emphasize that the current set is still open. We thus do not claim that our resulting set of parameters is the largest one.
Remark 1.
If β = 1 almost all the results of the Main Theorem hold. The main difference is that we are not able (for the moment) to prove that P(t) is always strictly above the asymptote at +∞. Therefore, a phase transition may happen, as in [14, 19] . If such a phase transition happens, say P(T ) = −T l for some T > 0, then analyticity of P(t) and existence and uniqueness of µ t always hold for t < T .
Remark 2. Almost all the proofs for β = 1 also work when β = 1. Therefore most statements in fact hold for β = 1.
Structure of the paper
In Section 2 we give the precise definitions of the maps and recall several properties. In Section 3 we prove that l and l depend on β as stated in the Main Theorem. We also prove that no measure has minimal unstable Lyapunov exponent and we describe the set of maximizing measures.
In Section 4 we deal with the thermodynamic formalism. We prove that P(t) is always strictly above the asymptotes, show the existence and uniqueness of µ t and analyticity of P(t).
In Appendix A, we give some facts for the case β = 1.
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The map f
Here we define the maps we are considering, and summarize the main properties and results that we will use throughout this paper.
Definition of the map. Let 0 < λ < 1/3, σ > 3. For c > 0 large, we construct a one-to-one differentiable map f from Q = [0, 1] 2 into R 2 satisfying the following conditions (see Figure 1) : e) There exists a region R 4 between R 3 and R 5 , bounded by two disjoint curves of the form {y = ψ(x) : x ∈ [0, 1]}, within which the map is not affine. In this region we have:
i) The top and bottom sides of R 4 are mapped into R 2 , outside the image of R 1 .
Note that we want the image of [{(0, y) : y ∈ R} ∩ R 4 ] to be disjoint from the right side of Q.
f ) Points between R 3 and R 5 which are outside R 4 , are mapped inside region R 2 with second coordinate greater than σ −1 . We require that the map be smooth at these points, and globally one-to-one.
We emphasize that the restriction of the map to R 4 can be viewed as the composition of the linear map −λ 0 0 −σ with the map Ψ which maps the vertical lines on the local parabolas, respecting
Note that if Ψ maps the point (λx 0 , σy 0 ) to the point (t + q, ct 2 − λx 0 ), then the matrix of the derivative DΨ in the canonical basis is
The maximal t is given by equality ct
yields ||DΨ|| ∞ = 1 (where || · || ∞ denotes the norm of the maximal entry). In Figure 1 ,
Note that f can be extended to R 2 in such a way that (0, 0) is a hyperbolic fixed point. The left side and the bottom side of Q are contained, respectively, in its unstable and stable manifolds. This implies that Q = (q, 0) is a point of homoclinic tangency, called the critical point.
Dynamical and hyperbolic properties. Recall that Λ denotes the maximal invariant set of f in Q, i.e., Λ = n∈Z f n (Q). Following [12] , through each point M ∈ Λ outside the critical orbit, there are one-dimensional tangent spaces E u,s (M ) and local C 1+ε manifolds W u,s loc (M ) satisfying the following: 
We call A the intersection of the region R 4 (the image of R 4 ) with the horizontal region R 1 . Recall that, by definition, the f -images of the vertical lines intersected with A are pieces of parabolas; we call them local parabolas in A. For M = (x, y) in A, the stable direction E s (M ) is almost horizontal. On the other hand, the unstable direction E u (M ) is almost the tangent to the local parabola which contains M . More precisely, the slope of the unstable direction (with respect to the two vectors (1, 0) and
, 3] (see [12] , Remarks 2 and 3 for a proof and Figure 2 ).
In Figure 2 , the shaded zone is the image under
Note that M → E u,s (M ) can be defined by continuity for every point M in the critical orbit:
is defined on Λ and continuous in Λ \ (0, 0). Now M → log J u is not continuous at (0, 0). Indeed, E u (0, 0) = (0, 1) and log J u (0, 0) = log σ; moreover, (0, 0) is accumulated from the right (and more precisely from the positive x-axis) by points M such that log J u (M ) = log λ.
We call the escape time of a point M in A, the largest positive integer n such that f k (M ) ∈ R 1 for every 0 < k ≤ n. This defines in A a sequence of fundamental domains: H n,i denotes the set of points in A with escape time n, which are at the left hand side (for i = l) or at the right hand side (for i = r) of the critical point Q.
Following the notion of escape time, we define a notion of entrance time:
, where M −n−1 ∈ A has escape time n. Then we say that M has entrance time n + 1. Here again, the entrance times define a sequence of fundamental domains in A. Each fundamental domain is denoted by I n,i , with i = l, r when we consider the domains at the left hand side or at the right hand side of the critical point Q.
In [12] , we proved that the local parabolas satisfy some u-crossing property: consider M in H n,i such that f n+1 (M ) belongs to A. Then the local parabola that is the image by f n+1 of the vertical segment in H n,i which contains M intersects every H m,j . The same holds if M belongs to R j j = 3, 5 and f (M ) belongs to A: the local parabola image of the vertical segment in R j which contains M intersects every H m,j . Roughly speaking we have that every entrance-fundamental-domain I n,i overlaps every escape-fundamental-domain H m,j in the unstable direction(see Figure 3) . In [12] the authors constructed a finite-to-one semi-conjugacy Θ : Σ 3 → Λ between the full 3-shift and the horseshoe Λ. More precisely, Θ is one-to-one, except for the critical orbit on Λ where it is two-to-one. We refer to Figure 4 to indicate the form of the Markov rectangles 0, 1 and 2. It was also shown that Θ is Hölder continuous; this fact was used to prove the existence and uniqueness of the equilibrium states (for Hölder continuous potentials). In [13] the authors used this semi-conjugacy to prove that the metric entropy is upper-semi-continuous, although the map f is not expansive.
Loops for typical orbits. We emphasize here that a typical orbit is a succession of loops, where a loop starts in A and needs a time equal to the escape time plus one to get out from R 1 . Then, it stays some iterates in R 3 or R 5 (the uniformly hyperbolic zone) and finishes when it comes back in A. Some loops do not visit the uniformly hyperbolic zone. These loops are the "least" hyperbolic and the most difficult to control; the non-uniform hyperbolicity is caused by these loops. When a loop visits the uniformly hyperbolic zone, then the hyperbolic expansion and contraction increase.
Hence, the general philosophy is that when estimates hold for the "least " hyperbolic loops, they also hold for other loops.
A useful lemma. We finish this section by a lemma which was proved in [13] : Lemma 2.1. Let (ν n ) be a sequence of f -invariant and ergodic probability measures which converges to ν in the weak* topology.
This lemma illustrates one of the main difficulties in this work: due to the lack of continuity of the potential φ t (in the single point (0, 0)), the use of the weak* topology for M f is more delicate. For each accumulation point, we will have to consider both cases: whether it is singular with respect to δ (0,0) or not.
Optimal unstable Lyapunov exponents and optimal measures
In this section we prove that l and l are as stated. We also prove that there is no measure minimizing the unstable Lyapunov exponent and we describe the set of measures maximizing the unstable Lyapunov exponent. The section has three subsections. In the first we give useful lemmas to compute expansion in the unstable direction. In the second we deal with the infimum l and in the last subsection we deal with the maximum l.
Two estimates for the expansion in the unstable direction
The first lemma, Lemma 3.1 states what we said in the introduction: the system has memory and a loop influences the expansion in the next loop. Throughout the paper, expansions are computed with respect to the Euclidean norm. 
Proof. Let us set M = (x + q, y). We also set f
. Recall that the unstable direction is close to the tangent at M to the local parabola which contains M . We also recall that the equation of the parabola has the form Y = c(X − q) 2 − λx −1 . As we said on page 8, we can choose the unstable vector e u (for M ) of the form
where κ(M ) belongs to [
; 3]. The definition of the entrance time gives that
Moreover, y is smaller than 1 σ n , and larger than 1 2σ n . These estimates combined yield
where κ(M ) belongs to
, the first coordinate of the vector e u is larger than the second one.
Now we have
Recall that n is the escape time for M and
. By definition of the unstable cones (see [20] ), the second coordinate of the right hand side of (7) is larger than the first one. In this second coordinate, we have
Hence, considering the norm ||.|| ∞ of the maximal entry, the expansion is given by 2 κ(M ) √ c σ n + σ 2n−βm . The lemma now follows from the inequalities ||.
Proof. As we said in Section 2, the map f in region R 4 is the composition of the Then we get
Now recall that in R 4 , the unstable cone (see [20] ) is "vertical", namely |b| ≥| a|. This yields
This proves the lemma.
Computation of l and lack of minimizing measure
In this subsection we prove that l = 1 2 max(1, 2 − β) log σ. We prove that there are no measures which realize the minimum of the unstable Lyapunov exponent. We first consider the case β < 1 and then the case β ≥ 1.
We set δ := log 
m . Now, we use Lemmas 3.1 and 3.2; Hence we get
Now by definition of r, the iterates f n+1 (M ), . . . , f r (M ) are in the uniformly hyperbolic zone, thus in the || · || ∞ -norm they have logarithmic expansion log σ ≥ (1 − β 2 ) log σ in the unstable direction. Changing from one norm into another, this adds a factor − log 2 . The lemma is proved. 
where k is the number of distinct elements of the orbit contained in A.
Proof. We split the orbit in successive loops starting in f −1 (A). Let M be a point in f −1 (A) and M =: M 0 , . . . , M k−1 be the successive points of the orbit of M within f −1 (A). Let m i and n i be the entrance and escape times for f (M i ). Lemma 3.3 implies that the logarithmic expansion of the periodic orbit is bounded from below by Now we prove that (1 − β/2) log σ is a bound from below for the unstable Lyapunov exponents and that this value is never realized.
Proof. Let us pick some f -invariant and ergodic probability µ. If µ({(0, 0)}) > 0, then µ = δ (0,0) . Hence λ u µ = log σ and the proposition is proved. Let us now assume that µ⊥δ (0,0) . Let us pick some very small positive ε. We claim that there exists a periodic orbit such that its unstable Lyapunov exponent is ε-close to λ u µ . Indeed, periodic points are dense in Λ, because they are dense in Σ 3 . Therefore the periodic measures, namely the measures supported by periodic orbits, are dense in the weak* topology. Take any sequence of such periodic measures which converges to µ; as µ is ergodic and µ⊥δ (0,0) , we have µ({(0, 0)}) = 0. By Lemma 2.1, the sequence of Lyapunov exponents associated to the periodic orbits converges to λ u µ . Therefore we can take a periodic orbit with unstable Lyapunov exponent ε-close to λ u µ . If it does not intersect A, then it stays in the uniformly hyperbolic part of the square, and its unstable Lyapunov exponent is log σ; as ε can be chosen arbitrarily small, this means that λ u µ = log σ, and the proposition is proved in that case. We now consider the case where the periodic orbit intersects A. Let p be its length. Let k be the number of distinct terms of the orbit in A. We also assume that k/p is ε-close to µ(A). Again, this can be realized owing to the denseness of periodic measures for the weak* topology. Then Lemma 3.4 yields
This holds for every ε > 0, hence we get
Now note that µ(A) and δ are positive numbers.
Lemma 3.6. Assume β < 1. For every large enough n there exists a n-periodic orbit such that its unstable Lyapunov exponent equals
). Moreover, the sequence of associated invariant measures goes to δ (0,0) .
Proof. Let us pick n large and consider the set H n,i ∩ I n+1,i , with i = l or r. The set contains a unique n + 1-periodic point, say ξ n+1 . Note that ξ n+1 has entrance time n + 1 and escape time n. Let us denote by λ u n+1 the unstable Lyapunov exponent of this periodic orbit.
By Lemma 3.4 we already get
The expansion between ξ n+1 and f n (ξ n+1 ) is less than 2 √ 2κ(ξ n+1 ) σ n + σ 2n−β(n+1) by Lemma 3.1. Since β < 1, σ (2−β)n−β > σ n for n sufficiently large. Hence the logarithmic expansion between ξ n+1 and f n (ξ n+1 ) is bounded from above by
The logarithmic expansion at f n (ξ n+1 ) = f −1(ξ) n+1 is less than log √ 2σ by Lemma 3.2. Thus we get
To conclude the proof of the lemma, we now explain why the invariant measure whose support is the periodic orbit of ξ n+1 converges to δ (0,0) . Note that the measure of the vertical band R 1 is n n+1
. Since δ (0,0) is the unique invariant measure with support in R 1 , this finishes the proof of the lemma.
As we explained above, the relation λ ) log σ and no measure is optimal.
The case β ≥ 1
To finish this subsection, we prove that in the case β ≥ 1, l = 1 2 log σ is not realized by any ergodic measure. Indeed, the main ingredient is the lower bound for periodic orbits which came from Lemma 3.3. There we used the inequality
But note that we also get σ n + σ 2n−βm ≥ σ n 2 . Using the inequality log σ > 1 2 log σ, we can carry out the rest of the computations in a similar fashion.
We now briefly explain why in the case β ≥ 1, 1 2 log σ is the infimum of the unstable Lyapunov exponent. Consider one of the two n+1-periodic orbit, ξ n , f(ξ n ), . . . , f n (ξ n ) from Lemma 3.6. For n sufficiently large we have
Therefore we get λ
. This proves l = 1 2 log σ.
Computation of l and maximizing measures
. Note that f acts as a linear and hyperbolic map on Λ , with expansion σ in the vertical direction and contraction λ in the horizontal direction. It is conjugate to the full 2-shift, and has entropy equal to log 2. Let µ Λ ,top be the unique measure of maximal entropy for the system (Λ , f). In particular, we have
Now we show thatl = log σ and that any measure whose support is not included in Λ ∪ {(0, 0)} has an unstable Lyapunov exponent strictly smaller thanl. Proof. The idea of the proof is almost the same as for Proposition 3.5. The key points are to use Lemmas 3.1 and 3.2 to get a result similar to Lemma 3.4. Then we prove that for µ ergodic, λ u µ ≤ log σ − 0.03µ(A). The main difference is that we do not need here to approximate the measure by periodic measures. A direct computation for any typical point gives the result.
Let us pick a point M := (x, y) such that f (M ) = (ξ, η) belongs to A. We denote by n the escape time for f (M ) and compute the expansion between f (M ) and
, 3] (see page 8).
which yields that the expansion is less than
We claim that the function z → 1 σ n + zλ increases in z. Therefore the maximal expansion is given for x = 1 and it is less than
Using (5) and (3), the expansion in the unstable direction at M is bounded from above by
Therefore the logarithmic expansion between M and f n+1 (M ) is bounded from above by 1 n + 1 n log 3. arctan π 10 + log 1 + 1 2 arctan 2 π 10 + log σ = ε n + log σ, (9) where ε n := 1 n + 1 n log 3. arctan π 10 + log 1 + 
for every n. Let µ be an ergodic f -invariant probability measure such that µ(A) > 0.
We pick some typical point M for the unstable Lyapunov exponent. For simplicity we assume that f (M ) belongs to A and we split the forward orbit of A in loops: let 1 = n 1 , n 2 , n 3 . . . be the values of n such that f n (M ) belongs to A. The i th loop is the piece of orbit from f n i (M ) to f n i+1 −1 (M ). Now the assumption µ(A) > 0 and Equation (9) imply that the unstable Lyapunov exponent is strictly less than log σ − 0.03µ(A). This finishes the proof of the proposition.
We immediately get:
Corollary 3.9. We havel = log σ and λ u µ = log σ for any measure µ such that µ(A) = 0.
Proof. This follows from the fact that for such a measure any ergodic component is either δ (0,0) or a measure with support in Λ .
Thermodynamic formalism
In this section we prove our Main Theorem. In the first subsection we give results concerning the properties of accumulation points for ergodic measures with respect to their unstable Lyapunov exponent. In the second subsection we give bounds from below for the pressure P(t); this is the only place where we need the hypothesis β = 1. In the third subsection we prove the existence and uniqueness of the equilibrium state µ t and the analyticity for t → P(t). In the fourth subsection we prove the results concerning the asymptotes and the limits for µ t at ±∞.
Technical results about accumulation points
We start this section with a lemma which generalizes Lemma 2.1. 
Proof. The proof is easy from Lemma 2.1 if u = 0. So let us assume that u > 0. The proof in the case β ≥ 1 is already done in [13] . Therefore it remains to consider the case β < 1.
Let k be some positive integer. We denote by A k the set of points (x, y) ∈ Q ∩ A with escape time larger than or equal to k. We set
We then denote by χ i,k , i = 0, 1, the indicator functions of R i (k) Note that these functions are continuous for the natural topology of the horseshoe Λ. Moreover
Let us pick some ε > 0 and take k so large that
Now µ n (R 0,k ) converges to u + (1 − u)ν(R 0,k ) as n → +∞. Hence we can assume that n is so large that |µ n (R 0,k ) − u| < uε.
Recall that | log J u | is bounded above, let us say by κ. So we can assume that n is so large that
which yields
Periodic measures are dense in the set of f -invariant probability measures in the weak* topology. We take a periodic orbit such that the measure of R 0,k for the associated periodic measure is ε-close to its value for µ n . Using Lemma 2.1 we can assume that the unstable Lyapunov exponent λ u n,per for this periodic measure satisfies log J u dµ n − λ u n,per < ε (note that µ n ((0, 0)) = 0 and µ n is ergodic). The function χ 1,k log J u is continuous and we assume that the invariant measure µ n,per satisfies
We also assume that µ n,per is so close to µ n such that
Now we want to estimate χ 0,k log J u dµ n and/or (equivalently) χ 0,k log J u dµ n,per .
Given a periodic orbit, consider a block of successive loops with entrance times m 0 , . . . , m l and escape times n 0 , . . . , n l . Suppose that each n i satisfies n i ≥ k and that the block is not contained in a larger block with this property. Then either m 0 ≤ k (because m 0 ≤ n −1 + 1 < k + 1) or the block is the entire periodic orbit, and m 0 = n l + 1. Either way, we have m 0 ≤ n l + 1 and for i = 1, . . . , l we have
As every escape time n i is larger than k, the block has length larger than (k + 1)l.
Moreover, Lemma 3.1 shows that the logarithmic expansion in the unstable direction of the part of the i th loop contained in R 0,k is larger than
Summing up and dividing by the total length of parts of loops in R 0,k , we get
Recall that δ is positive. Using the above inequality and (10), (11), (12) and (13) we get
Taking n → +∞ and then ε → 0, we get
This finishes the proof for the case β < 1. Proof. Passing to a subsequence if necessary, we can assume that the sequence of probability measures converges to ν. The probability ν is f -invariant. We set ν = u.δ ( . Note that if r is large enough, the logarithmic expansion in the unstable direction in this neighborhood is smaller than log σ. We denote by χ 0,r the indicator function of this neighborhood and we set χ 1,r := χ Λ − χ 0,r . The two functions χ 0,r and χ 1,r are continuous on Λ. Then we have
This last inequality is valid for every r, and we recall that ν({(0, 0)}) = 0. The result follows by taking the limit r → +∞.
Bounds from below for P(t)
This subsection is entirely devoted to the proof of the following proposition.
Proposition 4.4. Assume β = 1. For every t ≥ 0, we get P(t) > −tl and for every t ≤ 0 we get P(t) > −tl.
The case t ≤ 0 is very simple. On the one hand (8) means
and on the other hand we have proved equalityl = log σ (see Corollary 3.9).
Now we deal with the case t > 0. The idea of the proof is to exhibit an uniformly hyperbolic subsystem with t-pressure strictly larger than −tl.
We use the periodic orbits introduced in Lemma 3.6. We recall that for n large, ξ n is the n-periodic point whose coding in the conjugacy with Σ 3 is the repetition of the word 1 0 . . . These loops ξ j are referred to as basic loops in Ω m . Note that every periodic orbit in Ω m can be decomposed as a concatenation of basic loops (uniquely determined up to a permutation). We also assume the m is so large that (recall that here β = 1)
Lemma 4.5. Let n be an integer. Let ξ be an n-periodic point in
where C is a positive constant depending only on the parameters of the map f and not on ξ or n.
Proof. By definition of Ω m , the periodic orbit ξ, . . . , f n−1 (ξ) can be decomposed in basic loops of length n 1 , . . . , n k . We set n 0 := n k .
For i > 1, the i th loops has escape time n i and entrance time n i−1 + 1. The loop 1 has escape time n 1 and entrance time n k + 1. By Lemmas 3.1 and 3.2, the logarithmic expansion λ u i during the i th loop satisfies
where ∆ is the sum of δ and some positive universal constant. For β < 1, conditions (14) and m
Hence we get
and then max(σ n i , σ
Summing up for i = 1 to k, for both cases β < 1 (Equation (16)) or β > 1 (Equation (17)), we get
for some positive constant C depending only on σ λ and c. Hence (15) . Therefore the t-pressure for the measure of maximal entropy in Ω m is larger than
This is larger than −tl if m is large enough. This finishes the proof of Proposition 4.4 .
Existence and uniqueness of the equilibrium state for φ t
In this subsection we prove the parts of our Main Theorem concerning the existence and uniqueness of the equilibrium state and the analyticity of the pressure. Proof. The proof is adapted from [13] . We refer the reader to this work (subsections 3.3 and 3.4) to get complete proofs of what we shall claim below. The proof also uses the local thermodynamic formalism as introduced in [10] . An important point is that there exist Markov partitions of Λ \ {(0, 0)} in countable number of proper rectangles. Rectangles are segments in the two segments ]0, 1] × {0} and {0}×]0, 1], and true rectangles in Λ \ {(x, y), xy = 0} (see [13] ). Recall that points (x, y) satisfying xy = 0 are attracted backward or forward by (0, 0).
The proof of existence and uniqueness comes from the main following steps: we prove that there exits at least one equilibrium state and it cannot be δ (0,0) . Then we prove that this equilibrium state is uniquely determined on each true rectangle of the partition. Here we use this local thermodynamical formalism theory.
Analyticity of the pressure is more technical but also comes from the local thermodynamical formalism theory.
The existence of the global equilibrium state. We consider a sequence of f -invariant probability measures (µ n ) such that
Then we take any weak* accumulation point µ for (µ n ). Note that the entropy is upper semi-continuous (this was proved in [13] ). Hence we get Uniqueness of the equilibrium state. Let us pick some Markov rectangle in Λ \ {(x, y), xy = 0}, say R. We consider the first return map, say g, and the potential
S, where r(.) is the first return time map in R and S is some real parameter.
The point (see [10] and [13] ) is that for any fixed t, there exists a critical S, say S c (t), such that for every S > S c (t) there exits a unique equilibrium state, say ν t,S , for (R, g) and associated to the potential S r(.) (−t log J u )(.)−r(.)S. The real number S c (t) is critical in the sense that it is the smaller real number with this property.
Moreover, for every S > S c (t), the expectation r dν t,S is finite, thus there exists an f -invariant probability measure ν t,S such that
The key point here is that the spectral radius λ t,S of the transfer operator for (R, g) and S r(.) (−t log J u )(.) − r(.)S is decreasing in S (for fixed t). Then the question is whether, on the one hand, one can find an equilibrium state for −t log J u among theses measures ν t,S , and on the other hand, whether every equilibrium state is one of these ν t,S 's.
Let µ be an equilibrium state for −t log J u . This measure cannot be δ (0,0) . Hence, one rectangle of the Markov partition must have positive measure. This rectangle cannot be in the two segments {(x, y), xy = 0} because the unique invariant measure which gives positive weight to this set is δ (0,0) . Therefore, at least one true rectangle has positive µ-measure. We can thus induce the measure on this rectangle. Equality
shows that the induced measure has zero pressure for the potential S r(.) (log J u )(.) − r(.)S and when S = P(t). The proof of the uniqueness has then several steps. First, we prove that ν t,P(t) and ν t,P(t) exist (for this fixed rectangle) and that we get µ = ν t,P(t) . Then we prove that every true rectangle has positive µ-measure, thus, copying the first step, µ is uniquely determined on every true rectangle.
We first prove S c (t) ≤ P(t). We just adapt Proposition 3.10 in [13] . Let us denote by R the rectangle we are considering. Arrange the points that return to R for the first time at the n th -iteration of f by cylinders, where two points are in the same cylinder if their iterates are in the same element of the Markov partition from time 0 to n. Due to the Markov property of the partition, each such cylinder has a unique n-periodic point. We define the measure τ n as the weighted linear combination of these n-periodic measures with "relative weights" proportional to e −tSn(log J u ) . It is f -invariant. Let τ be any accumulation point for τ n . We claim (see [13] ) that
Note that by definition, 
.3 to get S c (t) ≤ P(t).
More precisely, either u > 0 and then S c (t) < P(t), or u = 0 and
Using monotonicity (in S) for the spectral radius λ t,S , and using the fact that ν t,S has t-pressure equal to S + ν t,S log λ t,S (see Equation (26) in [13] ) we get that ν t,P(t) exists and has non-positive pressure. On the other hand its pressure is non-negative because the induced measure µ |R has pressure zero. Therefore the pressure is zero and the induced measure µ |R is equal to ν t,P(t) . Hence
Furthermore, ν t,P(t) gives positive weight to every open set in R, and thus a mixing argument shows that µ (= ν t,P(t) ) gives positive weight to every open set in Λ. Therefore every true rectangle has positive µ-measure and we can copy the argument on every rectangle.
About analyticity. It is easy to check that with our previous notations τ (R) = 0. Then either τ ((0, 0)) > 0 and we already obtained S c (t) < P(t), or τ ((0, 0)) = 0 and τ (R) = 0 yields that τ is not the unique equilibrium state µ t , hence S c (t) ≤ h τ (f ) − t log J u dτ < P(t). In both cases we have
This is the main ingredient to get analyticity of t → P(t) because µ is the measure ν t,P(t) and the measure ν t,P(t) is characterized by the implicit formula λ t,P(t) = 1.
In particular, this yields P (t) = −λ u µt . Remark 3. Note that we also have proved that every open set in Λ has positive µ t -measure (for every t).
Asymptotes.
The function P is analytic on R, with derivative −λ u µt , where µ t is the unique tequilibrium state. By definition the function is also convex. This shows that the derivative increases in t. By definition of l, the derivative is bounded above by −l, and so λ u µt converges as t → +∞. Let us denote by L this limit. Recall that for any ε > 0 there exists an f -invariant measure ν ε (supported on a periodic orbit) such that λ u νε < l + ε. This means that for every t and for every ε > 0 P(t) > −t(l + ε), which shows P(t) ≥ −tl, for every t. Hence L ≤ l, because otherwise we would get P(t) < −tl for t large enough. On the other hand, convexity implies that −L ≤ −l, since −L = lim −λ u µt ; hence L = l. Note also that t → P(t) + tl has derivative −λ u µt + l ≤ 0. Thus this function decreases and is non-negative. It must converge to some non-negative value h 0 as t → +∞.
Therefore, the graph of t → P(t) admits an asymptote of the form −tl + h 0 near +∞, where h 0 ≥ 0. Proof. Note that for t < 0 we get − log 2 t + log σ ≤ P(t) −t = − h µt t + λ u µt ≤ − log 3 t + log σ.
Then take the limit t → −∞. The last point to check is that the asymptote at −∞ is strictly below the graph. By convexity, if there is a contact for some T , then for every t < T , µ t must satisfy λ u µt =l.
Then Corollary 3.9 shows that µ t does not have full support, which is in contradiction with Remark 3.
A The case β = 1
Here we give some more information about the case β = 1. First, we point out that the only problem in this case is to prove Proposition 4.4.
Let us re-employ notation of the proof of this proposition. We used Equation (14) to decide who is the larger one between n i and 2n i − β(n i−1 + 1). When β = 1 this is impossible. However, we get a lemma similar to Lemma 4.5
Lemma A.1. Let n be an integer. Let ξ be a n-periodic point in Ω m ∩ A equal to the concatenation of k basic loops ξ n i , i = 1, . . . , k. We set n 0 := n k . Then
Inequality (18) seems to be the best upper bound we can get to compute expansion in Ω m . It shows that computing this expansion (for instance for the measure of maximal entropy) involves difficult combinatorial problems.
We finish this section by proving the absence of the equilibrium state if there is a contact between P(t) and the asymptote at +∞: Lemma A.2. If there exists some T > 0 such that P(T ) = −T l, then for every t > T , there is no t-equilibrium state.
Proof. Let us assume that ν is a t-equilibrium state with t > T . By convexity of the pressure and by definition of l, we must have P(t) = −tl. Therefore
This implies that λ u ν = l, which is impossible by Proposition 3.5 and Lemma 3.7.
