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BI-ORDERS DO NOT ARISE FROM TOTAL ORDERS
SAMUEL M. CORSON
Abstract. We present some Zermelo-Fraenkel consistency results regarding
bi-orderability of groups, as well as a construction of groups with Conradian
orders whose every action on metric spaces has bounded orbits. A classical
consequence of the ultrafilter lemma is that a group is bi-orderable if and
only if it is locally bi-orderable. We show that there exists a model of ZF
in which there is a group which is locally free (ergo locally bi-orderable) and
not bi-orderable, and the group can be given a total order. Such a group can
also exist in the presence of the principle of dependent choices. Comparable
consistency results are provided for torsion-free abelian groups.
1. Introduction
The goals of this paper are to explore the set theoretic strength of bi-orderability
in the setting of Zermelo-Fraenkel set theory and also to construct unusual locally
indicable groups. Let ZF denote Zermelo-Fraenkel set theory minus AC, the axiom
of choice. Recall that a total order on a setX is a binary relation < for which exactly
one of x < y or y < x holds for distinct x, y ∈X , x < x is false for all x ∈X , and x < y
and y < z imply x < z.
If G is a group we say that a total order < on G is a left-order (respectively
right-order) provided for all g, h, k ∈ G we have that g < h implies kg < kh (resp.
gk < hk). We say G is left-orderable provided there exists a left order on G.
One could similarly define right-orderable but since a left-order explicitly defines
a right-order and vice-versa, questions of left- or right-orderability of a group are
equivalent. Left-orderable groups are torsion-free. A group order is a bi-order if it
is both a left- and right-order and a group is bi-orderable provided such an order
exists.
The ultrafilter lemma (every filter on a set extends to an ultrafilter) implies the
classically known local-to-global bi-orderability result (see [11, Proposition 1.4]):
A group G is bi-orderable if and only if every finitely generated subgroup is
bi-orderable.
In a nice setting one can have explicit bi-orders without having recourse to this
local-to-global theorem. Given a total order on a set X one immediately obtains
a bi-order on the free abelian group Fab(X) generated by X by considering the
lexicographic order, and a bi-order on a free abelian group restricts to a total order
on the free set of generators. Importantly the assertion that every set can be given
a total order cannot be proved from ZF, so a total order on an arbitrary set X does
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not exist a priori. Thus in ZF a free abelian group is left orderable if and only if
a free set of generators can be given a total order. By a more elaborate argument,
in ZF a free group is bi-orderable if and only if a free generating set has a total
order [9]. It seems natural to ask whether in ZF a total order on a locally free,
or a torsion-free abelian, group implies bi-orderbility. It does not, by the following
theorem.
Theorem A. If ZF is consistent then there exists a model of ZF in which the
following hold:
(1) There exists a group G such that
(a) G is locally free;
(b) there is an increasing sequence {Gn}n∈ω of retract subgroups which are
each bi-orderable with ⋃n∈ω Gn = G;
(c) G can be given a total order;
(d) G is not bi-orderable.
(2) There exists an abelian group A such that
(a) A is torsion-free;
(b) there is an increasing sequence {An}n∈ω of retract subgroups which
are each bi-orderable with ⋃n∈ωAn = A;
(c) A can be given a total order;
(d) A is not bi-orderable.
By a total order on a group we mean, of course, a total order on the group’s
underlying set. Also, the notation ⋃n∈ω Gn = G is the common shorthand expressing
that the underlying set for G is the union of the underlying sets of the subgroups
Gn.
Recall that the principle of dependent choices is the assertion that if R is a binary
relation on a nonempty set X for which (∀x ∈X)(∃y ∈ X)[xRy] then there exists a
sequence {xn}n∈ω for which xnRxn+1. This principle, which is a consequence of the
axiom of choice, implies many of the standard results in analysis and also implies
the axiom of countable choices. We have the following:
Theorem B. If ZF is consistent then there exists a model of ZF in which the
following hold:
(1) There exists a group G which is locally free and can be given a total order,
but G is not bi-orderable.
(2) There exists a torsion-free abelian group A which can be given a total order,
but A is not bi-orderable.
(3) The principle of dependent choices.
We note that Theorem B gives the independence of [5, Form 227] and of [5, Form
228] from ZF plus the principle of dependent choices. The overall strategy in these
independence proofs is to work in permutation models of set theory, constructing
the claimed groups via presentations, and using the permutations of the model to
eliminate any possibility of a bi-order.
We turn now from consistency results and will assume ZF + AC (Zermelo-
Fraenkel set theory with the axiom of choice) for the remainder of this discussion.
A group G is strongly bounded if whenever G acts by isometries on a metric space
every orbit is bounded. Examples of such groups include the full permutation group
on a set [2] and products of finite perfect groups [3]. Torsion-free examples were
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provided by Droste and Holland: the automorphism group of a total order which is
doubly transitive [4]. For example Aut(Q,<) is strongly bounded, and this group
is also left-orderable.
A group is locally indicable if every nontrivial finitely generated subgroup has a
nontrivial map to the group Z. A left-order < on a group G is said to be Conradian
if for each g, h ∈ G with 1G < g, h there exists some n ∈ ω such that g < hg
n. A
group is locally indicable if and only if it has a Conradian left-order [11, Section
3.3]. The group Aut(Q,<) is not Conradian since every countable left-orderable
group embeds into it (see proof of [11, Proposition 2.1]), and there exist countable
left-orderable groups which are not Conradian [1]. We construct strongly bounded
groups whose local properties are stricter than those of Aut(Q,<).
Theorem C. If K is locally indicable then there exists a simple, locally indicable,
strongly bounded group G ≥K with ∣G∣ = ∣K ∣ℵ0 .
In Section 2 we will give some background on permutation models and transfer
theorems. A reader who is familiar with these techniques and recognizes that the
existence of such groups as are claimed in Theorems A and B is boundable may
safely skip this material. We give the proofs of Theorems A and B in Section 3,
and the proof of Theorem C in Section 4. Concluding remarks are given in Section
5.
2. Permutation Model Preliminaries
In proving Theorems A and B we will make use of permutation models of
Zermelo-Fraenkel set theory with atoms (ZFA), of which we now give a very brief
review. For more details the reader can refer to [6, Chapter 4]. The theory ZFA
is a modification of ZF which allows for a nonempty set A of objects called atoms
which are themselves not sets. This requires a tweaking of the axioms of regularity
and extensionality. For a permutation model of ZFA we begin with a model M of
ZFA with set A of atoms. Let Γ be a group of permutations on the set A. The
action of Γ on A extends to an action on all ofM in the natural way, by ǫ-induction.
For each B ⊆ A we let fix(B) = {τ ∈ Γ ∣ (∀a ∈ B)τ(a) = a} and for an object x ∈ M
we let stab(x) = {τ ∈ Γ ∣ τ(x) = x}.
A normal filter F of subgroups of Γ is a collection of subgroups of Γ such that
(1) Γ ∈ F ;
(2) if τ ∈ Γ and H ∈ F then τHτ−1 ∈ F ;
(3) if H0 ∈ F and H0 ≤H1 ≤ Γ then H1 ∈ F ;
(4) if H0,H1 ∈ F then H0 ∩H1 ∈ F ; and
(5) fix({a}) ∈ F for each a ∈ A.
A natural way of producing a normal filter on Γ is from a normal ideal on A: a
collection I of subsets of A such that
(1) ∅ ∈ I;
(2) if B ∈ I and τ ∈ Γ then τ(B) ∈ I;
(3) if B0 ∈ I and B1 ⊆ B0 then B0 ∈ I;
(4) if B0,B1 ∈ I then B0 ∪B1 ∈ I; and
(5) {a} ∈ I for each a ∈ A.
The normal filter given by I is {K ≤ Γ ∣ fix(B) ≤ K for some B ∈ I}. We’ll say
an object x is F-symmetric if stab(x) ∈ F , and that B ∈ I supports x provided
fix(B) ≤ stab(x). The permutation model N ⊆ M given by (M,Γ,F) is the
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collection of hereditarily F -symmetric objects- those objects x ∈M such that each
object in the transitive closure of x is F -symmetric. This N is also a model of ZFA
(see [6, Theorem 4.1]).
Not every consistency result in the ZFA setting can be made to hold in the ZF
setting, but there are metatheorems which allow for ZFA consistency results of a
certain form to transferred to ZF. We describe sufficient conditions under which a
transfer can be achieved, mostly following the exposition in [5, Note 103]. If M is
a model of ZFA and x is an object in M we define
R0(x) = x
Rα+1(x) = P (Rα(x)) ∪Rα(x)
Rα(x) = ⋃β<αRα(x) for α a non-zero limit ordinal.
where P (X) denotes the powerset of X .
Definitions 2.1. Suppose V is a model of ZF and M⊆ V is a substructure which
is a model of ZFA such that M and V have the same class Ord of ordinals, the
same cofinality function, and the same Hartogs and Lindenbaum numbers, as well
as the same cardinality function wherever it is defined on sets in M.
Let x = (x0, . . . , xn−1) be a tuple of variables. A formula Φ(x) is absolute for M, V
if for all j0, . . . , jn−1 ∈ M we have
ΦV (j0, . . . , jn−1) ⇐⇒ Φ
M(j0, . . . , jn−1).
A formula Φ is absolute if Φ is absolute for M, V whenever M and V are as above.
Similarly a term σ(x) is absolute provided σV (j0, . . . , jn−1) = σ
M(j0, . . . , jn−1) for
all V,M as above. A term is ordinal valued if (∀x)σ(x) ∈ Ord is a theorem of ZFA.
A formula Φ(x) is boundable if there exists an absolute ordinal valued term σ for
which the biconditional statement
Φ(x) ⇐⇒ ΦRσ(x0∪⋯xn−1)(x)
is a theorem of ZFA. A statement Φ is boundable if it is the existential closure of
a boundable formula.
We will make use of the following (see [12, Theorem 4] or [5, page 286]).
Theorem 2.2. Suppose Ψ is a conjunction of any of the following kinds of state-
ments:
(1) boundable statements;
(2) the principle of dependent choices.
If Ψ has a ZFA model then Ψ has a ZF model.
We’ll show that the claim in Theorem A(1) is boundable, and the reasoning for
the boundability of the other relevant statements is no more complicated than this,
and so Theorem 2.2 implies that it is sufficient to prove Theorems A and B in
the ZFA setting. Let Θ0(G, ○G ,
−1 ,1G) express that (G, ○G ,
−1 ,1G) is a group. Let
Θ1(G, ○G ,−1 ,1G , σ) express that Θ0(G, ○G ,−1 ,1G) and that σ ∶ ω → P (G) is such
that σ(n) ⊆ σ(n+ 1) and (σ(n), ○G ↾ σ(n),
−1 ↾ σ(n),1G) is a retract subgroup of G.
Let Θ2(H, ○H,
−1 ,1H) if and only if Θ0(H, ○H,
−1 ,1H)) and
(∀m ∈ ω)(∀f ∶m →H)
[f(m) generates a free subgroup of (H, ○H,−1 ,1H)].
Let Θ3(H, ○H,−1 ,1H) if and only if Θ0(H, ○H,−1 ,1H) and
(∃ <⊆H ×H)[< is a bi-order on (H, ○H,
−1 ,1H)].
Let Θ4(X) signify
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(∃ <⊆X ×X)[< is a total order on X].
Finally, let Φ(G, ○G ,
−1 ,1G , σ) be the conjunction of
Θ1(G, ○G ,
−1 ,1G , σ)
and
Θ2(G, ○G ,
−1 ,1G , σ)
and
(∀n ∈ ω)Θ3(σ(n), ○G ↾ σ(n),
−1 ↾ σ(n),1G)
and
Θ4(G)
and
¬Θ3(G, ○G ,
−1 ,1G).
It is clear that the existential closure of Φ is the statement in Theorem A(1). Our
choices of subscript α in Rα in what follows will be generous and are not intended
to be sharp. Any retraction (G, ○G ,
−1 ,1G) → (σ(n), ○G ↾ σ(n),
−1 ↾ σ(n),1G) must
lie inside of R5(G∪○G∪−1∪1G∪σ). We have ω ∈ Rω+1(∅) ⊆ Rω+1(G∪○G∪−1∪1G∪σ),
and every function f ∶ n→ G, with n ∈ ω, must be in Rω+6(G∪ ○G ∪
−1 ∪1G ∪ σ). As
well any function f ∶ ω → P (G) must be in Rω+6(G ∪ ○G ∪
−1 ∪1G ∪ σ). Also, the
abstract free group F(X) on a set X will lie inside Rω+1(X) (see [8, Example 2.15]),
and so an isomorphism between a generated subgroup of the image of an arbitrary
function f ∶m → G and the abstract free group on a subset thereof will be in, say,
Rω+ω+5(G∪○G∪
−1∪1G∪σ). A total order on a setX will be in R5(X). Thus all total
orderings on G and on each σ(m) will certainly be in Rω+ω+10(G∪○G ∪
−1 ∪1G ∪σ).
So, from ZFA we have
Φ(G, ○G ,−1 ,1G , σ)⇐⇒ ΦRω+ω+10(G∪○G∪
−1∪1G∪σ)(G, ○G ,−1 ,1G , σ)
and boundability is proved.
3. Theorems A and B
For Theorem A we will work in a model of van Douwen (see [14] or [5, Model
N2(LO)]). We let M be a model of ZFA +AC with a countable set A of atoms.
Write A as a disjoint union A = ⋃n∈ωAn with each An being countably infinite.
Endow each An with an order <n which is isomorphic to that of the set Z of integers.
For a ∈ An let s(a) denote the next largest element in An under the order <n. We
let Γ be the group of all permutations τ of A such that τ ↾ An ∈ Aut(An,<n) for
each n ∈ ω. Let F be the normal filter of subgroups of Γ generated by the ideal of
finite subsets of A. Let N be the permutation model given by (M,Γ,F).
3.1. Theorem A (1). Let J = A × {0,1} and F(J) = (WJ , ○J ,
−1 ,1WJ ) denote the
free group on the set J , withWJ denoting the set of reduced words over the alphabet
J±1,○J and
−1 denoting the group multiplication and group inversion operations,
and 1WJ denoting the trivial element. This group, which we have defined in M, is
clearly in N as well; moreover, stab(WJ) = stab(○J) = stab(−1) = Γ. Notice that
the subset XJ = {(s(a),0)(a,1)(s(a),0)
−1(s(a),1)}a∈A ⊆WJ is also in N and also
supported by ∅ ⊆ A. Therefore the normal subgroup NJ = ⟨⟨XJ ⟩⟩ ⊴ F(J) is in N
and supported by ∅, and the similar claims hold for the quotient G = F(J)/NJ . We
emphasize that the identity element NJ of G, which we’ll denote 1G , is supported
by ∅.
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(1) (a) & (b). For each n ∈ ω let Jn = (⋃0≤i≤nAi) × {0,1}. Similarly define the
free group F(Jn) and notice that F(Jn) is in N and the set of reduced words in
Jn, the group multiplication operation and the inverse operation are supported by
∅. Let rn ∶ F(J)→ F(Jn) denote the retraction map given by deleting all letters in
J ∖Jn and freely reducing, and notice that rn is in N and supported by ∅. Letting
Gn = F (Jn)NJ we see that Gn is also in N and supported by ∅. Also, rn(XJ) ⊆
XJ ∪{1WJ} and so rn(NJ) ⊆NJ . Then the retraction homomorphism G → Gn given
by taking a coset K of NJ to rn(K)NJ is in N and is similarly invariant under Γ.
Notice as well that the function {(n,Gn)}n∈ω is in N and supported by ∅. We have
thus far established the existence of the sequence of retract subgroups {Gn}n∈ω of
G with G = ⋃n∈ω Gn.
We will show that each Gn is locally free and bi-orderable, and this is sufficient
for (a) and (b) since any finitely generated subgroup of G includes into some Gn.
Fix n ∈ ω. Let Tn denote the group
F(Jn)/⟨⟨{(s(a),0)(a,1)(s(a),0)
−1(s(a),1)}a∈⋃0≤i≤nAi⟩⟩.
It is easy to see that Tn is in N and that the identity map on the generators induces
an isomorphism with Gn (and this isomorphism is also in N ). We establish that Tn
is locally free and bi-orderable.
By selecting ai ∈ Ai for each 0 ≤ i ≤ n we have fix({a0, . . . , an}) = fix(⋃0≤i≤nAi).
Since the object Tn is hereditarily supported by fix({a0, . . . , an}) andM is a model
of ZFA +AC, we may use AC in arguing that Tn is locally free and bi-orderable.
Since AC implies that locally free groups are bi-orderable, we therefore need only
show that Tn is locally free. It is clear that Tn is the free product of n+ 1 copies of
the group H given by presentation.
⟨{xm}m∈Z ∪ {yn}n∈Z ∣ {yn = x
−1
n+1y
−1
n+1xn+1}n∈Z⟩ (1)
Since the class of locally free groups is closed under taking free products, we now
need to show that H is locally free.
Lemma 3.1. The group H is locally free and all generators {xm}m∈Z∪{yn}n∈Z are
nontrivial elements in H .
Proof. Notice that for a fixed N ∈ Z the presentation defining H does not require
the relators {yn = x−1n+1y
−1
n+1xn+1}n<N and the generators {yn}n<N since the relators
{yn = x
−1
n+1y
−1
n+1xn+1}n<N are only used in giving names to the elements {yn}n<N .
This is because for any positive k ∈ ω we can write
yN−k = x
−1
N−k+1x
−1
N−k+2⋯x
−1
N y
(−1)k
N
xN⋯xN−k+2xN−k+1
In particular, for any fixed N ∈ Z we know that H is isomorphic to the group HN
with presentation
⟨{xm}m∈Z ∪ {yn}n≥N ∣ {yn = x
−1
n+1y
−1
n+1xn+1}n≥N⟩ (2)
via the map ρN determined by
xm ↦ xm for all n ∈ Z
yn ↦ yn for n ≥N
yN−k ↦ x
−1
N−k+1x
−1
N−k+2⋯x
−1
N y
(−1)k
N xN⋯xN−k+2x
−1
N−k+1 for k ≥ 1
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Consider the normal subgroup K = ⟨⟨{xn}n>N ⟩⟩ ⊴ HN . The quotient HN /K has
presentation
⟨{xm}m≤N ∪ {yn}n≥N ∣ {yn = y
−1
n+1}n≥N ⟩
and this group is simply the free group in the generators {xm}m≤N ∪ {yN}. This
implies that for each N ∈ Z the set {xm}m≤N ∪ {yN} freely generates a subgroup of
HN .
For any finite set of words {w0, . . . ,wr} in the letters {xm}±1m∈Z ∪ {yn}
±1
n∈Z there
exists some N for which each of the words w0, . . . ,wr is written in the letters
{xm}
±1
m≤N ∪ {yn}
±1
n≤N . Then applying ρN to the group elements represented by
w0, . . . ,wr places this set within the subgroup ⟨{xm}m≤N ∪ {yN}⟩ ≤HN , and since
this subgroup is free, we have that H is locally free. The second claim follows
immediately from our proof since we showed that for each N ∈ Z the set {xm}m≤N ∪
{yN} freely generates a subgroup of H . 
(1) (c). Towards producing a total order on G we produce, in M, a normal form
for G. Since AC holds in M we shall freely use choices in this construction, and
the fact that the normal form is also in N will become apparent. Recall that a
word rewriting system on a free monoid Mon(X) on set X is a set of rules R whose
inputs and outputs are words in the monoid (see [13, Section 1.7]). We define binary
relation →R on Mon(X) by letting w0 →R w1 if there exist v0, v1, v
′
1, v2 ∈Mon(X)
with w0 ≡ v0v1v2 and w1 ≡ v0v
′
1v2 and (v1, v
′
1) ∈ R. Let →
∗
R be the smallest
transitive binary relation including →R and let↔
∗
R denote the smallest equivalence
class including →∗R. Rewriting system R is confluent if whenever w0 →
∗
R w1 and
w0 →
∗
R w2 there exists w3 for which w1 →
∗
R w3 and w2 →
∗
R w3. It is locally confluent
if whenever w0 →R w1 and w0 →R w2 there exists w3 for which w1 →
∗
R w3 and
w2 →
∗
R w3.
Rewriting system R is terminating if each sequence w0 →R w1 →R w2⋯ →R wn
must eventually stabilize. A word w is a terminus of R if w →R v implies w ≡ v. If
R is terminating and locally confluent then it is confluent, and if R is terminating
and confluent then each equivalence class in ↔∗R contains a unique terminus (see
[13, Section 7.1]).
We let Mon(J±1) denote the free monoid on the set {(a,0)}a∈A ∪ {(a,1)}a∈A ∪
{(a,0)−1}a∈A∪{(a,1)
−1}a∈A, and let e denote the empty word. Consider the rewrit-
ing system R under which for all a ∈ A we have rules
(i) (a,0)(a,0)−1 ↦ e
(ii) (a,0)−1(a,0) ↦ e
(iii) (a,1)(a,1)−1 ↦ e
(iv) (a,1)−1(a,1) ↦ e
(v) (s(a),0)(a,1)↦ (s(a),1)−1(s(a),0)
(vi) (s(a),0)(a,1)−1 ↦ (s(a),1)(s(a),0)
(vii) (s(a),0)−1(s(a),1)↦ (a,1)−1(s(a),0)−1
(viii) (s(a),0)−1(s(a),1)−1 ↦ (a,1)(s(a),0)−1
The idea of this system is to both freely reduce and to move the (a,0)±1 letters to
the right. We claim that this rewriting system is locally confluent. We’ll sketch the
argument in the slightly less obvious cases.
Suppose that we have a word w ≡ v0(s(a),0)
−1(s(a),0)(a,1)v1. If one first
applies (ii) then one obtains the word v0(a,1)v1. If we first use (v) then we get
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the word v0(s(a),0)
−1(s(a),1)−1(s(a),0)v1, and applying rule (viii) we get word
v0(a,1)(s(a),0)
−1(s(a),0)v1, and applying rule (ii) we obtain v0(a,1)v1.
Suppose that we have word w ≡ v0(s(a),0)(a,1)−1(a,1)v1. If we immediately
apply rule (iv) then we obtain v0(s(a),0)v1. If, instead, we first apply (vi) to obtain
v0(s(a),1)(s(a),0)(a,1)v1, then applying rule (v) gives us the word
v0(s(a),1)(s(a),1)
−1(s(a),0)v1
and rule (iii) gives v0(s(a),0)v1.
All other checks for local confluence are either quite trivial or are argued in like
manner. We note also that the rewriting system is terminating. To see this, given
a word w we consider the function
j(w) = ∑0≤i<Len(w),w(i)∈{(a,0)±1}a∈A ∣{i < k < Len(w) ∣ w(k) ∈ {(a
′,1)±1}a′∈A}∣
which counts the total number of times that a letter of form (a′,1)±1 appears in
the word somewhere to the right of a letter of form (a,0)±1. Each application of
a rule will lower the value of the function Len(w) + j(w), and so the fact that the
system is terminating follows. Thus each equivalence class under ↔∗R contains a
unique terminus.
All elements of the set R of words which are the terminus of a word in Mon(J±1)
under R are freely reduced. The set R is also obviously in N (notice that the rules
are themselves invariant under the action of Γ) and supported by ∅. Furthermore
it is straightforward to see that each element in R is a unique representative of an
element in G. We give an order <l to the letters in J±1 as follows:
(a,0)−1 <l (a,0) <l (a,1)−1 <l (a,1) <l (a′,0)−1 <l (a′,0) <l (a′,1)−1 <l (a′,1)
where either a, a′ ∈ An with a <n a
′ or a ∈ An and a
′ ∈ An′ with n < n
′. Endow the
elements of R with the shortlex order <o: w0 <
o w1 if either Len(w0) < Len(w1),
or Len(w0) = Len(w1) and for the least 0 ≤ i < Len(w0) at which w0(i) ≠ w1(i) we
have w0(i) <
l w1(i). It is clear that both <
l and <o are in N , and more particularly
they are supported by ∅.
(1) (d). To see that G is not bi-orderable we suppose for contradiction that <G is
a bi-order on G in N . Select finite B ⊆ A for which fix(B) ≤ stab(<G). Select n ∈ ω
large enough that An ∩B = ∅. Let τ ∈ Γ be given by
τ(a) =
⎧⎪⎪
⎨
⎪⎪⎩
a if a ∉ An
s(a) if a ∈ An
Let a ∈ An be given. By Lemma 3.1 we know that (a,1)NJ is nontrivial. If
1G <G (a,1)NJ then 1G <G (s(a),0)(a,1)(s(a),0)−1NJ = (s(a),1)−1NJ , from which
we see that (s(a),1)NJ <G 1G , but on the other hand
1G = τ(1G) <G τ((a,1))NJ = (s(a),1)NJ
which is a contradiction. The proof in case (a,1)NJ <G 1G is symmetric.
3.2. Theorem A (2). We sketch over the aspects of the proof which are nearly
identical to those in (1). We take F(A) to be the free group on the set A of atoms.
Consider the subset XA = {[a, a′]}a,a′∈A ∪ {a(s(a))2}a∈A, where [a, a′] denotes the
commutator aa′a−1(a′)−1. This set is in N and supported by ∅, and similarly for
the relevant group operations and underlying set of A = F(A)/⟨⟨XA⟩⟩. Letting
0A denote the identity element, we emphasize that 0A is supported by ∅. Let
Bn = ⋃0≤i≤nAn and rn ∶ F(A) → F(Bn) be the retraction. Let An = F(Bn)NA.
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Since rn(Y ) ⊆ Y ∪ {1} we have rn(NA) ⊆ NA. Thus we have a retraction map
A→ An given by K ↦ rn(K)NA which is in N and supported by ∅.
Define Ln by F(Bn)/⟨⟨{[a, a′]}a,a′∈Bn ∪ {a(s(a))
2}a∈Bn⟩⟩. Notice that Ln ≃ An
via the identity map on the generators (and this isomorphism is in N ). Taking
ai ∈ Ai for each 0 ≤ i ≤ n we have again that fix({a0, . . . , an}) = fix(Bn). Thus we
may utilize AC, which holds in M, in analyzing Ln. It is easy to see that Ln is
isomorphic to a direct sum of n + 1 copies of the additive group Z[1
2
]. Thus An,
and therefore all of A, is torsion-free and for each a ∈ A we have aNA nontrivial in
A.
A normal form on A is given by words of the form
az0
0
az1
1
⋯azmm
where for each 0 ≤ i ≤m we have zi ∈ Z∖2Z and ai ∈ Aji with j0 < j1 < ⋯ < jm. The
set of all such words is in N and supported by ∅. Order the letters A±1 by order
<l given by
a−1 <l a <l (a′)−1 <l a′
where a, a′ ∈ An for some n ∈ ω and a <n a
′ or a ∈ An and a
′ ∈ An′ with n < n
′. This
order <l is invariant under Γ. Order A using shortlex on the normal form.
Now suppose that <A is a bi-order on A. Let B ⊆ A be finite with fix(B) ≤
stab(<A). Select n ∈ ω such that An ∩B = ∅. Let τ ∈ Γ be given by
τ(a) =
⎧⎪⎪
⎨
⎪⎪⎩
a if a ∈ A ∖An
s(a) if a ∈ An
.
Let a ∈ An. Suppose that 0A <A aNA. On one hand we have that 0A = τ(0A) <A
τ(aNA) = s(a)NA, but on the other hand we have s(a)NA = a
−2NA <A 0A, a
contradiction. The proof in case aNA <A 0A is symmetric.
3.3. Theorem B. The proof of this theorem follows analogous lines and we give
the sketch. Let M′ be a model of ZFA + AC with a set A′ of atoms which is
of cardinality ℵ1. Express A
′ as a disjoint union A′ = ⋃α<ℵ1 A
′
α with each A
′
α
being countably infinite and endowed with a total order <α which makes A
′
α order
isomorphic to Z. Let Γ′ be the set of bijections τ on A for which τ ↾ A′α ∈ Aut(A
′
α,<α
) for all α < ℵ1. Let F
′ be the normal filter on Γ′ given by countable subsets of
A′. Define G in the analogous way substituting A′ for A and check local freeness as
before but using retractions which erase letters in ((A′ ∖⋃α<γ A
′
α)× {0,1})
±1 with
γ < ℵ1. Formulate the comparable normal form and order G, use the comparable
argument in showing that G is not bi-orderable. Define and treat the abelian group
A under the comparable analogy. That the model N ′ satisfies the principle of
dependent choices follows from the fact that the ideal defining the filter F ′ is closed
under taking countable unions (see [5, Note 144]).
4. Theorem C
We remind the reader of some basic facts about locally indicable groups, utilizing
AC freely for the entirety of this section. The class of locally indicable groups
includes all free groups, since nontrivial finitely generated subgroups of free groups
are free of rank at least 1 and therefore indicable. Subgroups of locally indicable
groups are obviously locally indicable. Moreover the class is closed under extensions:
if 1 → N → G → Q → 1 is a short exact sequence with N and Q locally indicable
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then so is G, since a finitely generated nontrivial subgroup of G will either lie inside
of N or will map nontrivially to Q.
The class is also closed under taking free products. If A and B are locally
indicable then so is A ×B and the standard short exact sequence
1→ F → A ∗B → A ×B → 1
with F being a free subgroup of A∗B, demonstrates that A∗B is locally indicable.
By induction this class is closed under free products ∗i∈IGi with I finite, and when
I is infinite a finitely generated subgroup will lie inside of some ∗i∈I′Gi with I
′ ⊆ I
finite, so we indeed have closure under arbitrary free products.
We will make use of two results of Karrass and Solitar (see [7, Theorem 2] and
[7, Theorem 6], respectively). The setup of these results is the following: Let J
be a group and φi ∶ Ai → Bi be a collection of isomorphisms between subgroups
Ai,Bi ⊆ J . Let L be the HNN extension J∗tiAit−1i =φi(Bi).
Proposition 4.1. If J is locally indicable and each of the Ai is cyclic then L is
locally indicable.
Proposition 4.2. If H ≤ L is a subgroup which has trivial intersection with all
conjugates of Ai and Bi in L then H is the free product of a free group and the
intersections of H with certain conjugates of J in L.
Construction 4.3. Suppose that M ≤ J are nontrivial torsion-free groups and
that σ ∶ Z→M ∖{1} is a function. Take L0 to be the HNN extension of J given by
L0 = J∗tz⟨σ(z)⟩t−1z =⟨σ(z+1)⟩z∈Z . Now the free group F ({tz}z∈Z) is a retract subgroup
of L0 and we let φ be the automorphism on F ({tz}z∈Z) for which φ(tz) = tz+1. Let
E(M,J,σ) denote the HNN extension L0∗t⟨tz⟩t−1=⟨tz+1⟩. This group E(M,J) will
also be torsion-free by the standard theorems regarding HNN extensions, and also
J naturally embeds as a subgroup of E(M,J).
Given a torsion-free group J we let {σα}α<∣J ∣ℵ0 be a well ordering of the functions
σ ∶ Z→ J ∖{1}. We define an increasing sequence {Jα}α<∣J ∣ℵ0 of torsion-free nesting
groups. Let J0 = J . If Jα has been defined for all α < β < ∣J ∣
ℵ0 and β = α + 1 then
let Jβ = E(J,Jα, σα). If β is a limit ordinal then let Jβ = ⋃α<β Jα. Let E(J) denote
the union ⋃α<∣J ∣ℵ0 Jα. The construction of the group E(J) ≥ J formally depended,
of course, on the well ordering of the σ. The order in which we took these HNN
extensions actually does not make any difference up to the isomorphism class of
E(J), so the well ordering does not appear in the notation.
Lemma 4.4. The group E(J) is locally indicable provided J is. If ∣J ∣ = ∣J ∣ℵ0 then
∣E(J)∣ = ∣J ∣.
Proof. Since local indicability is preserved under infinite increasing unions, it suf-
fices to show that if J is a locally indicable group, M ≤ J , and σ ∶ Z → M ∖ {1}
then E(M,J,σ) is also locally indicable (by induction). To see that E(M,J,σ) is
locally indicable, we first notice that the extension L0 defined in Construction 4.3 is
locally indicable by Proposition 4.1. Next, we let r ∶ L0 → F ({tz}z∈Z) be the natural
retraction. This extends to a retraction r′ ∶ E(M,J,σ) → F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩
by mapping t ↦ t and g ↦ r(g) for g ∈ L0. The group F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩ is a
split extension
1→ F ({tz}z∈Z) → F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩ → ⟨t⟩→ 1
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and so F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩ is locally indicable as an extension of two locally
indicable groups.
For the kernel ker(r′) ≤ E(M,J,σ) it is clear that ker(r′)∩F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩
is trivial (since r′ is a retraction). Thus more particularly ker(r′) ∩ F ({tz}z∈Z) is
trivial. Since ker(r′) is normal in E(M,J,σ) we know that ker(r′) has trivial inter-
section with all conjugates in E(M,J,σ) of the subgroup F ({tz}z∈Z). By Proposi-
tion 4.2 we have that ker(r′) is a free product of a free group and groups which are
isomorphic to subgroups of L0. Thus ker(r
′) is locally indicable as a free product
of locally indicable groups. Now E(M,J,σ) is locally indicable as an extension
1→ ker(r′)→ E(M,J,σ) → F ({tz}z∈Z)∗t⟨tz⟩t−1=⟨tz+1⟩ → 1
of locally indicable groups.
Suppose that ∣J ∣ = ∣J ∣ℵ0 . We have been assuming that J is nontrivial and so
∣J ∣ is uncountable. We see by induction that ∣J ∣ ≤ ∣Jα∣ ≤ ∣J ∣
ℵ0 ∣J ∣ℵ0 = ∣J ∣ℵ0 for all
α < ∣J ∣ℵ0 , and so ∣E(J)∣ = ∣J ∣ℵ0 . 
We use a necessary and sufficient criterion for strong boundedness given by de
Cornulier (see [3, Proposition 2.7]):
Proposition 4.5. A group G is strongly bounded if and only for every function
Λ ∶ G→ ω such that for all g, h ∈ G we have
● Λ(1) ≤ 1;
● Λ(g) ≤ Λ(g−1) + 1; and
● Λ(gh) ≤max(Λ(g),Λ(h))+ 1
there exists some bound P ∈ N for which Λ(g) ≤ P for all g ∈ G.
Proof of Theorem C. Let K be a locally indicable group. If K is the trivial group
then we let G = K and we are done. Suppose K is nontrivial. We can assume
without loss of generality that ∣K ∣ = ∣K ∣ℵ0 by replacing K with the free product
of K with the free group of rank ∣K ∣ℵ0 . We define G by an increasing nesting
sequence {Kα}α<ℵ1 of supergroups of K. Let K0 = K. If Kα has been defined for
all α < β < ℵ1 and β is a limit ordinal then let Kβ = ⋃α<βKα. If β = α + 1 then let
Kβ = E(Kα). Let G = ⋃α<ℵ1 Kα. Notice that each Kα has cardinality ∣K ∣
ℵ0 .
We have ∣K ∣ = ∣K ∣ℵ0 ≤ ∣G∣ ≤ ℵ1 ⋅ ∣K ∣
ℵ0 , and so G has the correct cardinality. The
group G is also locally indicable as an increasing union of locally indicable groups
Kα by Lemma 4.4. That G is simple follows from the fact that any two nontrivial
elements are conjugate. More particularly, given g, h ∈ G ∖ {1} we select α < ℵ1 for
which g, h ∈Kα, let σ ∶ Z→Kα ∖ {1} be given by
σ(n) =
⎧⎪⎪
⎨
⎪⎪⎩
g if n ≥ 0
h if n < 0
.
When σ appears in the definition of Jα+1 = E(Jα) we produce an element t−1 for
which t−1ht
−1
−1 = g.
Finally we show that G is strongly bounded. The check will follow somewhat
along the lines of the proof of [3, Theorem 3.1]. Suppose to the contrary, so that
there exists an unbounded function Λ ∶ G → ω as in Proposition 4.5. Select a
sequence {gn}n∈ω of nontrivial elements in G for which Λ(gn) ≥ n2. By how G is
constructed we may select α < ℵ1 for which {gn}n∈ω ⊆Kα. Let σ ∶ Z→Kα ∖ {1} be
given by
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σ(z) =
⎧⎪⎪
⎨
⎪⎪⎩
gn if z = n ≥ 0
g0 if z < 0
.
In Kα+1 = E(Kα) there exists a collection of elements {tz}z∈Z and t for which for
all z ∈ Z we have tzσ(z)t
−1
z = σ(z + 1) and ttzt
−1 = tz+1. Select M ∈ ω large enough
that Λ(1),Λ(g0),Λ(t0),Λ(t
−1
0 ),Λ(t),Λ(t
−1) ≤M . We clearly have Λ(tn),Λ(t−n) ≤
M + n for all n ∈ ω. Thus
Λ(t±1n ) = Λ(t
nt±10 t
−n) ≤M + n + 2
for all n ∈ ω, from which we have by induction for n ≥ 1 that
Λ(gn) = Λ(tn−1gn−1t
−1
n−1) ≤M + 2n + 1
and thus n2 ≤ Λ(gn) ≤M + 2n + 1 for all n ∈ ω, a contradiction. 
5. Concluding Remarks
Some questions remain regarding the set theoretic strength of the local-to-global
bi-orderability theorem, which we’ll denote LG, mentioned in the introduction.
Since LG follows from the ultrafilter lemma, one naturally asks the following.
Question 5.1. Is LG strictly weaker than the ultrafilter lemma? In other words,
is there a model of ZF in which LG holds and the ultrafilter lemma is false?
Notice that LG implies the ordering principle (every set can be given a total order).
To see, this one takes X to be any set and considers the free group F(X). Each
finitely generated subgroup includes into some F(X ′) ≤ F(X) with X ′ ⊆ X finite.
This F(X ′) is bi-orderable by applying the construction in [9], using the fact that
X ′ is finite and can therefore be given a total order. Thus F(X) is locally bi-
orderable, so F(X) is bi-orderable by LG. A bi-order restricts to a total order on
the set X of free generators.
Question 5.2. Is LG strictly stronger than the ordering principle?
Since the ultrafilter lemma is strictly stronger than the ordering principle [10], the
answer to at least one of the two above questions is “yes”.
Finally, it would be interesting to produce an infinite bi-orderable strongly
bounded group. This task appears far more delicate than in the locally indica-
ble case. One must have unique root extraction in a bi-orderable group (gn = hn
implies g = h whenever n ≥ 1). Our approach in the proof of Theorem C was quite
heedless of such requirements on roots.
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