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The problem of prequantization of infinite dimensional dynamical systems is con- 
sidered, using a Gaussian measure on an Abstract Wiener Space to play the role of 
volume element replacing the Liouville measure. As an example, it is shown that the 
flow on L:(Q) x L:(Q) corresponding to the nonlinear Klein-Gordon field over a 
two dimensional static space time N = Q x Iw leaves the Gaussian measure defined 
on this space w.r.t. the norm on Li,, x Lf (where $ < s < 1) quasi-invariant. This 
makes it possible to carry out the prequantization in this case. ( 1987 Academx Press, 
Inc. 
1. INTRODUCTION 
In two papers in the early sixties [25, 271, I. E. Segal argued heuristically 
that a procedure for quantizing classical mechanical systems on (finite 
dimensional) manifolds would, when applied to the “solution manifold” of 
a nonlinear relativistic field equation such as the Klein-Gordon equation, 
17 U-m2u= -F(u), (1.1) 
yield a local, relativistically covariant quantum field theory satisfying the 
Wightman axioms. The quantization procedure sketched in [25] can be 
paraphrased as follows: 
Let (M, o) be a symplectic manifold of dimension 2n and 
let H = L,(M, o”)@@, the Hilbert space of complex- 
valued functions on M, square integrable w.r.t. oY, the 
Liouville measure on A4 defined by w. Then to 
f E Cm(M, R) assign an operator p(f) on H by 
Af)cp = ( -ihX,-cp - 9 J Xf)cp (1.2) 
[25, p. 4761, where 9 satisfies w = d9, i.e., 9 is a symplectic 
potential for 0. 
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The above procedure is, of course, nothing other than what is now known 
as prequantization (minus, however, the termfq; cf. (1.2’)), which is a part 
of the Geometric Quantization (GQ) program later developed by (among 
others) Souriau, Blattner, Kostant and Sternberg. We will here use as 
reference on GQ the book by Woodhouse [32]. 
The basic data which determine a quantum structure on a symplectic 
manifold M are, loosely speaking, the symplectic form w and some extra 
condition which determines a complex structure in each tangent space such 
as a Riemannian metric or a Lagrangian subbundle of TM@@ (a 
polarization in the terminology of GQ). 
In a number of papers, Segal and others have studied the quantization 
data determined by simple relativistic field equations and it turns out that 
such structures are indeed defined in a natural way by these equations. See, 
for example, [28, 19, 201. The main problem left open by this work is to 
find a replacement for the Liouville volume form C# in the infinite dimen- 
sional case. This is the problem which is central to this paper. 
The crucial property of o” is that it is left invariant by flows of 
Hamiltonian vector fields. 
which implies that Qx,, lifts to a group of unitary transformations on 
L”(M, w”)@ CC. This property was first utilized by Koopmans to get 
unitary representations of symplectic transformations. 
In the infinite dimensional case there is no such thing as an invariant 
volume form and one has to be content to work with a quasi-invariant 
measure, i.e., one which is transformed into an equivalent measure by the 
relevant transformations. This leads to a modification of the “prequan- 
tization rule” (1.2) into 
where 6 is an analogue of the ordinary divergence, i.e., the logarithmic 
derivative of a volume form, defined w.r.t. the particular measure used. See 
[32, Sect. 5.101 for a discussion of formulas of this type. It is clear that if 6 
satisfies the usual relation 
d([X, Y])=XiqY)- Y&Y), 
then the map f -+ p(f) satisfies the canonical commutation relations (see 
Section 2). Thus the definition of the prequantization (1.2’) depends essen- 
tially on the existence and regularity of 6(X) for Hamiltonian vector fields 
X corresponding to the relevant observables. 
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The formula (1.2’) can be compared with the “operator representation of 
the Lie algebra of Poisson brackets” studied in a series of papers by Raczka 
and others [2, 3,221 and which in a slightly different notation is given by a 
map 
j--f= -ix,-- (df(x),x) +.f; (1.3) 
(cf. [3, (2.7)]). It is possible to show that (1.3) defines a representation of 
the canonical commutation relations as operators on a certain Frechet 
space, but there is no natural Hilbert space in this framework and so thep 
will not be selfadjoint operators. Thus, as mentioned in [3, p. 3011, the 
missing ingredient is an invariant measure. However, it appears clear that 
the best one can hope for is a quasi-invariant measure, which makes some 
kind of divergence term necessary. 
The method which seems most natural for implementing this scheme is 
the theory of nonlinear transformations of Gaussian measures and 
integration on infinite dimensional manifolds developed by Gross [ 111, 
Kuo [15, 161, Ramer [23], Piech [21] and others. This method turns out 
(as one should expect from other approaches to the same problem) to have 
fundamental imitations which do not allow us to deal directly with, for 
example, a A&-theory but only with a regularized A(Rq)$theory, where R 
is some smoothing operator. 
This is similar to the situation in most, if not all schemes for field- 
quantization, that for space dimension n > 1, the representation of the 
interacting system is reached only after a limiting procedure from a 
regularized version. 
In one space dimension it turns out, however, that in an appropriate 
analytical setting it is possible to prove that the transformation induced by 
a flow corresponding to the Klein-Gordon equation preserves the measure 
class of a certain Gaussian measure. This possibility was indicated by Segal 
in [29], based on the observation that the scattering transformation S in 
the case of one space dimension satisfies S = I + K with DK E HS( H), where 
H is a certain Sobolev space. The work in [29] was in the context of 
generalized Gaussian measures where there does not exist a method to 
handle nonlinearities of the present type. It was also observed in [29] that 
for more than one space dimension, DK will not be of Hilbert-Schmidt 
type, which means that some regularization is necessary for the present 
method to be applicable. 
The problem of convergence for n > 1 is left open here. Further, since we 
are dealing only with prequantization (i.e.; no polarization) we do not, as 
is well known, get a “correct” representation (in particular one cannot 
expect a prequantization representation of the basic position and momen- 
tum observables to be irreducible). Finally, the question of relativistic 
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covariance of the resulting representation of the Klein-Gordon flow is not 
studied. 
To motivate this work we should therefore remark that, apart from the 
(possible) intrinsic mathematical interest in studying the geometry of the 
prequantization representation in the infinite dimensional case, there is a 
fundamental conceptual difference between the “geometric” and the 
“canonical” quantization procedures. 
The difference is in the way the classical dynamics is presented in the 
quantum version of the system and can be described as follows: In the 
“geometric” procedure one gets the quantum dynamics by “lifting” the 
classical dynamics to a certain bundle over the phase space of the classical 
system, the bundle of half-forms, while in the “canonical procedure” one 
constructs the quantum Hamiltonian using an “ordering rule.” Thus, while 
one expects both procedures to give the same answer on all problems 
where they are defined, GQ may be used as a tool to study the properties 
of the quantization problem in a different way than canonical quantization. 
The facts that GQ in the finite dimensional case is an elegant procedure 
which is well defined in such cases as constrained systems, where it is dif- 
ficult to give meaning to, for example, the canonical procedure, that it is 
related in a deep way to the Feynman-integral and that it gives good 
insight into the global properties of quantization seems to motivate an 
attempt to extend it to field theories. This paper represents a first step in 
that direction. 
The contents of this paper can be outlined as follows. In Section 2 the 
quantization problem is discussed in general terms, stressing the points of 
similarity between the case of finite dimensional theories and Boson fields. 
As a preliminary to the work in the rest of the paper, an outline of the pre- 
quantization procedure in the case with a noninvariant volume form is 
given. 
In Sections 3 and 4 some preliminaries on Abstract Wiener Spaces and 
nonlinear transformations of Gaussian measures are given for the con- 
venience of the reader. This is then applied in Sections 5-8 to derive the 
technical results which are necessary for carrying out the program outlined 
in Section 2. Finally, in Section 9, these tools are used to give a prequan- 
tization of the Klein-Gordon equation. The main result can be summarized 
as follows: 
THEOREM. In a spatially compact static two dimensional spacetime, the 
flow corresponding to the nonlinear Klein-Gordon equation preserves the 
measure class of a certain Gaussian measure, and lifts to a strongly 
continuous unitary group on a corresponding Hilbert space. 
Analogous results hold for a regularized version of the Klein-Gordon 
equation in higher dimensional spacetimes. 
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2. BACKGROUND ON QUANTIZATION 
As a preliminary for the rest of the paper, we collect here some remarks 
on the quantization problem and some similarities between the finite and 
infinite dimensional situations. 
It should be stated clearly that many important concepts and problems 
relevant to the field quantization problem are ignored, partly to simplify 
the discussion, partly due to the ignorance of the author. 
Let (X, o) be a symplectic manifold. The problem of quantization may 
in genera1 be thought of as the problem of finding a representation, i.e., a 
map .f -+ p(f) of a set of classical observables (functions in some space 
which we will denote by CX(X, I&!)) on a X as Hermitian operators on a 
representation Hilbert space H. The representation should satisfy the 
following basic axioms known as the “canonical commutation relations”: 
CPU3 P(g)1 = P( 1.L gi) (Ql) 
P(l)=zH (Q2) 
irreducibility. (Q3) 
In the finite dimensional case F = C”(X, R’) with product given by the 
Poisson bracket { , } forms a Lie-algebra. The Poisson bracket satisfies 
the Jacobi-identities and also the derivation rule which in terms of the 
representation p corresponds to 
CPU-g)> P(h)1 = P(fKP(g)? P(h)1 + P(gxPm dh)l. (Q4) 
These algebra properties of F were taken as fundamental for the quan- 
tization problem by Dirac and the problem of finding an isomorphism 
from F into A(H) (the algebra of self-adjoint operators on H) satisfying 
(Ql )-(Q4) become known as the Dirac problem. It has been shown that in 
genera1 this problem has no solution and therefore at least one of the 
axioms (Ql b(Q4) has to be modified. See [S] for a discussion of this. 
One genera1 approach to the problem of specifying a quantization rule is 
given by Geometric Quantization, which is a developement of ideas by van 
Hove, Segal and Bargmann among others. It is the “first step” in this 
procedure, known as prequantization, that will be studied here. 
Before going into the definitions which will be used, it might be 
interesting to make a few remarks on the formal similarities that exist 
between the problem of quantizing a finite dimensional classical system and 
a (Bosonic) field theory. In both cases canonical commutation relations 
have to be satisfied. In the case of field theory there is the additional 
problem of preserving relativistic invariance, which, however, can be 
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satisfied in the linear case by requiring that the quantum data are 
invariantly defined. 
Let (A’, o) be a real 2n dimensional symplectic vector space. Then X is 
symplectically isomorphic to T*R” with the canonical symplectic form. The 
quantization problem can in the linear case be described as follows (see 
C141). 
Let 5 be some real one dimensional vector space and let z be a fixed 
element of 5. Define the Heisenberg Lie-algebra n = T*R” x 5 by taking 5 as 
the center of n and defining a product 
CL 81 = {A gb. (2.1) 
Let N, the Heisenberg group, be the simply connected Lie group having n 
as its Lie algebra. The Stone-von Neumann theorem states that any 
irreducible representation of N as unitary operators on a Hilbert space is 
unitarily isomorphic to the Schrodinger representation on H = I!.‘( W”). The 
Schrodinger representation p(N) satisfies the following integrated form of 
the canonical commutation relations (2.1) known as the Weyl relations. 
Let s, I E R and let f and g be elements of X generating the unitary 
groups p( tf) and p(sg), respectively; then [32, p. 1391 
p(ff) p&J = e (2i~GhldLRlp(Sg) p(tf). (2.2) 
Let Sp( T*R”) be the group of linear symplectic automorphisms of T*R”. 
Then Sp acts in a natural way as automorphisms of N and the Stone-von 
Neumann theorem gives a representation, which we will also denote by p, 
of Sp as C*-algebra automorphisms of p(N). By a theorem of Shale [30] 
this is the projection to Sp of a unitary representation 
P: MP + WJ), 
where Mp is the metaplectic group, the double covering of Sp. One gets in 
this way a representation of the inhomogeneous metaplectic group, the 
semidirect product of N with Mp, 
p: IMp =M,txN+ U(H). (2.3) 
This solves the quantization problem completely in the case of linear finite 
dimensional systems. 
In the infinite dimensional case the situation is more subtle. We will not 
consider the most general situation possible but will confine ourselves to 
the case of a Hilbert space X with a strong symplectic form. Then X is 
isomorphic to a complex Hilbert space K (see [4]). The basic observables 
SK@75 1-S 
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are here elements f of K considered as linear functionals and the classical 
dynamics is given by some one parameter group Q, of linear symplectic 
transformations. 
Here we can form the Heisenberg group in the same way as above and 
construct representations of it on some Hilbert space under quite general 
conditions. It must be noted, however, that here there are many (unitarily) 
inequivalent representations. These are determined by, for example, a 
generating functional (which plays a role similar to the generating 
functional of a Kaehler metric in complex geometry) and certain additional 
information as, for example, uniqueness of the vacuum state, see [I]. In 
particular, there is no generalization of the Stone-von Neumann theorem; 
instead, there is the analogous result that the algebra of field observables is 
uniquely determined when considered as an abstract C*-algebra [24, 
Theorem 11. 
In order to get a fixed representation space one has to put stronger 
assumptions on the dynamics. According to a theorem by Cook [6] every 
sufficiently regular linear dynamical system determines an invariant com- 
plex structure and consequently, using the Fock-Cook representation 
determines a quantization. In this case it is possible to characterize com- 
pletely the admissible symplectic transformations; see [ 301. 
If we put even stronger conditions we get a result completely in parallel 
with the finite dimensional situation [30, Sect. 5.21. Let N denote the 
Heisenberg group corresponding to K and let Sp(K), denote the class of 
symplectic transformations of K of the form I, + T with T of trace class. 
The group Sp(K), has a double covering which we denote by Mp(K), . 
There is a unitary representation 
p: IMP(K), = Mp(K), MN + U(H) 
from M,(K), , the semidirect product of N, the Heisenberg group 
corresponding to K, with Alp(K), to the unitary operators on the represen- 
tation space H, which in this case is the Fock-space or equivalently can be 
described as L2(M, p), the space of square-integrable functions on a 
Lagrangian subspace M of K, with respect to the canonical Gaussian 
measure p corresponding to the induced inner product on M. 
After this aside on the linear theory we will now state the definitions con- 
cerning prequantization which will be used in the rest of the paper. As 
remarked in Section 1, we will need to define prequantization w.r.t. a 
volume form p which is not invariant under the relevant transformations. 
We will consider here only the formal aspects of the problem. The rest of 
the paper will be devoted to carrying out the construction sketched here. 
Let (B, o) be a symplectic Banach space and let p be a (sufficiently 
regular) finite measure on B. Consider measurable mappings @, !K B + B. 
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We can define the pull-back @f of ~1 by @, by letting @*p be the measure 
such that 
for any measurable set E. If it is true that @*p is equivalent to p (we call 
such mappings p-admissible), then it is possible to define a Jacobian 
function J,: B + [w by the Radon-Nikodym derivative 
J,(x) = 7 (x). 
Formally, the Jacobian functions satisfy the algebraic relations 
which allows one to define a line bundle Wp: B x R 5 B (cf. [S]). Since 
W, is a real line bundle it is possible to define bundles W; for r E aB using 
J& W, is trivial and there is a global section 1 = (x, 1) so we can write a 
general section as s =4x) 1, where S is some function. In particular, the 
closure of the space of smooth (in some appropriate sense) section of Wi’* 
becomes a Hilbert space H with the inner product 
(St, s*>kl = 
I 
- - 
~1~2 6 
B 
(2.4) 
On H there is a natural representation of the group of p-admissible trans- 
formations as unitary operators, given by the lifting of @ to H, 
6s = Jy’( @*S) 1, (2.5) 
which is easily seen to preserve the inner product (2.4) since 
Now, let o be some symplectic form on B with symplectic potential 9, 
w = d8 and let F be a suitable set of real functions on B such that the 
Hamiltonian vector field X for any f E F w.r.t. o is such that X generates a
global flow on B and such that X J 9 is a continuous function. Then for 
f EF, it is possible to lift the corresponding Hamiltonian flow Gt to the 
“prequantum line bundle” A, i.e., a Hermitian line bundle with connection 
V such that curv(V) = (l/h)o. This lifting is given by (cf. [32, 5.6.10]), 
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where x, = 0,(x) and L, is given by X, J 9 - f: This gives a representation 
of the group of p-admissible symplectic automorphisms of B as bundle 
automorphisms of LI which preserve the Hermitian structure. In order to 
get a unitary representation we have to introduce an inner product on the 
space of sections. We do this by considering, instead of /1, the bundle 
WL’* @I ,4 and taking the representation space H to be the completion of the 
space of sections of WL” 0 A, w.r.t. the inner product (let si = Si 1 w @ l,, , 
i = 1, 2), 
wgere ( , ),, denotes the Hermitian metric on LI. The lifting 
corresponding to (2.5) and (2.6) becomes 
We can now easily derive that the generator p(X) of the unitary one 
parameter group p(@,) should be given by (1.2’). To see that the represen- 
tation p satisfies the canonical commutation relations (Ql) one simply 
notes that S, satisfies 6( [X, Y]) = X 6( Y) - Y 6( X) and a simple 
calculation gives (Ql). This completes the sketch of the heuristic idea that 
this paper makes rigorous in the case where p is a Gaussian measure. 
3. ABSTRACT WIENER SPACES 
The concept of an Abstract Wiener Space is a generalization, introduced 
by Gross [12], of the construction by Wiener of a Gaussian measure on 
the space C( [0, 11) of continuous functions on the interval. The category 
of Abstract Wiener Spaces seems to be a natural setting for analysis on 
infinite dimensional spaces. There are generalizations of, for example, har- 
monic analysis [13], exterior algebra [21] and distribution theory [17]. 
For the convenience of the reader, we here collect the basic notations 
and definitions concerning Abstract Wiener Spaces. See [ 121 or [23] for 
details. 
DEFINITION 3.1. An Abstract Wiener Space (AWS for short) consists of 
a triple (B, H, i), where B (with norm I( (1 B) is a separable Banach space, H 
(with norm I( (1 H) is a separable Hilbert space and i: H + B is a linear 
imbedding of H into B such that i* (1 I( B is a measurable norm w.r.t. the 
canonical Gaussian Measure on H. 
PREQUANTIZATION IN INFINITE DIMENSION 67 
We will here always have Hc B and i = the inclusion map. The 
canonical Gaussian measure on H with variance parameter t extends uni- 
quely to a c-additive Borel-measure pI on B. Since changing the variance 
parameter causes only trivial changes in the results we will assume 
throughout this paper that I = 1 and denote p, by p. 
The class of AWS we will use in this paper is provided by the following: 
PROPOSITION 3.1. Let M be a compact C” manifold of dimension n and 
let L:(M) denote the s-Sobolev space of L2-type over M. Then, if 
r-s>n/2 
the triple (Lf, Lf, i), where i is the inclusion map given by the Sobolev 
Imbedding Theorem, is an A WS. 
For a discussion of this, see [9]. With the above definitions (B, p) is a 
finite measure space and we can now introduce standard concepts such as 
a.e.-convergence, L2( B, p), Lk,( B, p), etc. 
A concept which is central in analysis on Abstract Wiener Spaces is 
H-differentiability, a notion of differentiability which is weaker than 
Frechet-differentiability and which is natural for analysis on AWS. Let 
(B, H, i) be an AWS (with Hc B), let E be some Banach space and let E 
0 -+ E be a mapping defined on an open subset 0 of B. For a fixed x E 0, 
let G(h)=F(x+ h) be defined for hE H such that x+ hE 0. Then G is 
defined on a neighborhood of the origin in H. 
DEFINITION. F is called H-differentiable at x if G is Frechet differen- 
tiable at the origin. Then G’(O), the Frechet derivative of G at 0, is in 
L(H, E), the space of continuous linear maps from H to E and we define 
the H-derivative DF(x) of F at x by DF(x)= G’(0). F is said to be in 
H- C’(0, E) if 
(H-D1 ) F is H-differentiable at each x E 0; 
(H-D2) F is continuous from 0 to E; 
(H-D3) the map x + DF(x): 0 --, L(H, E) is continuous. 
F is said to be in H - C’(O, E) if F and DF are in H - C’(0, E) and 
H- C’( 0, L(H, E)), respectively. H - Ck and H - C” are defined induc- 
tively and we will take H - C? to mean continuous mappings. 
Remark. Note that H-differentiability is considerably weaker than 
Frechet differentiability. Indeed, without the continuity assumptions in the 
above definition such mappings may fail to be even Borel-measurable. See 
[21, pp. 282-2831 for a discussion of this. 
Let (B, H, i) be an AWS and let HS(H) denote the space of 
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Hilbert-Schmidt operators on H. It will be useful to introduce another, 
slightly stronger notion of differentiability (this will be motivated by the 
concept of admissible mapping introduced in Section 4). 
DEFINITION 3.3. Let 0 be an open subset of B and let F: 0 + B be such 
that F(O)c H and DF(x)E KY(H), for all XE 0 and the mapping 
0 + H x HS(H) defined by x + (F, DF) is of class H - Ck. Then F is said 
to be in Ak(0). 
Even though we are working on a linear space and can identify sections 
of TB with maps B + B it will be useful to introduce, following [21], the 
H-tangent bundle of B, TH(B) which in the linear case can be identified 
with B x H. We have naturally defined the spaces H - Ck( TH(0)) of 
H- Ck sections over 0 and Ak( TH(0)) of A”-sections over 0, an open 
subset of B. 
Both H - Ck and Ak have natural topologies defined by the locally 
uniform topology. This makes H - C” and A’ into Frechet spaces. 
4. THE JACOBI THEOREM 
We will now state the result which is the starting point for the 
investigations in this paper, the Jacobi theorem for nonlinear transfor- 
mations of an AWS. The version which is used here, due to Ramer [23], is 
the strongest to date for the case of nonlinear transformations and is, 
although it does not appear to be the strongest possible, necessarily nearly 
so, since specializing to the linear case one easily recovers the well-known 
result due to Segal and Feldman which is known to be the strongest 
possible. The problem of giving necessary conditions for a nonlinear trans- 
formation @ to satisfy @*p < p is quite subtle and has not been completely 
solved. See the discussion in [lo]. 
To state the Jacobi theorem we need the following notion: 
DEFINITION 4.1. Let TE HS( H), let { &} ,“= , be the eigenvalues of T and 
let I, be the identity transformation of H to itself. Then we define the 
Carleman-Fredholm determinant [31] x(Z, + T) of I,, + T to be 
x(Z,+T)= fi (l+Ai)e-“‘. 
i=l 
Now let T: 0 --i B be in A0 (see Definition 3.3). Then, as shown in [23, 
Lemma 4.31 there is a well-defined random variable (i.e., measurable 
function) which is denoted by 
“(T(x), x)~ - tr(DT(x)).” (4.1) 
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Here DT is the H-derivative of T as defined in Section 3. Note that the 
assumption that TEA’ only means that DTEHS(H) and so tr(DT) is not 
defined by itself. We denote the space of trace-class operators on H by 
N(H). 
We are now ready to state the Jacobi theorem for nonlinear transfor- 
mations of Gaussian measures. 
THEOREM 4.1 (Ramer [23]). Let (B, H, i) be an A WS and let p be the 
induced Gaussian measure on B with variance parameter 1. Let 0 be an open 
subset of B and @ = I + T: 0 + B a continuous map such that 
( 1) @ is a homeomorphism of 0 onto an open subset of B. 
(2) TEA’(O) and I, +DT(x)EGL(H) for each XEO. 
Then p and @*p are mutually absolutely continuous as measures on 0. The 
Radon-Nikodym derivative of @*p w.r.t. p is given by 
d@*p 
dp (x) = J,(x), 
where 
J,(x) = I x@@(x)) I e- “<T(~).x)f/- tr(DT(x))“- l/2 I/ T(x)iI; (4.2) 
When DT(x) E N(H) for all x E B and (T(x), x)n exists in the usual sense, 
then det(D@(x)), the Fredholm determinant of D@(x) also exists and we 
have 
J,(x) = I det(D@(x)) 1 e - T< T(-~).x)F/ -~ l/2 II 7-I) 11; (4.3) 
DEFINITION 4.2. A nonlinear transformation @ satisfying the 
assumptions of the above theorem is said to be admissible and we denote 
this by CIJ E Diff,(B) (analogously to the notion used in [30]). If in addition 
the mapping T is in Ak(0) for some k EO,..., cc we say that @ is 
k-admissible. The class of k-admissible transformations of B is denoted by 
Diffz(B). The J@ defined above is called the Jacobian of Qi w.r.t. p. 
The following algebraic properties of the Jacobian functions will be 
useful: 
LEMMA 4.1. The class of k-admissible transformations is closed under 
inverses and under compositions. Let Yy: 0 + B be k-admissible and assume 
that @: ‘Y(0) + B is k-admissible. Then @ 0 Y is k-admissible and 
J,, &x) = J,( ‘P(x)) J&x); a.e. on 0. (4.4) 
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Proof: The relation (4.4) is proved in [23, Lemma 5.41. The closedness 
under inverses and compositions of the class of admissible mappings is 
proved in [21, Lemma 33. Let @ = Is + T be admissible. In the proof of 
Lemma 3 in [21] it is shown that T = @ ~ ’ - I, satisfies 
m’(x) = - DT(@-‘(x)) a [I, + DT(@-l(x))]-‘. 
We have here corrected the small error occurring in the calculation in 
[21]. From this expression, it is clear that @-’ is admissible and further, 
that if @E Diff:(B) then the same holds for @-I. Similarly, assume that 
@; = I, + Ti (i = 1, 2) are k-admissible. Then 
@, oQ2 =I, + T, + T, “(Is + T2), 
which is easily seen to be in Diff/;(B). 1 
Eells and Elworthy [S] have pointed out that for admissible @, .I@ trans- 
form as the transition functions of a real line bundle, the bundle of Wiener 
densities which in the case we are interested in here is trivial. Obviously, for 
any r E R, we have a corresponding bundle of r-densities with transition 
functions J& 
We are here interested in the bundle of Wiener $-densities given by Jy”. 
These should not be confused with the f-densities occurring in Geometric 
Quantization which are constructed to be normal to a polarization. We can 
state the basic facts about Wiener t-densities on an AWS as follows. 
THEOREM 4.2. Let (B, H, i) be an A WS. Then there exists a trivial line 
bundle 
WI’* = B x U-8 A B. 
The bundle W’l* has a global section 1 (x) = (x, 1). Let s = i(x) 1 be a section 
of w'12 and let @ be admissible. Then, to @, there corresponds a transfor- 
mation d of W’12 which acts on a section s by 
@s = J$‘( @*s) 1. 
5. ONE-PARAMETER FAMILIES OF ADMISSIBLE TRANSFORMATIONS 
Let 0 c B be an open subset and let E > 0 be given. Let {X, : t E [ --E, E] } 
be a one-parameter family of vector fields in Ak(TH(0)) which is con- 
tinuous w.r.t. t on 0 and let @, be the one-parameter family of maps 
generated by X,. Let Gio = I. 
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LEMMA 5.1. Let Gr, X, be as above. Then there exists some E>O such 
that Gt is k-admissible in 0 for each t E [ -E, E”]. 
Proof. By the boundedness of ((X, (lH which implies boundedness of 
11 X, llB it follows from standard ODE theory [ 181 that there exists an 2> 0 
such that @,: 0 + B is a homeomorphism for t E [ 4, 21. 
Thus we need only check that D@,(x) E GL(H), x E 0 and T, E Ak(0) for 
all t in some interval. To prove the first statement, note that by the chain 
rule 
aD@ 
-jf (xl = DX,(@,(x)) D@,(x). 
By assumption, (1 DX, I/HS,H) is bounded so /I DX, IIL,H,H) is also bounded 
and we can again apply standard ODE-theory to find that 
II 1, - D@, II L(H,HI <l 
and thus D@, is invertible for small t. To prove the second statement note 
that ar = I+ T, so 
aa, ac 
at -at 
and by the chain rule we get for 0 < j < k 
; D’T, = D’X,( @,) ; D’@,. 
Thus X, EAT implies that T, E Ak. This completes the proof of 
Lemma 5.1. [ 
Let XE A’(TH(0)). Then by the above results we know that X generates 
a flow, which we will denote by Gx. From the proof of Lemma 5.1 we see 
that there is an E > 0 such that @x,r is admissible on 0 for every t E [ -a, E]. 
This means that ax.* has a Jacobian J@,, and writing 
we get formally 
g _ W,tP=6(X)P 
t-0 
or 
Lx P = w3 P, (5.1) 
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where Lx denotes the Lie derivative w.r.t. X. We shall prove in Section 6 
that under the assumption XEA(TH(O)) we have 
6(X) = -“(X(X), X){, - tr(DX(x))“, (5.2) 
where “(X(x), x)~ - tr(DX(x))” is the random variable defined by the 
formula (4.1). Further, since in general Lc.,,, = [L,, L r], we have, again 
formally, the usual formula for the divergence of a bracket, 
6([X, Y])=XiqY)- YS(X), 
which is crucial in defining the prequantization (1.2’). 
(5.3) 
6. THE DIVERGENCE 
Piech [21] has introduced a notion of exterior algebra for Abstract 
Wiener spaces and Wiener-Riemann manifolds (Banach manifolds with an 
AWS structure on each tangent space and an admissible atlas) which gives 
a natural setting for the geometry of these spaces. A fundamental step is the 
definition of an exterior derivative d and an exterior coderivative 6 as the 
L2-adjoint of the exterior derivative d. We shall here only be interested in 
these notions for H-differentiable functions and vector fields (sections of 
TH) on an AWS. 
Let (B, H, i) be an AWS and let 0 be an open subset of B. Assume that 
f~ H-C’(0, R) and XEA’(TH(O)). Then 
Piech now defines 6 as the adjoint of d w.r.t. the L2(B, p)-inner product, 
i.e., 
j- 
B 
(df,X),dp= -~BfWbb 
(where we have inserted a minus sign for notational convenience) and 
shows that 
6(X) = -“(X(x), x)~ - tr(DX(x))“, 
which under the above assumptions is locally an element of L’(B, p). The 
following simple continuity property of the map 
T-+ “( T(x), x)~ - tr(DT(x))” 
will be useful. 
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LEMMA 6.1. Let (B, H, i) be an A WS and let 0 be an open subset of B. 
Let (T,},, c --E,E, be a one-parameter family of maps 0 + B such that 
T, E A’( 0) for every t E [ -6, E]. Further assume that as the map t + T, is 
continuous w.r.t. the A’(O)-topology. Then the map 
t --) “( T,(x), X)H - tr(DT,(x))” E LFO,(0) 
is continuous. 
Proof By the linearity of the expression “(T(x), x)~ - tr(DT(x))” it is 
sufftcient o consider the continuity at t = 0 assuming that To E 0. 
Choose x0 E 0 and r > 0 such that B(x,, 2r), the ball in B with radius 2r 
centered at -ro, is contained in 0. Next construct a function h: B -+ R as in 
the proof of Lemma 4.3, on p. 177 of [23], with the following properties: 
MB)c [IO, 11, h lB,.q,.r, = 1, h JB\B(.r,,,2r, 0 (6.1) 
El a constant c such that /I dh(x) Ij B* d c < co, VXEB. (6.2) 
We now consider the random variable 
“((hT,b), x>” -trCWhT,)(s)l”, 
which by construction coincides with “(T(x), x), - tr(DT(x))” on 
B(x,, r) and extend it to the whole of B. Applying an estimate due to 
Ramer [23, Lemma 4.11 gives the inequality 
s (“(W,)(x), A - trCWCN.-41”)2 dp B 
6 I B (IlhT,(x)ll:,+ II WTt(x) II&,)) do. (6.3) 
It follows easily from the properties (6.1) and (6.2) of h that the bound 
(6.3) tends to 0 as t --, 0, which implies that 
,“_“, II “( TA-~), x)~ - tr(DT,(-~))” II L~(~(ro,r) = 0, 
which since x0 was arbitrary completes the proof. m 
The following result characterizes 6(X) as the logarithmic derivative of p 
w.r.t. X. 
LEMMA 6.2. Let (B, H, i) be an A WS, let 0 be an open subset of B and 
let E>O. Assume that {~0~},,~-~,~~ is a one-parameter family of admissible 
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transformations of 0 to B. Further asume that @, is generated by a vector 
field X, satisfying the assumptions in Lemma 5.1. Then the mapping 
f-J*, 
is CL p-almost everywhere on 0 in the sense that there exists an a.e. defined 
measurable function 6(X,) on 0 such that 
;Jm,=(6(WQ,)J,t, a.e. - p (6.4) 
on 0. Here 6(X)= -“(X(x), .x)~ -tr(DX(x)).” 
ProoJ First note that by Lemma 4.1, 1 = J, a - I = J,( @ - ’ ) JG - I so we 
have 
J,, *Qr:’ - 1 = (J,, - J,,.)~~@p,‘J~;~. 
Thus we can, without loss of generality, assume that t’ = 0 and Q0 = I. 
Study, then 
a.e. - ,‘jnO f (J@, - 1). 
Recall that J@, is given by 
J@, = XV@,) e- “(r(‘(r).r)H~fr(Dr,(.r))“~ I!2 11 r, II’, 7 (6.5 
where T, = @, -I,. We will consider the derivative of each term of (6.5) 
separately and then use the chain rule. It is easily seen that 
D, IA=,z,x(I+A)=O, 
which means that 
a 
5 ,=O x( D@,) = 0. 
For the second term of (6.5) note that 
; _ fllTll2H=(Xo, To)=0 
l-0 
since by assumption To ~0. Further, by definition 
i / _ “<T,(x), x>~ - tr(DT,(x))” 
l-0 
= !Fof (“( T,(x), x)” - tr(DT,(x))“). (6.6) 
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Now, by assumption, (l/t) T, + X,, in A’( 0) as I --f 0. Thus by Lemma 6.1, 
the limit (6.6) exists a.e.-p and equals 
“(X,(x), x)~ - tr(DX,(x))“. 
Now we see that 
-“(T,(x), x), - tr(DT,(x))” 
and an easy manipulation gives (6.4). This completes the proof of 
Lemma 6.2. 1 
From this result we easily derive the expression (5.1). Using the 
definition of Lie derivative and the relation (6.4) with t = 0 one gets 
COROLLARY 6.1. Let 0, and X, be as in Lemma 6.2. Then 
L,P = Wo) P. 
These results now enable us to justify the formula (5.2). 
THEOREM 6.1. Assume that X, YE A ‘( TH(B)). Then [X, Y] E 
A’( TH(B)) and 6( [X, Y] ) E L,2,,. Further, we haoe the relation 
6( [X, Y]) = X6( Y) - YS(X), a.e.-p. (6.7) 
Proof First note that by definition, we have 
[X, Y]=DY.X-DX.YEA’(TH(B)), 
so by Lemma 6.1 with @I as the flow of [X, Y] we see that 6([X, Y]) is 
well defined as an element of Lk,. Further, using the well-known formula 
Lcx,yl= [L,, L,] and the relation L,p=6(X)p we get 
Thus, to prove the relation (6.7) we have to be able to differentiate 6(X)p. 
Now, 6( Y) E Lk, implies 6(Y) EL,‘,,, so 6(Y) p is a local measure. To 
show that it is differentiable we write, locally 
(6.8) 
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were we have used @$,, p = J,,, p. Since the t-derivative of each term in 
(6.8) exists a.e. and is in I.:,, we see that 
LA4 Y) P) = 6( Y) d(X) P + (Lx4 Y)) P 
defines a local measure. Obviously 
6(X) d( Y) p = 6( Y) 6(X) p. 
SO we get, writing L, 6( Y) = X 6( Y) and similarly for L ,, 6(X), 
6([X, Y])=xqY)+qY)cqx)- Y&(X)-6(X)6(Y) 
=X&Y)- Yb(X). b 
7. ALMOST ADMISSIBLE TRANSFORMATIONS 
In our applications, we will need the following more general class of 
transformations: 
DEFINITION 7. Let (B, H, i) be an AWS and let @: B + B be a map 
such that 
where Q is a continuous linear endomorphism of B such that 
(i) Q leaves H invariant and Q 1 H is an isometry; 
(ii) Y? B -+ B is an admissible transformation. 
Then we say that @ is almost admissible and denote this by @ E r Diff( B). If 
in addition, Y = Z+ T with T locally in Ak then we say that @ is almost 
k-admissible and denote this by @ E r Diffk( B). 
Note that the space of almost admissible transformations is a nonlinear 
analogue of the Restricted General Linear Group introduced by Shale 
[30]. Indeed, assume that @ = Q 0 Y is almost admissible and linear. Then 
@ = Q 0 (I+ T), where T 1 H E Z-ZS(H), so @ 1 H E rGL(H) in the notation of 
[30, Definition 2.11. Obviously this notion can be extended as in the linear 
case by replacing the class of Hilbert-Schmidt operators by, say, any sym- 
metrically normed ideal of compact operators. However, since we are 
studying transformations of a Gaussian measure, the present class seems to 
be the proper object to study. 
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Since Q preserves 11 IIH it follows, as is well known, that Q preserves p, 
i.e., 
dQ*p 1 
dp=. 
The class of almost admissible transformations have some simple proper- 
ties which we record here for future use. 
LEMMA 7.1. Let @ = Q 0 YE r Diff( B). Then JO, the Jacobian of @ w.r.t. 
p satisfies 
J,(x) = Jy(x). 
Proqfi 
J*p=Q*!P*p= Y*p=J,p. 1 
LEMMA 7.2. The class of almost k-admissible transformations is closed 
under compositions and inverses. 
Proof: Assume that @ = Q 0 YE r Diff’( B). By definition, YE Difft( B) 
and by Lemma 4.1 ‘Y- ’ = ZB + T is also k-admissible. Now note that 
@-I= y-‘nQ-‘=Q-‘oy, 
where Y’ = I, + Q 0 T’ 0 Q - ‘, which clearly is k-admissible using the fact 
that HS(H) is a norm ideal in L(H, H). 
Let 
cDi = Q, 0 Yi E r D@(B) (i= 1,2). 
Then if !P; = Z, + Tj we get that 
from which it easily follows, with an argument similar to the above, that 
@, 0 Qz E r Diffk( B). 
An easy calculation similar to the above also gives 
LEMMA 7.3. Let Y be k-admissible and @ almost k-admissible. Then 
@ - ’ 0 Y 0 @ is k-admissible. 
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8. THE UNITARY GROUP GENERATED BY AN ALMOST ADMISSIBLE FLOW 
Let OI be a global almost k-admissible flow generated by X. We will 
study the lifting of the flow CD, to Wli2, i.e., a bundle automorphism 8, of 
WI:* as defined in (2.5). 
Recall that if s = S(x) 1 is a section of WI’*, then 
c&s = J~,z(@yS) 1. 
THEOREM 8.1. Let H be the completion of A”( W”*) w.r.t. the norm 1) 11 H
defined bJ 
and let @, = Q( Y-‘, be a flow of almost admissible transformations. Assume 
that the Q, ) H form a strongly continuous one-parameter group of isometries 
and that T, = ‘Y, -I satisfies the assumptions of Lemma 6.1 on B. Then d,: 
H + H is a strongly continuous group of unitary operators. 
Proof We will think of the sections of W’:* as functions in L*(B, p) 
and write 
@,f)(x)= J;:(x) f(@[(X)). 
Let ( , )” be the inner product corresponding to the norm 1) \JH and let 
f, g EH. First note that 8, is unitary for each t since 
which, by the Jacobi theorem (theorem 4.1) equals 
I fg 4 = (f, gh. 8 
The group properties &,; ’ = 6 _ I and 6, + , = d, 0 a’, follow from the trans- 
formation rules of the Jacobian (Lemma 4.1). 
It remains to check that the group $, is strongly continuous. By the 
group property it is sufficient o consider 
h-n II (6, - Of II H = 0, VfEH. 
r-0 
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From [30, Lemma 3.11 it follows easily that if Q, is a strongly continuous 
group of isometries of H then Q, lifts to a strongly continuous group Qr of 
unitary transformations of H. Now using the fact that we can write 
6, = @,Q, (note order!) we get, withy, = Q,f, 
II@, -Z)fll, = II fvf -f II” 
< 11 ( 9, - I)./- 11 H + 11 %tJ: - f) II H 
~ll(9,-z)fIIH+II(~,-z)fI(,, 
so it is sufficient to prove that 
lim 11 (p, - z)f 11 H = O7 Vf EH. 
t-0 
Since each p, is unitary, we only have to considerf E D, some dense subset 
of H, which we here take to be the subset of bounded continuous functions 
in L2(B, p). 
Using Lemma 6.1 we see that as t tends to 0, 
“(T,(x), x)” - tr(DT,(x))” + 0, a.e.-p 
and it is clear that (I T, (1 H tends to 0 locally uniformly. This gives 
immediately that 
J Y, + 1, a.e.-p 
and since also Y,(x) +x as r + 0 for all x E B we can apply the Egorov 
theorem to get an increasing sequence { V,};‘Y~, of compact measurable sub- 
sets of B such that 
(i) lim,, o5 p( Vi) = 1; 
(ii) for eachj, J, -B 1 and II Y,(x) --ells + 0 uniformly on V,. 
Now let j” be a continuous element of L,(B, p) and write 
II P,r-fllh=J (Y’,f-/)2dp+Igiij(~~f-f)2dp. (8.1) 
5 
We will consider each term of (8.1) separately. First note that 
%f-f= Ji&l-~ p’,) -f 
=(J!,i;- l)f+J$f(fo !Pr -f). 
580;75!1-6 
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Using the uniform convergence of J!/f and Y’, and the continuity off it 
follows easily that 
lim II ~‘,f-fllL2cV,,pb =O. (8.2) 
1-O 
We now have to check the convergence on the complement of V,. Let 
D = sup,, B If(x)1 < co. Then 
6D2 s J,, 4. A?\ r;
By the uniform convergence of J,, + 1 on V,, we have that 
II WI1 S(LP c;,,, < D2p(B\VJ + g(t) 
for some s(t) --) 0 as t + 0. Expanding (1 p,f-f II :l(s:, V,,pj using the triangle 
and Schwarz inequalities one finds 
II w--f II :2,B’,v,,p) <4D'p(B\Vj)+E(t) 
for some s(t) -+O as t +O. Combining this with (8.2) and the fact that 
p(B\ V,) + 0 as j -+ cc completes the proof. 1 
9. THE NONLINEAR KLEIN-GORDON EQUATION 
As an application of the preceding theory in a concrete case we consider 
the simplest scalar relativistic field equation on a (Lorenz) space-time N 
q u - m2u = -F(u). (9.1) 
In order to be able to apply Proposition 3.1 to get an AWS-setting for (9.1) 
it is necessary to work on a spatially compact spacetime N, which in order 
to avoid the subtle problems concerning quantization of fields over non- 
stationary space times we define as N = Q x R, where Q is some compact, 
n-dimensional Riemannian C” manifold. 
It should be noted that the assumption that R is compact amounts to a 
“space-cutoff’ (with periodic boundary conditions) and that one might 
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consider other boundary conditions. Following [4] we write Eq. (9.1) as a 
Hamiltonian system. First we introduce some notation. Let 
C=( -A+m2), 
where A is the Laplace-Beltrami operator on 52. 
DEFINITION 9.1. Let s > 0. On L:(Q), define a norm 11 IIS by 
Ilfllf= (~.Lff>o, (9.2) 
where ( , )0 denotes the L2-inner product on 52 w.r.t. g. In the following 
Lf will always denote L,Z(M) with the norm given by (9.2). Let I, SE R and 
let Lf x Lf be given the product norm w.r.t. the norm defined by (9.2). We 
denote this norm by 11 IIl.J and the corresponding inner product by 
( 3 >w 
Define a linear operator A on Li+ , x Ls by 
A= 
It can be shown that A is skew-adjoint on Lf, , x Lf and that consequently 
there is a one-parameter group 
Q, = eAr 
of isometries of Lf, , x LI. On Lf x L$ define a (weak) symplectic form w 
by 
o(x, y)= (A-lx, y),.,,. 
Write the equation (9.1) as a system of ODES: 
(9.3) 
where Y is the vector field given by 
Y(x) = 
0 
( > -F(x,) ’ 
(9.4) 
where x1 denotes the first component of x. Then A + Y is a Hamiltonian 
vector field w.r.t. o for the Hamiltonian 
K(x) = t II x II :,,, + s, Ox, ) dz. (9.5) 
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Here, in order to avoid problems with the regularity of the solutions of 
the Klein-Gordon equation, we assume that F: IR + R is C” and non- 
negative and that F(0) = F(0) = 0. We will also, for n > 1, need to consider 
a regularized version of the Klein-Gordon equation, defined by the 
Hamiltonian K, defined by 
(9.6) 
where R: Lf + C” is some smoothing operator. This corresponds to the 
momentum cutoff usually introduced before renormalization is carried out. 
We denote the corresponding Hamiltonian vector field by X, = A + Y, 
where Y, is given by 
YR(X)= ( -F;Rx,))’ 
We now introduce the AWS-setting for the Klein-Gordon equation. Let 
s > n/2 and define (B, H, i) by 
H= Lf,, x Lf 
i = inclusion. 
Then (B, H, i) is an AWS by Proposition 3.1. Let 
Y, =Q,‘4,. 
(9.7) 
(9.8) 
Note that Q, is an isometry when restricted to H so we can apply 
Theorem 8.1 to get a unitary representation of @I if T, = Yy, - I satisfies the 
assumptions of Lemma 6.1. The formula (9.8) is known as the energy 
representation, and it is well known that ‘Y, satisfies the differential 
equation 
where Y, =Q,‘o YoQ, (cf. [20]). I n order for the Klein-Gordon flow to 
be almost admissible it is necessary for Y, to be admissible, which requires 
at least that DY,(x) E HS(H) for all x E B. The following lemma covers the 
case where the dimension n of Q equals 1 (one space dimension), which is 
the only case which we will be able to handle without any momentum 
cutoffs. 
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LEMMA 9.1. Let n = 1 and let SE R! be such that l/2 <S-C 1. Let rp~ Lf 
and let 
cp(W Lf, , -+ LS 
denote the operator of multiplication by cp. Then the mapping 0 of 
H= L,z,, x Ls to itself defined by 
(9.10) 
where (x, y ) is some element of Lf , , x L$ is in HS(H). Further, the mapp- 
ing q + @ of LT to HS( H) is continuous. 
Proof Writing 0 as a 2 x 2 matrix of operators we have 
In order to check whether @ is an element of HS(H) (i.e., tr(@*@), the 
trace of @*@ is finite), we need to compute the dual @* of 0. In matrix 
form @* becomes 
@*= Oz 
( ) 0 0’ (9.11) 
where Z is some operator from Lf to Lf,, which satisfies 
(cp(wG Y >, = (xv ZY >A + I 
for any x E Lf, I and y E Lf. Rewriting the left-hand side of (9.11) using 
Definition 9.1 and the self adjointness of C one easily gets 
z=c-‘“f”fp(M)C’. (9.12) 
We now wish to estimate tr(@*@). Let {e;}iaj= , be an orthonormal basis for 
L3, , consisting of eigenvectors of C, 
Ce, = lie,. 
By definition and using the fact that @*a annihilates the second com- 
ponent of Lf, , x Lf, we have 
i=u3 
tr(@*@)= 1 (@*@ei, e,)S+l. 
i= 1 
(9.13) 
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Writing a term in the sum explicitly we have, using Definition 9.1, 
(@*@ei, ei)s+ I = (v(M) C”dMk,, e,), 
= (C”dWei9 V(Wei)o 
= II cp(We, Ilf 6 II Cp II: II ei II:, 
where we have used (9.12) and the fact that eiECX(S2) and that Lj is a 
Banach algebra for Y > n/2 [7, Lemma 3.3.21. Using the assumption that 
II e, II = 1 it is easy to see that 1) e, I(: = A;“, which gives s+1- 
Il@lIXs(H, <MC-‘) IIcpII$ 
It is well known that for n = 1, tr (C--‘) is finite for any s > $ so the right- 
hand side of (9.13) is finite and @E HS(H). The above estimates how that 
the linear mapping cp -+ @ is bounded and therefore also continuous. This 
completes the proof of Lemma 9.1. 1 
Using Lemma 9.1 we are now able to show that the Klein-Gordon flow 
is almost admissible. 
THEOREM 9.1. Let n = 1 and assume that f < s < 1. Let (B, H, i) he the 
corresponding A WS given by (9.7). Then the Klein-Gordon flow @, consists 
of almost admissible transformations of B. Similarly, .for n > 1 and s > n/2 
the Hamiltonian flow corresponding to the regularized Hamiltonian K, con- 
sists of almost admissible transformations of B. 
Proof We wish to apply Theorem 4.1 to !Pr given by (9.8). It is well 
known that under the present assumptions, @, is a global flow on B [26]. 
Further, for each t, @I is a homeomorphism of B onto itself and in 
particular, the Frechet derivative @i(x) E GL(B, B) for all x E B (due to 
the hyperbolicity of the Klein-Gordon equation). Further, by (9.8) 
@I = Q, 0 Y, so Y, = Q;’ o@, is again a homeomorphism of B onto itself 
and Y;(x) E GL(B, B) for all XE B. This implies immediately that the 
H-derivative ZIP,(x) = !PU;(x) I H is in GL( H, H) for all x E B. 
Let T, = !Pr -I,. Then T, is a continuous mapping of B -+ H. To see 
this, note that 
IIr,WT,b9l/,Gj-~ II Y,(y’,(~~))- Y,(‘y,(y))/l,d~ 
d s ’ II Y(@,(,~)) - Y(@,(v)) IIH 4 0 
where we have used (9.9) and the fact that Q, jH is an isometry. It is easy to 
see that Y: B + H is locally Lipschitz and combining this with the fact that 
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@, is locally Lipschitz [26, Corollary 1.51 proves the continuity of 
x + T,(x). 
To show that DT,(x) E M!?(H) for all x E B and that DT,(x): B + KS(H) 
is continuous, we use the fact that (a/at) DT,(x) = DY,( Y,(X)) oDY,, which 
gives, using 
the estimate 
II DT,b) - DT,(lt) II HS(H) 
6 ; IlDy(~,(x))~D~,(.~)-Dy(~,t~))~D~,(~)ll,,~,,~~. (9.14) 1 
From this follows directly that DT,(x)e HS(H) for all XE B. It is easily 
seen that DY(x) is of the form (9.10) with cp = F”(x,). Because of the fact 
that Lf is a Banach-algebra, the map x -+ F’(x,) is continuous from B to 
Li and thus Lemma 9.1 together with the Lipschitz continuity of 0, and 
(9.14) implies the continuity of the map DT,: B + HS(H). This completes 
the proof of Theorem 9.1 for the case n = 1. The proof for the case n > 1 
and the regularized Hamiltonian K, is similar. The regularization makes 
DT, into a smoothing operator. i 
We will now consider the Jacobian J,, of the Klein-Gordon flow and 
show that it has a simpler form than (4.1) and in particular that det(DQP,) 
exists in a certain sense and is identically equal to 1. To this end, let {ei}z I 
be an ON-basis of Li+ , and let E,, c Lf, , x Lz be the span of the vectors 
if, I,%, given by 
fi = (e,, 0); l<idN, 
f N+r = (0, e,); N+l<i<2N, 
Let the orthogonal projection onto EZN be denoted by P,,. Using the 
definition of trace, it is easy to prove 
kEMMA 9.2. Let @ be as in Lemma 9.1. Then, 
tr(P,,@) = 0. 
Now let @, be the Klein-Gordon flow and let Y, be given by (9.8). Then, 
according to Lemma 8.1, Jcp, = J,,. Recalling the expression (4.2) for .I, one 
sees that the logarithm of the Jacobian is 
W,,)(x) = lnMDy,(x)) - “< T,(x), xjH - tr(DT,(x))” 
- 4 II T,(x) II i,. (9.15) 
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Let { PZN};=, be as in Lemma 9.2. To simplify notation, if A: H + H is any 
linear mapping, we will denote P,,APIN by A”““. The Carleman- 
Fredholm determinant x(DY,(x)) can be defined by 
where det(DY)2N’(x)) denotes the determinant of DYYjzN’(x) considered as 
a linear automorphism of E2,,,. Consequently, the first two terms in the 
right-hand side of (9.15) can be defined by 
lim ln(det(DY~2N’(x)) - tr(Dr)2”l(.u)) 
N - x 
-(P2NT,(-x), -xjH + UP,, DT,(,K)), (9.16) 
where the limit is taken locally in L’(B, p) as in the proof of [23, 
Lemma 4.31. For fixed IV, the trace-terms in (9.16) cancel, since 
tr(P,, DT,(x) P,,) = tr(P,, DT,). 
Thus, if it is possible to justify the limit of the term containing the deter- 
minant without using the regularization given by the Carleman-Fredholm 
determinant x, then we get a Jacobian of the form (4.3). In the present case 
we are able to prove this directly, as follows. 
First, note that by (9.9) and the chain rule, 
where DY,(x)= Q;‘3 DY(Qx)aQ,. Now, choose the basis {ei),?!, used in 
Lemma 9.2 to consist of eigenfunctions of C. Then the subspaces E,, are 
invariant under A and, consequently, the projections PZN commute with 
Qt = ear. Using the invariance of the trace under similarities and 
Lemma 9.2 we immediately get that tr(DYjZN’) = 0, independently of N. 
Combining this with the fact that the determinant satisfies 
$ det( D@ I”“‘)) = tr( D Yj2N)( Y)) det( DY’jZN)), 
we get det(DYj2N’) E 1, independently of N. We have thus proved that the 
limit 
exists a.e. in B and thus defines a random variable which we will denote by 
“(T,(X), x>ff”. 
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Remark. It should be noted that a priori, there is no reason why 
(T,(x), x)” should be even measurable on B, and therefore, the above 
argument should be interpreted as showing that ( Tt(x), .x)~ has a 
“stochastic extension” to B in the same sense as (4.1). Further, the fact that 
the flow of Y leaves invariant a Lagrangean subspace of B, namely the 
second component of Lf, 1 x Lf, is crucial for the method we have used. It 
is this that allows the use of Lemma 9.2 in this situation. 
Combining the above argument with Theorem 4.1 we get 
THEOREM 9.2. Let n = 1 and assume that i <s < 1. Let (B, H, i) be the 
corresponding A WS given 611 (9.7). Then the Klein-Gordon flow QI has a 
Jacobian of the form 
J,,(x) = e- “< T,(X)..Y>H”- l/2 II T,(x)ll; 
If n > 1, a similar statement holds for the flow w.r.t. K,. 
Next we derive an expression for the divergence 6(X) of the vector field 
A’ generating the Klein-Gordon flow. Since Qr is almost admissible but not 
admissible, the work in Section 6 does not apply, but formally one would 
expect that 6(X) = 6(A) + 6( Y). The linear vector field A generates the 
transformation Q,, which preserves p so it is natural that 6(A) = 0 and thus 
6(X) = 6( Y). In fact, it is possible to prove this rigorously here. The notion 
that -6 is the L*(B, p)-dual of the exterior derivative d leads us to define, 
for an appropriate subset of functionals f: B -+ R such that df (x) E D(X), 
where D(X) is the domain of the vector field X, 
- jBf W-)dp= jB (df,X),dp= jB (df, A),dp+ jB (df, J’>,dp. 
Now, (df, A )H (xl = (Vat) Ir=of(Qrx), so 
s B (df,A)dp=;~t=o jBf(Q,x)dp=; 
since Ql preserves p. Thus, 6(A) = 0 for skew-adjoint vector fields and we 
arrive at the expression 6(X) = 6(Y). It should be noted that here we inter- 
pret 6(X) to exist in a distributional sense. Using the above and a method 
similar to the proof of Theorem 9.2 we arrive at 
LEMMA 9.3. Let X= A + Y be as above. Then 6(X) is given by 
h(X) = - “( Y(x), x),“, (9.17) 
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where “( Y(x), x) "" is to be interpreted as a random variable defined by the 
limit 
lim (P,, Y(x), s),. 
N - I 
Remark. Using the special form of Y, it can in fact be proved directly 
that “(Y(X), x),” is a well-defined random variable. The nilpotency of D Y 
also motivates that no trace-term appears in (9.17). 
In order to carry out the prequantization as sketched in Section 2 we 
now introduce the appropriate line bundle. Since we are working on a 
linear space there is no obstruction to constructing a Hermitian line-bundle 
,4 4 B with connection V such that curv(V)( l;:h)o. We simply take the 
trivial bundle A = B x @ and define V by 
(9.18) 
where Y is some symplectic potential for CU. Of course, since we are working 
on an infinite dimensional space, the boundedness of 9 J X must be 
checked in each case, but it will turn out that in our example the natural 
candidates for 9 are sufficiently regular so that 3 J X is defined, even 
though the Hamiltonian vector field X for the Klein-Gordon flow is 
unbounded. 
The representation space H will be the L’ sections of A 0 W’ ’ with W’ ’ 
as in Section 4 and the finite transformations will be given by the formula 
(2.7). For concreteness, we take 9 to be the canonical l-form on TL’(R). 
Let (x,, .Y~) be coordinates on TL’(Q) and let Z= (Z,, Zl) be some vector 
field. Then we can write 9 as (cf. [4, Sect. 2.1 1) 
z J 9(s)= -(x7, Z,(s)),,. 
It is easy to see that, with X= A + Y as above we have 
XJlqx)= -(x2, X,(x)),, = - I/s2 IIf 
which is a continuous function on B and since K(.u) is also continuous on 
B, L, =X J 8 -K is continuous and thus, expressions like (2.7) are well 
defined for an appropriate class of sections. 
We collect the results about the Klein-Gordon flow in the following: 
THEOREM 9.2 (Pre-quantization of the Klein-Gordon flow). Let n = 1 
and let f < s < 1. Let (B, H, i, w), 9 and H be as above. Then, if K is the 
Klein-Gordon Hamiltonian defined in (9.5). the following statements are 
true: 
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(1) @,, the Hamiltonian j7ow corresponding to K lifts to a strongly 
continuous group p(a), of unitary transformations of H given by (2.7). 
(2) To K there corresponds a Hermitian operator p(K) on H given b) 
p(K)= -ihX-X_19-ih+“(Y(x),x),“+K. 
For n > I and s > n/2, similar statements are true, biith K replaced by K,. 
Proof Write the expression (2.7) as p(@,) = s,E.,, where I, denotes the 
phase factor exp((i/h) j; f.,(.ls,) dt), where X, = O,(X). Since we are working 
over a linear space, we can take H = L’(B, p) @ @, the space of complex- 
valued square integrable functions on (B, p), and let 8, act on H in the 
obvious way. By Theorem 9.1, ~6, defines a unitary transformation of H for 
each t and by the continuity of K, it is clear that p(@,) also is unitary 
(I E., I = 1). Formally, it is also clear that p(@,) forms a group. 
To prove the strong continuity of p(@,), we proceed as follows. Let 
T, = Q;’ ,, @, - I. Then, similarly to 
estimate 
the proof of Theorem 9.1, we can 
Y(@,(+y)) II H dt 
and 
It follows that I/ T, IIH and II DT, II HS,H, tend to 0 locally uniformly as 
t + 0 and thus, that T, satisfies the assumptions of Lemma 6.1. Therefore, 
Theorem 8.1 applies to show that 6, is a strongly continuous one 
parameter group. 
From the definition of Lh., we can estimate that 
/j,: K-r /-1;: L (y )dt < (Il~,(-~)llB+K(~,(.~))dt, 
which immediately implies that (A, - 1 ( + 0 locally uniformly. Let f E H. 
Then, 
llP(@,)f -f II&i 6 llW,f -&f II” + lli,f-filH 
6 II% -fII” + II&f -f II”. (9.19) 
By the above, we know that the first term of (9.19) tends to 0 as t + 0. 
By applying the Egorov theorem as in the proof of Theorem 8.1, using the 
fact that i, + 1 locally uniformly and hence almost everywhere on (B, p), it 
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is easy to prove that the second term of (9.19) also tends to 0. This com- 
pletes the proof of part (1) of Theorem 9.3. Stone’s theorem now applies to 
show that there exists a Hermitian operator p(K) which one computes to 
be of the form given in (2). 
For the case where n > 1, it is easy to see that similar methods apply to 
give analogous results for the regularized Hamiltonian K,. 1 
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