We present a multimodal dialog (MMD) system to assist online customers in visually browsing through large catalogs. Visual browsing allows customers to explore products beyond exact search results. We focus on a slightly asymmetric version of a complete MMD system, in that our agent can understand both text and image queries, but responds only in images. We formulate our problem of łshowing the k best images to a userž, based on the dialog context so far, as sampling from a Gaussian Mixture Model (GMM) in a high dimensional joint multimodal embedding space. The joint embedding space is learned by Common Representation Learning and embeds both the text and the image queries. Our system remembers the context of the dialog, and uses an exploration-exploitation paradigm to assist in visual browsing. We train and evaluate the system on an MMD dataset that we synthesize from large catalog data. Our experiments and preliminary human evaluation show that the system is capable of learning and displaying relevant products with an average cosine similarity of 0.85 to the ground truth results, and is capable of engaging human users.
INTRODUCTION
When a customer visits a physical retail store, she/he has the option to quickly visually browse through a large number of products. In most cases, she/he has the option to engage in a one-on-one conversation with a human agent who can assist the customer in finding what she/he is looking for. The human agent understands and remembers the customer's requirements, learns her/his likes and dislikes, and pro-actively makes recommendations in an explorationexploitation framework (not only showing exact query results, but also showing relevant items that may interest the customer). This allows the customer to know about the range of products in the store quickly, and also refine her/his preferences efficiently.
In contrast, more often than not, an online customer rarely goes beyond the first 2-3 pages of results returned by the search engine. Search engines mostly restrict search results to exact matches, without any exploration. Since online catalogs are huge, a significant fraction of the products never surfaces on the first few pages of the search results, unless the user specifically looks up an item, or it is being promoted by the retailer.
In this paper, we present a system to assist customers in visually browsing through large online catalogs in an explorationexploitation setup using multimodal dialog (MMD). The idea is to give online customers a real physical store experience, where the interactive virtual agent would mimic a human agent, helping the customer find what she/he is looking for, while also giving her/him an opportunity to quickly explore a large relevant portion of the catalog. The key aspects of our system are: Visual browsing: Allowing exploration and exploitation, in contrast to visual search which returns exact search results only. Multimodal dialog (MMD): Online customer expresses preference in natural language/image click; agent responds only in images. Context: Agent remembers previous rounds of the dialog to refine recommendations based on context.
The first challenge in building such an intelligent and interactive system is the absence of any publicly-available MMD dataset for online visual browsing. In this paper, we propose a method to generate MMD datasets for visual browsing from large product catalogs, as described in Section 3. We then propose an interactive agent that can recommend relevant products using MMD, as described in Section 4. The agent first learns a joint multimodal embedding space for text and image descriptions of products, and then learns to sample from this high-dimensional embedding space. While a simple way to recommend products is by using catalog information, our objective is to make an agent that can understand unstructured natural language queries, remember dialog context, and eventually respond to łimages in the wild" which are not included in the product catalog. We evaluate the performance of the agent on our simulated MMD dataset, and also perform preliminary human evaluation to validate the utility of such a system.
RELATED WORK
Computer vision and natural language processing research have come together in the development of conversational agents, twoplayer games, visual question-answering, image captioning, etc. Among some relevant works, Das et al. [3] train an AI agent to hold meaningful conversation with a human about an image; de Vries et al. [5] present an image guessing game; and Das et al. [4] use deep reinforcement learning to develop a co-operative image guessing game between two AI agents.
While research in textual dialog [14, 17, 20] as well as multimodal dialog systems is gaining traction [13, 18] , the domain of online shopping is yet to tap into its full potential. E-commerce leaders like Amazon and Netflix extensively use recommender systems. Starting with content based and collaborative filtering, recommender systems are now focusing on matrix factorization, multiarmed bandits, and methods for blending recommendations [11] . For online shopping, visual search is very common and recent advances in computer vision have made significant contributions to this field [8, 10, 15, 23] . Going beyond visual search, Laenen et al. [12] present a multi-modal product retrieval method that leverages both text and image queries. They present a model that learns the cross-modal representations and ranks images based on their relevance to a given query. Teo et al. [22] proposed a system of visual browsing on e-commerce platforms using image clicks by adaptive personalization and incorporating concepts of explorationexploitation. They used a Bayesian regression model, a sub-modular diversification framework and personalized category preferences.
In contrast to existing literature for online product recommendation and visual search/ visual browsing, we propose a framework of MMD to assist online customers in visual browsing through product catalogs. To the best of our knowledge, there is no existing system that combines Common Representation Learning (CRL) with sampling from a Gaussian Mixture Model (GMM) to design such an interactive agent.
DATASET CREATION
To the best of our knowledge, there is no publicly-available dataset of multimodal dialog (MMD) for visual browsing. Although [18] presents a MMD fashion dataset, its complexity and the tasks it is designed for make it challenging to train an agent for visual browsing on this dataset. In order to create a simulated, simpler and targeted dataset for visual browsing, we crawled 71905 unique products (consisting of apparel, footwear, and accessories) from a fashion e-commerce website. For each product, we crawled the main product image together with available meta-data (category, name, description, etc.). Since there can be a multitude of product category types, attributes and attribute values, we standardize them by building a fashion specific vocabulary containing 648 unique words. In our initial experiments, we select a subset of the entire product catalog, focusing only on categories related to footwear, giving a total product count of 3500. We generate around 5K MMD sessions on this dataset (each session having 2ś10 dialog rounds) by a context dependent probabilistic finite state automaton, as illustrated in Figure 1 . A sample dialog starts at the start node and continues by a random walk through the different nodes in the graph until it hits the end node. The edge weights denote the various transition probabilities between the nodes. The automation allows for context-dependent state transitions, context switches, and exploration-exploitation [1] . The starting query is always a text query generated by randomly sampling a term (related to the gender, color, category, and synonymous category names) from the fashion vocabulary. The starting query can be any of these: gender query (e.g. women shoes), category query (e.g. running shoes), gender category query (e.g. women running shoes). The products with their attributes are indexed into an elastic search algorithm [7] , to facilitate their retrieval from the catalog. The images corresponding to the top 6 results are shown to the user.
After the initial query, the dialog can transition to either the attribute query node, or the image click node. The attribute query node generates text queries related to specific attributes (e.g. women red running shoes). At every round of the dialog, we maintain the context, in terms of gender, category name and attributes queried. The image click node corresponds to the user clicking on any one of the displayed images in the current state of the dialog (simulated by random selection of a number between 1 ś 6).
The łexploration-exploitation paradigm" is implemented for an image click query. The image click query response includes (a) some results which are very similar to the clicked image in terms of image features, and (b) some results which are somewhat different but only to the extent where the user may be interested, pertaining to the current query and the context. We use a probabilistically generated number n 1 , where 1 ≤ n 1 ≤ 6, to display the n 1 K-Nearest Neighbors (KNN) results and 6 − n 1 results based on hierarchical clustering. We choose hierarchical clustering in order to capture the hierarchical structure of products in a fashion catalog. The KNN results are meant to exploit the catalog, while the clustering results are meant to explore the catalog. In the hierarchical clustering, the cluster size s is chosen probabilistically, such that s is 2 − 5 times the maximum distance in the KNN results. This value is experimentally seen to give an optimum clustering to explore the catalog without drastically deviating from the clicked image. As the number of
