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Abstract
A Boolean partition algebra is a pair (B,F ) where B is a Boolean algebra and
F is a filter on the semilattice of partitions of B where
⋃
F = B \ {0}. In this
dissertation, we shall investigate the algebraic theory of Boolean partition algebras
and their connection with uniform spaces. In particular, we shall show that the
category of complete non-Archimedean uniform spaces is equivalent to a subcategory
of the category of Boolean partition algebras, and notions such as supercompleteness
of non-Archimedean uniform spaces can be formulated in terms of Boolean partition
algebras.
iii
1 Boolean partition algebras
The main objective of this chapter is to introduce and motivate the notion of a Boolean
partition algebra. We shall motivate the notion of a Boolean partition algebra by
generalizing Stone duality to a duality between uniform spaces and Boolean partition
algebras.
1.1 Introduction
In this work, we shall investigate the notion of a Boolean partition algebra. More
specifically, we shall focus on the algebraic theory of Boolean partition algebras and
their relation to uniform spaces. It should be noted that Boolean partition algebras
can be applied to mathematical logic, category theory, and point-free topology, but
we shall not be able to cover the relation between Boolean partition algebras and
these interesting topics here.
Marshall Stone proved in [20] a duality between Boolean algebras and compact
totally disconnected spaces, and this duality is known as Stone duality. Stone duality
transforms Boolean algebras into compact totally disconnected spaces and transforms
compact totally disconnected spaces into Boolean algebras. Furthermore, Stone dual-
ity relates continuous functions with Boolean algebra homomorphisms, so there is an
equivalence between the category of Boolean algebras and the category of compact to-
tally disconnected spaces. This duality is the most essential result regarding Boolean
algebras since it is often easier to work with compact totally disconnected spaces than
with Boolean algebras. Furthermore, Stone duality is a significant topological result
since it gives many examples of topological spaces derived from discrete structures
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rather than geometric or analytic objects. Also, since Stone discovered this duality,
many people have discovered similar dualities and equivalence of categories such as
Priestley duality [16], and the duality between sober spaces and spatial spaces [17].
A Boolean partition algebra is a Boolean algebra along with a filter on the meet-
semilattice of partitions that contains all finite partitions. With this extra structure
on Boolean algebras, we may extend Stone duality to a duality between a very broad
category of complete uniform spaces called non-Archimedean complete uniform spaces
and subcomplete and stable Boolean partition algebras. A special case of this duality
gives Stone’s original duality between Boolean algebras and compact totally discon-
nected spaces. With this general duality at hand, we will be able to go back and forth
between Boolean algebraic concepts and topological and uniform concepts.
There are a few intuitive meanings behind the notion of a Boolean partition alge-
bra. Intuitively, Boolean partition algebra is a Boolean algebra along with a certain
collection of least upper bounds which we consider. For instance, if we have a complete
Boolean algebra B, then there are Boolean partition algebras (B,F ), (B,G), (B,H)
where in (B,F ) we only consider the finite least upper bounds, in (B,G) we only
consider the countable least upper bounds, and in (B,H) we consider all least upper
bounds. We shall define the notions of admissibility, join-admissibility, and meet-
admissibility in order to describe which least upper bounds we consider. We shall see
that the Boolean partition algebra morphisms are precisely the mappings that pre-
serve the least upper bounds of admissible sets and complementation. Furthermore,
the Boolean partition algebra morphisms into a locally refinable Boolean partition
algebra are precisely the maps that preserve join-admissible least upper bounds and
complementation. Subcomplete Boolean partition algebras can also be thought of
as inverse limits where all the transitional mappings are surjective or as point-free
uniform spaces. In fact, the categories of subcomplete Boolean algebras, surjective
inverse systems, and certain point-free uniform spaces are all equivalent.
In chapter 1, we shall introduce the notion of a Boolean partition algebra and
enough of the theory of Boolean partition algebras in order to develop the duality
between Boolean partition algebras and uniform spaces. In chapter 2, we shall develop
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much of the algebraic theory behind Boolean partition algebras. In section 1 of chapter
2, we briefly investigate certain types of subalgebras of Boolean partition algebras.
In section 2 of chapter 2, we shall study special ideals and filters called F -ideals
and F -filters and the quotient Boolean partition algebras by F -ideals and F -filters.
We first prove the isomorphism theorems and correspondence theorem for Boolean
partition algebras. We then show that the Boolean partition algebras where every F -
filter is extendible to an F -ultrafilter correspond to the Boolean partition algebras that
satisfy a generalized compactness property. We then give a one-to-one correspondence
between closed sets in uniform spaces and certain filters in Boolean partition algebras.
We conclude this section by representing all Boolean partition algebras as quotients of
stable Boolean partition algebras. In section 3 of chapter 2, we investigate the notion
of subcompleteness. In particular, we shall investigate the notion of a subcompletion
and direct limits of Boolean partition algebras. In section 4 of chapter 2, we study
products, along with the notions of precompleteness and local refinability.
In section 1 of chapter 3, I shall investigate the notion of admisssibility. Intu-
itively, admissible sets are the sets in Boolean partition algebras whose least upper
bound and greatest lower bound is considered whenever it exists. For instance, the
partition homomorphisms are the mappings that preserve these least upper bounds
and greatest lower bounds. In section 3.2, we shall use basic facts on admissible sets
and ideals in order to characterize the supercomplete uniform spaces as the uniform
spaces where every F -filter is extendible to an F -ultrafilter. We shall also represent
the F -ideals and F -filters in a Boolean partition algebra as threads in an inverse limit.
In section 3.3, we shall study join-admissibility and its connection with ideals, and
local refinability. In section 3.4, we conclude this dissertation by studying refinement
properties of partitions and distributivity properties of Boolean partition algebras,
and we shall characterize the Boolean partition algebras corresponding to uniform
spaces and supercomplete uniform spaces in terms of these distributivity properties.
3
1.2 Preliminaries
In this dissertation, if f : X → Y is a function and A ⊆ X,B ⊆ Y , then we
shall let f [A] denote the image of A and f−1[B] denote the inverse image of B.
Let f ′′ : P (X) → P (Y ), f−1 : P (Y ) → P (X) denote the image and inverse image
functions. In other words, f ′′(A) = f [A] = {f(a)|a ∈ A} for A ⊆ X and f−1(B) =
f−1[B] = {a ∈ A|f(a) ∈ B} for B ⊆ X .
If I is an index set, then let pii :
∏
i∈I Xi → Xi be the projection mapping.
If P is a poset and a ∈ P , then define ↑ a := {b ∈ P |b ≥ a}, ↓ a := {b ∈ P |b ≤ a}.
If L ⊆ P , then we say that L is a lower set if x ∈ L, y ≤ x ⇒ y ∈ L. A poset A is
a meet-semilattice if every pair of elements has a greatest lower bound. Similarly, a
poset A is a join-semilattice if every pair of elements has a least upper bound. If A is
a meet-semilattice, then we shall write a ∧ b for the greatest lower bound of a and b.
Likewise, if A is a join-semilattice, then we shall write a∨ b for the least upper bound
of a and b. A lattice is a poset that is both a meet-semilattice and a join-semilattice.
In a join-semilattice, a ≤ b if and only if a∨ b = b, and in a meet-semilattice we have
a ≤ b if and only if a = a∧b. Therefore we can recover the ordering from the suprema
and infima of join-semilattices and meet-semilattices.
In a meet-semilattice or join-semilattice the operation ∧ (∨ respectively) are as-
sociative, commutative, and idempotent (i.e. x = x ∗ x). Similarly, if ∨ is a binary
operation on a set X that is commutative, associative, and idempotent, then let x ≤ y
if and only if x ∨ y = y. Then ≤ is a partial ordering on X where x ∨ y is the least
upper bound of x, y for every pair x, y in X. Similarly, if ∧ is a commutative, asso-
ciative, and idempotent binary operation on a set X, then we may define a partial
ordering ≤ on X by letting x ≤ y if and only if x = x ∧ y. Then x ∧ y is the greatest
lower bound of x and y for each pair of elements x, y ∈ X. Therefore one may define
a semilattice to be a set X with a commutative, associative, and idempotent binary
operation.
In a lattice, in addition to commutativity, associativity, and idempotence, we have
the following identities called the absorption identities x = x∧ (x∨y), x = x∨ (x∧y).
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Furthermore, if (X,∧,∨) is a triple such that (X,∧) is a meet-semilattice, (X,∨) is
a join-semilattice, and (X,∧,∨) satisfies the absorption laws, then the partial order
obtained from the join is the partial order obtained from the meet, and in particular
(X,∧,∨) is a lattice. We can therefore define a lattice in terms of a partial ordering
or in terms of algebraic operations.
If A is a meet-semilattice, then a nonempty subset F ⊆ A is a filter if
1. x ∧ y ∈ F whenever x ∈ F and y ∈ F , and
2. if x ≤ y and x ∈ F , then y ∈ F .
If A is a meet-semilattice, then a nonempty subset F ⊆ A is a filterbase if whenever
x, y ∈ F, then there is a z ∈ F with z ≤ x and z ≤ y. Alternatively, a nonempty
subset F ⊆ A is a filterbase iff ⋃x∈F ↑ x is a filter. If F is a filterbase, then the filter⋃
x∈F ↑ x is called the filter generated by F. If X is a set, then a filter on X is simply
a filter on the powerset P (X).
A lattice L is said to be distributive if it satisfies the identity x ∧ (y ∨ z) =
(x∧y)∨ (x∧z). A lattice is distributive if and only if it satisfies the other distributive
identity x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
A Boolean algebra is a distributive lattice B with least element 0 and greatest
element 1 along with a unary operation ′ that satisfies the identities x∧x′ = 0, x∨x′ =
1. The main text for facts about Boolean algebras is [12].
If B is a Boolean algebra and a ∈ B, then let B  a = {b ∈ B|b ≤ a}. Then B  a
is a sublattice of B. Furthermore, if we define a mapping ∗ : B  a→ B  a by letting
b∗ = a∧b′ for b ∈ B, then the algebra (B  a,∧,∨, 0, a, ∗) is a Boolean algebra. Define
a mapping αa : B → B  a by letting αa(b) = a ∧ b. Then αa is a surjective Boolean
algebra homomorphism.
A ring R with unity such that x2 = x for x ∈ R is called a Boolean ring. Every
Boolean ring has characteristic 2 since x + x = (x + x)2 = x2 + x2 + x2 + x2 =
x + x + x + x implies x + x = 0. Furthermore, every Boolean ring is commutative
since x+ y = (x+ y)2 = x2 + xy+ yx+ y2 = x+ xy+ yx+ y implies xy+ yx = 0 and
hence xy = yx.
If R is a Boolean ring, then define operations
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1. x ∧ y = xy.
2. x ∨ y = xy + x+ y
3. x′ = 1 + x.
Then (R,∧,∨, 0, 1,′ ) is a Boolean algebra which we shall tentatively denote by R⊗.
If B is a Boolean algebra, then define operations
1. x · y = x ∧ y
2. x+ y = (x ∧ y′) ∨ (y ∧ x′).
Then (B, ·,+, 0, 1) is a Boolean ring which we shall denote by B⊗. If B is a Boolean
algebra, then (B⊗)⊗ = B. If R is a Boolean ring, then (R⊗)⊗ = R. Said differently,
Boolean rings and Boolean algebras are essentially the same.
If B is a Boolean algebra, then for each ideal I, the set {x ∈ B|x′ ∈ I} is a filter.
Furthermore, if Z ⊆ B is a filter, then {x ∈ B|x′ ∈ Z} is an ideal. Therefore for a
Boolean algebra B the ideals and filters are in a one-to-one correspondence.
If B is a Boolean algebra, then a subset I ⊆ B is an ideal in the Boolean algebra
B if and only if I is an ideal in the ring B⊗. Therefore one may take the quotient of
a Boolean algebra modulo some ideal I. More specifically, if B is a Boolean algebra
and I is an ideal on B, then let ∼ be the equivalence relation on B where a ∼ b
if and only if a − b = a + b ∈ I. Then ∼ is a congruence on the Boolean algebra
B. We shall let B/I = B/ ∼ be the quotient Boolean algebra. If B is a Boolean
algebra, and Z is a filter, then we shall let B/Z denote the quotient Boolean algebra
B/{x ∈ B|x′ ∈ Z}. If Z is a filter on a Boolean algebra B, then let piZ : B → B/Z
be the natural map where piZ(b) = b/Z for each b ∈ B. Similarly, if I is an ideal on
B, then let piI : B → B/I be the mapping where piI(b) = b/I for each b ∈ B.
A proper filter Z on a Boolean algebra B is an ultrafilter if Z cannot be extended
to a larger proper filter. A filter Z ⊆ B is an ultrafilter if and only if {x′|x ∈ B}
is a maximal ideal in the ring B⊗. Thus, the ultrafilters on B are in a one-to-one
correspondence with maximal ideals. A filter Z on a Boolean algebra B is an ultrafilter
if and only if |B/Z| = 2. Furthermore, a proper filter Z on a Boolean algebra B is
an ultrafilter if and only if b ∈ Z or b′ ∈ Z for each b ∈ B. Using Zorn’s lemma,
one may easily show that every proper filter on a Boolean algebra can be extended
6
to an ultrafilter. If φ : A→ B is a Boolean algebra homomorphism and U ⊆ B is an
ultrafilter, then φ−1[U ] is an ultrafilter on A.
If X is a topological space, then call a subset U ⊆ X clopen if U is both closed
and open. The clopen subsets of X form an algebra of sets which we shall denote by
B(X). A Hausdorff space X is called zero-dimensional if the clopen sets in X form
a basis. Clearly every zero-dimensional space is totally disconnected. Conversely, a
totally disconnected compact space is zero-dimensional. A compact zero-dimensional
space is also called a Boolean space.
We shall now outline the classical Stone duality between Boolean algebras and
compact zero-dimensional spaces. If B is a Boolean algebra, then write S(B) for the
collection of all ultrafilters on the Boolean algebra B. If b ∈ B, then let Ub = {U ∈
S(B)|b ∈ U}. Then {Ub|b ∈ B} is a basis for a compact zero-dimensional topology on
S(B). If B is a Boolean algebra, then the mapping B → B(S(B)), b 7→ Ub is a Boolean
algebra isomorphism. Furthermore, if X is a compact totally disconnected space, then
let C(x) = {R ∈ B(X)|x ∈ R} for x ∈ X, then C(x) is an ultrafilter on B(X). Fur-
thermore, the mapping X → S(B(X)), x 7→ C(x) is a homeomorphism. Therefore one
may regard Boolean algebras and compact totally disconnected spaces as equivalent.
This equivalence between Boolean algebras and compact totally disconnected spaces
also relates Boolean algebra homomorphisms with continuous function. For instance,
if A,B are Boolean algebras, and φ : A → B is a Boolean algebra homomorphism,
then let S(φ) : S(B)→ S(A) be the mapping where S(φ)(U) = φ−1[U ]. Then S(φ) is a
continuous function. One can clearly see that S gives a contravariant functor from the
category of Boolean algebras to the category of compact totally disconnected spaces.
On the other hand, if X, Y are topological spaces and f : X → Y is continuous, then
the inverse image of a clopen set is clopen. Therefore let B(f) : B(Y ) → B(X) be
the mapping where B(f)(C) = f−1[C]. Then B is a contravariant functor from the
category of compact totally disconnected spaces to the category of Boolean algebras.
See [12][Ch. 3],[4][Ch. 2] for an exposition on the duality between compact totally
disconnected spaces and Boolean algebras.
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The following chart lists some of the relations between Boolean algebras and compact zero-
dimensional spaces. Most of the correspondences in this chart are easy to prove, and a similar
chart can be found in [15][p. 1237].
Table 1.1: Table of dualities for Boolean algebras
Boolean algebras Compact zero-dimensional spaces
Elements Clopen sets
Ultrafilters Points
Filters Closed sets
Ideals Open sets
Homomorphisms Continuous functions
Surjective homomorphisms Injective continuous functions
Injective homomorphisms Surjective continuous functions
Collection of ultrafilters R with ⋃R = B+ Dense sets
Principal ultrafilters Isolated points
Complete Boolean algebras Extremally disconnected compact spaces
σ-complete Boolean algebras Basically disconnected compact spaces
Atomic Boolean algebras Isolated points are dense
Superatomic Boolean algebras Scattered spaces
finitely additive finite measures on a Boolean algebra finite Baire measures
A Boolean algebra B is said to be a κ-Boolean algebra if whenever R ⊆ B and
|R| < κ, then R has a least upper bound. By De Morgan’s law, a Boolean algebra
B is a κ-Boolean algebra if and only if every subset R ⊆ B with |R| < κ has a least
upper bound. We shall also call a κ-Boolean algebra a κ-complete Boolean algebra.
A filter Z on a κ-Boolean algebra B is a κ-filter if whenever R ⊆ Z and |R| < κ, then∧
R ∈ Z. An ideal I is a κ-ideal if the filter {x ∈ B|x′ ∈ I} is a κ-filter. We shall
write Sκ(B) for the collection of all κ-ultrafilters on B if B is a κ-Boolean algebra.
An algebra of sets (X,A) is a κ-algebra of sets if whenever R ⊆ A and |R| < κ,
then
⋃
R ∈ A as well. We shall call a Boolean algebra B κ-representable if B is
isomorphic to some κ-algebra of sets. One can easily show that a κ-Boolean algebra
is κ-representable if
⋂
Sκ(B) = {1}. We shall call a Boolean algebra B strongly κ-
representable if every κ-filter on B can be extended to a κ-ultrafilter. One can see that
a Boolean algebra B is strongly κ-representable if and only if B/Z is representable
for each κ-filter B [19].
We shall now give two constructions for the direct limit of Boolean algebras. It
should be noted that these two constructions are universal algebraic and they work
on general algebraic structures such as groups, rings, modules, lattices, etc.
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An upwards directed set is a poset D such that if x, y ∈ D then there is a z ∈ D
with x ≤ z, y ≤ z. A downwards directed set is a poset D such that if x, y ∈ D, then
there is a z ∈ D with z ≤ x, z ≤ y. If we say a poset is directed, then we shall mean
that it is upwards directed.
We shall define the notion of a direct and an inverse limit first in the most general
case of category theory. We shall then give special cases of direct and inverse limits in
certain categories. Let C be a category and let D be a preordered set. For each d ∈ D
let Xd be an object in C. If d, e ∈ D and d ≤ e then assume that φd,e : Xd → Xe is a
morphism. We say that ((Xd)d∈D, (φd,e)d,e∈D,d≤e) is an inverse system if
1. φd : Xd → Xd is the identity morphism for each d ∈ D and
2. If d, e, f ∈ D and d ≤ e ≤ f , then φd,f = φe,f ◦ φd,e.
If D is a downwards directed set, then the inverse limit of ((Xd)d∈D, (φd,e)d,e∈D,d≤e)
consists of an object lim←−(Xd)d∈D along with morphisms φd :
lim
←− (Xd)d∈D → Xd for
d ∈ D such that:
1. If d ≤ e, then φd,eφd = φe whenever d ≤ e and
2 If X is an object and αd : X → Xd is a morphism for d ∈ D with φd,eαd = αe
whenever d ≤ e, then there is a unique morphism α : X →lim←− (Xd)d∈D such that
αd = φdα.
In a category one may easily show that the inverse limit is unique up to isomor-
phism. We shall now give an example of what an inverse limit looks like.
Let Set denote the category of sets. Let ((Xd)d∈D, (φd,e)d,e∈D,d≤e) be an inverse
system of sets. Then the inverse limit lim←−(Xd)d∈D in Set is the subset of the cartesian
product
∏
d∈DXd where (xd)d∈D ∈lim←− (Xd)d∈D iff φd,e(xd) = xe whenever d ≤ e.
Furthermore, the inverse limit lim←−(Xd)d∈D consists of mappings pid :
lim
←− (Xd)d∈D → Xd
for d ∈ D where pid is the restriction of the projection mapping pid :
∏
d∈DXd → Xd.
The inverse limit of a collection of sets may be empty. For example, if (Xr)r∈Z is
a collection of sets where ...Xr−1 ⊆ Xr ⊆ Xr+1... and where
⋂
r∈ZXr = ∅, then let
ιr,s : Xr → Xs be the inclusion mapping. Then one can clearly see that lim←−Xr = ∅.
It turns out that the inverse limit of a collection of sets may be empty even if every
transitional mapping is surjective. In fact, a very short six line journal article [22] gives
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an example of an empty inverse limit where every transitional mapping is surjective.
Let C be a category, and let D be a directed set. Let Ad be an object in C for d ∈ D.
Furthermore, assume that whenever d ≤ e, there is a morphism φd,e : Ad → Ae. Also
assume that if d ≤ e ≤ f , then φe,fφd,e = φd,f and if d ∈ D, then φd,d is the identity
morphism. Then we shall call the system ((Ad)d∈D, (φd,e)d≤e) a directed system. The
direct limit of ((Ad)d∈D, (φd,e)d≤e) consists of an object lim−→Ad along with morphisms
φd : Ad →lim−→ Ad such that φd = φeφd,e whenever d ≤ e and direct limits must satisfy
the following universal property: Whenever αd : Ad → B are morphisms for d ∈ D
and αd = αeφd,e for d ≤ e, then there is a morphism α :lim−→ Ad → B where αd = αφd
for d ∈ D.
We shall now give constructions for a direct limit of Boolean algebras. It should be
noted that these constructions work for any variety. Let ((Bd), (φd,e)d≤e) be a directed
system of Boolean algebras and assume that the collection (Bd)d∈D is pairwise disjoint
for notational simplicity. Let ∼ be the relation on ⋃d∈D Bd where if a ∈ Bd1 , b ∈ Bd2 ,
then a ∼ b iff φd1,e(a) = φd2,e(b) for some e ≥ d1, d2. Then
⋃
d∈D Bd/ ∼ is a Boolean
algebra where if a, b ∈ Bd, then [a] ∧ [b] = [a ∧ b], [a] ∨ [b] = [a ∨ b], [a′] = [a]′. One
can easily show that
⋃
d∈D Bd/ ∼ is the direct limit lim−→Bd in the category of Boolean
algebras.
If Bd ⊆ Be whenever d ≤ e and each φd,e is the inclusion mapping, then one can
easily see that the direct limit lim−→Bd is simply the union
⋃
d∈D Bd.
Let D be a directed set and let (Bd, φd,e)d≤e be a directed system of Boolean
algebras. Let B ⊆ ∏d∈D Bd be the set where (xd)d∈D ∈ B if and only if for some
d ∈ D we have φd,e(xd) = xe whenever e ≥ d. One can easily show that B is a Boolean
subalgebra of
∏
d∈D Bd. Let Z ⊆ B be the collection of all (xd)d∈D ∈ B where there
is some d ∈ D where xe = 1 whenever e ≥ d. One can clearly see that Z is a filter
on B. One can show that the direct limit lim−→Bd is the Boolean algebra B/Z with
homomorphisms αd : Bd → B/Z defined by αd(b) = (xd)d∈D/Z where xe = φd,e(b)
whenever d ≤ e.
10
1.3 Boolean partition algebras
In this section, I shall develop some basic facts about Boolean partition algebras.
Definition 1.3.1 If A is a Boolean algebra or more generally a partially ordered set
with least element 0, and R ⊆ A, then we shall write R+ for R \ {0}. Let P be a
poset. Then x, y ∈ P are said to be incompatible if there does not exist an r ∈ P with
r ≤ x, r ≤ y. A subset A ⊆ P is said to be cellular if every pair of elements in A is
incompatible. If I is an index set, then we say that a family (ci)i∈I ∈ AI is cellular
if for i 6= j there does not exist an r ∈ P with r ≤ ci, r ≤ cj. We may generalize the
notion of incompatibility to meet-semilattices. If (A,∧, 0) is a meet-semilattice with
least element 0, then we shall say x, y ∈ A+ are incompatible if x ∧ y = 0, and we
shall say A′ ⊆ A+ is cellular if x ∧ y = 0 for x, y ∈ A′, x 6= y.
Proposition 1.3.2 Let P be a poset. Then every cellular family is contained in a
maximal cellular family (ordered under ⊆).
Proof. This is a simple application of Zorn’s lemma. If (Rb)b∈B is a chain of cellular
families, then
⋃
b∈B Rb is cellular. 
Definition 1.3.3 Let P be a poset (meet-semilattice). Write c(P ) for the collection
of cellular families on P . If A,B ∈ c(P ), then A refines B (written A  B) if for
each a ∈ A, there is a b ∈ B with a ≤ b. Since B is cellular, there is a unique b ∈ B
with a ≤ b. Therefore let φA,B : A→ B be the function with a ≤ φA,B(a) for a ∈ A.
Proposition 1.3.4 c(P ) is a poset under the ordering , and c(P ) is an inverse
system of sets with transition mappings φA,B whenever A  B.
Proof. If A ∈ c(P ), then a ≤ a for a ∈ A, so A  A and φA,A(a) = a for a ∈ A. If
A  B and B  C, then for a ∈ A we have a ≤ φA,B(a) ≤ φB,CφA,B(a), thus A  C
and φA,C(a) = φB,CφA,B(a) for a ∈ A. Therefore  is a preordering, and c(P ) is an
inverse system with transition mappings φA,B. To show that c(P ) is a partial ordering
assume A,B ∈ c(P ), A  B,B  A. Then a ≤ φA,B(a) ≤ φB,AφA,B(a) = φA,A(a) = a,
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so a = φA,B(a) ∈ B. We therefore have A ⊆ B, and by an identical argument we have
B ⊆ A. We therefore conclude that A = B. 
Definition 1.3.5 Let B be a Boolean algebra. Then a partition p of B is a subset
of B+ where
∨
p = 1 and where x ∧ y = 0 for x 6= y. We shall write P(B) for the
collection of all partitions of a Boolean algebra B.
The partitions of a Boolean algebra are precisely the maximal elements of c(B) with
the inclusion ordering ⊆. One can easily see that a cellular family p ⊆ B is a partition
iff a = 0 whenever a∧ b = 0 for each b ∈ p. In other words, a cellular family p ⊆ B is
a partition iff whenever a > 0 there is a b ∈ p with a ∧ b > 0.
Proposition 1.3.6 If B is a Boolean algebra, then P(B) is a meet semilattice where
p ∧ q = {a ∧ b|a ∈ p, b ∈ q}+ for all p, q ∈ F .
Proof. Let s = {a ∧ b|a ∈ p, b ∈ q}+. We claim that s is the greatest lower bound
of p and q. If c1, c2 ∈ s, then c1 = a1 ∧ b1 and c2 = a2 ∧ b2 for some a1, a2 ∈ p and
b1, b2 ∈ q. If c1 6= c2, then a1 6= a2 or b1 6= b2. Therefore a1 ∧ a2 = 0 or b1 ∧ b2 = 0,
so c1 ∧ c2 = a1 ∧ a2 ∧ b1 ∧ b2 = 0. Therefore s is cellular. Furthermore, we have∨
s =
∨
a∈p
∨
b∈q a ∧ b =
∨
a∈p(a ∧
∨
b∈q b) =
∨
a∈p a = 1, thus s is a partition of B
with s  p and s  q. Now let r ∈ P(B) be a partition with r  p and r  q. Then
for x ∈ r we have x ≤ φr,p(x)∧φr,q(x) ∈ s, so r  s. Therefore s is the greatest lower
bound of p and q. 
Definition 1.3.7 An extended partition is a family (ai)i∈I ∈ BI such that
∨
i∈I ai = 1
and if i 6= j, then ai ∧ aj = 0.
Clearly, a family (ai)i∈I is an extended partition iff {ai|i ∈ I}+ is a partition of B and
ai 6= aj whenever ai 6= 0 and i 6= j.
Lemma 1.3.8 Let B be a Boolean algebra and assume that (ai)i∈I , (bi)i∈I are extended
partitions with ai ≤ bi for i ∈ I. Then ai = bi for i ∈ I.
Proof. Assume that ak < bk for some k ∈ I. Then bk ∧ a′k 6= 0. On the other hand,
we have ak ∧ (bk ∧ a′k) = 0 and whenever i 6= k we also have ai ∧ (bk ∧ a′k) ≤ ai ∧ bk ≤
bi ∧ bk = 0. This contradicts the fact that (ai)i∈I is an extended partition. 
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Proposition 1.3.9 Assume p, q are partitions of a Boolean algebra B. Then p  q
if and only if b =
∨{a ∈ p|a ≤ b} for each b ∈ q.
Proof. → Assume that b] is an upper bound of {a ∈ p|a ≤ b} with b] ≤ b for
b ∈ q. Then {b]|b ∈ q} is a cellular family. For each a ∈ p we have a ≤ φp,q(a)], so∨
b∈q b
] ≥ ∨a∈p a = 1. Therefore {b]|b ∈ q} is a partition of B, and b] = b for b ∈ q by
Lemma 1.3.8.
← Let R = {a ∈ p|∃b ∈ q, a ≤ b}. Then ∨R = ∨b∈q∨{a ∈ p|a ≤ b} = ∨b∈q b = 1.
Therefore R is a partition of B with R ⊆ p, so R = p, thus proving p  q. 
Corollary 1.3.10 If pi is a partition of B for i ∈ I and p  pi for i ∈ I and q is a
partition with q ⊆ ⋃ pi, then p  q.
Proof. If b ∈ q, then b ∈ pi for some i ∈ I, so b =
∨{a ∈ p|a ≤ b}. Therefore p  q.

Proposition 1.3.11 Let p be a partition of a Boolean algebra B. Then for b ∈ B the
following are equivalent.
1. b =
∨{a ∈ p|a ≤ b}
2. b = 1 or p  {b, b′}
3. b ∈ q for some partition q with p  q.
Proof. 2⇒ 3 If b = 1, then b ∈ {1}  p. If b < 1, then b ∈ {b, b′}  p.
3⇒ 1 This was proved in Proposition 1.3.9.
1 ⇒ 2 Assume b 6= 1, and ∨{a ∈ p|a ≤ b} = b. If c ∈ p, c 6≤ b, then c 6∈ {a ∈
p|a ≤ b}, so c ∧ a = 0 whenever a ≤ b, a ∈ p. Therefore c ∧ b = c ∧ ∨a∈p,a≤b a =∨
a∈p,a≤b(c ∧ a) = 0, so c ≤ b′. We therefore have p  {b, b′}. 
Definition 1.3.12 A partition p on a Boolean algebra B is said to be subcomplete if∨
R exists whenever R ⊆ p. For example, every finite partition of a Boolean algebra
is subcomplete.
Proposition 1.3.13 If a partition p of a Boolean algebra B is subcomplete, and p 
q, then q is subcomplete as well.
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Proof. Since p  q, for each a ∈ q there is a Pa ⊆ p with a =
∨
Pa by Proposition
1.3.9. If R ⊆ q, then ∨R = ∨a∈R(∨Pa) = ∨(⋃a∈R Pa). 
Definition 1.3.14 A Boolean partition algebra is a pair (B,F ) where B is a Boolean
algebra and F is a (possibly improper) filter on P(B) with
⋃
F = B+. A Boolean
partition algebra (B,F ) is subcomplete if each p ∈ F is a subcomplete partition of B.
It can be argued that subcompleteness is the most important property a Boolean par-
tition algebra could have. Without subcompleteness, the theory of Boolean partition
algebras is not nearly as interesting. For instance, subcompleteness is necessary in
the ultrapower construction using Boolean partition algebras, in the dualities such
as the duality between Boolean partition algebras and uniform spaces, and in the
correspondence between based Boolean partition algebras and inverse systems where
all bonding maps are surjective.
Proposition 1.3.15 Let F ⊆ P(B) be a filter. Then the following are equivalent.
1. If b ∈ B \ {0, 1}, then {b, b′} ∈ F .
2. (B,F ) is a Boolean partition algebra.
3. F contains all partitions of B into finitely many sets.
Proof. 1→ 2 Let b ∈ B+. If b = 1, then b ∈ {b} ∈ F . If b 6= 1, then b ∈ {b, b′} ∈ F .
2→ 3 Let {b1, ..., bn} be a partition of B. For 1 ≤ i ≤ n let pi ∈ F be a partition
with bi ∈ pi. Then {b1, ..., bn}  p1 ∧ ... ∧ pn ∈ F by Corollary 1.3.10.
3→ 1 This is trivial. 
Example 1.3.16 If B is a Boolean algebra, then (B,P(B)) is a Boolean partition
algebra. If B is a Boolean algebra, and λ is an infinite cardinal, then define Pλ(B) =
{p ∈ P(B) : |p| < λ}. Then (B,Pλ(B)) is a Boolean partition algebra. If B is
λ-complete, then (B,Pλ(B)) is a subcomplete Boolean partition algebra. If B is a
complete Boolean algebra, then every Boolean partition algebra of the form (B,F ) is
subcomplete.
Example 1.3.17 Let B be a Boolean algebra and let µ be a finitely additive measure
on B with µ(1) = 1. Let F be the collection of all partitions p with
∑
a∈p µ(a) = 1.
14
Then one may easily show that (B,F ) is a Boolean partition algebra. For example,
let X be a compact totally disconnected space, let µ be a Baire measure on X with
µ(X) = 1, and let F be the collection of all partitions of P of the dual Boolean algebra
B(X) with
∑
R∈P µ(R) = 1. Then (B(X), F ) is a Boolean partition algebra.
The following theorem gives many more examples of Boolean partition algebras.
Theorem 1.3.18 If B is a Boolean algebra and F ⊆ P(B) is a filter, then {0}∪(⋃F )
is a subalgebra of B, and ({0}∪(⋃F ), F ) is a Boolean partition algebra. If each p ∈ F
is subcomplete, then ({0} ∪ (⋃F ), F ) is a subcomplete Boolean partition algebra.
Proof. Let a, b ∈ {0} ∪ (⋃F ). If a ∧ b = 0, then a ∧ b ∈ {0} ∪ (⋃F ). If a ∧ b 6= 0,
then a 6= 0 and b 6= 0, so there are p, q ∈ F with a ∈ p, b ∈ q. Therefore a ∧ b ∈
p ∧ q ⊆ {0} ∪ (⋃F ) since p ∧ q ∈ F .
Now assume a ∈ {0} ∪ (⋃F ). If a ∈ {0, 1}, then clearly a′ ∈ {0} ∪ (⋃F ). If
a 6∈ {0, 1}, then a ∈ p for some p ∈ F . But by Proposition 1.3.11 we have p  {a, a′}.
Since F is a filter we have {a, a′} ∈ F , so a′ ∈ {0} ∪ (⋃F ). We therefore conclude
that {0} ∪ (⋃F ) is a Boolean subalgebra.
Clearly F is a filterbase on P({0} ∪ (⋃F )). Assume p and q are partitions of the
Boolean algebra {0} ∪ (⋃F ) with p ∈ F and p  q. Then we claim that q is a
partition of B. Clearly q is a cellular family. If x ∈ B and x ≥ b for each b ∈ q, then
for each a ∈ p we have a ≤ φp,q(a) ≤ x, so x = 1. Therefore q is a partition of B, thus
q ∈ F . Therefore F is a filter on P({0} ∪ (⋃F ), F ), so ({0} ∪ (⋃F ), F ) is a Boolean
partition algebra.
If p ∈ F is a subcomplete partition of B, then for R ⊆ p we have p  {∨B R,∨B(p\
R)}+, thus {∨B R,∨B(p\R)}+ ∈ F . Therefore ∨B R ∈ {0}∪(⋃F ) is the least upper
bound ofR in {0}∪(⋃F ). We conclude that ({0}∪(⋃F ), F ) is a subcomplete Boolean
partition algebra. 
Definition 1.3.19 If B is a Boolean algebra and F is a filter on P(B), then write
B∗(B,F ) for the Boolean partition algebra ({0} ∪ (⋃F ), F ). If B = P (X) for some
set X, then we shall write B∗(X,F ) for B∗(P (X), F ).
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Example 1.3.20 Let X be a topological space. An open set U is a regular open set
if U = (U)◦ (i.e. it is the interior of its closure). The collection of all regular open
sets on a topological space forms a complete Boolean algebra denoted by RO(X). Let
µ be a Borel probability measure on X, and let F be the collection of partitions of the
Boolean algebra RO(X) where ∑O∈F µ(O) = 1. Then F is a filter on P(RO(X))
and ({∅} ∪⋃F, F ) is a subcomplete Boolean partition algebra.
Proposition 1.3.21 Let (A,∧, 0), (B,∧, 0) be meet semilattices and f : (A,∧, 0) →
(B,∧, 0) be a semilattice homomorphism with f(0) = 0. Then f [r]+ is cellular for
each cellular r ⊆ A. Furthermore, if (C,∧, 0) is a meet semilattice and g : B → C
is a semilattice homomorphism with g(0) = 0, then g[f [r]+]+ = g ◦ f [r]+ for each
cellular r.
Proof. If r ⊆ A is cellular, then for each a, b ∈ r where f(a) 6= f(b) we have a 6= b,
so f(a) ∧ f(b) = f(a ∧ b) = f(0) = 0.
We shall now show that g[f [r]+]+ = (g ◦ f)[r]+. We have g[f [r]+]+ ⊆ g[f [r]]+ =
(g ◦ f)[r]+. For the converse, if b ∈ (g ◦ f)[r]+, then b = g(f(a)) for some a ∈ r. Then
since g(f(a)) = b 6= 0 we have f(a) 6= 0 as well, so b ∈ g[f [r]+]+. 
Definition 1.3.22 Let (A,F ) be a Boolean partition algebra, and let B be a Boolean
algebra. A function f : A→ B is a partitional map from (A,F ) to B if f is a Boolean
algebra homomorphism, and f [p]+ is a partition of B for each p ∈ F . A partition
homomorphism f from (A,F ) to (B,G) is a Boolean algebra homomorphism from A
to B where f [p]+ ∈ G for each p ∈ F .
A function f : (A,F ) → B is partitional iff f : (A,F ) → (B,P(B)) is a partition
homomorphism. If f : (A,F )→ B is an injective homomorphism, then f is partitional
if and only if f [p] is a partition of B for each p ∈ F . If f : (A,F ) → (B,G) is an
injective homomorphism, then f is a partition homomorphism iff f [p] ∈ G for each
p ∈ F .
Example 1.3.23 Let (B,F ) be a Boolean partition algebra, and let a ∈ B. Then the
mapping αa : (B,F ) → B  a where αa(x) = x ∧ a is partitional. For if p ∈ F , then
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∨
αa[p] =
∨
b∈p a ∧ b = a ∧
∨
b∈p b = a, so αa[p]
+ is a partition of B  a.
Proposition 1.3.24 1. Let f : (A,F ) → (B,G) be a partition homomorphism, and
let g : (B,G)→ C be partitional. Then g ◦ f : (A,F )→ C is partitional as well.
2. Let f : (A,F )→ (B,G), g : (B,G)→ (C,H) be partition homomorphism, then
g ◦ f is also a partition homomorphism.
Proof. Let p ∈ F .
1. We have f [p]+ ∈ G, so (g ◦ f)[p]+ = g[f [p]+]+ is a partition of C.
2. Since f [p]+ ∈ G, we have (g ◦ f)[p]+ = g[f [p]+]+ ∈ H, thus g ◦ f is a partition
homomorphism. 
The class of all Boolean partition algebras with partition homomorphisms forms a
category.
Proposition 1.3.25 If f : (A,F )→ B is a partitional mapping, then for each p, q ∈
F we have f [p]+ ∧ f [q]+ = f [p ∧ q]+.
Proof. If x ∈ f [p]+ ∧ f [q]+, then x = f(a) ∧ f(b) = f(a ∧ b) for some a ∈ p, b ∈ q.
Since x 6= 0 we have a ∧ b 6= 0 as well, therefore a ∧ b ∈ p ∧ q, hence x ∈ f [p ∧ q]+
since x 6= 0.
Now assume y ∈ f [p ∧ q]+. Then y = f(x) for some x ∈ p ∧ q, so x = a ∧ b
for some a ∈ p, b ∈ q. Thus y = f(x) = f(a ∧ b) = f(a) ∧ f(b). Therefore since
y 6= 0 we have f(a) 6= 0, f(b) 6= 0 as well, hence f(a) ∈ f [p]+ and f(b) ∈ f [q]+, so
y ∈ (f [p]+) ∧ (f [q]+). 
Proposition 1.3.26 Let A,B be Boolean algebras. Then a function f : A → B is
a Boolean algebra homomorphism iff whenever (a, b, c) is an extended partition of A,
then (f(a), f(b), f(c)) is an extended partition of B.
Proof. If f is a Boolean algebra homomorphism, then it is clear that (f(a), f(b), f(c))
is an extended partition of B for each extended partition (a, b, c) of A.
For the converse, we first take note that since (0, 0, 1) is an extended partition of A,
the triple (f(0), f(0), f(1)) is an extended partition of B, so f(0) = f(0) ∧ f(0) = 0.
17
If a ∈ A, then (a, a′, 0) is an extended partition of A, thus (f(a), f(a′), f(0)) =
(f(a), f(a′), 0) is an extended partition of B, therefore f(a)′ = f(a′).
Assume a, b ∈ A are incompatible. Then (a, b, (a ∨ b)′) is an extended partition of
A, thus (f(a), f(b), f(a ∨ b)′) is an extended partition of B, so f(a) ∨ f(b) = f(a ∨ b)
and f(a) ∧ f(b) = 0.
Now assume a ≤ b. Then f(b) = f((b∧a′)∨a) = f(b∧a′)∨f(a), thus f(a) ≤ f(b).
Therefore for arbitrary a, b ∈ B one has f(a) ≤ f(a ∨ b), f(b) ≤ f(a ∨ b), so
f(a)∨ f(b) ≤ f(a∨ b) = f((a∧ b′)∨ b) = f(a∧ b′)∨ f(b) ≤ f(a)∨ f(b). We conclude
that f is a Boolean algebra homomorphism. 
Corollary 1.3.27 Let (A,F ) be a Boolean partition algebra, and let B be a Boolean
algebra. Then a function(we do not assume beforehand that it is a Boolean algebra
homomorphism) f : (A,F ) → B is partitional if and only if f(0) = 0 and (f(a))a∈p
is an extended partition of B for each p ∈ F .
Proof. f satisfies the hypothesis of Proposition 1.3.26, so f is a Boolean algebra
homomorphism. 
In other words, a function f : A → B is a partitional mapping from (A,F ) to B
if and only if f [p]+ is a partition of B for each p ∈ F , and f(a) ∧ f(b) = 0 whenever
a, b ∈ p, a 6= b and f(0) = 0.
Definition 1.3.28 If X is a set, then P(P (X)) is the lattice of partitions of X. We
shall sometimes write PP (X) for P(P (X)). Let P(X) denote the Boolean partition
algebra (P (X),PP (X)).
Definition 1.3.29 If B is a Boolean algebra, and p is a partition of B, then let p]
be the collection of all subsets of p where R ∈ p] if and only if ∨R exists. Define a
function φ : p] → B by φ(R) = ∨R.
Proposition 1.3.30 Let p be a partition of a Boolean algebra B. Then
1. (p, p]) is an algebra of sets.
2. The function φ : p] → B is an injective Boolean algebra homomorphism that
preserves all least upper bounds.
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3. If (B,F ) is a Boolean partition algebra and p is subcomplete, then the mapping
φ : P(p)→ (B,F ) is a partition homomorphism.
Proof. 1. If R, S ∈ p], then ∨(R ∪ S) = (∨R) ∨ (∨S), so the least upper bound∨
(R∪S) exists. Therefore R∪S ∈ p] as well. Now assume R ∈ p]. Then we claim that
(
∨
R)′ is the least upper bound of p\R. If a ∈ p\R, then a∧∨R = ∨b∈R(a∧ b) = 0,
so a ≤ (∨R)′. Therefore (∨R)′ is an upper bound of p \R. Now assume s is also an
upper bound of p\R. Then s∨ (∨R) ≥ a for each a ∈ p. Therefore s∨ (∨R) = 1, so
s ≥ (∨R)′. Therefore (∨R)′ is the least upper bound of p \ R, and p] is an algebra
of sets.
2. We have φ(Rc) =
∨
Rc = (
∨
R)′ = φ(R)′. Assume Ri ∈ p] for i ∈ I and∨
i∈I Ri exists in p
]. Then
⋃
i∈I Ri ⊆
∨
i∈I Ri and in fact
⋃
i∈I Ri =
∨
i∈I Ri since if
a ∈ ∨i∈I Ri \⋃i∈I Ri, then (∨i∈I Ri)\{a} would be an upper bound of (Ri)i∈I smaller
than (
∨
i∈I Ri), a contradiction. Therefore φ(
∨
i∈I Ri) =
∨⋃
i∈I Ri =
∨
i∈I(
∨
Ri) =∨
i∈I(φ(Ri)). The mapping φ is injective since ker(φ) = {0}.
3. If R ∈ P(P (p)), then ∨φ[R]+ = φ(∨R) = 1. 
Definition 1.3.31 Let A be a Boolean algebra, and let p be a partition of A. Then
let p∗ = {∨R|R ∈ p]}. Clearly p∗ is a Boolean subalgebra of A.
Theorem 1.3.32 If (A,F ) is subcomplete, and f : (A,F ) → B is partitional, then
{f [p]+|p ∈ F} is a filter on P(B).
Proof. {f [p]+|p ∈ F} is a filterbase since the map p 7→ f [p]+ is order preserving.
We claim that if p ∈ F , then there is a partition q of B with p  q and where
f [p]+ = f [q]. Let A = {a ∈ p|f(a) 6= 0} and let Z : p→ A be a mapping where Z|A
is the identity function. Let q = {∨Z−1[a]|a ∈ A}. Then q is a partition of B with
p  q. We have f [p]+ = f [A] = {f(a)|a ∈ A}, but f [q] = {f(∨Z−1[a])|a ∈ A}, so
since f [p]+ and f [q] are both partitions of B and f(a) ≤ f(∨Z−1[a]) for a ∈ A, we
have f [p]+ = f [q] by Lemma 1.3.8.
Now assume p ∈ F and f [p]+  s. Then there is a q ∈ F with p  q and
f [q] = f [p]+  s. Let Lb = {a ∈ q|f(a) ≤ b} for b ∈ s. Then (Lb)b∈s is a partition of
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the set q, so if we set r = {∨Lb|b ∈ s}, then r is a partition of B with q  r. If a ∈ Lb,
then f(a) ≤ f(∨Lb), so b = ∨{f(a)|a ∈ q, f(a) ≤ b} = ∨{f(a)|a ∈ Lb} ≤ f(∨Lb).
Therefore since s, {f(∨Lb)|b ∈ s} = f [r] are both partitions, we have s = f [r] by
Lemma 1.3.8. 
Lemma 1.3.33 Let B be a Boolean algebra, let p be a partition of B, and assume
R ⊆ p. Then x is the least upper bound of R iff x ≥ r for r ∈ R and x ∧ s = 0 for
s ∈ p \R .
Proof. → If x = ∨R, then for s ∈ p\R we have s∧x = s∧(∨r∈R r) = ∨r∈R(r∧s) = 0,
and r ≤ x for r ∈ R.
← Assume x ≥ r for r ∈ R and x ∧ s = 0 for s ∈ p \R. Then x ∧ r = r for r ∈ R,
so x = x ∧∨ p = ∨a∈p(x ∧ a) = ∨r∈R r. 
Theorem 1.3.34 Assume A,B are Boolean algebras, f : A→ B is a Boolean algebra
homomorphism, and p is a partition of A where f [p]+ is a partition of B. Then for
each R ∈ p] we have f(∨R) = ∨(f [R]+). In particular, if p is subcomplete, then
f [p]+ is also subcomplete.
Proof. Clearly f(
∨
R) is an upper bound of f [R]+. Now if b ∈ (f [p]+) \ (f [R]+),
then b = f(a) for some a ∈ p \R, so a∧∨R = 0, and b∧ f(∨R) = f(a)∧ f(∨R) =
f(a ∧ (∨R)) = f(0) = 0. Therefore f(∨R) is the least upper bound of f [R]+ by
Lemma 1.3.33. If p is subcomplete, then every subset of f [p]+ is of the form f [R]+
for some R ⊆ p and ∨ f [R]+ = f(∨R), so f [p]+ is subcomplete. 
Corollary 1.3.35 If A is a subalgebra of a Boolean algebra B, p is a partition of B
with p ⊆ A, and R ⊆ p for which ∨AR exists, then ∨B R exists and ∨B R = ∨AR.
Proof. Let ι : A→ B be the inclusion mapping. Then, since p is a partition of A and
ι[p] = p is a partition of B, we have
∨AR = ι(∨AR) = ∨B ι[R] = ∨B R by Theorem
1.3.34. 
Definition 1.3.36 If (B,F ) is a Boolean partition algebra, then an ultrafilter U ⊆ B
is an F -ultrafilter if for each p ∈ F there is an a ∈ p ∩ U . We shall write S∗(B,F )
20
for the collection of all F -ultrafilters on B. A Boolean partition algebra (B,F ) is said
to be stable if
⋂
S∗(B,F ) = {1}.
If there is an a ∈ p∩U , then a is unique since if a, b ∈ p∩U , a 6= b, then 0 = a∧b ∈ U
which is impossible.
Example 1.3.37 If B is a Boolean algebra, then every ultrafilter is a Pω(B)-ultrafilter.
In other words, S∗(B,Pω(B)) = S(B). Therefore (B,Pω(B)) is always stable.
Every filter on a Boolean algebra can be extended to an ultrafilter. On the other hand,
there are Boolean partition algebras (B,F ) that do not contain any F -ultrafilters as
the following examples illustrate.
Example 1.3.38 If (B,F ) is a Boolean partition algebra and a ∈ B is an atom, then
↑ a is an ultrafilter. Furthermore, for each p ∈ F there is a b ∈ p with a ∧ b 6= 0.
Therefore a ≤ b, so p∩ ↑ a 6= 0. Thus ↑ a is an F -ultrafilter. In particular, if B is
atomic, then (B,F ) is stable.
Example 1.3.39 If B is a Boolean algebra, then S∗(B,P(B)) is the collection of all
principal ultrafilters. If U is a nonprincipal ultrafilter, then ∨(B \ U) = 1, so there is
a partition p ⊆ B \ U , and hence U 6∈ S∗(B,P(B)). In particular, if If B is atomless,
then S∗(B,P(B)) = ∅.
If (B,F ) is a Boolean partition algebra, then the set F becomes an inverse system
with transition mappings φp,q : p→ q whenever p  q. We may therefore refer to the
inverse limit lim←−F which may be empty.
Theorem 1.3.40 Let (B,F ) be a Boolean partition algebra, and let (xp)p∈F ∈lim←− F .
Then
1. If p, q ∈ F , then xp∧q = xp ∧ xq.
2. {xp|p ∈ F} is an F -ultrafilter on B.
Proof. 1. We have xp∧q ≤ φp∧q,p(xp∧q) = xp and xp∧q ≤ xq, so xp∧q ≤ xp ∧ xq. Since
xp∧q ∈ p ∧ q and xp ∧ xq ∈ p ∧ q we have xp∧q = xp ∧ xq.
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2. Since xp ∧ xq = xp∧q, the set {xp|p ∈ F} is a filterbase. Now assume p ∈ F
and xp ≤ a and a 6∈ {xp|p ∈ F}. Then x{a,a′} = a′, so xp∧{a,a′} = xp ∧ x{a,a′} =
xp ∧ a′ = xp ∧ a ∧ a′ = 0. This is a contradiction. Therefore {xp|p ∈ F} is a filter.
If b ∈ B \ {0, 1}, then x{b,b′} = b or x{b,b′} = b′, thus {xp|p ∈ F} is an ultrafilter.
Furthermore {xp|p ∈ F} is an F -ultrafilter since {xp|p ∈ F} ∩ p = {xp} for each
p ∈ F . 
We shall now show that every F -ultrafilter is of the form {xp|p ∈ F} for some
(xp)p∈F ∈lim←− F.
Let U be an F -ultrafilter, and let f : F → B be the mapping where f(p) is the
unique element in U ∩ p. If p  q, then φp,q(f(p)) ∈ q and φp,q(f(p)) ≥ f(p) ∈ U , so
φp,q(f(p)) = f(q). Therefore f ∈lim←− F .
Definition 1.3.41 Define maps L :lim←− F → S∗(B,F ) and M : S∗(B,F ) →lim←− F by
letting L(xp)p∈F = {xp|p ∈ F} and M(U)(p) ∈ p ∩ U for p ∈ F .
Theorem 1.3.42 The functions L and M are inverses.
Proof. If (xp)p∈F ∈lim←− F , then for p ∈ F we have M(L((xp)p∈F ))(p) = M({xp|p ∈
F})(p) = xp since xp ∈ {xp|p ∈ F} ∩ p. This shows that M ◦ L is the identity
function. Conversely, let U be an F -ultrafilter. If a ∈ L(M(U)), then a = M(U)(p)
for some p ∈ F , so a ∈ U ∩ p, and particularly a ∈ U . Therefore L(M(U)) ⊆ U , so
L(M(U)) = U . 
Proposition 1.3.43 The following are equivalent.
1. (B,F ) is stable.
2.
⋃
S∗(B,F ) = B+
3. For each b ∈ B+ there is an (xp)p∈F ∈lim←− F with b = xp for some p ∈ F .
4. The canonical mappings φp :
lim
←− F → p are all surjective.
Proof. Clearly 1 and 2 are equivalent. Furthermore 2 and 3 are equivalent since the
F -ultrafilters are precisely the sets of the form {xp|p ∈ F} for some (xp)p∈F ∈lim←− F .
4→ 3 Assume each φp :lim←− F → p is surjective. For each b ∈ B+, there is a p ∈ F
with b ∈ p, so there is an (xp)p∈F ∈lim←− F with xp = φp((xp)p∈F ) = b.
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2 → 4 If we assume ⋃S∗(B,F ) = B+, then for each p ∈ F and a ∈ p there is
a U ∈ S∗(B,F ) with a ∈ U , so M(U)(p) = a. Therefore φp(M(U)) = a, thus φp is
surjective. 
Definition 1.3.44 If (B,F ) is a Boolean partition algebra, then let ι : (B,F ) →
P (S∗(B,F )) be the mapping mapping where ι(a) = {U ∈ S∗(B,F )|a ∈ U}.
The map ι is a clearly a Boolean algebra homomorphism. If p ∈ F , then ι[p]+ is a
partition of S∗(B,F ) for each p ∈ F , so ι is partitional. Clearly ker(ι) = {0} if and
only if (B,F ) is stable, so (B,F ) is stable if and only if ι is injective. If (B,F ) is
stable, then since ι is injective, for p, q ∈ F, p 6= q we have ι[p] 6= ι[q].
1.4 Uniform Spaces and Duality
In this section we shall generalize the Stone duality between Boolean algebras and
compact totally disconnected spaces to a duality between Boolean partition algebras
and uniform spaces. All the basic facts about uniform spaces can be found with proofs
in the books [6], [7], [23].
Definition 1.4.1 A uniform space is a pair (X,F ) where X is a set and F is a filter
on X ×X that satisfies the following three properties.
1. If R ∈ F , then 1X = {(x, x)|x ∈ X} ⊆ R.
2. If R ∈ F , then R−1 = {(x, y) : (y, x) ∈ R} ∈ F.
3. If R ∈ F , then there is an S ∈ F with {(x, z)|∃y, (x, y), (y, z) ∈ S} = S ◦S ⊆ R.
Elements of the filter F are called entourages. A uniform space is said to be separated
if
⋂
F = 1X .
Example 1.4.2 Let (X, d) be a metric space. Then let U ⊆ P (X × X) be the set
where R ∈ U if and only if there is an  > 0 with {(x, y)|d(x, y) < } ⊆ R. Then
(X,U) is a separated uniform space.
Definition 1.4.3 If (X,U), (Y,V) are uniform spaces, then a function f : X → Y
is said to be uniformly continuous if for each E ∈ V there is a D ∈ U such that if
(x, y) ∈ D, then (f(x), f(y)) ∈ E.
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This is a generalization of the , δ-definition of uniform continuity on metric spaces.
Furthermore, if we define f × f : X × X → Y × Y to be the function where f ×
f(x1, x2) = (f(x1), f(x2)), then f is uniformly continuous if and only if (f×f)−1[E] ∈
U for each E ∈ V .
Informally, a uniform space is a set X with a notion of whether a collection of
pairs A ⊆ P (X × X) gets arbitrarily close to each other. For instance, in a metric
space X a collection A ⊆ P (X × X) of pairs goes arbitrarily close to each other if
inf{d(x, y)|(x, y) ∈ A} = 0. In a uniform space, a collection of pairs A of elements
intuitively goes arbitrarily close to each other if A ∩ E 6= ∅ for each entourage E.
However, one can easily see that A ∩ E 6= ∅ for each entourage E if and only if
E 6⊆ Ac for each entourage E and this happens if and only if Ac is not an entourage.
Intuitively, a set E ⊆ P (X ×X) is an entourage iff the elements in the pairs of Ec do
not go arbitrarily close to each other.
Proposition 1.4.4 A mapping f : (X,U) → (Y,V) is uniformly continuous if and
only if whenever A ⊆ P (X×X) and A∩D 6= ∅ for all D ∈ U , then (f×f)[A]∩E 6= ∅
for all E ∈ V.
Proof. → If f is uniformly continuous, then whenever E ∈ V there is a D ∈ U
with (f(x), f(y)) ∈ E whenever (x, y) ∈ D. Let (x, y) ∈ D ∩ A. Then (f(x), f(y)) ∈
E ∩ (f × f)[A].
←We shall prove this direction by contraposition. If f is not uniformly continuous,
then there is an entourage E where (f × f)−1[E] is not an entourage. Thus (f ×
f)−1[E]c ∩D 6= ∅ for D ∈ U , but (f × f)[(f × f)−1[E]c] ∩ E = ∅. 
Definition 1.4.5 If (X,U) is a uniform space, then we may put a topology on X. A
set U ⊆ X is open if for each x ∈ U there is an R ∈ U with {y|(x, y) ∈ R} = R[x] ⊆ U .
With this topology, we get 1X ⊆ E◦ for each entourage E ∈ U . In other words, every
entourage is a neighborhood of the diagonal.
Definition 1.4.6 If (X,U) is a uniform space and Y ⊆ X, then one may put a
uniform structure on the subset Y . Let UY = {R ∩ (Y × Y )|R ∈ U}. Then (Y,UY ) is
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a uniform space. Clearly the inclusion mapping from Y to X is uniformly continuous.
Definition 1.4.7 If X is a topological space, and F is a filterbase on X, then we
say the filterbase F converges to a point x ∈ X (written F → x) if for each open
neighborhood U of x there is an R ∈ F with R ⊆ U .
If F is a filter, then it is easy to see that F converges to x if and only if U ∈ F for
each neighborhood U of x. If F is a filterbase, then let F be the filter generated by F.
Then one can easily see that F → x if and only if F → x. One can easily show that
a space is Hausdorff if and only if every filterbase converges to at most one point.
Definition 1.4.8 We say that a filterbase F on a topological space X accumulates at
a point x ∈ X and we shall write F ∝ x if U ∩ R 6= ∅ for each R ∈ F and each open
neighborhood U of x.
It is easy to see that a filterbase F accumulates at x if and only if x ∈ ⋂R∈FR.
Definition 1.4.9 If (X,U) is a uniform space, then a filterbase F is said to be Cauchy
if for each R ∈ U there is an S ∈ F with S × S ⊆ R.
If a Cauchy filterbase F accumulates at some point x, then F converges to x. If (X, d)
is a metric space, then a filter F on X is Cauchy if and only if
inf{sup{d(x, y)|(x, y) ∈ R}|R ∈ F} = 0.
Definition 1.4.10 A separated uniform space (X,U) is said to be complete if every
Cauchy filter converges to some point.
In a metric space every Cauchy filter converges if and only if every Cauchy sequence
converges, so there is no discrepancy between the two notions of a complete metric
space.
Every separated uniform space (X,U) can be embedded into a complete uniform
space Xˆ such that X is dense in Xˆ. Furthermore, the space Xˆ is unique up to uniform
homeomorphism preserving X, so we shall call Xˆ the completion of X. If (X,U) is a
uniform space and Y ⊆ X is complete, then Y is closed. See [6][p. 18] or [7] for more
details on completions of uniform spaces.
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Definition 1.4.11 A uniform space (X,U) is said to be non-Archimedean if for each
R ∈ U there is an equivalence relation E with E ⊆ R (i.e. U is generated by equiva-
lence relations).
We shall extend Stone duality to a duality between non-Archimedean uniform spaces
and stable subcomplete Boolean partition algebras.
If X is a set, then let F = {R ⊆ X2 : 1X ⊆ R}. Then (X,F ) is a non-Archimedean
uniform space and the uniformity F is called the discrete uniformity.
Example 1.4.12 A metric d is called an ultrametric if it satisfies the strong tri-
angle inequality d(x, z) ≤ Max(d(x, y), d(y, z)). Every ultrametric induces a non-
Archimedean uniformity since {(x, y) : d(x, y) < } is an equivalence relation for each
 > 0. For instance, if p is a prime number, then define the p-adic norm on Q by
‖a
b
pr‖p = p−r where a, b integers that do not divide p. Define a metric d on Q by
letting d(x, y) = ‖x − y‖p. Then d becomes an ultrametric on Q making Q a non-
Archimedean uniform space. It is well known that the completion of Z in the p-adic
norm is the inverse limit of the quotient rings Z/Zpr. However, the uniformity on Z is
generated by equivalence relations Rn where (x, y) ∈ Rn if and only if x = y(mod pn).
The reader is referred to [18] for an exposition on p-adic analysis. One may now
conjecture that for each non-Archimedean uniform space (X,F ) generated by a set E
of equivalence relations, the completion of X is the inverse limit lim←−(X/R)R∈E. We
shall show that this conjecture holds after we prove the duality theorem.
Example 1.4.13 Let (X,U) be a uniform space such that if Rn ∈ U for all n ∈ N,
then
⋂
nRn ∈ U . Then (X,U) is non-Archimedean. Let R ∈ U . For all n > 0 let
Rn be a symmetric entourage such that R
n
n ⊆ R, and let S be the equivalence relation
generated by the set
⋂
nRn. Then for each m we have (
⋂
nRn)
m ⊆ Rmm ⊆ R, so
S =
⋃
m(
⋂
nRn)
m ⊆ R.
Definition 1.4.14 A partition space is a pair (X,M) where M is a filter on the
lattice PP (X). Elements in M shall sometimes be called uniform partitions.
Since non-Archimedean uniform spaces are generated by equivalence relations, non-
Archimedean uniform spaces are essentially filters on the lattice of equivalence rela-
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tions on a set. Since the lattice of partitions on a set is isomorphic to the lattice of
equivalence relations on a set, it is easy to see that partition spaces are essentially the
non-Archimedean uniform spaces. We shall work with partition spaces rather than
non-Archimedean uniform spaces since partitions are easier to work with than equiv-
alence relations and because partition spaces are closely related to Boolean partition
algebras. For if (X,M) is a partition space, then ({∅} ∪⋃M,M) = B∗(X,M) is a
Boolean partition algebra. Furthermore, for partition spaces notions such as uniform
continuity, the uniform space topology, and completeness can be described elegantly
in terms of partition spaces.
Recall that a topological space is zero-dimensional if it has a basis consisting of
clopen sets. If (X,M) is a partition space, then
⋃
M is a basis for the topology on X.
Since
⋃
M consists of clopen sets, every partition space (X,M) is zero-dimensional.
Likewise, every zero-dimensional space can be made into a partition space. For ex-
ample, if X is a zero-dimensional space, then let M be the collection of all partitions
of X into clopen sets. Then (X,M) is a partition space that induces the original
topology on X and B∗(X,M) is the algebra of all clopen subsets of X. Furthermore,
if N is the collection of all partitions of X into finitely many clopen sets, then (X,N)
is a partition space that induces the topology on X as well.
A partition space (X,M) is separated if
∧
M = {{x}|x ∈ X}. To put it differently,
(X,M) is separated if for each pair x, y of distinct elements of X there is a P ∈ M
where x and y belong to distinct blocks of the partition P .
If (X,M) is a partition space, then a filterbase F on X is Cauchy if and only if for
each P ∈M there is an R ∈ F and an S ∈ P with R ⊆ S. A filter Z on X is Cauchy
if and only if Z ∩ P 6= ∅ for each partition P ∈M .
If (X,M), (Y,N) are partition spaces, then a function f : X → Y is uniformly
continuous if and only if {f−1[R]|R ∈ P}+ ∈M for each P ∈ N .
If (X,M) is a partition space and Y ⊆ X, then we may put a partition space struc-
ture on Y . Let MY = {{R ∩ Y |R ∈ P}+|P ∈M}. Then (Y,MY ) is a partition space
called a partition subspace of X. The partition subspace structure on Y coincides
with the uniform subspace structure on Y . If (X,M), (Y,N) are partition spaces, then
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a mapping f : (X,M) → (Y,N) is an embedding if f is a uniform homeomorphism
from (X,M) to (f [X], Nf [X]).
Remark 1.4.15 We shall now describe the inverse limits in the category of partition
spaces. It should be noted that the inverse limit of partition spaces is a special case
of the inverse limit of the category of uniform spaces described in [6]. Let D be a
downward directed set and let ((Xd,Md), φd,e)d∈D be an inverse system of partition
spaces. Let X =lim←− Xd be the inverse limit of the system (Xd, φd,e)d∈D in the category
of sets. In other words, let X = {(xd)d∈D ∈
∏
d∈DXd|φd,e(xd) = xe whenever d ≤ e}.
Let pid : X → Xd be the projection mapping with domain restricted to X for d ∈ D.
Let F be the collection of partitions of the form ((pid)−1)′′(P )+ for P ∈ Md. Then F
is a filter on the lattice PP (X) of partitions of X. Furthermore, if M is the filter
generated by F, then (X,M) is the inverse limit of the system ((Xd,Md), φd,e)d∈D of
partition spaces. The inverse limit of uniform spaces is defined similarly. In fact,
the inverse limit of an inverse system of uniform spaces (Xd)d∈D is always a closed
subspace of the product uniformity
∏
d∈DXd which is also defined in [6]. Since the
product of uniform spaces is complete and a closed subspace of a complete uniform
space is complete, the inverse limit of complete uniform spaces is complete.
Theorem 1.4.16 Let (X,N) be a separating partition space. Then the following are
equivalent.
1. (X,N) is complete.
2. If U ⊆ {∅} ∪ (⋃N) is an N-ultrafilter, then U = {R ∈ ⋃N |x ∈ R} for some
x ∈ X.
3. If φ ∈lim←− N , then there is an x ∈ X with x ∈ φ(P ) for each P ∈ N .
Proof. 1 → 2 Assume (X,N) is complete. Let U be an N -ultrafilter. Then U is
Cauchy since U ∩P is nonempty for each P ∈ N . Therefore since (X,N) is complete,
the ultrafilter U accumulates at some point x ∈ X. In other words, if R ∈ U , then
x ∈ R = R. Therefore U ⊆ {R ∈ ⋃N |x ∈ R}, so U = {R ∈ ⋃N |x ∈ R} since U and
{R ∈ ⋃N |x ∈ R} are both ultrafilters on {∅} ∪ (⋃N).
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2 → 3 Every element of the inverse limit lim←−N is of the form M(U) for some
N -ultrafilter U (see Theorem 1.3.42). However, M(U) = M({R ∈ ⋃N |x ∈ R}).
Therefore x ∈M(U)(P ) for P ∈ N .
3→ 1 Let F be a Cauchy filter. Then for each P ∈ N , there is a unique XP ∈ P
with XP ∈ F . If P  Q, then φP,Q(XP ) ∈ Q and φP,Q(XP ) ⊇ XP ∈ F , so φP,Q(XP ) =
XQ. Therefore (XP )P∈N ∈lim←− N , so there is an x ∈ X with x ∈ XP for each P ∈ N .
We shall now show that F → x. For each neighborhood U of x, there is a P ∈ N and
an R ∈ P with x ∈ R ⊆ U . We must have U ⊇ R = XP ∈ F . We therefore conclude
that F → x. 
Let (B,F ) be a Boolean partition algebra. Recall that ι : (B,F ) → P (S∗(B,F ))
is the mapping defined by ι(a) = {U ∈ S∗(B,F )|a ∈ U}. If (B,F ) is a Boolean
partition algebra, then {ι[p]+|p ∈ F} is a filterbase on PP (S∗(B,F )) since (ι[p]+) ∧
(ι[q]+) = ι[p ∧ q]+ for p, q ∈ F . Therefore {ι[p]+|p ∈ F} generates a partition space
structure on S∗(B,F ). From now on, the set S∗(B,F ) shall be given the partition
space structure generated by {ι[p]+|p ∈ F}. Furthermore, if (B,F ) is subcomplete,
then (S∗(B,F ), {ι[p]+|p ∈ F}) is a partition space since {ι[p]+|p ∈ F} is a filter on
PP (S∗(B,F )).
Recall that if (X,M) is a partition space, then B∗(X,M) denotes the Boolean par-
tition algebra ({∅} ∪⋃M,M). The correspondences (B,F ) 7→ S∗(B,F ), (X,M) 7→
B∗(X,M) allow us to travel between Boolean partition algebras and partition spaces,
and we shall show that the functors S∗,B∗ are equivalences between the categories of
complete partition spaces and subcomplete stable Boolean partition algebras.
Definition 1.4.17 If (B,F ) is a Boolean partition algebra, then let ψ : (B,F ) →
B∗(S∗(B,F )) be the mapping where ψ(b) = ι(b) for b ∈ B.
The functions ψ, ι shall be regarded as distinct because ψ and ι serve different
purposes. If M is the partition structure on S∗(B,F ), then for p ∈ F we have
ψ[p]+ = ι[p]+ ∈ M . Therefore ψ is a partition homomorphism. We may be more
specific and write ψ(B,F ) for the mapping from (B,F ) to B
∗(S∗(B,F )) if the domain
of ψ is ambiguous.
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Definition 1.4.18 If (X,M) is a partition space and x ∈ X, then let C(x) = {R ∈
B∗(X,M)|x ∈ R}. Then C(x) is an ultrafilter on B∗(X,M). Also, for each P ∈ M
there is a unique R ∈ P with x ∈ R, so R ∈ C(x). Therefore C(x) ∈ S∗(B∗(X,M))
for each x ∈ X, so C is a mapping from (X,M) to S∗(B∗(X,M)).
Proposition 1.4.19 If (A,F ), (B,G) are Boolean partition algebras, and φ : A→ B
is a partition homomorphism, then for each U ∈ S∗(B,G) we have φ−1[U ] ∈ S∗(A,F )
Proof. Assume that p ∈ F . Then φ[p]+ ∈ G, so there is an a ∈ p where φ(a) ∈ U ,
thus a ∈ φ−1[U ]. 
We shall now prove the duality theorem between subcomplete stable Boolean par-
tition algebras and partition spaces.
Theorem 1.4.20 1. If (B,F ) is a Boolean partition algebra, then S∗(B,F ) is a
(possibly empty) complete partition space.
2. If (X,M) is a partition space, then B∗(X,M) is a subcomplete and stable
Boolean partition algebra.
3. If (B,F ) is stable, then the partition homomorphism ψ is injective. If (B,F ) is
both subcomplete and stable, the ψ is a Boolean partition algebra isomorphism.
4. Let (X,M) be a partition space. Then C : (X,M)→ S∗(B∗(X,M)) is uniformly
continuous, and C[X] is dense in S∗(B∗(X,M)). If (X,M) is separated, then C is a
uniform embedding. If (X,M) is complete, then C is a uniform homeomorphism.
Proof. 1. If U ,V ∈ S∗(B,F ) are distinct ultrafilters, then let a ∈ U \ V . Then
a ∈ U , a′ ∈ V , so U ∈ ι(a),V ∈ ι(a′). Therefore U ,V are in distinct blocks of the
uniform partition {ι(a), ι(a′)} in the partition space S∗(B,F ). In other words, the
partition space S∗(B,F ) is separating.
Let M be the partition space structure on S∗(B,F ). Then B∗(S∗(B,F )) =
({∅} ∪ (⋃M),M). If U ⊆ {∅} ∪ ⋃M is an M -ultrafilter, then since ψ : (B,F ) →
B∗(S∗(B,F )) = (∅ ∪ ⋃M,M) is a partition homomorphism, the set ψ−1[U ] is an
F -ultrafilter, so ψ−1[U ] ∈ S∗(B,F ). By Theorem 1.4.16, it suffices to show that if
R ∈ U , then ψ−1[U ] ∈ R.
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If R ∈ U , then R ∈ P for some P ∈ M , so there is a p ∈ F with ι[p]+  P . If
a ∈ p ∩ ψ−1[U ], then ψ(a) ∈ U ∩ ι[p]+, and clearly ψ(a) ⊆ R. Since a ∈ ψ−1[U ], we
have ψ−1[U ] ∈ ψ(a) ⊆ R.
2. If P ∈M and Z ⊂ P is non-empty, then P  {∪Z,∪(P \Z)}, so ∪Z ∈M , thus
B∗(X,M) is subcomplete. If R ∈ ⋃M , then for each x ∈ R, the set {S ∈ ⋃M |x ∈ S}
is an M -ultrafilter that contains R. Therefore B∗(X,M) = ({∅}∪⋃M,M) is stable.
3. If (B,F ) is stable, then ψ is injective since ker ψ = ker ι = {0}.
If (B,F ) is subcomplete and stable, then letM = {ι[p]|p ∈ F}. ThenB∗(S∗(B,F )) =
B∗(S∗(B,F ),M) = ({∅}∪⋃M,M). Since {∅}∪⋃M = ψ[B] and M = {ψ[p]|p ∈ F},
the mapping ψ is a partition isomorphism.
4. Take note that B∗(X,M) = ({∅} ∪ ⋃M,M), so S∗(B∗(X,M)) = S∗({∅} ∪⋃
M,M) = (S∗({∅} ∪⋃M,M), {ι[P ]|P ∈ M}) since B∗(X,M) is subcomplete. To
show C that is uniformly continuous and with dense image, we shall take inverse images
of the partitions ι[P ] under C. We have {C−1[R]|R ∈ ι[P ]} = {C−1[ι(V )]|V ∈ P}.
Now x ∈ C−1[ι(V )] iff C(x) ∈ ι(V ) iff V ∈ C(x) iff x ∈ V . Therefore C−1[ι(V )] = V ,
so {C−1[R]|R ∈ ι[P ]} = {C−1[ι(V )]|V ∈ P} = {V |V ∈ P} = P . We have shown that
C is uniformly continuous, and since ∅ 6∈ {C−1[R]|R ∈ ι[P ]} for each partition ι[P ],
the set C[X] ⊆ S∗(B∗(X,M)) is dense.
If (X,M) is separated, then for each pair x, y of distinct elements in X there is some
{R,Rc} ∈ M where x ∈ R, y ∈ Rc. In this case, we have R ∈ C(x), but R 6∈ C(y).
Therefore C is injective. Since each P ∈ M can be written as {C−1[R]|R ∈ ι[P ]},
the mapping C is a uniform embedding. If (X,M) is complete, then since C is a
uniform embedding and C[X] is dense in S∗(B∗(X,M)), the mapping C is a uniform
homeomorphism. 
If (B,F ) is a Boolean partition algebra, then since the partition space on S∗(B,F )
is generated by {ι[p]|p ∈ F}, the topology on S∗(B,F ) is generated by the basis⋃
p∈F ι[p] = ι[
⋃
F ] = ι[B+].
The duality between partition spaces and Boolean partition algebras extends to an
equivalence between categories.
Definition 1.4.21 If f : (X,M) → (Y,N) is uniformly continuous, then define
31
a mapping B∗(f) : B∗(Y,N) → B∗(X,M) by letting B∗(f)(R) = f−1[R]. Then
clearly B∗(f) is a partition homomorphism. For each pair of Boolean partition spaces
(A,F ), (B,G) and partition homomorphism φ : (A,F ) → (B,G) define a mapping
S∗(φ) : S∗(B,G)→ S∗(A,F ) by letting S∗(φ)(U) = φ−1[U ].
Theorem 1.4.22 If (A,F ), (B,G) are Boolean partition algebras, and φ : (A,F ) →
(B,G) is a partition homomorphism, then S∗(φ) is uniformly continuous.
Proof. The set of partitions {ι[p]+|p ∈ F} generates the partition structure on
S∗(A,F ). For p ∈ F , we shall take the inverse images of blocks of the partitions
ι[p]+ to show S∗(φ) is uniformly continuous. Now for U ∈ S∗(B,G), a ∈ A we
have U ∈ S∗(φ)−1[ι(a)] iff S∗(φ)U ∈ ι(a) iff a ∈ S∗(φ)(U) = φ−1[U ] iff φ(a) ∈ U
iff U ∈ ι(φ(a)). Therefore {S∗(φ)−1[R]|R ∈ ι[p]+}+ = {S∗(φ)−1[ι(a))|a ∈ p}+ =
{ι(φ(a))|a ∈ p}+ = (ι ◦ φ)[p]+ = ι[φ[p]+]+ is a uniform partition in S∗(B,G). 
If (X,L), (Y,M), (Z,N) are partition spaces, and f : X → Y, g : Y → Z are uni-
formly continuous, then for R ∈ B∗(Z,N) we have B∗(g ◦ f)(R) = (g ◦ f)−1[R] =
f−1[g−1[R]] = B∗(f) ◦B∗(g)(R). Furthermore, if (A,F ), (B,G), (C,H) are Boolean
partition algebras, and f : (A,F ) → (B,G), g : (B,G) → (C,H) are partition ho-
momorphisms, then S∗(g ◦ f)(U) = (g ◦ f)−1[U ] = f−1[g−1[U ]] = S∗(f) ◦ S∗(g)(U).
ThereforeB∗, S∗ are contravariant functors sinceB∗, S∗ clearly map identity functions
onto identity functions.
Theorem 1.4.23 1. Let (X,M), (Y,N) be partition spaces, and let f : X → Y
be uniformly continuous, then S∗(B∗(f)) ◦ C(X,M) = C(Y,N) ◦ f . In other words, the
following square commutes.
X
f−−−→ YyC(X,M) yC(Y,N)
S∗(B∗(X,M))
S∗(B∗(f))−−−−−−→ S∗(B∗(Y,N))
2. Let (A,F ), (B,G) be stable Boolean partition algebras, and let f : A → B be
a partition homomorphism, then B∗(S∗(f))ψ(A,F ) = ψ(B,G)f . This means that the
following diagram commutes.
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(A,F )
f−−−→ (B,G)yψ(A,F ) yψ(B,G)
B∗(S∗(A,F ))
B∗(S∗(f))−−−−−−→ B∗(S∗(B,G))
3. If (X,M) is a partition space, then the functions B∗(CX) : B∗(S∗(B∗(X,M)))→
B∗(X,M) and ψ : B∗(X,M)→ B∗(S∗(B∗(X,M))) are inverses.
4. If (B,F ) is a stable Boolean partition algebra, then S∗(ψB) : S∗(B∗(S∗(B,F )))→
S∗(B,F ) and C : S∗(B,F )→ S∗(B∗(S∗(B,F ))) are inverses.
Proof. 1. For each x ∈ X and R ∈ B∗(Y,N) we have R ∈ S∗(B∗(f))C(X,M)(x) =
B∗(f)−1[C(X,M)(x)] iff B∗(f)(R) ∈ C(X,M)(x) iff x ∈ B∗(f)(R) = f−1[R] iff f(x) ∈ R
iff R ∈ C(Y,N)f(x).
2. Assume a ∈ A and V ∈ S∗(B,G). Then V ∈ B∗(S∗(f))ψA(a) = S∗(f)−1[ψA(a)]
iff S∗(f)(V) ∈ ψA(a) iff a ∈ S∗(f)(V) iff f(a) ∈ V iff V ∈ ψBf(a).
3. SinceB∗(X,M) is subcomplete and stable, the map ψ : B∗(X,M)→ B∗S∗B∗(X,M)
is a partition isomorphism by Theorem 1.4.20. We shall show that B∗(C)ψ : B∗(X,M)→
B∗(X,M) is the identity function. If R ∈ B∗(X,M), then x ∈ B∗(C)ψ(R) =
C−1[ψ(R)] iff C(x) ∈ ψ(R) iff R ∈ C(x) iff x ∈ R. Therefore B∗(C)ψ(R) = R, so
B∗(C)ψ is the identity function.
4. Since the partition space S∗(B,F ) is complete, the mapping C is a uniform
homeomorphism by Theorem 1.4.20. It suffices to show that S∗(ψ)C : S∗(B,F ) →
S∗(B,F ) is the identity function. Let U ∈ S∗(B,F ). Then a ∈ S∗(ψ)C(U) iff ψ(a) ∈
C(U) iff U ∈ ψ(a) iff a ∈ U . Therefore S∗(ψ)C is the identity function. 
In light of the duality between Boolean partition algebras and uniform spaces, one
should think of a subcomplete Boolean partition algebra as a point-free uniform space
and the maps between subcomplete Boolean partition algebras should be thought of as
uniformly continuous mappings between these point-free uniform spaces. In fact, there
is an equivalence between the category of subcomplete Boolean partition algebras and
certain point-free uniform spaces.
A uniform space (X,U) is said to be totally bounded if for each R ∈ U , there are
x1, ..., xn ∈ X where R[x1] ∪ ... ∪ R[xn] = X. If X is compact, then let F be the
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filter on X × X where R ∈ F if and only if R is a neighborhood of the diagonal
1X = {(x, x)|x ∈ X}. Then F is the unique uniformity on X that induces the original
topology on X. Furthermore, if (X,U), (Y,V) are uniform spaces and X is compact
and f : X → Y is continuous, then f is also uniformly continuous. Moreover, if
(X,U) is a uniform space, then X is compact if and only if (X,U) is complete and
totally bounded. Therefore compact spaces may be regarded as complete and totally
bounded uniform spaces, and the continuous mapping between compact spaces are
precisely the uniformly continuous mappings. See [7] and [23] for proofs of these facts.
The totally bounded partition spaces are precisely the partition spaces (X,M)
where each partition in M is finite. If X is a compact zero-dimensional space, then
let M be the collection of all partitions of X into finitely many clopen sets. Then M
is the unique partition space structure compatible with the topology on X. There-
fore the compact zero-dimensional spaces are essentially the complete partition spaces
(X,M) where each partition in M is finite. Stone’s duality between compact totally
disconnected spaces and Boolean algebras follows as a consequence of these facts when
we relate each Boolean algebra B to the Boolean partition algebra (B,Pω(B)). Specif-
ically, if B is a Boolean algebra, then S∗(B,Pω(B)) is compact and zero-dimensional,
and if X is compact and zero dimensional, then B∗(X,M) = ({∅} ∪ ⋃M,M) is a
Boolean partition algebra where M is precisely the finite partitions on the Boolean
algebra {∅} ∪⋃M .
Definition 1.4.24 If A,B are Boolean algebras and φ : A→ B is a homomorphism,
then let ker↑ φ = φ−1[{1}].
Proposition 1.4.25 1. If (A,F ), (B,G) are Boolean partition algebras, and φ :
(A,F )→ (B,G) is a surjective partition homomorphism, then S∗(φ) is injective.
2. If (X,N), (Y,M) are partition spaces and f : (X,N) → (Y,M) is uniformly
continuous with f [X] dense in (Y,M), then B∗(f) : B∗(Y,M)→ B∗(X,N) is injec-
tive.
3. If (A,F ), (B,G) are Boolean partition algberas and φ : A → B is a parti-
tion homomorphism, and S∗(φ) : S∗(B,G) → S∗(A,F ) is surjective, then ker↑(φ) ⊆
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S∗(A,F ). In particular, if (A,F ) is stable, then φ is injective.
4. Let f : (X,M)→ (Y,N) be uniformly continuous, and let (X,M) be separating.
If B∗(f) : B∗(Y,N)→ B∗(X,M) is surjective, then f is injective.
Proof. 1. Let U ,V ∈ S∗(B,G) be distinct G-ultrafilters. Then let b ∈ U \ V .
Then since φ is surjective, there is an a ∈ A with φ(a) = b ∈ U \ V . Therefore
a ∈ φ−1[U ] = S∗(φ)(U), and a 6∈ S∗(φ)(V), so S∗(φ)(U) 6= S∗(φ)(V). Therefore the
mapping S∗(φ) is injective.
2. Assume that R ∈ ⋃M . Then R is a nonempty open set, so f−1(R) = B∗(R)
is nonempty since the image f [X] is dense. Therefore ker(B∗(f)) is trivial, thus f is
injective.
3. If φ(a) = 1 and U ∈ S∗(A,F ), then there is a V ∈ S∗(B,G) with U =
S∗(φ)(V) = φ−1[V ]. Therefore since φ(a) = 1 ∈ V , we have a ∈ S∗(φ(V)) = U . Thus
ker↑ φ ⊆ U for U ∈ S∗(A,F ). We conclude that ker↑ φ ⊆ ⋂S∗(A,F ). If (A,F ) is
stable, then ker↑ φ = {1}, so φ is injective.
4. Let x, y ∈ X be distinct points. Then there is an R ∈ B∗(X,M) with x ∈
R, y ∈ Rc. Since B∗(f) is surjective, there is an S ∈ B∗(Y,N) with B∗(f)(S) = R.
Therefore x ∈ R = B∗(f)(S) and y ∈ Rc = B∗(f)(Sc) so f(x) ∈ S and f(y) ∈ Sc,
thus f(x) 6= f(y). 
Proposition 1.4.26 Let (X,M) be a partition space, and let C ⊆ X be a subspace.
Let ι : (C,MC) → (X,M) be the inclusion mapping. Then B∗(ι) : B∗(X,M) →
B∗(C,M C) is a surjective partition homomorphism. Furthermore each partition in
M C is of the form B∗(ι)[P ]+ for some P ∈M .
Proof. We have MC = {{R ∩ C|R ∈ P}+|P ∈ M} = {{ι−1[R]|R ∈ P}+|P ∈ M} =
{B∗(ι)[P ]+|P ∈M}. If R ∈ B∗(C,M C)+, then R ∈ B∗(ι)[P ]+ for some P ∈M , so
R = B∗(ι)(S) for some S ∈ P . Therefore the mapping B∗(ι) is surjective. 
Example 1.4.27 In general, then injectivity of a mapping f : (X,M) → (Y,N)
does not imply the surjectivity of B∗(f). For example, let X be an infinite compact
totally disconnected space, and let N be the partition space structure on X inducing
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the topology on X. Let (X,M) be the discrete partition structure on X and let i :
(X,M)→ (X,N) be the identity mapping. Then both (X,M) and (X,N) are complete
uniform spaces and i is uniformly continuous. The Boolean algebra B∗(X,N) consists
of only the clopen subsets of X while B∗(X,M) consists of all subsets of X. The
mapping B∗(i) : B∗(X,N) → B∗(X,M) is the inclusion mapping since i is the
identity function. Therefore B∗(i) is not surjective since not all subsets of X are
clopen.
Theorem 1.4.28 Let (A,F ) be a Boolean partition algebra, and give lim←−F the in-
verse limit uniform space structure (see Remark 1.4.15 for the inverse limit of parti-
tion spaces) where each p ∈ F is given the discrete uniformity. Then the mappings
L :lim←− F → S∗(A,F ) and M : S∗(A,F ) →lim←− F in Theorem 1.3.42 are uniform
homeomorphisms.
Proof. We have already shown in Theorem 1.3.42 that L and M are inverses. The
partition space structure on S∗(A,F ) is generated by the partitions of the form ι[p]+
for p ∈ F . Furthermore, the partition space structure on lim←−F is generated by the
partitions of the form {(pip)−1[a]|a ∈ p}+ where pip :lim←− F → p is the projection.
We have U ∈ M−1[(pip)−1[a]] = (pip ◦M)−1[a] iff pip(M(U)) = a iff M(U)(p) = a
iff a ∈ U iff U ∈ ι(a). Hence M−1[(pip)−1[a]] = ι(a). Therefore M corresponds
the partition {(pip)−1[a]|a ∈ p}+ to the partition ι[p]+. Therefore M is a uniform
homeomorphism. 
Proposition 1.4.29 Let (A,F ), (B,G) be Boolean partition algebras, and let φ :
(A,F ) → (B,G) be a partition homomorphism. Let (yq)q∈G ∈lim←− G. Then for each
p ∈ F there is a unique xp ∈ p where φ(xp) = yφ[p]+, and (xp)p∈F ∈lim←− F.
Proof. The existence of xp is trivial. If a, b ∈ p are distinct elements with φ(a) =
yφ[p]+ = φ(b), then yφ[p]+ = φ(a)∧φ(b) = φ(a∧ b) = 0, a contradiction, Therefore each
xp is unique.
Now assume p  q, then φ[p]+  φ[q]+, so yφ[p]+ ≤ yφ[q]+ , hence φ(xp ∧ xq) =
φ(xp) ∧ φ(xq) = yφ[p]+ ∧ yφ[q]+ = yφ[p]+ > 0. Therefore φp,q(xp) ∧ xq ≥ xp ∧ xq > 0, so
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since φp,q(xp), xq ∈ q, we have φp,q(xp) = xq. 
Definition 1.4.30 Under the assumptions of Proposition [?], let lim←−φ :
lim
←− (B,G)→lim←−
(A,F ) be the mapping where lim←−φ(yq)q∈G = (xp)p∈F whenever φ(xp) = yφ[p]+ for p ∈ F .
In other words, if y ∈lim←− G, then φ(lim←−φ(y)(p)) = y(φ[p]+) for p ∈ F .
Theorem 1.4.31 If φ : (A,F ) → (B,G) is a partition homomorphism, then M ◦
S∗(φ) =lim←− φ ◦M (here M is the mapping from Theorem 1.3.42).
Proof. Let U ∈ S∗(B,G). Then M ◦ S∗(φ)(U) ∈lim←− F and for p ∈ F we have {M ◦
S∗(φ)(U)(p)} = p ∩ S∗(φ)(U). Going the other way, we have φ((lim←−φ ◦M(U))(p)) =
M(U)(φ[p]+) ∈ U , so lim←−φ◦M(U)(p) ∈ S∗(φ)(U)∩p. Therefore {M ◦S∗(φ)(U)(p) =lim←−
φ ◦M(U)(p). 
In particular, since M ◦S∗(φ) =lim←− φ◦M , the mapping lim←−φ : S∗(B,G)→ S∗(A,F )
is uniformly continuous for each partition homomorphism φ : (A,F )→ (B,G).
Proposition 1.4.32 Let (B,F ) be a Boolean partition algebra. Then
1. Each principal ultrafilter is an isolated point of S∗(B,F )
2. If (B,F ) is stable, then the principal ultrafilters of (B,F ) are precisely the
isolated points of S∗(B,F ).
Proof. 1. Recall that S∗(B,F ) contains all the principal ultrafilters (see Example
1.3.38). If ↑ a is a principal ultrafilter, and U ∈ ι(a), then ↑ a ⊆ U , so ↑ a = U .
Therefore ι(a) = {↑ a} is an open set, so ↑ a is an isolated point.
2. We have already shown that the principal ultrafilters are isolated points in
S∗(B,F ). If U is a nonprincipal ultrafilter and U ∈ ι(a), then a ∈ U , so a is not an
atom. Therefore if 0 < b < a, then ∅ 6= ι(b) ⊂ ι(a) since ι is injective. Therefore ι(a)
contains more than one point. Therefore U is not an isolated point since {ι(a)|a ∈ B+}
is a basis for the topology on S∗(B,F ). 
Definition 1.4.33 A topological space X is called extremally disconnected if the clo-
sure of each open set is open.
37
Clearly every regular extremally disconnected space is zero-dimensional, but extremal
disconnectiveness is a far more restrictive condition than zero-dimensionality. In fact,
by the following Lemma, a zero-dimensional space X is extremally disconnected if
and only if the Boolean algebra B(X) of clopen sets is complete.
Lemma 1.4.34 Let (X,A) be an algebra of sets, and assume that A is a basis for a
topology T on X. Then A is complete if and only if (X, T ) is extremally disconnected
and A is the collection of all clopen subsets of X.
Proof. See [21][p. 47] and [2][Lem 4.11]. 
Corollary 1.4.35 Let (X,M) be a partition space. The Boolean partition algebra
B∗(X,M) is complete if and only if (X,M) is extremally disconnected and B∗(X,M)
is the collection of all clopen subsets of X.
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2 Structure of Boolean Partition Algebras
In this chapter, we shall discuss the algebraic structure of Boolean partition algebras.
This includes algebraic constructions common to many algebraic structures such as
subalgebras, quotients, products, and direct limits. We shall also expound on algebraic
constructions unique to Boolean partition algebras including subcompleteness and
local refinability. Much of this theory developed in this chapter is useful for further
study of Boolean partition algebras.
2.1 Subalgebras
In this section, we shall briefly discuss some simple results on subalgebras and some
special types of subalgebras. In the upcoming sections, we shall see that subalgebras
tend to preserve special properties of Boolean partition algebras such as stability,
local refinability, and resplendence, and in some cases subcompleteness. Therefore
subalgebras are useful in obtaining new Boolean partition algebras from old Boolean
partition algebras.
Definition 2.1.1 Assume (B,F ) is a Boolean partition algebra, and A is a Boolean
subalgebra of B. Then let F |A = {p ∈ F |p ⊆ A}. In other words, F |A = F ∩ P (A).
Clearly each p ∈ F |A is a partition of A.
Proposition 2.1.2 1. (A,F |A) is a Boolean partition algebra.
2. The inclusion map ι : (A,F |A)→ (B,F ) is a partition homomorphism.
3. If C is a subalgebra of A, then F |A|C = F |C
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Proof. 1. If p, q ∈ F |A, then p ∧ q = {a ∧ b|a ∈ p, b ∈ q}+ ⊆ A, so p ∧ q ∈ F |A as
well. Moreover, if p ∈ F |A, q ∈ P(A), p  q, then q ⊆ A and q is a partition of B since
p  q. Therefore q ∈ F , so q ∈ F |A. Furthermore, if a ∈ A+, then a ∈ {a, a′}+ ∈ F |A,
hence (A,F |A) is a Boolean partition algebra.
2. If p ∈ F |A, then by definition ι[p] = p ∈ F , so ι is a partition homomorphism.
3. We have p ∈ F |A|C iff p ⊆ C and p ∈ F |A iff p ⊆ C and p ⊆ A and p ∈ F iff
p ⊆ C and p ∈ F iff p ∈ F |C . 
Proposition 2.1.3 Let (A,F ), (B,G) be Boolean partition algebras, and let f : A→
B be a partition homomorphism. Let A1 ⊆ A,B1 ⊆ B be subalgebras such that
f [A1] ⊆ B1, then the restriction mapping fˆ : (A1, F |A1) → (B1, F |B1) is a partition
homomorphism.
Proof. Let p ∈ F |A1 . Then p ∈ F and p ⊆ A1, so fˆ [p]+ ∈ G and fˆ [p]+ ⊆ B1, thus
fˆ [p]+ ∈ G|B1 . 
Definition 2.1.4 A Boolean subalgebra A of a Boolean partition algebra (B,F ) is
said to be a weak F -subalgebra if whenever p ∈ F |A, q ∈ F, p  q we have q ∈ F |A as
well. In other words, a Boolean subalgebra A of a Boolean partition algebra (B,F ) is
a weak F -subalgebra if and only if F |A is a filter on the meet-semilattice F .
Proposition 2.1.5 Let (B,F ) be a Boolean partition algebra. Then a subalgebra
A ⊆ B is a weak F -subalgebra if and only if whenever p ∈ F |A, R ⊆ p and
∨B R
exists, then
∨B R ∈ A.
Proof. → If R = p or R = ∅, then clearly ∨B R ∈ A. Otherwise, {∨B R, (∨B R)′} is
a partition of B refined by p. Since {∨B R, (∨B R)′} ∈ F , we have {∨B R, (∨B R)′} ∈
F |A as well. Therefore
∨B R ∈ A.
← If p ∈ F |A, q ∈ F, p  q, then for each b ∈ q we have b =
∨B{a ∈ p|a ≤ b} ∈ A.
Therefore q ⊆ A, so q ∈ F |A. 
Proposition 2.1.6 Let A,B,C be Boolean algebras with C ⊆ B ⊆ A, and (A,F ) a
Boolean partition algebra.
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1. If C is a weak F -subalgebra, then C is also a weak F |B-subalgebra.
2. Assume B is a weak F -subalgebra. Then C is a weak F -subalgebra iff C is a
weak F |B-subalgebra.
Proof. 1. Assume p ∈ F |C , q ∈ F |B, p  q, then q ∈ F , so since C is a weak
F -subalgebra we have q ∈ F |C .
2. We have already shown →. To prove ← assume C is a weak F |B-algebra. Now
if p ∈ F |C , q ∈ F, p  q, then p ⊆ C ⊆ B, so p ∈ F |B, and since B is an F -algebra,
we have q ∈ F |B as well. Now since C is an F |B-algebra, and p ∈ F |C , q ∈ F |B, p  q
we have q ∈ F |C as well. 
Proposition 2.1.7 Let (B,F ) be a Boolean partition algebra and let A be a subalgebra
of B. Then
1. If (A,F |A) is subcomplete, then A is a weak F -subalgebra.
2. If (B,F ) is subcomplete, then A is a weak F -subalgebra iff (A,F |A) is subcom-
plete.
Proof. 1. If (A,F |A) is subcomplete, then since the inclusion mapping ι : (A,F |A)→
(B,F ) is partitional, {ι[p]|p ∈ F |A} = F |A is a filter on P(B) by Theorem 1.3.32.
Therefore A is a weak F -subalgebra.
2. We have already proven←. To prove→ assume p ∈ F |A. Then for each R ⊆ p,
the least upper bound
∨B R exists, and since A is a weak F -subalgebra, we have by
Proposition 2.1.5
∨B R ∈ A, so ∨AR = ∨B R. Therefore (A,F |A) is subcomplete. 
Definition 2.1.8 Let (B,F ) be a Boolean partition algebra, then a subalgebra A ⊆ B
is said to be an F -extendible subalgebra if for each p ∈ F there is a q ∈ F |A where
p∩A ⊆ q. In other words, a subalgebra A ⊆ B is F -extendible if whenever p ∈ F and
R ⊆ p,R ⊆ A, then there is a r ∈ F |A with R ⊆ r.
Example 2.1.9 We give an example of a weak F -subalgebra that is not F -extendible.
Let X be an infinite compact zero-dimensional space. Recall that B(X) is the col-
lection of all clopen subsets of X. Clearly B(X) is a subalgebra of P(X). If p ∈
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PP (X), p ⊆ B(X), then p is a partition of X into clopen sets, so since X is compact,
p is finite. If q ∈ PP (X), p  q, then q is a partition of X into finitely many clopen
sets, so q ⊆ B(X). Therefore B(X) is a weak PP (X)-subalgebra of P (X). On the
other hand, since B(X) is an infinite Boolean algebra, there is an infinite partition
c of the Boolean algebra B(X). In particular,
⋃
c is a dense open subset of X. If
we let d be a partition of P (X) that extends c, then d ∩B(X) = c. However since
PP (X)|B(X) consists of only finite partitions, there is no q ∈ PP (X)|B(X) with c ⊆ q.
Therefore B(X) is a weak PP (X)-subalgebra, but B(X) is not PP (X)-extendible.
Example 2.1.10 We shall give an example of an F -extendible Boolean partition al-
gebra that is not a weak F -subalgebra. Let X be an infinite set, and let A ⊆ P (X)
be the subalgebra consisting of all finite and cofinite sets. Clearly A is not a weak
PP (X)-subalgebra of P(X). On the other hand, A is a PP (X)-extendible subalgebra
of P(X) since if p ∈ P(X) and R ⊆ p ∩ A, then R ∪ {{x}|x ∈ X \ R} is a partition
of the set X with R ∪ {{x}|x ∈ X \R} ⊆ A.
Proposition 2.1.11 Let A,B,C be Boolean algebras with C ⊆ B ⊆ A and let (A,F )
be a Boolean partition algebra. Then
1. If C is F -extendible, then C is F |B-extendible.
2. If B is F -extendible, then C is F -extendible iff C is F |B-extendible.
Proof. 1. Assume p ∈ F |B, then p ∈ F , so since C is F -extendible, there is a q ∈ F |C
with p ∩ C ⊆ q.
2. We have already shown →. To prove ← assume p ∈ F and R ⊆ p ∩ C. Then
since R ⊆ p ∩ B, there is a partition q ∈ F |B with R ⊆ q. Therefore since C is
F |B-extendible, there is an r ∈ F |C with R ⊆ r. Therefore C is F -extendible. 
Definition 2.1.12 Let (B,F ) be a Boolean partition algebra. Then a subalgebra A ⊆
B is an F -subalgebra if whenever p ∈ F and R ⊆ p ∩ A and ∨B R exists, then∨B R ∈ A.
One can easily see that the arbitrary intersection of F -subalgebras of a Boolean parti-
tion algebra is an F -subalgebra. Furthermore, it is easy to see that every F -subalgebra
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is a weak F -subalgebra.
Proposition 2.1.13 Let (A,F ) be a Boolean partition algebra, and let B,C be sub-
algebras of A with C ⊆ B ⊆ A. Then
1. If C is an F -subalgebra of A, then C is an F |B-subalgebra
2. If B is an F -subalgebra, then C is an F -subalgebra iff C is an F |B-subalgebra.
Proof. 1. If p ∈ F |B and R ⊆ p ∩ C and
∨B R exists, then ∨AR = ∨B R, so∨B R = ∨AR ∈ C since C is an F -subalgebra.
2. We only need to show that if C is an F |B-subalgebra, and B is an F -subalgebra,
then C is an F -subalgebra. Let p ∈ F,R ⊆ p ∩ C and assume ∨AR exists. Then
R ⊆ p ∩ B, so since B is an F -subalgebra, we have ∨AR ∈ B, thus ∨B R = ∨AR.
Therefore, if q = (R ∪ {(∨AR)′})+, then q ∈ F and q ⊆ B, so q ∈ F |B. Therefore,
since R ⊆ q ∩ C, q ∈ F |B,
∨B R exists, then since C is an F |B-subalgebra, we have∨B R = ∨AR ∈ C. 
Proposition 2.1.14 If (B,F ) is a Boolean partition algebra, then every F -extendible
weak F -subalgebra is an F -subalgebra.
Proof. Let A ⊆ B be an F -extendible weak F -subalgebra. Then whenever p ∈ F
and R ⊆ p ∩A and ∨B R exists, then there is a r ∈ F |A with R ⊆ r. Therefore since
A is a weak F -subalgebra and r ∈ F |A, R ⊆ r and
∨B R exists, we have ∨B R ∈ A.

Proposition 2.1.15 If (B,F ) is subcomplete, then every F -subalgebra is F -extendible.
Proof. Let A be an F -subalgebra of (B,F ). Let p ∈ F and let R ⊆ p ∩ A. Then∨B R exists, so ∨B R ∈ A, and (∨B R)′ ∈ A. Therefore R ∪ {(∨B R)′} is a partition
and R ∪ {(∨B R)′}  p, hence R ∪ {(∨B R)′} ∈ F and R ∪ {(∨B R)′} ⊆ A. 
Therefore if (B,F ) is subcomplete, then the F -subalgebras are precisely the F -
extendible weak F -subalgebras.
Theorem 2.1.16 Let λ be a cardinal, and let B be a λ-Boolean algebra. Then a
subalgebra A ⊆ B is a λ-subalgebra if and only if A is a Pλ(B)-subalgebra.
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Proof. → Assume A is a λ-subalgebra of B. Let p ∈ Pλ(B), R ⊆ p ∩ A and assume∨B R exists. Then since |R| < λ we have ∨B R ∈ A as well.
← Assume A is a Pλ(B)-subalgebra. Then we shall show that if R ⊆ A, |R| < λ,
then
∨
R ∈ A by transfinite induction on the cardinality of R. Assume |R| = µ
and assume that
∨B S ∈ A whenever |S| < µ, S ⊆ A. Let R = {aα : α < µ}
be a well ordering. Then let bα = aα ∧ (
∨
β<α aβ)
′ for α < µ. Then
∨
β<α aβ ∈ A
for each α < µ, so bα ∈ A for α < µ. Furthermore {bα|α < µ}+ is cellular. Let
p = ({bα|α < µ} ∪ {(
∨
α<µ bα)
′})+. Then |p| ≤ µ < λ, so p ∈ Pλ(B). Therefore
since {bα|α < µ}+ ⊆ A ∩ p and A is a Pλ(B)-subalgebra, we have
∨
R =
∨
α<µ aα =∨B{bα|α < µ}+ ∈ A. 
2.2 Filters, ultrafilters, and quotients.
Let (B,F ) be a Boolean partition algebra. We shall now generalize the notion of an
F -ultrafilter to filters so that we can take quotients of the Boolean partition algebra
(B,F ).
Recall that if Z is a filter on a Boolean algebra, then piZ : B → B/Z is the canonical
mapping where piZ(b) = b/Z for each b ∈ B. One can easily see that an ultrafilter
U is an F -ultrafilter if and only if 1 ∈ piU [p]. In other words, U is an F -ultrafilter if
and only if piU [p]+ is a partition of B/U for all p ∈ F . This perspective motivates the
following definition.
Definition 2.2.1 An F -filter is a filter Z such that the mapping piZ : B → B/Z is
partitional. Similarly, an ideal I is an F -ideal if piI : B → B/I is partitional.
If (B,F ) is a Boolean partition algebra and Z is an F -filter, then let F/Z ⊆ P(B/Z)
be the set where q ∈ F/Z if and only if there is a p ∈ F with piZ [p]+  q.
Proposition 2.2.2 If (B,F ) is a Boolean partition algebra, then (B/Z, F/Z) is a
Boolean partition algebra as well.
Proof. Clearly {piZ [p]+|p ∈ F} is a filterbase on P(B/Z). Therefore F/Z is the filter
on P(B/Z) generated by {piZ [p]+|p ∈ F}. If b ∈ B and b/Z ∈ (B/Z) \ {0/Z}, then
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b 6= 0, so there is a p ∈ F with b ∈ p. Therefore b/Z ∈ piZ [p]+ ∈ F/Z. Hence
(B/Z, F/Z) is a Boolean partition algebra. 
Definition 2.2.3 We shall also denote the Boolean partition algebra (B/Z, F/Z) by
(B,F )/Z. We shall call (B,F )/Z the quotient of (B,F ) by the filter Z. Quotients of
Boolean partition algebras by F -ideals are defined analoguously.
Example 2.2.4 Let fin denote the collection of all finite subsets of N. Then fin is
clearly an ideal on N. If P is an infinite partition of N, then let A ⊆ N be a set
with |A ∩ R| = 1 for R ∈ P . Then A/fin 6= 0, but A/fin ∧ R/fin = 0 for R ∈ P .
Therefore {R/fin|R ∈ P} = pifin[P ]+ is not a partition since it is not a maximal
cellular family. We conclude that if (P (N), F ) is a Boolean partition algebra and F
contains an infinite partition, then fin is not an F -filter.
Example 2.2.5 Let B be a Boolean algebra. Then every filter Z ⊆ B is a Pω(B)-
filter. Furthermore, if κ is a cardinal and B is a κ-Boolean algebra, then it is easy to
see that every κ-filter is a Pκ(B)-filter. In the next chapter, we shall prove that every
Pκ(B)-filter is a κ-filter.
If (B,F ) is subcomplete and Z is an F -filter, then F/Z = {piZ [p]+|p ∈ F} and
each piZ [p]
+ is subcomplete, so (B,F )/Z is also subcomplete. In essense, the quotient
of a subcomplete Boolean partition algebra is subcomplete.
Theorem 2.2.6 Let (A,F ) be a Boolean partition algebra and B be a Boolean algebra,
and let f : (A,F )→ B be a partitional mapping. Then
1. ker(f) is an F -ideal on A.
2. Assume (B,G) is a Boolean partition algebra, and f is a partition homomor-
phism from (A,F ) to (B,G) and I ⊆ ker(f) is an F -ideal. Let fˆ : (A/I, F/I) →
(B,G) be the unique function with f = fˆpiI . Then fˆ is a partition homomorphism.
3. Let f : (A,F )→ (B,G) be a partition homomorphism and let fˆ : (A,F )/ ker(f)→
(B,G) be the unique mapping with f = fˆpiker(f). Then fˆ is an isomorphism if and
only if f is surjective and for each q ∈ G there is a p ∈ F with q  f [p]+.
45
Proof. 1. Let fˆ : A/ ker(f) → B be the unique mapping with fˆpiker(f) = f . If
p ∈ F , then f [p]+ = fˆ [piker(f)[p]+]+ is a partition of B. Therefore since fˆ is injective,
piker(f)[p]
+ is a partition of A/ ker(f).
2. If p ∈ F/I, then piI [q]+  p for some q ∈ F , but f [q]+ = fˆ [pi′′I [q]+]+  fˆ [p]+, and
since f [q]+ ∈ G, we have fˆ [p]+ ∈ G as well. Therefore fˆ is a partition homomorphism.
3. → Assume fˆ is a partition isomorphism. Then for q ∈ G there is a q1 ∈ F/ ker(f)
with q = fˆ [q1], so there is a p ∈ F with piker(f)[p]+  q1, thus f [p]+ = fˆ [piker(f)[p]+] 
fˆ [q1] = q. Furthermore, since f = fˆpiker(f), the function f is surjective being the
composition of two surjective functions.
← Since f is surjective and f = fˆpiker(f), the function fˆ is surjective as well, so fˆ
is bijective. Let q ∈ G. Then there is a p ∈ F with q  f [p]+ = fˆ [piker(f)[p]+], thus
(fˆ−1)[q]  piker(f)[p]+ ∈ F/ ker(f). Therefore fˆ−1 is a partition homomorphism, so fˆ
is a partition isomorphism. 
Example 2.2.7 Let (B,F ) be a Boolean partition algebra. Then the mapping αa :
(B,F )→ B  a is a partition homomorphism, so Ker(αa) =↓ a is an F -ideal.
Theorem 2.2.8 (Correspondence Theorem) Let (B,F ) be a Boolean partition
algebra, and let I be an F -ideal. Then an ideal J ⊆ B/I is an F/I-ideal if and only
if pi−1I [J ] is an F -ideal.
Proof. → If J ⊆ B/I is an F/I-ideal, then pi−1I [J ] = pi−1I [pi−1J [{0}]] = (piJ ◦
piI)
−1[{0}] = ker(piJ ◦ piI) is an F -ideal since piJ ◦ piI is partitional.
← Let K = pi−1I (J). Then I,K are F -ideals with I ⊆ K. Therefore since I ⊆
ker(piK), there is a partition homomorphism f : (B,F )/I → (B,F )/K with piK = fpiI .
However f(a+I) = 0 iff piK(a) = f(piI(a)) = 0 iff a ∈ K = pi−1I (J) iff a+I = piI(a) ∈ J .
Therefore J = ker(f) is an F -ideal. 
We therefore have a one-to-one correspondence between the F/I-ideals and the
F -ideals containing I.
Proposition 2.2.9 Let (B,F ) be a Boolean partition algebra. Then a proper F -filter
Y is an F -ultrafilter if and only if whenever Z is a proper F -filter extending Y we
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have Y = Z.
Proof. → This is because an F -ultrafilter is an ultrafilter.
← If Y is not an F -ultrafilter, then (B,F )/Y is a Boolean partition algebra with
more than two elements, so let a ∈ (B/Y ) \ {0, 1}. Then ↑ a is a nontrivial proper
F/Y -filter, so pi−1Y (↑ a) is a proper F -filter that properly extends Y . 
Proposition 2.2.10 If (B,F ) is a Boolean partition algebra, then the intersection of
F -ideals is an F -ideal.
Proof. Let A be an index set, and let Iα be an F -ideal for α ∈ A. Then for α ∈ A there
is some Boolean algebra Cα and a partitional mapping φα : (B,F )→ Cα with kernel
Iα. Let C =
∏
α∈ACα and let φ : B → C be the mapping with φ(b) = (φα(b))α∈A
for α ∈ A. Then φ is a Boolean algebra homomorphism. Furthermore, if p ∈ F and
(xα)α∈A is an upper bound of φ[p], then for each a ∈ p, α ∈ A we have xα ≥ φα(a).
Therefore for α ∈ A, the element xα is an upper bound of φα[p]+. Therefore xα = 1
for α ∈ A. This implies (xα)α∈A = 1, so
∨
φ[p]+ = 1. Thus φ[p]+ is a partition.
Therefore φ is a partitional mapping, so ker(φ) =
⋂
α∈A Iα is an F -ideal. 
We shall later discuss alternative characterizations of the notion of an F -ideal,
and with such characterizations of F -ideals, it becomes trivial that the intersection
of F -ideals is an F -ideal.
From the above proposition, one can see that the collection of F -ideals forms a
complete lattice.
Definition 2.2.11 We shall write Id(B,F ) for the complete lattice of F -ideals on B
and Fi(B,F ) for the complete lattice of F -filters on B.
The stability of a Boolean partition algebra (B,F ) only depends on the lattice
Fi(B,F ). In particular, (B,F ) is stable if and only if {1} is the greatest lower bound
of the maximal elements in Fi(B,F ) \ {B}. Therefore since the lattice Fi((B,F )/Z)
is isomorphic to the lattice {V ∈ Fi(B,F )|Z ⊆ V }, the Boolean partition algebra
(B,F )/Z is stable if and only if Z is the greatest lower bound of maximal elements
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in {V ∈ Fi(B,F )|Z ⊆ V } \ {B}. In other words, (B,F )/Z is stable if and only if Z
is the intersection of F -ultrafilters.
Definition 2.2.12 We shall call (B,F )/
⋂
S∗(B,F ) the stabilization of (B,F ). An
F -filter Z on a Boolean algebra B is said to be stabilizing if (B,F )/Z is stable. In
other words, Z is stabilizing if Z is the intersection of F -ultrafilters.
Clearly the collection of stabilizing filters on (B,F ) form a complete lattice.
Example 2.2.13 Not every F -filter on a stable Boolean partition algebra (B,F ) is
stabilizing. Therefore the quotient of a stable Boolean partition algebra is not necessar-
ily stable. For instance, consider the Boolean partition algebra (P ([0, 1]),Pℵ1(P ([0, 1]))).
Then the Pℵ1(P ([0, 1]))-ultrafilters are the ℵ1-complete ultrafilters on P ([0, 1]). On the
other hand, since [0, 1] is compact, every ultrafilter must converge to a point in [0, 1].
Therefore if U is an ℵ1-complete ultrafilter on [0, 1], then U → x for some x ∈ [0, 1],
so {x} = ⋂n[0, 1] ∩ (x − 1n , x + 1n) ∈ U . In other words, the ℵ1-complete ultrafilters
are all principal. Thus the only stabilizing filters are the principal filters, so there is
an abundance of Pℵ1(P (R))-filters that are not stabilizing.
Definition 2.2.14 We shall call a Boolean partition algebra (B,F ) superstable if
(B,F )/Z is stable for each F -filter Z. In other words, (B,F ) is superstable if each
F -filter is stabilizing.
One should note that like stability, superstability only depends on the lattice Fi(B,F ).
A Boolean partition algebra (B,F ) is superstable if and only if every element in
Fi(B,F ) is the greatest lower bound of a collection of some maximal elements in
Fi(B,F ) \ {B}. Furthermore, the following result shows that (B,F ) is superstable if
and only if every element in Fi(B,F ) \ {B} is bounded above by a maximal element
in Fi(B,F ) \ {B}.
Proposition 2.2.15 A Boolean partition algebra (B,F ) is superstable iff every proper
F -filter is extendible to an F -ultrafilter.
Proof. → If (B,F ) is superstable, then every proper F -filter is the intersection of
F -ultrafilters, so every proper F -filter is extendible to an F -ultrafilter.
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← If Z is a proper F -filter, then for every a ∈ B\Z the set ↑ (a′/Z) is a proper F/Z-
filter, so pi−1Z [↑ (a′/Z)] is a proper F -filter that extends Z and where a′ ∈ pi−1Z [↑ (a′/Z)].
Therefore if U is an F -ultrafilter that extends (piZ)−1[↑ (a′/Z)], then a′ ∈ U , but
Z ⊆ U . Hence Z is the intersection of F -ultrafilters. 
Definition 2.2.16 If (X,A) is an algebra of sets, then for each x ∈ X let C(x) =
{R ∈ A|x ∈ R}. It is easy to see that each C(x) is an ultrafilter on A.
Proposition 2.2.17 Let X be a zero-dimensional space and let A be an algebra of
sets that is a basis for X.
1. C(x) is the only proper filter on A that converges to x.
2. A filter F ⊆ A accumulates at x ∈ X iff F ⊆ C(x).
3. Let U ⊆ A be an ultrafilter. Then U → x if and only if U ∝ x (recall that U ∝ x
means that U accumulates at x).
Proof. 1. Clearly C(x)→ x. Similarly, if F ⊆ A is a filter that converges to x, then
for each C ∈ C(x), there is a R ∈ F with R ⊆ C. Since F is a filter, we have C ∈ F
as well. Therefore C(x) ⊆ F . Since C(x) is an ultrafilter we have F = C(x).
2. The filter F accumulates at x iff x ∈ ⋂R∈F R = ⋂F iff F ⊆ C(x).
3. An ultrafilter U ⊆ A accumulates at x ∈ X iff U ⊆ C(x) iff U = C(x) iff U
converges to x. 
Theorem 2.2.18 A separating partition space (X,M) is complete with B∗(X,M)
superstable if and only if whenever Z ⊆ B∗(X,M) is an M-filter, then Z ∝ x for
some x ∈ X.
Proof. → If (X,M) is complete and B∗(X,M) is superstable, then whenever Z ⊆
B∗(X,M) is an M -filter, then there is an M -ultrafilter U with Z ⊆ U , but since
(X,M) is complete we have Z ⊆ U = C(x) for some x ∈ X. Therefore Z ∝ x.
← If Z ⊆ B∗(X,M) is an M -filter, then Z ∝ x for some x ∈ X, so Z ⊆ C(x).
Therefore Z is extendible to an M -ultrafilter, thus B∗(X,M) is superstable. To prove
completeness let U be an M -ultrafilter. Then U ∝ x for some x ∈ X, so U ⊆ C(x),
hence U = C(x). Therefore (X,M) is complete. 
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Remark 2.2.19 As a consequence of the above result, a partition space (X,M) is
complete and B∗(X,M) is superstable if and only if whenever Z ⊆ B∗(X,M) is a
proper M-filter, then
⋂
Z 6= ∅. A partition space (X,M) complete and B∗(X,M) is
superstable if and only if whenever I ⊆ B∗(X,M) is a proper M-ideal, then ⋃ I 6=
X. In other words, (X,M) is complete and B∗(X,M) is superstable if and only if
whenever O is an open cover for X, then if I is an M-ideal containing ⋃O∈O{R ∈
B∗(X,M)|R ⊆ O}, then I = B∗(X,M).
Theorem 2.2.20 If (B,F ) is a Boolean partition algebra, Z ⊆ ⋂S∗(B,F ), and
piZ : (B,F ) → (B,F )/Z is the canonical mapping, then S∗(piZ) is a uniform homeo-
morphism.
Proof. By the correspondence theorem (Theorem 2.2.8), the mapping S∗(piZ) is bijec-
tive and we know that S∗(piZ) is uniformly continuous. Therefore we must show that
S∗(piZ) maps uniform partitions to uniform partitions. Since S∗((B,F )/Z) is gener-
ated by partitions of the form ι[piZ [p]
+]+ = ιpiZ [p]
+ where p ∈ F , it suffices to show
that (S∗(piZ)′′)′′(ιpiZ [p]+) = [(S∗(piZ)′′)′′(ιpiZ [p])]+ is a uniform partition of S∗(B,F )
for p ∈ F . On the other hand, we have U ∈ S∗(piZ)[ιpiZ(a)] iff S∗(piZ)−1(U) ∈ ι(piZ(a))
iff piZ(a) ∈ S∗(piZ)−1(U) iff a ∈ S∗(piZ)S∗(piZ)−1(U) = U iff U ∈ ι(a). Therefore
S∗(piZ)[ιpiZ(a)] = ι(a). Hence [(S∗(piZ)′′)′′(ιpiZ [p])]+ = {S∗(piZ)[ιpiZ(a)]|a ∈ p}+ =
{ι(a)|a ∈ p}+ = ι[p]+ is a uniform partition of S∗(B,F ). Therefore S∗(piZ) is uni-
formly continuous. 
We shall find a one-to-one correspondence between the closed subsets of S∗(B,F )
and the stabilizing filters in (B,F ) using closure operators and Galois connections.
The following basic results on closure operators and Galois connections are well known
[8].
Definition 2.2.21 Let X be a poset. Then a function C : X → X is a closure
operator if
1. If x ≤ y, then C(x) ≤ C(y).
2. x ≤ C(x) = C(C(x)) for x ∈ X.
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A closure system on a poset X is a subset C ⊆ X such that for each x ∈ X there
is a least c ∈ C with x ≤ c. If C is a closure operator on X, then let C∗ = C[X].
One can easily see that C∗ = {x ∈ X|x = C(x)}. If C is a closure system, then let
C∗ : X → X be the mapping where if x ∈ X, then C∗(x) is the least element in C
greater than x.
Proposition 2.2.22 Let X be a poset. Then
1. If C is a closure operator, then C∗ is a closure system.
2. If C is a closure system, then C∗ is a closure operator.
3. If C is a closure operator, then C = C∗∗.
4. If C is a closure system, then C = C∗∗.
Proof. 1. For each x ∈ X we have x ≤ C(x) ∈ C∗, but if y ∈ C∗ and x ≤ y, then
C(x) ≤ C(y) = y. Therefore C∗ is a closure system.
2. Assume C is a closure system. Clearly x ≤ C∗(x) for all x ∈ X and if x ≤ y,
then x ≤ y ≤ C∗(y) and since C∗(y) ∈ C we have C∗(x) ≤ C∗(y). If x ∈ X, then
C∗(x) ∈ C, so C∗(C∗(x)) = C∗(x).
3. If C is a closure operator, then x ≤ C(x) and if y ∈ C∗ and x ≤ y, then
C(x) ≤ C(y) = y. Therefore C(x) is the least element in C∗ with x ≤ C(x). Therefore
C(x) = C∗∗(x).
4. If C is a closure system, then x ∈ C iff C∗(x) = x iff x ∈ C∗∗. 
Proposition 2.2.23 Let X be a complete lattice. Then a subset C ⊆ X is a clo-
sure system if and only if C is closed under arbitrary intersection including empty
intersection.
Proof. ← If C is closed under arbitrary intersection, then for each x ∈ X we have
that
∧{y ∈ C|x ≤ y} is the least element in C greater than x.
→ If C is a closure system and xi ∈ C for i ∈ I, then C∗(
∧
i∈I xi) ≤ C∗(xi) = xi
for i ∈ I, so C∗(∧i∈I xi) = ∧i∈I xi. Therefore ∧i∈I xi ∈ C as well. 
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Definition 2.2.24 Let X, Y be two partially ordered sets. Then a Galois connection
is a pair of mappings f : X → Y, g : Y → X such that y ≤ f(x) if and only if
x ≤ g(y).
Galois connections are used to construct one-to-one correspondences.
Proposition 2.2.25 Let X, Y be posets with a Galois connection f : X → Y, g : Y →
X.
1. x ≤ g(f(x)) and y ≤ f(g(y)) for x ∈ X, y ∈ Y .
2. If x1 ≤ x2, then f(x2) ≤ f(x1). If y1 ≤ y2, then g(y2) ≤ g(y1).
3. If x ∈ X, y ∈ Y , then f(x) = f(g(f(x))) and g(y) = g(f(g(y))).
4. The functions f ◦ g, g ◦ f are closure operators.
Proof. 1. Clearly f(x) ≤ f(x), so x ≤ g(f(x)).
2. We have x1 ≤ x2 ≤ g(f(x2)), thus f(x2) ≤ f(x1).
3. If x ∈ X, then x ≤ g(f(x)), so f(g(f(x))) ≤ f(x) and clearly f(x) ≤ f(g(f(x))).
4. If x ∈ X, then we have already shown that x ≤ g(f(x)). If x1 ≤ x2, then
f(x2) ≤ f(x1), so g(f(x1)) ≤ g(f(x2)). If x ∈ X, then f(x) = f(g(f(x))), hence
g(f(x)) = g(f(g(f(x)))). Therefore g ◦ f is a closure operator. 
Given a Galois connection f : X → Y, g : Y → X, let C = g ◦ f and D = f ◦ g.
If x ∈ X, then f(x) = f(g(f(x))) = D(f(x)) ∈ D∗. Similarly, if y ∈ Y , then
g(y) ∈ C∗. Therefore we candefine mappings f ∗ : C∗ → D∗, g∗ : D∗ → C∗ by
f ∗(x) = f(x), g∗(y) = g(y).
Proposition 2.2.26 The functions f ∗ and g∗ are inverses.
Proof. If x ∈ C∗, then x = C(x) = g(f(x)) = g∗(f ∗(x)). If y ∈ D∗, then y = D(y) =
f(g(y)) = f ∗(g∗(y)). 
Since f maps C∗ bijectively onto D∗ and g maps D∗ bijectively onto C∗, we have
D∗ = f [X] and C∗ = g[Y ].
Let A,B be sets, and let R ⊆ A×B. Then for R ⊆ A, let f(R) = {b ∈ B|(a, b) ∈
R for all a ∈ R} and for S ⊆ B let g(S) = {a ∈ A|(a, b) ∈ R for all b ∈ S}. One can
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easily show that the mappings f and g form a Galois connection between the posets
P (A) and P (B).
Definition 2.2.27 Let (B,F ) be a Boolean partition algebra. Let fT : P (B) →
P (S∗(B,F )), gT : P (S∗(B,F )) → P (B) be the mappings where fT (R) = {U ∈
S∗(B,F )|a ∈ U for all a ∈ R} and gT (S) = {a ∈ B|a ∈ U for all U ∈ S}. In other
words, fT (R) = {U ∈ S∗(B,F )|R ⊆ U} and fT (S) =
⋂
S for R ⊆ B, S ⊆ S∗(B,F ).
The mappings fT and gT form a Galois connection between the posets P (B) and
P (S∗(B,F )). Let CT = gT ◦ fT , DT = fT ◦ gT , and let f ∗T , g∗T be the restrictions of fT
and gT to C
∗
T and D
∗
T .
Take note that C∗T = gT [P (S
∗(B,F ))] is the collection of all intersections
⋂
S where
S ⊆ S∗(B,F ), so C∗T is the collection of all stabilizing filters on (B,F ).
Theorem 2.2.28 DT is the closure operator for the topology on S
∗(B,F ).
Proof. Take note that D∗T is the collection of all sets of the form fT (R) where R ⊆ B.
We have fT (R) = {U ∈ S∗(B,F )|R ⊆ U} =
⋂
a∈R{U ∈ S∗(B,F )|a ∈ U} =
⋂
a∈R ι(a),
but the closed sets in the topology on S∗(B,F ) are precisely the sets of the form⋂
a∈R ι(a). 
Therefore the mappings f ∗T : C
∗
T → D∗T , g∗T : D∗T → C∗T are one-to-one correspon-
dences between the closed subsets of S∗(B,F ) and the stabilizing filters on (B,F ).
Particularly, if (B,F ) is superstable, then the closed subsets of S∗(B,F ) are in a
one-to-one correspondence with the F -filters on B.
Proposition 2.2.29 If (B,F ) is a Boolean partition algebra, then S ⊆ S∗(B,F ) is
dense if and only if
⋂
S =
⋂
S∗(B,F ).
Proof. We have
⋂
S =
⋂
S∗(B,F ) iff g(S) =
⋂
S∗(B,F ) iff f(g(S)) = X iff S = X.

In particular, if (B,F ) is stable, then S ⊆ S∗(B,F ) is dense iff ⋂S = {1}.
Proposition 2.2.30 A stable Boolean partition algebra (B,F ) is atomic if and only
if the isolated points are dense in S∗(B,F ).
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Proof. For this proof, let V be the set of all atoms in B. If (B,F ) is stable, then
the principal ultrafilters are precisely the isolated points of S∗(B,F ) (see Proposition
1.4.32). Therefore (B,F ) is atomic iff
⋃
a∈V ↑ a = B+ iff
⋂
a∈V ↑ a = {1} iff the
isolated points are dense in S∗(B,F ). 
We shall now show that every Boolean partition algebra is isomorphic to a quotient
of a stable Boolean partition algebra.
Lemma 2.2.31 Assume A is a Boolean algebra and (B,G) is a Boolean partition
algebra. Let φ : A → B be a Boolean algebra homomorphism, and let F be the
collection of partitions p of the Boolean algebra A such that φ[p]+ ∈ G. Then (A,F )
is a Boolean partition algebra.
Proof. Clearly F contains every finite partition. If p ∈ F and q is a partition with
p  q, then clearly φ[q]+ is cellular and φ[p]+  φ[q]+, so φ[q]+ is a partition of B,
so q ∈ F as well. If p, q ∈ F , then ∨φ[p ∧ q]+ = ∨φ[p ∧ q] = ∨a∈p,b∈q φ(a ∧ b) =∨
a∈p,b∈q φ(a) ∧ φ(b) = 1. Therefore φ[p ∧ q]+ is a partition of B. Furthermore,
φ[p ∧ q]+ = φ[p]+ ∧ φ[q]+ ∈ G. Therefore p ∧ q ∈ F . We conclude that (A,F ) is a
Boolean partition algebra. 
Theorem 2.2.32 Let (A,F ) be a Boolean partition algebra. Then there is an atomic
Boolean partition algebra (B,G) and a surjective partition homomorphism φ : (B,G)→
(A,F ) such that F = {φ[p]+|p ∈ G}. In particular, every Boolean partition algebra is
isomorphic to a quotient of a stable Boolean partition algebra.
Proof. Recall that if p ∈ F , then p∗ = {∨R|R ⊆ p, and ∨R exists}. Take note that
A is the direct limit of the system {p∗|p ∈ F} of Boolean algebras. Let B ⊆∏p∈F p∗
be the collection of all (xp)p∈F such that there is a p ∈ F with xq = xp whenever
q  p. In other words, B is the collection of all families that are eventually constant.
Take note that if we give B the discrete topology, then B is the collection of all nets
(xp)p∈F ∈
∏
p∈F p
∗ that converge. Therefore define a mapping φ : B → A by letting
φ(xp)p∈F = x if xp → x. Clearly φ is a surjective Boolean algebra homomorphism.
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Let G be the collection of all partitions r of B such that φ[r]+ ∈ F . Then (B,G)
is a Boolean partition algebra by Lemma 2.2.31 and φ is a partition homomorphism
from (B,G) to (A,F ). If p ∈ F , then for each b ∈ p let xb,q = b whenever q  p and
let xb,q = 0 whenever q 6 p. Then (xb,q)q∈F ∈ B and φ(xb,q)q∈F = b. Furthermore, if
b, c ∈ p, then (xb,q)q∈F ∧ (xc,q)q∈F = (xb,q ∧ xc,q)q∈F = 0. In other words, the family
{(xb,q)q∈F |b ∈ p} is cellular and φ[{(xb,q)q∈F |b ∈ p}] = p. Therefore if pˆ is a partition
of B that extends the cellular family {(xb,q)q∈F |b ∈ p}, then φ[pˆ]+ = p, and pˆ ∈ G.
Hence F = {φ[p]+|p ∈ G}.
In order to show (B,G) is stable it suffices to show that B is atomic (see Example
1.3.38). Let (xp)p∈F ∈ B+. Then for some p ∈ F we have xp > 0, so since xp ∈ (p∗)+
there is an a ∈ p with a ≤ xp. Therefore if yp = a and yq = 0 whenever q 6= p. Hence
(yp)p∈F ≤ (xp)p∈F and clearly (yp)p∈F is an atom. 
2.3 Subcompleteness
We begin this section by discussing the subcompletion of a Boolean partition algebra.
We shall then give a relation between subcomplete Boolean partition algebras and
point-free inverse limits where all transition mappings are surjective. Indeed, the
category of subcomplete Boolean partition algebras is equivalent to the category of
all inverse systems with surjective transitional mappings, but we shall not be able to
prove this equivalence of categories here. We conclude this section with a discussion
of basic properties of subcomplete Boolean partition algebras.
Definition 2.3.1 Let (A,F ) be a Boolean partition algebra. Then a subcompletion of
(A,F ) is a subcomplete Boolean partition algebra (B,G) along with a partition homo-
morphism ι : (A,F )→ (B,G) such that if (C,H) is a subcomplete Boolean partition
algebra and f : (A,F )→ (C,H), then there is a unique mapping f : (B,G)→ (C,H)
such that f = fι.
The notion of the subcompletion is a special case of the more general category theoretic
notion of a reflection. Let C be a category. Then a subcategory D is said to be a full
subcategory if whenever X, Y are objects in D and f : X → Y is a morphism in D,
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then f is a morphism in C. We say that a full subcategory D is a reflective subcategory
if for each X ∈ C there is a Y ∈ D and a morphism ι : X → Y such that if Z ∈ D and
f : X → Z, then there is a unique fˆ : Y → Z with f = fˆ ι. The object Y along with
the morphism ι : X → Y is called the D-reflection of X. The D-reflection of X is
unique in the sense that if ι1 : X → Y1, ι2 : X → Y2 are D-reflections of X, then there
is an isomorphism f : Y1 → Y2 such that ι2 = fι1. In particular, the subcompletion of
a Boolean algebra (A,F ) is unique up to isomorphism. The following theorem shows
that every Boolean partition algebra has a subcompletion.
Theorem 2.3.2 Let (A,F ), (B,G) be Boolean partition algebras where (B,G) is sub-
complete, and let ι : (A,F ) → (B,G) be a partition homomorphism. Then ι :
(A,F )→ (B,G) is a subcompletion of (A,F ) if and only if ι is injective and {ι[p]|p ∈
F} generates the filter G. Furthermore, if C is the completion of the Boolean alge-
bra A and G is the filter on P(C) generated by the filterbase F , then B∗(C,G) is a
subcompletion of (A,F ).
Proof. ← Assume ι is injective and {ι[p]|p ∈ F} generates G. Since ι is injective
we may assume A ⊆ B and ι is the inclusion. Let (C,H) be a subcomplete Boolean
partition algebra, and let f : (A,F )→ (C,H). Then for each b ∈ B there is a p ∈ G
with b ∈ p. Therefore there is a q ∈ F with q  p. Hence, there is an R ⊆ q with∨B R = b. As a result, if fˆ : (B,G)→ (C,H) is a partition homomorphism extending
the mapping f , then fˆ(b) = fˆ(
∨B R) = ∨Ca∈R fˆ(a) = ∨Ca∈R f(a). Therefore there is
at most one extension fˆ of f to a partition homomorphism from (B,G) to (C,H).
We also claim that the mapping fˆ(B,G)→ (C,H) where fˆ(b) = ∨Ca∈R f(a) when-
ever p ∈ F,R ⊆ p,∨B R is a well defined partition homomorphism.
Let x ∈ B and assume p, q ∈ F are partitions and x = ∨B P = ∨B Q where
P ⊆ p,Q ⊆ q. Let r = p ∧ q. Then there is an R ⊆ r with x = ∨B R. Clearly
R = φ−1r,p [P ]. Therefore
∨C
b∈P f(b) =
∨C
b∈P
∨C
a∈r,a≤b f(a) =
∨C
a∈R f(a). Similarly∨C
b∈Q f(b) =
∨C
a∈R f(a). Hence
∨C
b∈P f(b) =
∨C
b∈Q f(b). Thus fˆ is a well defined
mapping.
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We now claim that fˆ is a partition homomorphism. Clearly fˆ(0) = 0. Furthermore,
if a, b ∈ B and a ∧ b = 0, then there is an r ∈ F and R, S ⊆ r where a = ∨B R, b =∨B S. Therefore fˆ(a) ∧ fˆ(b) = ∨Ca∈R f(a) ∧ ∨Ca∈S f(a) = ∨Ca∈R,b∈S f(a) ∧ f(b) =∨C
a∈R,b∈S f(a ∧ b) = 0. Furthermore if p ∈ G, then there is a q ∈ F with q  p.
Therefore f [q]+  fˆ [p]+, so fˆ [p]+ is a partition and fˆ [p]+ ∈ H. This shows that fˆ is
a partition homomorphism.
→ Since all subcompletions are isomorphic, it suffices to show that there exists an
injective partition homomorphism ι : (A,F ) → (B,G) where {ι[p]|p ∈ F} generates
G. However if C is the completion of A and G is the filter on P(C) generated by F ,
then clearly A ⊆ B∗(C,G) so if ι : (A,F )→ B∗(C,G) is the inclusion mapping, then
ι is an injective partition homomorphism where {ι[p]|p ∈ F} = F generates G. 
Theorem 2.3.3 Let (A,F ), (B,G) be Boolean partition algebras and let ι : (A,F )→
(B,G) be an injective partition homomorphism. Then the following are equivalent.
1. {ι[p])|p ∈ F} generates G.
2. (A,F ) and (B,G) both have the same subcompletion. i.e. If i : (B,G)→ (C,H)
is a subcompletion, then iι : (A,F )→ (C,H) is also a subcompletion.
In either case, if A ⊆ B, then F = G|A.
Proof. If A ⊆ B, then clearly F ⊆ G|A. Furthermore, if p ∈ G|A, then there is a
q ∈ F with q  p. Therefore p ∈ F . Thus G|A = F .
1→ 2 Since ι and i are injective we may assume that A ⊆ B ⊆ C and ι, i are the
inclusion mappings. If p ∈ H, then since (C,H) is the subcompletion of (B,G) there
is a q ∈ G with q  p. Since ι[F ] generates G, there is an r ∈ F with r  q. Therefore
r ∈ F and r  p, so F generates H. Thus the inclusion iι is also a subcompletion.
2→ 1 Let i : (B,G)→ (C,H) be a subcompletion and assume iι : (A,F )→ (C,H)
is also a subcompletion. Since i and ι are injective we may assume A ⊆ B ⊆ C and
i, ι are the inclusion mappings. Then if p ∈ G, then p ∈ H as well, so there is a q ∈ F
with q  p since iι is a subcompletion. Therefore {ι[p]|p ∈ F} generates G. 
Proposition 2.3.4 Let A be a Boolean algebra, and let (B,G) be the subcompletion
of (A,P(A)). Then B is the completion of A.
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Proof. Let C be the completion of A. Then we may assume G ⊆ P(C) is the filter
generated by P(A) and B = {0}∪⋃G (see Theorem 2.3.2). Since A is dense in C, for
each c ∈ C there is a cellular family R ⊆ A with c = ∨C R. Extend R to a partition
p ⊆ A. Then since p ∈ P(A) we have c = ∨C R ∈ B. Therefore B = C, so B is the
completion of A. 
Let (Xd, φd,e)d,e∈D,d≤e be an inverse system of sets where each transition map φd,e
is surjective. Then the inverse limit lim←−Xd may be empty, but the inverse limit
lim
←−Xd
should be some sort of non-trivial point-free structure even if the inverse limit lim←−Xd
does not contain any points. We shall now show that subcomplete Boolean parti-
tion algebras are essentially point-free inverse limits of sets where all the transition
mappings are surjective.
Example 2.3.5 Let (Bd, Fd)d∈D be a directed system of Boolean partition algebras
with a partition homomorphism φd,e : (Bd, Fd) → (Be, Fe) whenever d ≤ e. Let
B =lim−→ Bd be the direct limit of Boolean algebras, and let φd : Bd → B be the
canonical mappings. The canonical mappings φd are not necessarily partitional. For
example, consider the Boolean partition algebras P [r,∞) for r ∈ R and if r ≤ s, then
let φr,s : P [r,∞)→ P [s,∞) be the map where φr,s(R) = R∩ [s,∞) for all R ⊆ [r,∞).
Then each φr,s is a complete Boolean algebra homomorphism, so each φr,s is a partition
homomorphism. However, if p = {{x}|x ∈ [0,∞)}, then p is a partition of [0,∞),
but for all x ∈ [0,∞) we have φ0,x+1({x}) = ∅, thus φ0({x}) = φx+1φ0,x+1({x}) = 0,
so φ0[p]
+ = ∅. However lim−→P[r,∞) is a nontrivial Boolean algebra.
Theorem 2.3.6 Let ((Bd, Fd)d∈D, (φd,e)d≤e) be a directed system of Boolean partition
algebras, and let B =lim−→ Bd be the direct limit of the Boolean algebras Bd. Assume that
each canonical mapping φd : Bd → B is partitional. Then {φd[p]+|p ∈ Fd, d ∈ D} is
a meet-subsemilattice of P(B). If F is the filter generated by {φd[p]+|p ∈ Fd, d ∈ D},
then (B,F ) is a Boolean partition algebra. Furthermore, each φd : (Bd, Fd)→ (B,F )
is a partition homomorphism, and (B,F ) is the direct limit of the system (Bd, Fd)d∈D
of Boolean partition algebras in the category of Boolean partition algebras. If each
(Bd, Fd) is subcomplete, then (B,F ) is subcomplete as well.
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Proof. If d1, d2 ∈ D and p1 ∈ Fd1 , p2 ∈ Fd2 , then let e ∈ D be an element with
d1 ≤ e, d2 ≤ e. Let p = φd1,e[p1]+∧φd2,e[p2]+. Then p ∈ Fe and φe[p]+ = φe[φd1,e[p1]+∧
φd2,e[p2]
+]+ = φe[φd1,e[p1]
+]+∧φe[φd2,e[p2]+]+ = φeφd1,e[p1]+∧φeφd2,e[p2]+ = φd1 [p1]+∧
φd2 [p2]
+. This proves that {φd[p]+|p ∈ Fd, d ∈ D} is a meet-subsemilattice of P(B).
Let b ∈ B+. Then there is a d ∈ D and an a ∈ Bd with b = φd(a). Clearly a 6= 0,
so there is a p ∈ Fd with a ∈ p. Therefore b ∈ φd[p]+, and hence (B,F ) is a Boolean
partition algebra. Clearly each φd is a partition homomorphism.
To show that (B,F ) is the direct limit of the system (Bd, Fd)d∈D, assume that
(C,G) is a Boolean partition algebra, αd : (Bd, Fd)→ (C,G) is a partition homomor-
phism for d ∈ D, and αd = αe ◦ φd,e whenever d ≤ e. Then, since B is the direct
limit of the system (Bd)d∈D of Boolean algebras, there is a unique Boolean algebra
homomorphism α : B → C with αd = α ◦φd. We shall now show that α is a partition
homomorphism. Let p ∈ F . Then there is a d ∈ D and a q ∈ Fd with φd[q]+  p,
so α[p]+  α[φd[q]+]+ = αd[q]+ ∈ G. Therefore α[p]+ ∈ G, thus α is a partition
homomorphism.
Now assume each (Bd, Fd) is subcomplete. Then for each p ∈ F , there is a d ∈ D
and q ∈ Fd with φd[q]+  p. Since q is subcomplete, p is subcomplete as well. 
Theorem 2.3.7 Let (Bd, Fd)d∈D be a directed system of Boolean partition algebras
where each partition homomorphism φd,e : (Bd, Fd)→ (Be, Fe) is injective. If B is the
direct limit of the system of Boolean algebras (Bd)d∈D, then each canonical mapping
φd : Bd → B is partitional.
Proof. Let d ∈ D and let p ∈ Fd. Let x ∈ B be an upper bound of φd[p]. Then
x = φe(z) for some z ∈ Be and some e ≥ d. Therefore for each a ∈ p we have
φe(φd,e(a)) = φd(a) ≤ x = φe(z), so φd,e(a) ≤ z since φe is injective. Therefore z is an
upper bound of the partition φd,e[p]. Therefore z = 1, thus x = φe(z) = 1. Therefore∨
φd[p] = 1, so φd[p] is a partition of B, which means that each φd is partitional. 
Definition 2.3.8 If (X,M), (Y,N ) are algebras of sets, then a measurable transfor-
mation from (X,M) to (Y,N ) is a mapping f : X → Y such that f−1[R] ∈ M
whenever R ∈ N .
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Theorem 2.3.9 Let (B,F ) be a Boolean partition algebra.
1. Let p, q ∈ F and p  q. Then φp,q is a measurable transformation between the
algebras of sets (p, p]) and (q, q]) (recall that p] = {R ⊆ p|∨R exists}).
2. Define a mapping φ∗p : (p
],PP (p)|p]) → B by φ∗p(R) =
∨
R, then φ∗p is an
injective partitional mapping. Furthermore, if p ∈ F , then φ∗p is a partition homo-
morphism.
3. Let φ∗p,q : q
] → p] be the partition homomorphism defined by φ∗p,q(R) = φ−1p,q[R].
Then φ∗p,q is injective and φ
∗
q = φ
∗
pφ
∗
p,q.
4. Give the directed system (p],PP (p)|p])p∈F the transition mappings φ∗p,q. Then
(B,F ) is the direct limit of the system (p],PP (p)|p])p∈F of Boolean partition algebras.
Proof. 1. Assume R ∈ q]. Then R ⊆ q, and ∨b∈R b = ∨b∈R∨{a ∈ p|φp,q(a) = b} =∨{a ∈ p|φp,q(a) ∈ R} = ∨φ−1p,q[R], so φ−1p,q[R] ∈ p].
2. We already know φ∗p is an injective Boolean algebra homomorphism that pre-
serves all least upper bounds. Therefore if P ∈ PP (p)|p] , then
∨
φ∗p[P ] = φ
∗
p(
∨
P ) = 1,
and so φ∗p is a partition homomorphism.
3. If R ∈ (q])+, then φ∗p,q(R) = φ−1p,q[R] 6= ∅ since φp,q is surjective, so φ∗p,q is
injective. Now assume that R ∈ q]. Then φ∗q(R) =
∨
R =
∨
φ−1p,q[R] = φ
∗
p ◦φ∗p,q(R), so
φ∗q = φ
∗
pφ
∗
p,q.
4. We shall first show that B is the Boolean algebra direct limit of the system
(p])p∈F . Since each φ∗p, φ
∗
p,q is injective it suffices to show that each a ∈ B is in the
image of some φ∗p. If a = 0, then a = φ
∗
p(0) for each p ∈ F . If a 6= 0, then let p ∈ F
be a partition with a ∈ p. Then {a} ∈ p] and φ∗p({a}) =
∨{a} = a. Therefore B is
the Boolean algebra direct limit of the system (p])p∈F of Boolean algebras.
It now suffices to show that if p is a partition of B, then p ∈ F if and only if there
is a q ∈ F and a V ∈ PP (q)|q] with (φ∗q)[V ]+  p. If p ∈ F , then let V = {{a}|a ∈ p}.
Then V ⊆ p], and (φ∗p)[V ] = {φ∗p({a})|a ∈ p} = {a|a ∈ p} = p. Now assume there is a
q ∈ F and a V ∈ PP (q)|q] with (φ∗q)[V ]+  p. Then for each a ∈ q there is an R ∈ V
with a ∈ R, so a ≤ ∨R = φ∗q(R) ∈ (φ∗q)[V ]+, thus q  (φ∗q)[V ]+  p, hence p ∈ F . 
60
Let (B,F ) be a Boolean partition algebra, and let (A,G) be the subcompletion of
(B,F ). Then B ⊆ A and F ⊆ G. Therefore by Theorem 2.3.9 and by the subcom-
pleteness of (A,G) we have (A,G) =lim−→ (P(q), (φq,r)−1))q∈G. Since F is cofinal in G
(under reverse refinement), we have (A,G) =lim−→ (P(p), (φq,r)−1)p,q∈F,p≤q. Therefore
the subcompletion of a Boolean partition algebra can be represented as an inverse
limit.
Proposition 2.3.10 Let (A,F ) be a Boolean partition algebra with subcompletion
(B,G) and let ι : (A,F )→ (B,G) be the inclusion mapping. Then S∗(ι) : S∗(B,G)→
S∗(A,F ) is a uniform homeomorphism.
Proof. It suffices to show that lim←−ι is a homeomorphism. If (yp)p∈G ∈lim←− G,
then lim←−ι(yp)p∈G = (xp)p∈F where xp = ι(xp) = yι[p]+ = yp for p ∈ F . Therefore
lim
←−ι(yp)p∈G = (yp)p∈F . Since F is cofinal in G, the mapping ι is a homeomorphism
from lim←−G to
lim
←−F . We conclude that S
∗(ι) is an isomorphism as well. 
Theorem 2.3.11 The subcompletion of a stable Boolean partition algebra is stable.
Proof. Let (A,F ) be a stable Boolean partition algebra with subcompletion (B,G)
and let b ∈ B+. Then let q ∈ G be a partition with b ∈ q, and let p ∈ F be a partition
with p  q. If a ∈ p is an element with φp,q(a) = b, then, since (A,F ) is stable, there
is an (xr)r∈F ∈lim←− F with xp = a. Since F ⊆ G is cofinal there is an extension (xr)r∈G
of the thread (xr)r∈F , so xq = φp,q(xp) = φp,q(a) = b. Therefore (B,G) is stable. 
Theorem 2.3.12 Let (A,F ) be a subcomplete Boolean partition algebra. Then there
is a subcomplete stable Boolean partition algebra (C,H) and a surjective partition
homomorphism φ : (C,H)→ (A,F ) where F = {φ[p]+|p ∈ H}.
Proof. By Theorem 2.2.32 there is a stable Boolean partition algebra (B,G) and a
surjective partition homomorphism f : (B,G) → (A,F ) where F = {f [p]+|p ∈ G}.
Let ι : (B,G) → (C,H) be the subcompletion of (B,G). Then (C,H) is stable, and
there is a partition homomorphism φ : (C,H) → (A,F ) with f = φι. Every element
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of G is of the form f [p]+ for some p ∈ G, but f [p]+ = φ[ι[p]+]+, so G = {φ[q]+|q ∈ H}.
In particular φ is surjective. 
Theorem 2.3.13 The following Boolean partition algebras are isomorphic.
1. B∗(S∗(B,F )).
2. The subcompletion of the stabilization of (B,F ).
3. The stabilization of the subcompletion of (B,F ).
Proof. 2 ' 1 The process of taking subcompletion and stabilization does not affect
the dual partition space S∗(B,F ), therefore if (C,G) is the subcompletion of the
stabilization of (B,F ), then S∗(C,G) ' S∗(B,F ). Since (C,G) is subcomplete and
stable, one has (C,G) ' B∗(S∗(C,G)) ' B∗(S∗(B,F )).
3 ' 1 This part of the proof is identical to the equivalence between 1 and 2. If
(C,G) is the stabilization of the subcompletion of (B,F ), then S∗(C,G) ' S∗(B,F ),
but since (C,G) is subcomplete and stable one has (C,G) ' B∗(S∗(C,G)) ' B∗(S∗(B,F )).

In our next example, we shall show that the greatest lower bound of two subcom-
plete partitions is not necessarily subcomplete, but for our example we need to use
some basic well known facts about semialgebras of sets (see for example [24][p. 358]).
Definition 2.3.14 Let X be a set. Then a semialgebra of sets over X is a nonempty
collection A ⊆ P (X) such that if A,B ∈ A, then A ∩ B ∈ A and if A ∈ A, then
X \ A is a finite disjoint union of elements in A.
Lemma 2.3.15 Let A be a semialgebra of sets over some set X. Then the collection
of all finite pairwise disjoint unions of elements of A is an algebra of sets.
Proof. Let B be the collection of all finite disjoint unions of elements in A. If
R, S ∈ B, then there are A1, ..., An, B1, ..., Bm ∈ A such that Ai ∩ Aj = ∅ for i 6= j
and Bi ∩ Bj = ∅ for i 6= j and R = A1 ∪ ... ∪ An, S = B1 ∪ ... ∪ Bn. Then clearly
R ∩ S = (⋃iAi) ∩ (⋃j Bj) = ⋃i,j(Ai ∩ Bj) ∈ B being the finite disjoint union of
elements of A. Furthermore, since clearly X ∈ B, B is closed under finite intersection
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including empty intersection. Now assume R ∈ B. Then R = A1 ∪ ... ∪ An for
some pairwise disjoint sequence A1, ..., An ∈ A. Since each Aci can be written as a
finite disjoint union of elements in A, we have Aci ∈ B for 1 ≤ i ≤ n. Therefore
Rc = (A1 ∪ ... ∪ An)c = Ac1 ∩ ... ∩ Acn ∈ B since B is closed under finite intersection.
Hence B is an algebra of sets. 
Example 2.3.16 In this example, we shall show that p ∧ q may not be subcomplete
even though p and q are both subcomplete. If X is a set, then we call a set of the form
A × B ⊆ X ×X a rectangle. The collection of all rectangles forms a semialgebra of
sets. Let M be the algebra of sets generated by the collection of all rectangles. Now
assume X is infinite. Let 1X = {(x, x)|x ∈ X} denote the diagonal relation. Then
1X 6∈ M since 1X is not a finite union of rectangles.
Let p = {{a} × X|a ∈ X} and let q = {X × {a}|a ∈ X}. Then p, q are both
subcomplete partitions of M, but p ∧ q = {{r}|r ∈ X2}. The partition p ∧ q is not
subcomplete since {{(x, x)}|x ∈ X} ⊆ p ∧ q does not have a least upper bound since
{(x, x)|x ∈ X} 6∈ M.
If p is a subcomplete partition of a Boolean algebra B, then since the mapping φ :
P (p) → B where φ(R) = ∨R is injective, we have 2|p| ≤ B. In particular, if B is a
Boolean partition algebra with |B| < 2ℵ0 , and p is a subcomplete partition of B, then
2|p| < 2ℵ0 , so p is finite. In particular, if |B| < 2ℵ0 and (B,F ) is subcomplete, then
F = Pω(B).
Theorem 2.3.17 A Boolean algebra B is λ-complete if and only if (B,Pλ(B)) is
subcomplete and whenever c ⊆ B is cellular with |c| < λ, then there is a partition p
of B with |p| < λ.
Proof. → Since B is λ-complete, clearly (B,Pλ(B)) is subcomplete. Furthermore if
c ⊆ B is cellular with |c| < λ, then (c ∪ {∨ c})+ is a partition of B with cardinality
less than λ.
← We shall show that if R ⊆ B, |R| < λ, then ∨R exists by transfinite induction
on the cardinality |R|. If |R| = γ < λ, then assume R = {xα|α < γ}. Let yα = xα ∧
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(
∨
β<α xβ)
′ for α < γ. Then {yα|α < γ}+ is a cellular family with |{yα|α < γ}+| < λ.
Therefore there is a partition p of B with |p| < λ and {yα|α < γ}+ ⊆ p. Since p is
subcomplete, the least upper bound
∨{yα|α < γ}+ = ∨α<γ xα = ∨R exists. 
2.4 Products, complete partitions, and local refinability
Definition 2.4.1 We shall call a partition p of a Boolean algebra complete if whenever
ca ≤ a for a ∈ p, then the least upper bound
∨
a∈p ca exists.
For example, every finite partition is a complete partition. If B is a κ-Boolean algebra,
and p ∈ Pκ(B), then p is a complete partition. The following Proposition motivates
the notion of a complete partition. It can also be found in [12].
Proposition 2.4.2 Let p be a partition of a Boolean algebra B. Then the mapping
α : B → ∏a∈pB  a given by α(b) = (αa(b))a∈p = (a ∧ b)a∈p is an injective Boolean
algebra homomorphism, and α is an isomorphism iff p is complete.
Proof. If b 6= 0, then since p is a maximal cellular family, αa(b) = a ∧ b 6= 0 for
some a ∈ p. Therefore α(b) 6= 0, so α is injective. If p is complete, then whenever
(ca)a∈p ∈
∏
a∈pB  a we have that
∨
a∈p ca exists, but αa(
∨
a∈p ca) = a ∧
∨
a∈p ca =∨
b∈p(a ∧ cb) = ca for a ∈ p. Therefore α(
∨
a∈p ca) = (ca)a∈p, so α is an isomorphism.
If α is an isomorphism, then clearly α[p] is a complete partition of
∏
a∈pB  a, so
since α is an isomorphism, the set α[p] is complete partition of B. 
Definition 2.4.3 We shall call a Boolean partition algebra (B,F ) precomplete if each
p ∈ F is a complete partition. If B is a Boolean algebra, then write P∗(B) for the set
of all complete partitions on B.
Proposition 2.4.4 If B is a Boolean algebra, then (B,P∗(B)) is a Boolean partition
algebra.
Proof. Clearly each finite partition of B is a complete partition. To complete the
proof, we must show that P∗(B) is a filter on P(B).
64
Assume that p, q ∈ P∗(B), and assume p = (ai)i∈I , q = (bj)j∈J . Then (ai∧bj)i,j is an
extended partition of B. Moreover, if ci,j ≤ ai∧bj for each (i, j) ∈ I×J , then ci,j ≤ bj
for i ∈ I, j ∈ J , so ∨i∈I ci,j exists and ∨i∈I ci,j ≤ bj for j ∈ J , thus the least upper
bound
∨
j∈J
∨
i∈I ci,j =
∨
(i,j)∈I×J ci,j exists. Therefore p ∧ q = {ai ∧ bj|i ∈ I, j ∈ J}+
is a complete partition.
Now assume p, q are partitions of B where p is complete and p  q. Then assume
that ca ≤ a for all a ∈ q. Then for a ∈ q, we have ca = ca ∧ a = ca ∧
∨
b∈p,b≤a b =∨
b∈p,b≤a(ca ∧ b), so since p is complete, we have
∨
a∈q ca =
∨
a∈q
∨
b∈p,b≤a(ca ∧ b) =∨
b∈p(b ∧ cφp,q(b)). Therefore q is a complete partition as well, and (B,P∗(B)) is a
Boolean partition algebra. 
Proposition 2.4.5 If B is a Boolean algebra, p is a complete partition of B, and q
is a subcomplete partition of B, then p ∧ q is also subcomplete.
Proof. Let S ⊆ p ∧ q and let R = {(a, b) ∈ p× q|a ∧ b ∈ S}. Then ∨b:(a,b)∈R b exists
and a ∧ (∨b:(a,b)∈R b) = ∨b:(a,b)∈R(a ∧ b) ≤ a, so since p is complete, the least upper
bounds
∨
a∈p
∨
b:(a,b)∈R(a ∧ b) =
∨
(a,b)∈R a ∧ b =
∨
S exist. 
If we compare the above result with example 2.3.16, then we see that there are
subcomplete partitions that are not complete partitions.
Let B be a Boolean algebra. If a ∈ B+, then we shall call a partition of B  a a
partition of a. If p is a partition of B and pa is a partition of a for each a ∈ p, then
it is easy to see that
⋃
a∈p pa is a partition of B as well.
We shall now discuss products of Boolean partition algebras. Let p be a partition
of a Boolean algebra B. Let (B  a, Fa) be a Boolean partition algebra for each a ∈ p.
Let F be the collection of all partitions of B of the form
⋃
a∈p pa where pa ∈ Fa for
a ∈ p. Then F is a filterbase on P(B); if pa, qa ∈ Fa for a ∈ p, then there is a ra ∈ Fa
for a ∈ p with ra  pa, ra  qa, so
⋃
a∈p ra 
⋃
a∈p pa and
⋃
a∈p ra 
⋃
a∈p qa.
Proposition 2.4.6 Let F be the filter generated by F described above. Then
1. (B,F ) is a Boolean partition algebra.
2. The Boolean partition algebra (B,F ) is subcomplete iff p is complete and each
(B  a, Fa) is subcomplete.
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3. The Boolean partition algebra (B,F ) is precomplete iff p is complete and each
(B  a, Fa) is precomplete.
Proof. 1. We already know F is a filter. Now assume b ∈ B+. Then b = ∨a∈p(a ∧
b) =
∨
a∈p(a ∧ b). If a ∈ p, then there is some pa ∈ Fa and some Ra ⊆ pa with∨
Ra = b since (B  a, Fa) is a Boolean partition algebra. Therefore
⋃
a∈p pa ∈ F and⋃
a∈pRa ⊆
⋃
a∈p pa. However
∨⋃
a∈pRa =
∨
a∈p
∨
Ra =
∨
a∈p(a ∧ b) = b. Therefore
there is some partition q of B with b ∈ q and ⋃a∈p pa  q, and clearly q ∈ F .
Therefore (B,F ) is a Boolean partition algebra.
2. ← It suffices to show that each partition in F is subcomplete. Let pa ∈ Fa for
a ∈ p and let Ra ⊆ pa for a ∈ p. Then we shall show that
∨⋃
a∈pRa exists. Since
each pa is subcomplete, the least upper bound
∨
Ra exists for a ∈ p and
∨
Ra ≤ a
for a ∈ p. Therefore since p is precomplete, the least upper bound ∨a∈p∨Ra exists,
but
∨
a∈p
∨
Ra =
∨⋃
a∈pRa. Hence
⋃
a∈p pa is subcomplete.
→ Now assume that (B,F ) is subcomplete. Let pa ∈ Fa for a ∈ p and let Ra ⊆ pa
for a ∈ p. Then Ra ⊆
⋃
a∈p pa ∈ F , so
∨
Ra exists. Therefore each pa is a subcomplete
partition. Now assume that ca ≤ a for a ∈ p. Then for a ∈ p there is some pa ∈ Fa
and some Ra ⊆ pa with ca =
∨
Ra. Therefore
⋃
a∈p pa ∈ F , and
⋃
a∈pRa ⊆
⋃
a∈p pa,
so the least upper bound
∨⋃
a∈pRa exists, but
∨⋃
a∈pRa =
∨
a∈p
∨
Ra =
∨
a∈p ca.
This shows that the partition p is a complete partition.
3. ← We must show that each element of F is a complete partition. Let pa ∈ Fa
for a ∈ p and assume that cb ≤ b for b ∈
⋃
a∈p pa. Then since each pa is complete,
the least upper bound
∨
b∈pa cb exists and
∨
b∈pa cb ≤ a for a ∈ p. Therefore the least
upper bound
∨
a∈p
∨
b∈pa cb exists, and
∨
a∈p
∨
b∈pa cb =
∨⋃
a∈p{cb|b ∈ pa}, so each⋃
a∈p pa is a complete partition. We conclude that (B,F ) is precomplete.
→ If (B,F ) is precomplete, then (B,F ) is subcomplete, so p is a complete partition
by 2. Let a ∈ p and let pa ∈ Fa. Let cb ≤ b for b ∈ pa. Then pa ∪ (p \ {a}) ∈ F ,
so since pa ∪ (p \ {a}) is a complete partition, the least upper bound
∨
b∈pa cb exists.
Therefore each pa ∈ Fa is complete. 
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We shall call the Boolean partition algebra (B,F ) described in the previous propo-
sition the interior direct product of the Boolean algebras (B  a, Fa)a∈p. The following
theorem shows that if p is a complete partition, then the interior direct product (B,F )
is a direct product in the category of Boolean partition algebras.
Theorem 2.4.7 Let B be a Boolean algebra, and let p be a partition of B. Let (B 
a, Fa) be a Boolean partition algebra for each a ∈ p, and let (B,F ) be the interior direct
product of the Boolean algebras (B  a, Fa)a∈p. Then each αa : (B,F ) → (B  a, Fa)
is a partition homomorphism. Furthermore, if p is a complete partition, (A,H) is a
Boolean partition algebra, and fa : (A,H)→ (B  a, Fa) is a partition homomorphism
for each a ∈ p, then there is a unique partition homomorphism f : (A,H) → (B,F )
with αaf = fa.
Proof. Let q ∈ F . Then there is a system (pa)a∈p with
⋃
a∈p pa  q. Therefore
αa[
⋃
a∈p pa]
+ = pa ∈ Fa and αa[q]+ is a cellular family with αa[
⋃
a∈p pa]
+  αa[q]+.
Therefore αa[q]
+ is a partition contained in Fa. We conclude that αa is a partition
homomorphism.
Now assume p is a complete partition and each fa is a partition homomorphism.
Then define a mapping f : A → B by f(b) = ∨a∈p fa(b). The mapping f is well
defined since p is a complete partition, and clearly f is a Boolean algebra homomor-
phism. If q ∈ H, then we shall show that f [q]+ ∈ F by showing ⋃a∈p fa[q]+ 
f [q]+. If y ∈ ⋃a∈p fa[q]+, then y = fa(x) for some x ∈ q. However we have
y = fa(x) ≤ f(x) ∈ f [q]+. Therefore f is a partition homomorphism. Furthermore,
clearly αaf(b) = a ∧
∨
a∈p fa(b) = fa(b) for a ∈ p and b ∈ B.
For uniqueness, take note that if g : A → B and αag = fa for a ∈ A, then
g(b) =
∨
a∈p a ∧ g(b) =
∨
a∈p αag(b) =
∨
a∈p fa(b) for all b. 
Proposition 2.4.8 Assume (A,F ) is a Boolean partition algebra, a ∈ A+, and p ∈
P(A  a). Then the following are equivalent.
1. (p ∪ {a′})+ ∈ F .
2. there is a q ∈ F with p ⊆ q.
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3. There is some q ∈ F with αa[q]+ = p.
4. There is some q ∈ F with αa[q]+  p.
Proof. The directions 1→ 2, 2→ 3, 3→ 4 are trivial.
4→ 1 If Assume a 6= 1. If αa[q]+  p and q ∈ F , then we claim that q ∧ {a, a′} 
p ∪ {a′}. If b ∈ q, then b ∧ a′ ≤ a′ and b ∧ a = αa(b) ∈ αa[q], so b ∧ a ≤ c for some
c ∈ p . Therefore q ∧ {a, a′}  p ∪ {a′}, so p ∪ {a′} ∈ F . 
Definition 2.4.9 We shall write F  a for the collection of all partitions of A  a
that satisfy the statements in Proposition 2.4.8. Clearly (A  a, F  a) is a Boolean
partition algebra for each a ∈ A. We shall write (A,F )  a for (A  a, F  a) .
Clearly the mapping αa : (A,F )→ (A,F )  a is a quotient partition homomorphism,
so (A,F )  a ' (A,F )/ ↑ a.
Proposition 2.4.10 P∗(B)  a = P∗(B  a).
In particular, if (B,F ) is precomplete, then (B,F )  a is precomplete as well.
Proof. If a ∈ {0, 1}, then the theorem is trivial. Assume a 6∈ {0, 1}, and let
p ∈ P∗(B)  a. Then p∪{a′} ∈ P∗(B). Therefore, since p∪{a′} is complete, whenever
cb ≤ b for b ∈ p, the least upper bound
∨
b∈p cb exists and is contained in B  a.
Therefore p is a complete partition of B  a.
Now assume that p ∈ P∗(B  a). Now let cb ≤ b for each b ∈ p ∪ {a′}. Then∨
b∈p∪{a′} cb = ca′ ∨
∨
b∈p cb, so the least upper bound
∨
b∈p∪{a′} cb exists. Therefore
p ∪ {a′} ∈ P∗(B), hence p ∈ P∗(B)  a.
If (B,F ) is precomplete, then F  a ⊆ P∗(B)  a = P∗(B  a), so (B  a, F  a) is
precomplete as well. 
Definition 2.4.11 A Boolean partition algebra (A,F ) is locally refinable if whenever
p ∈ F and pa ∈ F  a for a ∈ p, then
⋃
a∈p pa ∈ F . In other words, a Boolean partition
algebra (A,F ) is locally refinable if (A,F ) is the internal direct product of the system
(A  a, F  a)a∈p for each p ∈ F .
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Example 2.4.12 For every Boolean algebra A, the Boolean partition algebra (A,P(A))
is locally refinable. Furthermore, if κ is a regular cardinal, then (A,Pκ(A)) is locally
refinable; if p ∈ Pκ(A) and pa ∈ Pκ(A)  a for a ∈ A, then |pa| < κ for a ∈ p, so
|⋃a∈p pa| =∑a∈p |pa| < κ, hence ⋃a∈p pa ∈ Pκ(A).
Example 2.4.13 There are complete Boolean partition algebras that are not locally
refinable. Let λ be a singular cardinal. Then the Boolean partition algebra (P (λ),Pλ(λ))
is complete. On the other hand, there is a partition P of λ where |P | < λ and |R| < λ
for R ∈ P . Since |P | < λ, we have P ∈ Pλ(λ), but {{r}|r ∈ R} ∈ Pλ(λ)  R for
R ∈ P , and ⋃R∈P{{r}|r ∈ R} = {{r}|r ∈ λ} 6∈ Pλ(λ).
Proposition 2.4.14 If B is a Boolean algebra, then (B,P∗(B)) is locally refinable.
Proof. Let p ∈ P∗(B), and let pa ∈ P∗(B)  a = P∗(B  a) for a ∈ p. Now assume
cb ≤ b for each b ∈
⋃
a∈p pa. Then since each pa is a complete partition of B  a,
the least upper bound
∨
b∈pa cb exists. Therefore since p is complete, the least upper
bounds
∨
a∈p
∨
b∈pa cb =
∨{cb|b ∈ ⋃a∈p pa} exist. Therefore⋃a∈p pa ∈ P∗(B), so P∗(B)
is locally refinable. 
If A is a Boolean algebra, and (A,Fi) is a locally refinable Boolean partition algebra
for i ∈ I, then one can easily show that (A,⋂i∈I Fi) is locally refinable as well. In
particular, if (A,F ) is a Boolean partition algebra, then there is a smallest filter
G ⊆ P(B) containing F such that (A,G) is locally refinable.
Definition 2.4.15 If G is the smallest filter on the meet-semilattice P(B) such that
F ⊆ G and (A,G) is locally refinable, then we shall call the Boolean partition algebra
(A,G) the total local refinement of (A,F ).
Proposition 2.4.16 Let B be a Boolean algebra. Let p, q be partitions of B with
p  q. Let pa be a partition of a for each a ∈ p, and let qb be a partition of b for each
b ∈ q. Furthermore, assume that pa  qφp,q(a) for each a ∈ p. Then
⋃
a∈p pa 
⋃
b∈q qb.
Proof. Let x ∈ ⋃a∈p pa. Then x ∈ pa for some a ∈ p, so x ≤ y for some y ∈ qφp,q(a) ⊆⋃
b∈q qb. Therefore
⋃
a∈p pa 
⋃
b∈q qb. 
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If (A,F ) is a Boolean partition algebra, then let F be the collection of all partitions
of the form
⋃
a∈p pa where p ∈ F and pa ∈ F  a for a ∈ p.
Assume p, q ∈ F and pa ∈ F  a for a ∈ p and qb ∈ F  b for b ∈ q. Let r ∈ F be a
partition with r  p, r  q. Then for each a ∈ r let ra = αa[pφr,p(a) ∧ qφr,q(a)]+. Then
one can see that ra  pφr,p(a) and ra  qφr,q(a) for a ∈ r. Therefore
⋃
a∈r ra 
⋃
a∈p pa
and
⋃
a∈r ra 
⋃
a∈q qa by Proposition 2.4.16. Therefore F is a filterbase. If F is
generated by a filterbase G, then by Proposition 2.4.16 one can easily show that F is
generated by partitions of the form
⋃
a∈p αa[pa]
+ where p ∈ G and pa ∈ G for a ∈ p.
Definition 2.4.17 If (A,F ) is a Boolean partition algebra, then let F ′ be the filter
on P(A) generated by the filterbase F defined above. Then clearly (A,F ′) is a Boolean
partition algebra. We also define a Boolean partition algebra (B,Fα) for all ordinals
α by transfinite induction:
1. F 0 = F .
2. F (α+1) = (F (α))′.
3. If λ is a limit ordinal, then F (λ) =
⋃
β<λ F
(β).
This transfinite process must stop at some ordinal, so there is an ordinal α where
F (α) = F (β) whenever β ≥ α. Therefore let F (∞) = F (α) whenever F (α) = F (β) for
β ≥ α.
Clearly F (∞) is locally refinable, and it is easy to see that (A,F (∞)) is the total local
refinement of (A,F ). It should be noted that the notion of a locally refinable Boolean
partition algebra is the Boolean partition algebra dual of the notion of a locally fine
uniform space [6] and the transfinite process of constructing F (∞) is analogous to the
transfinite process of taking the locally fine coreflection of a uniform space.
Lemma 2.4.18 Let A,B be Boolean algebras and let φ : A→ B be a Boolean algebra
homomorphism, then define f : A  a → B  φ(a) by letting f(a) = φ(a). Then f is
a Boolean algebra homomorphism and αφ(a)φ = fαa.
Proof. Since f is a bounded lattice homomorphism, f is also a Boolean algebra
homomorphism. Furthermore, if b ∈ A, then αφ(a)φ(b) = φ(a) ∧ φ(b) = φ(a ∧ b) =
f(a ∧ b) = fαa(b). 
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Lemma 2.4.19 Let (A,F ), (B,G) be Boolean partition algebras, and let φ : (A,F )→
(B,G) be a partition homomorphism. Then for each a ∈ A, the mapping f : (A,F ) 
a→ (B,G)  φ(a) defined by f(b) = φ(b) is a partition homomorphism.
Proof. Let p ∈ F  a. Then p = αa[q]+ for some q ∈ F , so f [p]+ = f [αa[q]+]+ =
(fαa)[q]
+ = (αφ(a)φ)[q]
+ = αφ(a)[φ[q]
+]+ ∈ G  φ(a). Therefore f is a partition
homomorphism as well. 
Proposition 2.4.20 Let (A,F ), (B,G) be Boolean partition algebras and let φ : (A,F )→
(B,G) be a partition homomorphism. Then φ is also a partition homomorphism from
(A,F (α)) to (B,G(α)) for all ordinals α.
Proof. We only need to show that if φ : (A,F ) → (B,G) is a partition homomor-
phism, then φ : (A,F ′)→ (B,G′) is also a partition homomorphism. The Proposition
will then follow immediately by transfinite induction since the limit ordinal case is ob-
vious and if φ is a partition homomorphism from (A,F (α)) to (B,G(α)), then φ would
also be a partition homomorphism from (A,F (α+1)) to (B,G(α+1)). Let q ∈ F ′. Then
there is p ∈ F and pa ∈ F  a for a ∈ p where
⋃
a∈p pa  q. If we let rφ(a) = φ[pa]+
for a ∈ p, then rφ(a) ∈ G  φ(a), so φ[
⋃
a∈p pa]
+ =
⋃
a∈p φ[pa]
+ =
⋃
b∈φ[p]+ rb ∈ G′.
Therefore, since
⋃
a∈p pa  q, we have φ[q]+ ∈ G′ as well. 
In particular, if φ : (A,F ) → (B,G) is a partition homomorphism, then φ is
also a partition homomorphism from (A,F (∞)) to (B,G(∞)). Therefore a function
φ : (A,F )→ B is a partitional mapping if and only if φ is a partitional mapping from
(A,F (∞)) to B. Hence a filter Z ⊆ A is an F -filter if and only if Z is an F (∞)-filter.
Theorem 2.4.21 Let (B,F ) be a Boolean partition algebra and let α be a non-zero
ordinal. Then the following are equivalent.
1. (B,F ) is precomplete.
2. (B,F (α)) is subcomplete.
3. (B,F (α)) is precomplete.
4. (B,F (∞)) is subcomplete.
5. (B,F (∞)) is precomplete.
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Proof. The directions 5→ 3, 5→ 4, 3→ 2, 4→ 2 are all trivial.
2 → 1 If (B,F (α)) is subcomplete, then (B,F ′) is subcomplete as well. Now
assume p ∈ F and ca ≤ a for a ∈ p. Then {ca, a ∧ c′a}+ ∈ F  a for a ∈ p, and
if q =
⋃
a∈p{ca, a ∧ c′a}+, then q ∈ F ′. Clearly {ca|a ∈ p}+ ⊆ q, so since q ∈ F ′ is
subcomplete, the least upper bound
∨{ca|a ∈ p}+ = ∨a∈p ca exists. Therefore p is a
complete partition, hence (B,F ) is precomplete.
1 → 5 If (B,F ) is precomplete, then F ⊆ P∗(B), so F (∞) ⊆ P∗(B) since P∗(B) is
locally refinable. Thus (B,F (∞)) is precomplete as well. 
In particular every subcomplete locally refinable Boolean partition algebra is pre-
complete. If (B,F ) is locally refinable and subcomplete, then (B,F ) is precomplete,
so F ⊆ P∗(B). Therefore P∗(B) is the largest filter on P(B) subject to the condition
that (B,P∗(B)) is subcomplete and locally refinable.
Theorem 2.4.22 The subcompletion of a locally refinable Boolean partition algebra
is locally refinable.
Proof. If (A,F ) is a locally refinable Boolean partition algebra with subcompletion
(B,G), then since G is generated by the filterbase F , the filter G′ is generated by
partitions of the form
⋃
a∈q αa[qa]
+ where q ∈ F and qa ∈ F for a ∈ F . However each
partition of the form
⋃
a∈q αa[qa]
+ is contained in F . Therefore G′ is also generated
by F , so G = G′. 
Furthermore, since a locally refinable subcomplete Boolean partition algebra is
precomplete, the subcompletion of a locally refinable Boolean partition algebra is
precomplete.
Theorem 2.4.23 The category of subcomplete locally refinable subcategories is a re-
flective subcategory of the category of Boolean partition algebras. More specifically, if
(A,F ) is a Boolean partition algebra, and (B,G) is the subcompletion of (A,F (∞)),
then the inclusion map ι : (A,F )→ (B,G) is the subcomplete locally refinable reflec-
tion of (A,F ).
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Proof. Let (C,H) be a subcomplete locally refinable Boolean partition algebra. Let
f : (A,F )→ (C,H) be a partition homomorphism. Then f is also a partition homo-
morphism from (A,F (∞)) to (C,H(∞)) = (C,H). Since (C,H) is subcomplete, the
mapping f has a unique extension to a mapping f : (B,G)→ (C,H). In particular,
f is the unique morphism with fι = f . 
Theorem 2.4.24 The quotient of a locally refinable Boolean partition algebra is lo-
cally refinable. In particular, if (B,F ) is a Boolean partition algebra and Z is an
F -filter, then (F/Z)(α) = F (α)/Z for all ordinals α.
Proof. We shall first show that if (B,F ) is a Boolean partition algebra, then (F/Z)′ =
F ′/Z. First take note that F/Z is generated by the filterbase G := {pi[p]+|p ∈ F}.
Therefore (F/Z)′ is generated by
⋃
a∈q αa[qa]
+ where q ∈ G and qa ∈ G for a ∈ q. In
other words, (F/Z)′ is generated by partitions of the form
⋃
a∈p,pi(a)6=0 αpi(a)[pi[pa]
+]+
where p ∈ F and pa ∈ F for a ∈ p. However, we have
⋃
a∈p,pi(a)6=0 αpi(a)[pi[pa]
+]+ =⋃
a∈p(αpi(a)pi)[pa]
+ =
⋃
a∈p(piαa)[pa]
+ =
⋃
a∈p pi[αa[pa]
+]+ = pi[
⋃
a∈p αa[pa]
+]+. Now
F ′/Z is generated by the partitions of the form pi[
⋃
a∈p αa[pa]
+]+ where p ∈ F and
pa ∈ F for a ∈ p. Therefore (F/Z)′ = F ′/Z.
We shall now show that (F/Z)(α) = F (α)/Z for all ordinals α. Clearly (F/Z)(0) =
F (0)/Z. If (F/Z)(α) = F (α)/Z, then (F/Z)(α+1) = ((F/Z)(α))′ = (F (α)/Z)′ = (F (α))′/Z =
F (α+1)/Z. Now if λ is a limit ordinal, then (F/Z)λ =
⋃
α<λ(F/Z)
(α), so (F/Z)λ is
generated by the filterbase
⋃
α<λ{piZ [p]|p ∈ F (α)}. Similarly, F (λ)/Z is generated by
{piZ [p]+|p ∈ F (λ)} =
⋃
α<λ{piZ [p]+|p ∈ F (α)}. Therefore F (λ)/Z = (F/Z)λ. Therefore
F (α)/Z = (F/Z)(α) for all ordinals α. 
Corollary 2.4.25 If (B,F ) is precomplete and Z is an F -filter, then (B,F )/Z is
also precomplete.
Proof. If (B,F ) is precomplete, then (B,F (∞)) is subcomplete by Theorem 2.4.21,
so (B/Z, F (∞)/Z) = (B/Z, (F/Z)(∞)) is subcomplete. Therefore (B/Z, F/Z) is pre-
complete. 
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Theorem 2.4.26 Let (B,F ) be a Boolean partition algebra and A ⊆ B is a subalge-
bra, then (F |A)(α) ⊆ (F (α))|A for all ordinals α. In particular, a subalgebra of a locally
refinable Boolean partition algebra is locally refinable.
Proof. We shall first show that (F |A)′ ⊆ F ′|A. The filter (F |A)′ is generated
by partitions of the form
⋃
a∈p αa[pa]
+ where p ∈ F |A and pa ∈ F |A for a ∈ A.
Then
⋃
a∈p αa[pa]
+ ⊆ A and ⋃a∈p αa[pa]+ ∈ F ′, so ⋃a∈p αa[pa]+ ⊆ F ′|A. Therefore
(F |A)′ ⊆ F ′|A. We shall now prove that (F |A)(α) ⊆ (F (α))|A for all ordinals α. Clearly
(F |A)(0) ⊆ (F (0))|A. For the successor ordinal set, assume (F |A)(α) ⊆ (F (α))|A, then
(F |A)(α+1) = (F |(α)A )′ ⊆ (F (α)|A)′ ⊆ (F (α))′|A = F (α+1)|A. Now assume that λ is a limit
ordinal and (F |A)(α) ⊆ F (α)|A for α < λ. Then F |(λ)A =
⋃
α<λ F |(α)A ⊆
⋃
α<λ(F
(α)|A) ⊆
F (λ)|A. Therefore (F |A)(α) ⊆ (F (α))|A for all ordinals α. 
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3 Admissibility
In this chapter, we shall study the sets whose least upper bounds and greatest lower
bounds are preserved under partition homomorphisms, taking F -subalgebras, etc.
Such sets are called admissible sets. In the previous chapter, we defined F -ideals on
a Boolean partition algebra (B,F ) so that we were able to take quotient algebras.
We shall soon see that these are precisely the ideals closed under taking admissible
least upper bounds. Using these facts, we shall show that the lattice of F -filters is
the inverse limit of some inverse system and hence a complete partition space. In
terms of partition spaces, given a complete partition space (X,M), the lattice of
M -filters on B∗(X,M) is the completion of the hyperspace of (X,M). With this
characterization of the completion of the hyperspace of (X,M), we shall show that a
complete partition space (X,M) has a complete hyperspace if and only if B∗(X,M)
is superstable. Later, we shall use admissibility to characterize the locally refinable
Boolean partition algebras. In the final section of this chapter, we shall investigate
the property of resplendence. With resplendence, we shall give a characterization of
the stable Boolean partition algebras and the measurable cardinals. Furthermore, we
shall also characterize superstability in terms of a strong distributivity property. As
a consequence, strongly compact cardinals may be characterized in terms of such a
distributivity property.
3.1 Admissibility
In this section, we shall characterize notions such as partition homomorphisms, F -
ideals, F -subalgebras, products, and local refinability in terms of admissible sets and
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their least upper bounds.
Definition 3.1.1 Let (B,F ) be a Boolean partition algebra. Then a subset R ⊆ B is
said to be admissible if there is a p ∈ F with R ⊆ p∗.
Take note that if p  q, then q∗ ⊆ p∗. Therefore the collection of all admissible sets
is an ideal on the set P (B) generated by the collection {p∗|p ∈ F}. Clearly every
finite subset of B is admissible. A set R ⊆ B is admissible if and only if {a′|a ∈ R}
is admissible. It is easy to show that a Boolean partition algebra is subcomplete if
and only if every admissible subset has a least upper bound. A partition p ∈ P(B) is
admissible in (B,F ) if and only if p ∈ F . In particular, one may recover the entire
Boolean partition algebra (B,F ) from the admissible sets.
Proposition 3.1.2 If (A,F ) is a Boolean partition algebra, B is a Boolean algebra,
and φ : A→ B is a Boolean algebra homomorphism, Then the following are equivalent.
1. φ is a partitional.
2. For each admissible R ⊆ A, if ∨R exists, then φ(∨R) = ∨φ[R].
3. For each admissible R ⊆ A, if ∧R exists, then φ(∧R) = ∧φ[R].
Proof. It is easy to see the equivalence between 2 and 3, so we shall omit the proof
of this equivalence.
2 → 1 If p ∈ F , then p is admissible and ∨ p exists, so ∨φ[p] = φ(∨ p) = 1.
Therefore φ[p]+ is a partition of B.
1 → 2 Assume that R ⊆ A is admissible and ∨R exists. Then R ⊆ p∗ for
some p ∈ F . Therefore each r ∈ R is of the form ∨Rr for some Rr ∈ p], so∨
R =
∨
r∈R
∨
Rr =
∨
(
⋃
r∈RRr). Thus by Theorem 1.3.34 and since
⋃
r∈RRr ∈ p],
we get
φ(
∨
R) = φ(
∨
(
⋃
r∈R
Rr)) =
∨
φ[
⋃
r∈R
Rr] =
∨⋃
r∈R
φ[Rr]
=
∨
r∈R
∨
φ[Rr] =
∨
r∈R
φ(
∨
Rr) =
∨
r∈R
φ(r) =
∨
φ[R].

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Proposition 3.1.3 If (A,F ), (B,G) are Boolean partition algebras and φ : (A,F )→
(B,G) is a Boolean algebra homomorphism, then the following are equivalent.
1. φ is a partition homomorphism.
2. Whenever R ⊆ A is admissible, then φ[R] is admissible as well and φ(∨R) =∨
φ[R] whenever
∨
R exists.
3. Whenever R ⊆ A is admissible, then φ[R] is admissible as well and φ(∧R) =∧
φ[R] whenever
∧
R exists.
Proof. The equivalence between 2 and 3 should be obvious, so we shall omit the
proof of this equivalence.
2→ 1 Let p ∈ F . Since φ is partitional by Proposition 3.1.2 , φ[p]+ is a partition
of B. Since p is admissible, the set φ[p] is admissible as well, so φ[p]+ is an admissible
partition. Therefore φ[p]+ ∈ G, so φ is a partition homomorphism.
1→ 2 If R ⊆ A is admissible, then R ⊆ p∗ for some p ∈ F . Since φ is a partition
homomorphism, we get φ[p]+ ∈ G. Each r ∈ R is of the form ∨Rr for some Rr ⊆ p,
so
φ(r) = φ(
∨
Rr) =
∨
φ[Rr] =
∨
φ[Rr]
+ ∈ (φ[p]+)∗.
Therefore φ[R] ⊆ (φ[p]+)∗ ∈ G, so φ[R] is admissible as well. 
Theorem 3.1.4 Let (B,F ) be a Boolean partition algebra and let I ⊆ B be a lower
set. Then the following are equivalent.
1. I is an F -ideal.
2. Whenever R ⊆ I is admissible and ∨R exists, then ∨R ∈ I.
3. Whenever p ∈ F and R ⊆ p ∩ I and ∨R exists, then ∨R ∈ I.
4. Whenever p ∈ F there is an S ⊆ p where if R ⊆ p and ∨R exists, then ∨R ∈ I
if and only if R ⊆ S.
Proof. 1 → 2 If I is an F -ideal, then the quotient mapping piI : B → B/I is
partitional, so if R ⊆ I is admissible and ∨R exists, then piI(∨R) = ∨ piI [R] = 0,
thus
∨
R ∈ I.
2→ 3 If p ∈ F , R ⊆ p ∩ I, and ∨R exists, then R is admissible, so ∨R ∈ I.
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3→ 4 This direction follows if we let S = p ∩ I.
4→ 3 Let p ∈ F . Then there is an S ⊆ p where whenever R ⊆ p and ∨R exists,
then
∨
R ∈ I if and only if R ⊆ S. Now assume R ⊆ p ∩ I and ∨R exists. If r ∈ R,
then
∨{r} = r ∈ I, so {r} ⊆ S. Therefore R ⊆ S, hence ∨R ∈ I.
3 → 1 We shall first show that I is an ideal. Let a, b ∈ I. Then b ∧ a′ ∈ I,
and {a, b ∧ a′, (a ∨ b)′}+ ∈ F . Therefore, a ∨ b = (a ∨ b) ∧ (a ∨ a′) = a ∨ (b ∧ a′) =∨{a, b ∧ a′}+ ∈ I. Thus I is an ideal.
Now assume that I is not an F -ideal. Then there is some p ∈ F where piI [p]+ is not
a partition of B/I. Therefore there is some b ∈ B\I where piI(a∧b) = piI(a)∧piI(b) = 0
for a ∈ p. Thus {a ∧ b|a ∈ p}+ ⊆ I, and {a ∧ b|a ∈ p}+ ⊆ p ∧ {b, b′}+, but∨{a ∧ b|a ∈ p}+ = (∨a∈p a) ∧ b = b 6∈ I. This is a contradiction. We conclude that I
is an F -ideal. 
Corollary 3.1.5 Let (B,F ) be a subcomplete Boolean partition algebra. Then a lower
set I ⊆ B is an F -ideal if and only if for each p ∈ F , the set p∗ ∩ I has a largest
element.
We will now give an application of Theorem 3.1.4.
Theorem 3.1.6 Let λ be an infinite cardinal, and let B be a λ-Boolean algebra. Then
an ideal is a λ-ideal if and only if it is a Pλ(B)-ideal.
Proof. → If I is a λ-ideal, then whenever p ∈ Pλ(B) and R ⊆ p ∩ I, we get
∨
R ∈ I
as well.
← Assume I is a Pλ(B)-ideal. Let γ be a cardinal with γ < λ and assume xα ∈ I
for α < γ. Let yα = xα ∧ (
∨
β<α xβ)
′ for α < γ, and extend the set {yα|α < γ}+ to a
partition p ∈ Pλ(B). Then clearly {yα|α < γ} ⊆ I, so
∨
α<λ xα =
∨{yα|α < λ}+ ∈ I.
Therefore I is a λ-ideal. 
Theorem 3.1.7 Let B be a λ-complete Boolean algebra, then Pλ(B)/Z = Pλ(B/Z)
for each λ-filter Z.
Proof. Let q ∈ Pλ(B)/Z. Then there is a p ∈ Pλ(B) with piZ [p]+  q, so |q| ≤
|piZ [p]+| ≤ |p| < λ. Therefore q ∈ Pλ(B/Z).
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Going the other direction, if p ∈ Pλ(B/Z), then there is a cardinal γ < λ and a
sequence (aα)α<γ without repeating elements where p = {aα|α < γ}. Now let (bα)α<γ
be a sequence in B with piZ(bα) = aα for all α < γ. Let cα = bα ∧ (
∨
β<α bβ)
′ for
each α < γ. Then piZ(cα) = piZ(bα ∧ (
∨
β<α bβ)
′) = aα ∧ (
∨
β<α aβ)
′ = aα for all
α < γ. Furthermore if we let cγ = (
∨
α<γ cα)
′, then {cα|α ≤ γ}+ ∈ Pλ(B), but
piZ [{cα|α ≤ γ}+]+ = piZ [{cα|α ≤ γ}]+ = ({aα|α < γ} ∪ {
∨
α<γ a
′
α})+ = p. Therefore
p ∈ Pλ(B)/Z. 
The admissible sets are well behaved when taking quotients of subcomplete Boolean
partition algebras since the admissible sets in a quotient Boolean partition algebra
(B,F )/Z of a subcomplete Boolean partition algebra (B,F ) are simply the images of
the admissible sets in (B,F ).
Proposition 3.1.8 Let (B,F ) be a subcomplete Boolean partition algebra and let Z
be an F -filter. Then S ⊆ B/Z is admissible in (B,F )/Z if and only if S is of the
form piZ [R] for some admissible R ⊆ B.
Proof. ← If S = piZ [R] for some admissible R, then since piZ is a partition homomor-
phism, the set S is admissible as well (see Proposition 3.1.3).
→ If S ⊆ B/Z is admissible, then S ⊆ q∗ for some q ∈ F/Z, so there is a p ∈ F
where piZ [p]
+  q, and in particular S ⊆ (piZ [p]+)∗. If s ∈ S, then there is an
T ⊆ p where s = ∨ piZ [T ] = piZ(∨T ) ∈ piZ [p∗]. Therefore S ⊆ piZ [p∗], so there is an
admissible R ⊆ p∗ where piZ [R] = S. 
Proposition 3.1.9 Let (Bi, Fi) be a Boolean partition algebra for i ∈ I, and let
(B,F ) =
∏
i∈I(Bi, Fi). Then R ⊆ B is admissible iff pii[R] ⊆ Bi is admissible for
each i ∈ I.
Proof. → Since each pii is a partition homomorphism, each pii[R] is admissible.
← In order to simplify the notation, assume (Bi, Fi) = (B  ai, F  ai) for i ∈ I.
In this case, we have pii = αai for i ∈ I. Since αai [R] is admissible for each i ∈ I,
we have αai [R] ⊆ p∗i for some pi ∈ F  ai. Thus
⋃
i∈I pi ∈ F . We now claim that
R ⊆ (⋃i∈I pi)∗. If r ∈ R, then ai ∧ r = αai(r) ∈ p∗i for i ∈ I, so ai ∧ r = ∨Ri for
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some Ri ⊆ pi. Now
⋃
i∈I Ri ⊆
⋃
i∈I pi and
∨⋃
i∈I Ri =
∨
i∈I
∨
Ri =
∨
i∈I(ai ∧ r) =
(
∨
i∈I ai) ∧ r = r, so r ∈ (
⋃
i∈I pi)
∗. Therefore R ⊆ (⋃i∈I pi)∗, hence R is admissible.

Definition 3.1.10 If (B,F ) is a Boolean partition algebra, then a Boolean subalgebra
A ⊆ B is an admissibly closed subalgebra if whenever R ⊆ B is admissible and ∨B R
exists, then
∨B R ∈ A.
Example 3.1.11 If (B,F ) is a Boolean partition algebra and p is a partition of B
(not necessarily in F ), then p∗ is always an admissibly closed subalgebra since p∗ is
closed under taking all least upper bounds.
Example 3.1.12 If (A,F ), (B,G) are Boolean partition algebras and φ : (A,F ) →
(B,G) is a partition homomorphism, then whenever C ⊆ B is admissibly closed, the
subalgebra φ−1[C] is admissibly closed as well. In particular, if I is an F -ideal. Let
Z = {a ∈ B|a′ ∈ I}. Then I ∪ Z = pi−1I [{0, 1}] is an admissibly closed subalgebra of
(A,F ).
Theorem 3.1.13 Let (B,F ) be a Boolean partition algebra. Then every admissibly
closed subalgebra of (B,F ) is an F -subalgebra. Conversely, if (B,F ) is subcomplete,
then every F -subalgebra of B is admissibly closed.
Proof. The fact that every admissibly closed subalgebra of (B,F ) is an F -subalgebra
follows from the definitions. Now assume that (B,F ) is subcomplete and A ⊆ B is an
F -subalgebra. We shall show that if R ⊆ A is admissible in (B,F ), then ∨B R ∈ A
by transfinite induction on the cardinality |R|. Clearly, if R ⊆ A is a finite set, then∨B R ∈ A. Now assume that whenever S ⊆ A is admissible in (B,F ) and |S| < λ,
then
∨B S ∈ A. Let R ⊆ A be admissible in (B,F ) and assume |R| = λ. Then
R ⊆ p∗ for some p ∈ F , so there is a sequence (Aα)α<λ where Aα ⊆ p for α < λ and
{∨B Aα|α < λ} = R. Now let Bα = Aα \ (⋃β<αAβ) for α < λ. Let
q = {
B∨
Bα|α < λ}+ ∪ p \ (
⋃
α<λ
Bα).
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Then p  q, so q ∈ F . Since |{∨B Aβ|β < α}| < λ, {∨B Aβ|β < α} is admissible in
(B,F ), and {∨B Aβ|β < α} ⊆ R ⊆ A, we have
B∨⋃
β<α
Aβ =
B∨
{
B∨
Aβ|β < α} ∈ A.
Therefore
∨B Bα = (∨B Aα) ∧ (∨B⋃β<αAβ)′ ∈ A for α < λ, so {∨B Bα|α < λ}+ ⊆
q ∩ A. Since A is an F -subalgebra, we have
B∨
R =
B∨
(
⋃
α<λ
Aα) =
B∨
(
⋃
α<λ
Bα) =
B∨
{
B∨
Bα|α < λ}+ ∈ A.

Proposition 3.1.14 Let (B,F ) be a Boolean partition algebra, and let A ⊆ B be a
subalgebra.
1. If R ⊆ A is admissible in (A,F |A), then R is admissible in (B,F ).
2. If (B,F ) is a subcomplete, A is an F -subalgebra, and R ⊆ A is admissible in
(B,F ), then R is admissible in (A,F |A).
Proof. 1. Since the inclusion mapping ι : (A,F |A)→ (B,F ) is a partition homomor-
phism, if R is admissible in (A,F |A), then R = ι[R] is admissible in (B,F ).
2. Assume that R is admissible in (B,F ) and R ⊆ A. Then R ⊆ p∗ for some
p ∈ F . Let V be the smallest admissibly closed (in (B,F )) subalgebra containing R.
Clearly V ⊆ A since A is an admissibly closed subalgebra of (B,F ). Furthermore,
V ⊆ p∗, and by Proposition 2.1.13, V is an F |p∗-subalgebra of (p∗, F |p∗) = (p∗,P(p∗)).
Therefore V is a complete subalgebra of p∗ by Theorem 2.1.16. In other words, if
S ⊆ V , then ∨S ∈ V as well. Hence V = q∗ for some partition q with p  q. Since
q ⊆ V ⊆ A, we have q ∈ F |A. Thus since R ⊆ q∗, the set R is admissible in (A,F |A).

The following result is essential in order to study the lattice of F -ideals in a Boolean
partition algebra.
Theorem 3.1.15 Let (B,F ) be a locally refinable Boolean partition algebra and let
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L ⊆ B be a lower set. Then {∨R|∨R exists andR ⊆ p ∩ L for some p ∈ F} is the
F -ideal generated by L
Proof. Let I = {∨R|∨R exists and , R ⊆ p ∩ L for some p ∈ F}. It suffices to show
that I is an F -ideal. We shall first show that I is a lower set. Let x ∈ B, y ∈ I
and x ≤ y. Then there is some p ∈ F and some R ⊆ p ∩ L where y = ∨R. Let
q = p∧{x, x′}+. Then {r∧x|r ∈ R}+ ⊆ q∩L, and ∨{r∧x|r ∈ R}+ = ∨r∈R(r∧x) =
x ∧∨r∈R r = x ∧ y = x. Therefore x ∈ I as well. We conclude that I is a lower set.
We now show that I is an F -ideal. Assume that p ∈ F , R ⊆ p ∩ I and ∨R
exists. If r ∈ R, then r ∈ I, so there is a pr ∈ F and some qr ⊆ pr ∩ L where
r =
∨
qr. Also, qr ∈ F  r for r ∈ R. Now let qs ∈ F  s for each s ∈ p \ R. Let
q =
⋃
s∈p qs. Then q ∈ F since (B,F ) is locally refinable. Moreover,
⋃
r∈R qr ⊆ q ∩L,
and
∨
R =
∨
r∈R r =
∨
r∈R
∨
qr =
∨⋃
r∈R qr ∈ I. Thus I is an F -ideal. 
As an easy consequence of the above theorem, if (B,F ) is locally refinable and
L ⊆ B is a lower set then the F -ideal generated by L is the set of all least upper
bounds of the form
∨
R where R is admissible and R ⊆ L.
Theorem 3.1.16 Let (B,F ) be a precomplete Boolean partition algebra, and let I, J
be F -ideals. Then {a ∨ b|a ∈ I, b ∈ J} is also an F -ideal.
Proof. Since (B,F ) is precomplete, (B,F (∞)) is subcomplete and locally refinable and
Id(B,F ) = Id(B,F (∞)) by Theorem 2.4.21 and the remarks before Theorem 2.4.21.
Thus by replacing (B,F ) with (B,F (∞)), we may assume (B,F ) is subcomplete and
locally refinable. Let I be the F -ideal generated by I ∪ J . Clearly {a ∨ b|a ∈ I, b ∈
J} ⊆ I. Now assume that x ∈ I. Then there is an admissible R ⊆ I ∪ J where
x =
∨
R. Therefore the sets R ∩ I and R ∩ J are admissible, so ∨(R ∩ I) ∈ I and∨
(R ∩ J) ∈ J , hence x = ∨R = ∨(R ∩ I) ∨∨(R ∩ J) ∈ {a ∨ b|a ∈ I, b ∈ J}. We
conclude that I = {a ∨ b|a ∈ I, b ∈ J}. 
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3.2 Hyperspaces
In this section, we shall apply some of the results on admissibility developed in the
last section to uniform spaces.
Definition 3.2.1 If (X,U) is a uniform space, then let H(X) denote the collection
of all closed subsets of X. For each R ∈ U , let Rˆ be the relation on H(X) where
if C,D ∈ H(X), then (C,D) ∈ Rˆ if and only if D ⊆ R[C] = {y ∈ X|(x, y) ∈
R for some x ∈ C} and C ⊆ R[D]. The collection {Rˆ|R ∈ U} generates a uniformity
on H(X), so we may regard H(X) as a uniform space, and if X is separated, then
H(X) is separated as well. We shall call H(X) the hyperspace of the uniform space X.
We shall call a separated uniform space (X,U) supercomplete if H(X,U) is complete.
Remark 3.2.2 The closed set ∅ is an isolated point of H(X), so H(X) is complete
if and only if H(X) \ {∅} is complete. It should be noted that some authors such as
Isbell in [6] define the hyperspace H(X) to be the collection of nonempty closed sets
of X, but it is more practical for us to include the empty set in the hyperspace H(X).
Every supercomplete uniform space is complete since the mapping x 7→ {x} embeds
X as a closed subspace of H(X). On the other hand, supercompleteness is a much
stronger property than completeness. In fact, if (X,U) is a supercomplete uniform
space, then X is paracompact, and if (X,U) is a supercomplete non-Archimedean uni-
form space, then (X,U) is ultraparacompact [6][p. 140]. We shall now give examples
of hyperspaces and supercomplete spaces.
Example 3.2.3 Recall that every compact space has a unique compatible uniform
structure. If X is a compact space, then H(X) is also a compact space [6][p. 31].
Hence, every compact space is supercomplete.
Example 3.2.4 Let X be a paracompact space, and let U be the collection of all sets
E where {(x, x)|x ∈ X} ⊆ E◦. Then U is a uniformity on X and the uniform space
(X,U) is supercomplete by [23][p. 249] and [6][p. 140].
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Example 3.2.5 Let (X, d) be a metric space. Then define a function d] : H(X) \
{∅} → R by
d](C,D) = max(sup{d(x,D)|x ∈ C}, sup{d(x,C)|x ∈ D})
= max(sup{inf{d(x, y)|y ∈ D}|x ∈ C}, sup{inf{d(x, y)|y ∈ C}|x ∈ D}).
Then d] is a metric that induces the hyperspace uniformity on H(X) \ {∅}. This
metric is called the Hausdorff metric. The metric d] is a complete metric if and only
if d is a complete metric [6][p. 30]. In other words, every complete metric space is
supercomplete.
In this section, we shall characterize the completion of a hyperspace of a non-
Archimedean uniform space in terms of Boolean partition algebras and inverse limits.
Given a Boolean partition algebra (B,F ), we shall give the lattice of F -filters Fi(B,F )
a complete partition space structure. If (X,M) is a complete partition space, then it
turns out that the partition space Fi(B∗(X,M)) is the completion of the hyperspace
H(X,M). We shall show that as a consequence, a complete partition space (X,M)
is supercomplete if and only if B∗(X,M) is superstable.
Definition 3.2.6 Let (X,M) be a partition space. If P ∈ M , then let Pˆ be the
collection of all sets of the form {C ∈ H(X)|{A ∈ P |A∩C 6= ∅} = R} where R ⊆ P .
Then Pˆ is a partition of (X,M). In other words, Pˆ is the partition of H(X) where if
C,D ∈ H(X), then C = D(Pˆ ) if and only if {A ∈ P |A ∩ C 6= ∅} = {A ∈ P |A ∩D 6=
∅}. The hyperspace partition structure on H(X,M) is the partition space on H(X)
generated by the set of partitions {Pˆ |P ∈M}.
If (X,U) is a non-Archimedean uniform space andM is the set of all uniform partitions
of X, then the hyperspace uniformity H(X,U) coincides with the hyperspace partition
structure on H(X,M). In particular, the hyperspace of a non-Archimedean uniform
space is non-Archimedean. Assume that R is an equivalence relation in X which is
simultaneously an entourage and P is the partition of X that corresponds with the
equivalence relation R. Then it is easy to see that Rˆ is an equivalence relation on
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H(X) and the equivalence relation Rˆ corresponds to the partition Pˆ . In other words,
(C,D) ∈ Rˆ if and only if C = D(Pˆ ).
We shall now put a partition space structure on the lattice Fi(B,F ) of F -filters
on B. The lattice Fi(B,F ) is essentially the “completion of the hyperspace” of the
Boolean partition algebra (B,F ).
Definition 3.2.7 For each p ∈ F and F -ideal I let Kp(I) = {a ∈ p|a ∈ I} = p ∩ I,
and for each F -filter Z let Jp(Z) = {a ∈ p|a′ 6∈ Z}.
If I = {a ∈ B|a′ ∈ Z}, then Jp(Z) = {a ∈ p|a′ 6∈ Z} = {a ∈ p|a 6∈ I} = p \Kp(I),
so Jp(Z) ∩ Kp(I) = ∅ and Jp(Z) ∪ Kp(I) = p. One can easily show that if R ⊆ p
and
∨
R exists, then
∨
R ∈ I if and only if R ⊆ Kp(I), and
∨
R ∈ Z if and only
if Jp(Z) ⊆ R. Furthermore, Jp(Z) and Kp(I) are the unique sets with this property.
In particular, if (B,F ) is subcomplete, then Kp(I) is the largest subset of p with∨
Kp(I) ∈ I, and Jp(Z) is the smallest subset of p with
∨
Jp(Z) ∈ Z.
The main motivation for studying the families (Kp(I))p∈F and (Jp(Z))p∈F is be-
cause one can recover the ideal I from the system (Kp(I))p∈F since I = {0} ∪⋃
p∈F Kp(I) and because the families (Kp(I))p∈F are precisely the threads in an in-
verse system. Therefore, we may represent the F -ideals in a Boolean partition al-
gebra (B,F ) as an inverse limit. Similarly, one may also represent the F -filters as
inverse limits. Since Id(B,F ) and Fi(B,F ) are inverse limits, the lattices Id(B,F )
and Fi(B,F ) are complete partition spaces.
Proposition 3.2.8 Let (B,F ) be a Boolean partition algebra. Let p, q ∈ F be parti-
tions with p  q. Then
1. Jq(Z) = {a ∈ q|φ−1p,q[{a}] ∩ Jp(Z) 6= ∅} = φp,q[Jp(Z)], and
2. Kq(I) = {a ∈ q|φ−1p,q[{a}] ⊆ Kp(I)} = φp,q[Kp(I)c]c.
Proof. If f : X → Y and A ⊆ X, then it is easy to show that f [A] = {b ∈
Y |f−1[{b}] ∩ A 6= ∅} and f [Ac]c = {b ∈ Y |f−1[{b}] ⊆ A}.
1. Let R ⊆ q be a set with a least upper bound. Then ∨φ−1p,q[R] = ∨R ∈ Z
if and only if Jp(Z) ⊆ φ−1p,q[R] if and only if φp,q[Jp(Z)] ⊆ R. Therefore, we have
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φp,q[Jp(Z)] = Jq(Z).
2. We have Kq(I) = Jq(Z)
c = φp,q[Jp(Z)]
c = φp,q[Kp(I)
c]c. 
Definition 3.2.9 If p ∈ F , then let pˆ be the partition of Fi(B,F ) where Z1 = Z2(pˆ)
if and only if Jp(Z1) = Jp(Z2). If p ∈ F , then let p˜ be the partition of Id(B,F ) where
I1 = I2(p˜) if and only if Kp(I1) = Kp(I2). In other words, I1 = I2(p˜) if and only if
I1 ∩ p = I2 ∩ p.
Proposition 3.2.10 Let (B,F ) be a Boolean partition algebra, and let p, q ∈ F .
Then the following are equivalent.
1. p  q.
2. pˆ  qˆ.
3. p˜  q˜.
Proof. 2 → 3. Assume pˆ  qˆ. Then let I1, I2 be F -ideals with I1 = I2(p˜). Then let
Zi = {a ∈ B|a′ ∈ Ii} for i ∈ {1, 2}. Then Kp(I1) = Kp(I2), so Jp(Z1) = p \Kp(I1) =
p \ Kp(I2) = Jp(Z2). Therefore Z1 = Z2(pˆ), hence Z1 = Z2(qˆ). In other words,
Jq(Z1) = Jq(Z2), so Kq(I1) = Kq(I2) and thus I1 = I2(q˜). We conclude that p˜  q˜.
1→ 2. Let Z1, Z2 ∈ Fi(B,F ) be F -filters with Z1 = Z2(pˆ). Then Jp(Z1) = Jp(Z2),
so Jq(Z1) = φp,q[Jp(Z1)] = φp,q[Jp(Z2)] = Jq(Z2). Therefore Z1 = Z2(qˆ). We conclude
that pˆ  qˆ.
3→ 1. We shall prove this direction by contrapositive. Assume that p 6 q. Then
there is some b ∈ q where b is not the least upper bound of p∩ ↓ b, so there is some
c ∈ B where c < b and where c is an upper bound of p∩ ↓ b. Thus p∩ ↓ c ⊆ p∩ ↓ b ⊆
p∩ ↓ c, so ↓ b =↓ c(p˜). On the other hand, ↓ b ∩ q = {b}, but ↓ c ∩ q = ∅. Therefore
↓ b 6=↓ c(q˜). We conclude that p˜ 6 q˜. 
We conclude from the above theorem that the partitions {pˆ|p ∈ F} generate a
partition space structure on Fi(B,F ). Similarly, Id(B,F ) is a partition space gener-
ated by the partitions {p˜|p ∈ F}. Furthermore, one can easily see that the mapping
I 7→ {a ∈ B|a′ ∈ I} is a uniform homeomorphism from Id(B,F ) to Fi(B,F ). We
shall now show that the space Id(B,F ) is complete by representing Id(B,F ) as a
inverse limit.
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Definition 3.2.11 Let (B,F ) be a Boolean partition algebra. For each p, q ∈ F with
p  q, let αp,q : P (p) → P (q) be the mapping where αp,q(R) = {a ∈ q|φ−1p,q[{a}] ⊆
R} = φp,q[Rc]c.
If p  q  r, then αq,rαp,q(R) = φq,r[φp,q[Rc]]c = φp,r[Rc]c = αp,r(R). Furthermore,
αp,p is the identity map. Therefore the system (P (p))p∈F becomes an inverse system
with transitional mappings αp,q. Take note that (P (p))p∈F also becomes an inverse
system with transitional mappings φ′′p,q and the inverse systems (P (p))p∈F , (αp,q)pq)
and (P (p))p∈F , (φp,q)pq) are isomorphic.
Lemma 3.2.12 Let (Rp)p∈F ∈lim←− (P (p), αp,q)p,q∈F . Let b ∈ B. Then the following
are equivalent.
1. b ∈ {0} ∪⋃p∈F Rp.
2. If p ∈ F and b ∈ p, then b ∈ Rp.
3. There is some p ∈ F where b ∈ p∗ and {a ∈ p|a ≤ b} ⊆ Rp.
4. If p ∈ F and b ∈ p∗, then {a ∈ p|a ≤ b} ⊆ Rp.
Proof. 2→ 1. This direction is obvious.
4 → 2. If p ∈ F and b ∈ p, then b ∈ p∗, so {b} = {a ∈ p|a ≤ b} ⊆ Rp. Therefore
b ∈ Rp.
1 → 3. Assume b ∈ {0} ∪ ⋃p∈F Rp. If b = 0, then b ∈ p∗ for p ∈ F , and
clearly {a ∈ p|a ≤ b} = ∅ ⊆ Rp. If b ∈ Rp for some p ∈ F , then b ∈ p∗, and
{a ∈ p|a ≤ b} = {b} ⊆ Rp.
3 → 4. Assume p ∈ F , b ∈ p∗, and {a ∈ p|a ≤ b} ⊆ Rp. Also assume q ∈ F and
b ∈ q∗. Let r = p ∧ q. Then b ∈ r∗.
We claim that {a ∈ r|a ≤ b} ⊆ Rr. Take note that Rp = αr,p(Rr) = {a ∈
p|φ−1r,p [{a}] ⊆ Rr}. Assume a ∈ r and a ≤ b. Then φr,p(a) ∧ b > 0, so φr,p(a) ≤ b
since b ∈ p∗. Therefore φr,p(a) ∈ Rp, so φ−1r,p [{φr,p(a)}] ⊆ Rr. However, since a ∈
φ−1r,p [{φr,p(a)}], we have a ∈ Rr. We conclude that {a ∈ r|a ≤ b} ⊆ Rr.
We shall now prove that {a ∈ q|a ≤ b} ⊆ Rq. We take note that Rq = {a ∈
q|φ−1r,q [{a}] ⊆ Rr}. Assume that a ∈ q and a ≤ b. If c ∈ φ−1r,q [{a}], then φr,q(c) = a ≤ b,
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so c ≤ b, and hence c ∈ Rr. Thus φ−1r,q [{a}] ⊆ Rr. Therefore a ∈ Rq. We conclude
that {a ∈ q|a ≤ b} ⊆ Rq. 
Theorem 3.2.13 Let (B,F ) be a Boolean partition algebra, and let (Rp)p∈F ∈lim←−
(P (p), αp,q)p∈F Then {0} ∪
⋃
p∈F Rp is an F -ideal.
Proof. We shall use Lemma 3.2.12 several times in this proof. We shall first show
that {0}∪⋃p∈F Rp is a lower set. Let b ∈ {0}∪⋃p∈F Rp and let a ≤ b. If a = 0, then
a ∈ {0} ∪⋃p∈F Rp. If a 6= 0, then let p = {a, b ∧ a′, b′}+. Then p ∈ F and b ∈ p∗, so
{c ∈ p|c ≤ b} ⊆ Rp. Therefore a ∈ Rp ⊆ {0} ∪
⋃
p∈F Rp.
To complete the proof, assume p ∈ F and S ⊆ p is a set where ∨S exists and
S ⊆ {0} ∪⋃p∈F Rp. Then ∨S ∈ p∗. Furthermore, since S ⊆ p, we have S ⊆ Rp, and
{a ∈ p|a ≤ ∨S} = S ⊆ Rp, so ∨S ∈ {0} ∪⋃p∈F Rp. Therefore {0} ∪⋃p∈F Rp is an
F -ideal. 
If p  q, then Kq(I) = {a ∈ q|φ−1p,q[{a}] ⊆ Kp(I)} = αp,q(Kp(I)). Therefore
(Kp(I))p∈F ∈lim←− (P (p))p∈F . We shall shortly show that every thread in lim←−(P (p))p∈F
is of the form αp,q(Kp(I)) for some F -ideal I.
Definition 3.2.14 DefineM : Id(B,F )→lim←− (P (p))p∈F by lettingM(I)(p) = Kp(I) =
p ∩ I for p ∈ F and I ∈ Id(B,F ). Define a map L :lim←− (P (p))p∈F → Id(B,F ) by
L(Rp)p∈F = {0} ∪
⋃
p∈F Rp.
We shall give each set P (p) the discrete partition space structure, and we shall give
lim
←−(P (p))p∈F the inverse limit partition space structure. Then
lim
←−(P (p))p∈F is a com-
plete partition space. The following result can be considered a generalization of The-
orem 1.3.42 except that we formulate this result in terms of ideals instead of filters.t/
Theorem 3.2.15 The maps L :lim←− (P (p))p∈F → Id(B,F ) and M : Id(B,F ) →lim←−
(P (p))p∈F are inverses. Furthermore, M and L are uniform homeomorphisms.
Proof. Let (Rp)p∈F ∈lim←− (P (p))p∈F , and let q ∈ F . Then M(L(Rp)p∈F )(q) =
M({0} ∪ ⋃p∈F Rp)(q) = q ∩ ({0} ∪ ⋃p∈F Rp) = Rq by Lemma 3.2.12. Therefore
M◦L(Rp)p∈F = (Rp)p∈F .
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Let I be an F -ideal. Then L(M(I)) = L((p ∩ I)p∈F ) = {0} ∪
⋃
p∈F (p ∩ I) =
{0} ∪ (I ∩ (⋃p∈F p)) = {0} ∪ (I ∩B+) = I. Therefore L ◦M is the identity function
as well. We conclude that the functions L and M are inverses.
For each q ∈ F , let exp(q) be the partition of lim←−(P (p))p∈F where if (Rp)p∈F , (Sp)p∈F ∈lim←−
(P (p))p∈F , then (Rp)p∈F = (Sp)p∈F (exp(q)) if and only if Rq = Sq. Then {exp(p)|p ∈
F} generates the partition space structure on lim←−(P (p))p∈F . We shall show that
L,M are uniform homeomorphisms by showing that M induces a one-to-one cor-
respondence between (p˜)p∈F and (exp(p))p∈F . Let p ∈ F and let I, J ∈ Id(B,F ).
Then I = J(p˜) if and only if M(I)(p) = Kp(I) = Kp(J) = M(J)(p) if and only if
M(I) =M(J)(exp(p)). 
Theorem 3.2.16 Let (X,M) be a separated uniform space. Let ι : H(X)→ Fi(B∗(X,M))
be the mapping where ι(C) = {R ∈ B∗(X,M) : C ⊆ R}. Then ι is a uniform embed-
ding and ι[H(X)] is dense in the space Fi(B∗(X,M)). In other words, Fi(B∗(X,M))
is the completion of the hyperspace H(X). In particular, (X,M) is supercomplete if
and only if ι is a bijection.
Proof. If C ∈ H(X), then C = ⋂ ι(C) since C is closed. Thus, if C,D ∈ H(X) and
ι(C) = ι(D), then C =
⋂
ι(C) =
⋂
ι(D) = D, so ι is injective.
If P ∈ M,A ∈ P, and C ∈ H(X), then C ∩ A = ∅ if and only if C ⊆ Ac if and
only if Ac ∈ ι(C). Thus
{A ∈ P |C ∩ A 6= ∅} = {A ∈ P |Ac 6∈ ι(C)} = JP (ι(C)).
Therefore, if C,D ∈ H(X), then C = D(Pˆ ) if and only if
JP (ι(C)) = {A ∈ P |C ∩ A 6= ∅} = {A ∈ P |D ∩ A 6= ∅} = JP (ι(D))
if and only if ι(C) = ι(D)(Pˆ ). We conclude that ι is a uniform embedding.
If U is an open subset of Fi(B∗(X,M)), then there is a P ∈ M and a subset
R ⊆ P with {Z ∈ Fi(B∗(X,M)) : JP (Z) = R} ⊆ U . However
⋃
R is closed in X and
JP (ι(
⋃
R)) = {A ∈ P |A ∩⋃R 6= ∅} = R, so ι(⋃R) ∈ U . Hence ι[H(X)] is dense in
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Fi(B∗(X,M)) 
Theorem 3.2.17 A partition space (X,M) is supercomplete if and only if (X,M) is
complete and B∗(X,M) is superstable.
Proof. → If (X,M) is supercomplete, then whenever Z is a proper F -filter, Z = ι(C)
for some non-empty closed set C ⊆ X, so ⋂Z = C 6= ∅. We conclude that (X,M) is
complete and B∗(X,M) is superstable by Remark 2.2.19.
← If (X,M) is complete andB∗(X,M) is superstable, then each Z ∈ Fi(B∗(X,M))
is the intersection of M -ultrafilters. However, the M -ultrafilters are precisely the sets
of the form {R ∈ B∗(X,M) : x0 ⊆ R} for some x0 ∈ X. Thus for each M -filter Z,
there is a set S ⊆ X where
Z = {R ∈ B∗(X,M) : S ⊆ R} = {R ∈ B∗(X,M) : S ⊆ R} = ι(S).
Therefore the mapping ι is surjective, so H(X) is complete. 
Remark 3.2.18 Theorem 3.2.17 may be used to characterize weakly compact car-
dinals and strongly compact cardinals in terms of supercompleteness without much
effort. See [1] for such a characterization of weakly compact cardinals.
Definition 3.2.19 Let (A,F ), (B,G) be Boolean partition algebras, and let φ : (A,F )→
(B,G) be a partition homomorphism. Then define a mapping Id(φ) : Id(B,G) →
Id(A,F ) by letting Id(φ)(I) = φ−1[I] for each G-ideal I. Define a mapping φ] :lim←−
(P (p))p∈G →lim←− (P (p))p∈F by φ] =MId(φ)L.
Proposition 3.2.20 The mapping Id(φ) : Id(B,G) → Id(A,F ) is uniformly contin-
uous.
Proof. Let p ∈ F . Then let q = φ[p]+. Assume I, J are G-ideals, and I = J(q˜).
Then I ∩ q = J ∩ q. Therefore Id(φ)(I) ∩ p = φ−1[I] ∩ p = {a ∈ p : φ(a) ∈ I} = {a ∈
p : φ(a) ∈ J} = Id(φ)(J) ∩ p. Thus Id(φ)(I) = Id(φ)(J)(p˜). We conclude that Id(φ)
is uniformly continuous. 
90
Proposition 3.2.21 Let φ : (A,F ) → (B,G) be a partition homomorphism. Let
(Sp)p∈G ∈lim←− (P (p))p∈G and assume that (Rp)p∈F = φ](Sp)p∈G. Then Rp = {a ∈
p|φ(a) = 0 or a ∈ Sφ[p]+} for each p ∈ F .
Proof. Let I = L((Sp)p∈G). Let p ∈ F and let a ∈ p. Then a ∈ Rp iff a ∈
Id(φ)(L(Sp)p∈F ) = Id(φ)(I) iff φ(a) ∈ I iff φ(a) = 0 or a ∈ Sφ[p]+ . Therefore Rp =
{a ∈ p|φ(a) = 0 or a ∈ Sφ[p]+}. 
Theorem 3.2.22 Let (A,F ), (B,G) be Boolean partition algebras and let φ : (A,F )→
(B,G) be a partition homomorphism.
1. If φ : (A,F )→ (B,G) is surjective, then Id(φ) is injective.
2. If Id(φ) : Id(B,G)→ Id(A,F ) is surjective, then φ is injective.
3. If φ is injective, then Id(φ)[Id(B,G)] is dense in Id(A,F ).
4. The mapping Id(φ) is a uniform embedding if and only if the filter G is generated
by the filterbase {φ[p]+|p ∈ F}.
5. The mapping Id(φ) is a uniform homeomorphism if and only if whenever
ι : (B,G) → (C,H) is a subcompletion, then ιφ : (A,F ) → (C,H) is also a sub-
completion.
Proof. 1. If I, J are distinct G-ideals. Without loss of generality, we may assume
that there is a b ∈ B with b ∈ I and b 6∈ J . Then there is an a ∈ A with φ(a) = b.
Therefore a ∈ Id(φ)(I) and a 6∈ Id(φ)(J). We conclude that Id(φ)(I) 6= Id(φ)(J), so
Id(φ) is injective.
2. Suppose φ is not injective. Then ker(φ) 6= {0}, so if I ⊆ B is a G-ideal, then
Id(φ)(I) = φ−1[I] ⊇ ker(φ) 6= {0}. Therefore Id(φ)(I) 6= {0}, thus Id(φ) is not
surjective.
3. If U ⊆ Id(A,F ) is a non-empty open set, then there is a p ∈ F and an R ⊆ p
where {I ∈ Id(A,F )|I ∩ p = R} ⊆ U . Let J be the G-ideal generated by the set
φ[R]. We claim that Id(φ)(J) ∩ p = R. If a ∈ R, then a ∈ p and φ(a) ∈ φ[R] ⊆ J ,
so a ∈ p ∩ Id(φ)(J). Now assume a ∈ p, but a 6∈ R. Then φ(a) ∧ b = 0 for b ∈ φ[R],
so b ≤ φ(a)′ for b ∈ φ[R], thus φ[R] ⊆↓ φ(a)′, and J ⊆↓ φ(a)′. Since φ(a) 6= 0, we
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have φ(a) 6∈↓ φ(a)′, so φ(a) 6∈ J , hence a 6∈ Id(φ)(J). Therefore R = p ∩ Id(φ)(J), so
Id(φ)(J) ∈ U . We conclude that Id(φ)[Id(B,G)] is dense in Id(A,F ).
4. Before we prove this result, we take note that if p ∈ F , and I, J ∈ Id(B,G),
then Id(φ)(I) = Id(φ)(J)(p˜) iff p ∩ φ−1[I] = p ∩ φ−1[J ] iff {a ∈ p|φ(a) ∈ I} = {a ∈
p|φ(a) ∈ J} iff I = J(φ˜[p]+).
−→ Assume that Id(φ) is a uniform embedding. Then for each q ∈ G there is a
p ∈ F where if Id(φ)(I) = Id(φ)(J)(p˜), then I = J(q˜). In other words, if I = J(φ˜[p]+),
then I = J(q˜). Therefore, φ˜[p]+  q˜. We conclude that φ[p]+  q.
←− We begin by noting that the mapping Id(φ) is injective. If I, J ∈ Id(B,G)
and I 6= J , then since {φ[p]+|p ∈ F} generates the filter G, there is some p ∈ F where
I 6= J(φ˜[p]+), so Id(φ)(I) 6= Id(φ)(J)(p˜), and in particular Id(φ)(I) 6= Id(φ)(J).
To show that Id(φ) is a uniform embedding, assume that q ∈ G. Then there is a
p ∈ F where φ[p]+  q. In this case, for I, J ∈ Id(B,G), if Id(φ)(I) = Id(φ)(J)(p˜),
then I = J(φ˜[p]+), so I = J(q˜).
5. → If Id(φ) is a uniform homeomorphism, then since Id(φ) is surjective, the
mapping φ is injective. Furthermore, since Id(φ) is a uniform embedding, G is gen-
erated by the filterbase {φ[p]+|p ∈ F}. Therefore, whenever ι : (B,G)→ (C,H) is a
subcompletion, the mapping ιφ : (A,F )→ (C,H) is also a subcompletion.
← Assume that whenever ι : (B,G)→ (C,H) is a subcompletion, then ιφ is also a
subcompletion. Then φ is injective, and G is generated by the filterbase {φ[p]|p ∈ F}.
Therefore, Id(φ) is a uniform embedding and Id(φ)[Id(B,G)] is dense in Id(A,F ).
Since Id(A,F ) and Id(B,G) are complete, the mapping Id(φ) is a uniform homeo-
morphism. 
Remark 3.2.23 By the above theorem, we can see that if (B,G) is the subcompletion
of (A,F ), and ι : (A,F ) → (B,G) is the inclusion mapping, then Id(ι) : Id(A,F ) →
Id(B,G) is a lattice isomorphism. In particular, if (C,H) is the subcompletion of
(A,F (∞)), then the lattices Id(A,F ) and Id(C,H) are isomorphic.
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3.3 Join-Admissibility, Meet-Admissibililty, and Galois Connections
In this section, we shall dicuss the notions of join-admissibility and meet-admissibility
and their relation between ideals and filters. We shall end this section by discussing
the Galois correspondence between locally refinable Boolean partition algebras and
lattices of ideals on a Boolean algebra. In the next section, we shall apply the notions
of meet-admissibility and join-admissibility to characterize the notion of stability and
some large cardinals.
Definition 3.3.1 Let (A,F ) be a Boolean partition algebra. If R ⊆ A, then we say
that R is join-admissible if ↓ ∨R is the F -ideal generated by R. Similarly, we say
that R ⊆ A is meet-admissible if ↑ ∧R is the F -filter generated by R. If R ⊆ A,
then we shall write L(R) for the F -ideal generated by R. Clearly R is join-admissible
if and only if
∨
R exists and
∨
R ∈ L(R).
In this section, we shall only study join-admissibility since all the results concerning
meet-admissible sets are analogous. Intuitively, a set R ⊆ A is join-admissible if the
least upper bound
∨
R exists and we consider the least upper bound of the set R in
our Boolean partition algebra.
Remark 3.3.2 Take note that if L(R) =↓ x, then x is the least upper bound of R.
Clearly x is an upper bound of R. If y is also an upper bound of R, then R ⊆↓ y, so
↓ x = L(R) ⊆↓ y, hence x ≤ y. We conclude that a set is join-admissible if and only
if it generates a principal F -ideal.
Example 3.3.3 It is easy to see that if R is admissible and
∨
R exists, then R is
join-admissible. In a subcomplete Boolean partition algebra every admissible set is both
join-admissible and meet-admissible. From these basic facts, one can easily conclude
that an ideal I ⊆ B is an F -ideal if and only if I is closed under taking the least upper
bound of join-admissible subsets.
Example 3.3.4 Let λ be a cardinal, and let B be a λ-Boolean algebra. If R ⊆ B and
|R| < λ, then R is join-admissible in the Boolean partition algebra (B,Pλ(B)). If λ
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is a regular cardinal, then a subset R ⊆ B is admissible in (B,Pλ(B)) if and only if
there is an S ⊆ R with |S| < λ and where ∨S is an upper bound of R.
Proposition 3.3.5 Let B be a Boolean algebra. Then a subset R ⊆ B is join-
admissible in (B,P(B)) if and only if R has a least upper bound.
Proof. → . This should be trivial.
← . Assume that R has a least upper bound. Now let c be a maximal cellular family
(under the ordering ⊆) subject to the condition that c  R. Such a cellular family c
exists by Zorn’s lemma. We claim that
∨
c =
∨
R. Clearly
∨
R is an upper bound
of c. If x is an upper bound of c with x <
∨
R, then
∨
r∈R(x
′ ∧ r) = x′ ∧∨R > 0.
Therefore there is some r ∈ R where x′ ∧ r > 0. However, c ∪ {x′ ∧ r} is a cellular
family that properly extends c with c ∪ {x′ ∧ r}  R. This is a contradiction. Thus∨
R is the least upper bound of c. The set c is admissible since there is a partition p
that extends c, and c ⊆ L(R), so ∨R = ∨ c ∈ L(R) as well. We conclude that R is
admissible. 
We conclude that if B is a Boolean algebra, then the P(B)-ideals are precisely the
complete ideals.
The join-admissible sets are precisely the sets with least upper bounds preserved
under partitional mappings.
Proposition 3.3.6 Let (A,F ) be a Boolean partition algebra. Then a subset R ⊆
(A,F ) is join-admissible if and only if
∨
R exists and whenever φ : (A,F )→ B is a
partitional mapping, we have
∨
φ[R] exist and φ(
∨
R) =
∨
φ[R].
Proof. ← Let I = L(R). Then piI(
∨
R) =
∨
piI [R] = 0, so
∨
R ∈ I = L(R). We
conclude that R is join-admissible.
→ Assume that R is join-admissible. Then since the F -ideals are precisely the
F (∞)-ideals, the set R generates a principal F (∞)-ideal, so there is some p ∈ F (∞) and
some S ⊆ p where S  R and where x = ∨S. Since S is admissible in (A,F (∞)), and
φ is a partitional mapping from (A,F (∞)) to B, we have φ(
∨
S) =
∨
φ[S]. Clearly
φ(
∨
R) = φ(
∨
S) =
∨
φ[S] ≤ ∨φ[R] ≤ φ(∨R) (here we take the least upper bound
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∨
φ[R] in the completion of B, so we do not need to be concerned whether least upper
bound
∨
φ[R] exists in B). Therefore
∨
φ[R] = φ(
∨
R). 
In the following result, recall that ι : (A,F )→ P (S∗(A,F )) is the mapping defined
by ι(a) = {U ∈ S∗(A,F )|a ∈ U}.
Proposition 3.3.7 Let (A,F ) be a superstable Boolean partition algebra. Then R ⊆
A is join-admissible with
∨
R = a if and only if
⋃
ι[R] = ι(a). Similarly, a subset
R ⊆ A is meet-admissible with ∧R = a if and only if ⋂ ι[R] = ι(a).
Proof. → This is because ι : (A,F )→ P (S∗(A,F )) is a partitional mapping.
←We shall just prove the case for meet-admissibility. Then whenever U ∈ S∗(A,F )
we have a ∈ U iff U ∈ ι(a) = ⋂ ι[R] iff U ∈ ι(b) for b ∈ R iff R ⊆ U . Therefore since
every F -filter is the intersection of F -ultrafilters, a ∈ Z if and only if R ⊆ Z whenever
Z is an F -filter. In other words, ↑ a ⊆ Z if and only if R ⊆ Z whenever Z is an
F -filter. Therefore ↑ a is the F -filter generated by R, so R is meet-admissible with∧
R = a. 
Example 3.3.8 The above result does not necessarily hold for stable Boolean partition
algebras. For example, let X be an uncountable set of cardinality continuum. Then
(P (X),Pℵ1P (X)) is a stable Boolean partition algebra. If I = {R ⊆ X : |R| < ℵ1},
then I is a non-principal σ-ideal, so I is not join-admissible. On the other hand, one
can easily see that ⋃
ι[I] = S∗(P (X),Pℵ1P (X)) = ι(X)
since the only σ-ultrafilters on X are the principal ultrafilters.
We shall now establish a Galois connection between Boolean partition algebras and
lattices of ideals and a similar Galois connection between Boolean partition algebras
and sets of ultrafilters. If we are given a Boolean algebra B and a collection R of
ideals on B, then we may want to find the largest filter F ⊆ P(B) where each Z ∈ R
is an F -ideal. Similarly, if we are given a Boolean partition algebra (B,F ), then we
may want to extend F to the largest filter G ⊆ P(B) where each F -ideal is a G-ideal.
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We shall show that this filter G is simply the total local refinement of F . A similar
result holds for ultrafilters.
Definition 3.3.9 Let Id(B) denote the lattice of ideals in a Boolean algebra B. Define
a relation R(B) ⊆ P(B) × Id(B) by letting (p, I) ∈ R(B) if and only if piI [p]+ is a
partition of B/I.
Now define maps f : P (P(B))→ P (Id(B)), g : P (Id(B))→ P (P(B)) by letting
f(P ) = {I ∈ Id(B)|∀p ∈ P, (p, I) ∈ R(B)}
and
g(R) = {p ∈ P(B)|∀I ∈ R, (p, I) ∈ R(B)}.
The functions f, g form a Galois connection. In other words, if P ⊆ P (P(B)) and
R ⊆ P (Id(B)), then R ⊆ f(P ) if and only if P ⊆ g(R). Let C = g ◦ f,D = f ◦ g,
and let f ∗ : C∗ → D∗ and g∗ : D∗ → C∗ be the restriction mappings of f and g
respectively.
Example 3.3.10 Let B be a Boolean algebra. Then P(B) is the greatest element in
C∗. Therefore, f(P(B)) is the least element in D∗. On the other hand, an ideal is a
P(B)-ideal if and only if it is a complete ideal. We conclude that f(P(B)) consists of
all complete ideals.
Theorem 3.3.11 Let B be a Boolean algebra. Then F ∈ C∗ if and only if (B,F )
is a locally refinable Boolean partition algebra. In particular, if (B,F ) is a Boolean
partition algebra, then C(F ) = F (∞).
Proof. → Assume F ∈ C∗. Then F = g(R) for some R ⊆ Id(B). In other words,
F = {p ∈ P(B)|∀I ∈ R, piI [p]+ is a partition}. Let p ∈ F and assume q ∈ P(B) is a
partition with p  q. Let I ∈ R. Then piI [p]+  piI [q]+. Therefore since
∨
piI [p]
+ = 1,
it follows that
∨
piI [q]
+ = 1 as well. We conclude that q ∈ F , so F is an upper set.
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Now assume that p, q ∈ F . Then ∨ piI [p]+ = 1 and ∨ piI [q]+ = 1 for each I ∈ R.
Thus, for I ∈ R
∨
piI [p ∧ q]+ =
∨
{piI(a ∧ b)|a ∈ p, b ∈ q, a ∧ b 6= 0}
=
∨
a∈p,b∈q
piI(a ∧ b) =
∨
a∈p,b∈q
piI(a) ∧ piI(b) =
∨
a∈p
piI(a) ∧
∨
b∈q
piI(b) = 1.
Thus piI [p ∧ q]+ is a partition for each I ∈ R. We conclude that p ∧ q ∈ F as well.
If {a1, ..., an} is a finite partition of B, then piI(a1)∨ ....∨piI(an) = piI(a1∨ ...∨an) =
piI(1) = 1 for each I ∈ R. Therefore {a1, ..., an} ∈ F . Thus (B,F ) is a Boolean
partition algebra.
To prove local refinability, we take note that each I ∈ R is an F -ideal, so each
I ∈ R is also an F (∞)-ideal. If p ∈ F (∞), then piI [p]+ is a partition of B/I for each
I ∈ R, so p ∈ F .
← Let (B,F ) be a locally refinable Boolean partition algebra. Assume p ∈ P(B)\F .
Let L be the lower set generated by p and let I be the F -ideal generated by L. We
claim that 1 6∈ I. If 1 ∈ I, then there is some q ∈ F and some R ⊆ q∩L with 1 = ∨R.
This is only possible if R = q, so q ⊆ L. Thus q  p since L is the lower set generated
by p, so p ∈ F after all. This is a contradiction. Hence I must be a proper F -ideal,
hence I ∈ f(F ). On the other hand, ∨ piI [p]+ = 0 6= 1. Thus p 6∈ g(f(F )) = C(F ).
We conclude that C(F ) ⊆ F , so F ∈ C∗. 
On the other side of the Galois correspondence, a satisfactory characterization of
D∗ requires frames. We shall now give an analogous galois connection between sets
of ultrafilters and Boolean partition algebras.
Definition 3.3.12 Let RU(B) ⊆ P(B)× S(B) be the relation where (p,U) ∈ RU(B)
if p ∩ U is nonempty. In other words, (p,U) ⊆ RU(B) if piU [p]+ is a partition
of B/U . Therefore RU(B) is in a sense the restriction of R(B) to P(B) × S(B).
Now define mappings fU : P (P(B)) → P (S(B)), gU : P (S(B)) → P (P(B)) by
fU(P ) = {U ∈ S(B)|∀p ∈ P, (p,U) ∈ RU(B)} and gU(R) = {p ∈ P(B) : ∀U ∈
R, (p,U) ∈ RU(B)}. Then the mappings fU , gU forms a galois connection between
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P (P(B)) and P (S(B)). Now define closure operators CU : P (P(B)) → P (P(B)) and
DU : P (S(B)) → P (S(B)) by CU = gU ◦ fU , DU = fU ◦ gU . It is easy to see that
C∗U ⊆ C∗, so if F ∈ C∗U , then (B,F ) is a locally refinable Boolean partition algebra.
Example 3.3.13 If (B,F ) is a superstable Boolean partition algebra, then CU(F ) =
C(F ). If Z is an F -filter, then Z is the intersection of F -ultrafilters, so Z is the
intersection of CU(F )-ultrafilters, hence Z is a CU(F )-filter. Therefore CU(F ) ⊆
C(F ) ⊆ CU(F ). In particular, if (B,F ) is superstable, then F ∈ C∗U if and only if
F ∈ C∗.
We shall now characterize the closure operator CU .
Theorem 3.3.14 q ∈ CU(P) if and only if whenever xp ∈ p for p ∈ P there are
p1, ..., pn ∈ P and a1, ..., am ∈ q where xp1 ∧ ... ∧ xpn ≤ a1 ∨ ... ∨ am.
Proof. ← Let U ∈ fU(P). Then U is an ultrafilter where U ∩ p 6= ∅ for each p ∈ P .
Therefore let xp ∈ U∩p for each p ∈ P . Then there are p1, ..., pn ∈ P and a1, ..., am ∈ q
where xp1 ∧ ... ∧ xpn ≤ a1 ∨ ... ∨ am. Since xp1 ∧ ... ∧ xpn ∈ U , a1 ∨ ... ∨ am ∈ U as
well, so there is some i ∈ {1, ...,m} where ai ∈ U . Thus ai ∈ U ∩ q, so ai ∈ U ∩ q.
Therefore q ∈ gU(fU(P)) = CU(P).
→ Let ι : B → P (S(B)) be the mapping where ι(b) = {U ∈ S(B)|b ∈ U}. We
take note that U ∩ p 6= ∅ if and only if U ∈ ⋃ ι[p]. Assume that q ∈ CU(P) =
gU(fU(P)). Then if U ∩ p 6= ∅ for each p ∈ P , then U ∩ q 6= ∅ as well. In other words,⋂
p∈P
⋃
ι[p] ⊆ ⋃ ι[q]. However, ⋂p∈P ⋃ ι[p] is the union of all the sets of the form⋂
p∈F ι(xp) where xp ∈ p for p ∈ P . Therefore
⋂
p∈F ι(xp) ⊆
⋃
ι[q] whenever xp ∈ p
for p ∈ P . Since the space S(B) is compact and each ι(xp) is closed and
⋃
ι[q] is open,
there are p1, ..., pn ∈ P where ι(xp1) ∩ ... ∩ ι(xpn) ⊆
⋃
ι[q]. Again, by compactness,
there are a1, ..., am ∈ q where ι(xp1) ∩ ... ∩ ι(xpn) ⊆ ι(a1) ∨ ... ∨ ι(am). We conclude
that xp1 ∧ ... ∧ xpn ≤ a1 ∨ ... ∨ am. 
Corollary 3.3.15 If B is a Boolean algebra and Pω(B) ⊆ P ⊆ P(B), then q ∈ CU(P)
if and only if whenever xp ∈ p for p ∈ P, there are p1, ..., pn ∈ P and an a ∈ q where
xp1 ∧ ... ∧ xpn ≤ a.
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Proof. ← This follows from 3.3.14.
→ Assume that q ∈ CU(P). Let xp ∈ p whenever p ∈ P . Then there are p1, ..., pn ∈
P and a1, ..., am ∈ q where xp1 ∧ ...∧ xpn ≤ a1 ∨ ...∨ am. Now let p = {a1, ..., am, (a1 ∨
... ∨ am)′}+. Then p ∈ P . If xp = ai for some i, then xp ∧ xp1 ∧ ... ∧ xpn ≤ ai ∈ p. If
xp = (a1 ∨ ...∨ am)′, then xp ∧ xp1 ∧ ...∧ xpn ≤ (a1 ∨ ...∨ am)∧ (a1 ∨ ...∨ am)′ = 0. In
any case, there is some a ∈ q where xp ∧ xp1 ∧ ... ∧ xpn ≤ a. 
We shall now characterize the set D∗U . Take note the elements of D
∗
U are the sets
of the form fU(P ) for some P ⊆ P(B), but
fU(P ) =
⋂
p∈P
{U ∈ S(B)|(p,U) ∈ RU(B)} =
⋂
p∈P
⋃
a∈p
{U ∈ S(B)|a ∈ U},
and the sets of the form
⋃
a∈p{U ∈ S(B)|a ∈ U} are simply the dense open sets in
S(B) that are the unions of a pairwise disjoint collection of compact sets. Therefore
the sets in D∗U are the subsets of S(B) of the form
⋂
i∈I Ui where each Ui is a dense
open set that is the disjoint union of compact open sets.
Proposition 3.3.16 A locally compact zero-dimensional space X is paracompact if
and only if X is the union of a disjoint collection of compact open sets.
Proof. ← This is trivial.
→ If X is locally compact zero-dimensional and paracompact, then by [5][p. 25]
X =
⋃
i∈I Xi where each Xi is a σ-compact open set and the collection (Xi)i∈I is
pairwise disjoint. Since each Xi is σ-compact, each set Xi is Lindelof. Since Xi is
locally compact and zero-dimensional, each r ∈ Xi has a compact open neighborhood
Vr ⊆ Xi. Since Xi is Lindelof, there is a countable subcovering {Vn|n ∈ N} of
(Vr)r∈Xi . Let Rn = Vn \ (V0 ∪ ... ∪ Vn−1) for all n. Then (Rn)n∈N is a partition of
Xi into compact clopen sets. Therefore we may partition the set X =
⋃
i∈I Xi into a
collection of compact open sets. 
As a consequence, a dense open subset U of a totally disconnected compact space is
the disjoint union of compact sets iff U is paracompact. Therefore the sets in D∗U are
precisely the subsets of S(B) that are the intersections of dense open paracompact
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sets. In particular, D∗U = P (S(B)) if and only if S(B) has no isolated points and
S(B) \ {U} is paracompact for each U ∈ S(B).
If R ⊆ S(B) is the intersection of dense open paracompact subspaces, then R =
S∗(B,F ) for some Boolean partition algebra (B,F ). Since the topology on R is the
same as the topology S∗(B,F ), the space R is uniformizable by a complete non-
Archimedean uniformity.
Example 3.3.17 Let B be a countable atomless Boolean algebra. Then S(B) has no
isolated points and S(B) is metrizable. Since every metrizable space is paracompact,
the space S(B) \ {x} is paracompact for each x ∈ S(B). Therefore D∗U = P (S(B)).
In particular, |C∗U | = |D∗U | = |P (S(B))| = 2c, so there are 2c filters F on the meet-
semilattice P(B) such that (B,F ) is a Boolean partition algebra.
3.4 Resplendence and Strong Distributivity Properties
In this section, we shall investigate a very strong distributivity property of Boolean
partition algebras called resplendence. While resplendence is a distributivity property,
the notion of resplendence is helpful for studying ultrafilters. In particular, resplen-
dence can be used to characterize stability and some large cardinal axioms. Before we
begin examine the notion of resplendence, we need to first look at some basic results
concerning infinite meets in the meet-semilattice P(B).
Proposition 3.4.1 Let B be a Boolean algebra, and let pi ∈ P(B) for i ∈ I.
1. Assume that whenever ai ∈ pi for i ∈ I, the greatest lower bound
∧
i∈I ai
exists. If {pi|i ∈ I} has a lower bound in P(B), then
∧
i∈I pi exists in P(B) and∧
i∈I pi = {
∧
i∈I ai|(ai)i∈I ∈
∏
i∈I pi}+.
2. Assume that the greatest lower bound
∧
i∈I ai exists whenever ai ∈ pi for i ∈ I.
If {∧i∈I ai|(ai)i∈I ∈∏i∈I pi}+ is a partition of B, then {∧i∈I ai|(ai)i∈I ∈∏i∈I pi}+ is
the greatest lower bound of {pi|i ∈ I}.
3. If the greatest lower bound
∧
i∈I pi exists, then
∧
i∈I pi = {
∧
i∈I ai|(ai)i∈I ∈∏
i∈I pi}+.
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4. If {pi|i ∈ I} has a subcomplete lower bound, then {pi|i ∈ I} has a greatest lower
bound.
Proof. 1. The family {∧i∈I ai|(ai)i∈I ∈ ∏i∈I pi}+ is cellular since if (ai)i∈I , (bi)i∈I
are distinct elements in
∏
i∈I pi, then aj 6= bj for some j ∈ I, so aj ∧ bj = 0, hence∧
i∈I ai∧
∧
i∈I bi =
∧
i∈I(ai∧bi) = 0. Assume that q is a lower bound of {pi|i ∈ I}, then
for each a ∈ q, we have a ≤ ∧i∈I φq,pi(a) ∈ {∧i∈I ai|(ai)i∈I ∈ ∏i∈I pi}+. Therefore
q  {∧i∈I ai|(ai)i∈I ∈ ∏i∈I pi}+. We conclude that {∧i∈I ai|(ai)i∈I ∈ ∏i∈I pi}+ is a
partition and {∧i∈I ai|(ai)i∈I ∈∏i∈I pi}+ is the greatest lower bound of {pi|i ∈ I}.
2. If {∧i∈I ai|(ai)i∈I ∈∏i∈I pi}+ is a partition of B, then clearly {∧i∈I ai|(ai)i∈I ∈∏
i∈I pi}+ is a lower bound of {pi|i ∈ I}, so by 1. {
∧
i∈I ai|(ai)i∈I ∈
∏
i∈I pi}+ is the
greatest lower bound of {pi|i ∈ I}.
3. We only need to show that
∧
i∈I ai exists whenever ai ∈ pi for i ∈ I. Therefore,
let p =
∧
i∈I pi, and let Ri = {a ∈ p|a ≤ ai} for each i ∈ I. We claim that
⋂
i∈I Ri
has at most one element. If
⋂
i∈I Ri contains distinct elements a, b and if q = (p \
{a, b}) ∪ {a ∨ b}, then q is a partition of B with p ≺ q and q  pi for i ∈ I. This
is a contradiction, so
⋂
i∈I Ri has at most one element. Thus, since
⋂
i∈I Ri is always
finite, the least upper bound
∨⋂
i∈I Ri exists, and
∨⋂
i∈I Ri =
∧
i∈I
∨
Ri =
∧
i∈I ai.
Therefore the greatest lower bound
∧
i∈I ai exists.
4. Assume that p is a subcomplete partition with p  pi for i ∈ I. We need to
show that if ai ∈ pi for i ∈ I, then the greatest lower bound
∧
i∈I ai exists. However,
if Ri = {a ∈ p|a ≤ ai} for i ∈ I, then the least upper bound
∨⋂
i∈I Ri exists, and∨⋂
i∈I
Ri =
∧
i∈I
∨
Ri =
∧
i∈I
ai.

Definition 3.4.2 Let (B,F ) be a Boolean partition algebra. A family of partitions
(pi)i∈I in F is called admissible if whenever xi ∈ pi for i ∈ I, then {xi|i ∈ I}
is meet-admissible. A Boolean partition algebra (B,F ) is said to be resplendent if
whenever (pi)i∈I is an admissible family of partitions, then the partition
∧
i∈I pi exists
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and
∧
i∈I pi ∈ F . If (B,F ) is a Boolean partition algebra, then we say that (B,F ) has
resplendence closure if there is a resplendent Boolean partition algebra (B,H) with
F ⊆ H. We shall say that a Boolean partition algebra (B,F ) is partially resplendent
if whenever (pi)i∈I is an admissible family of partitions in F and the greatest lower
bound
∧
i∈I pi exists, then
∧
i∈I pi ∈ F .
It is not difficult to see that if (B,Fi) is resplendent for i ∈ I, then (B,
⋂
i∈I Fi)
is also resplendent. Similarly, if (B,Fi) is partially resplendent for i ∈ I, then
(B,
⋂
i∈I Fi) is also partially resplendent. Therefore, if (B,F ) is a Boolean algebra,
then there is a minimal H ⊇ F where (B,H) is partially resplendent, and (B,H) is
resplendent if and only if (B,F ) has resplendence closure.
Definition 3.4.3 Let (B,F ), (B,H) be Boolean partition algebras such that H ⊇ F
is the smallest set such that (B,H) is partially resplendent. Then (B,H) is called the
partial resplendence closure of (B,F ). If (B,H) is resplendent, then (B,H) shall be
called the resplendence closure of (B,F ).
Remark 3.4.4 Resplendence is a distributivity property for Boolean partition alge-
bras. A Boolean partition algebra is resplendent if and only if whenever pi ∈ F
for i ∈ I and {xi|i ∈ I} is meet-admissible whenever xi ∈ pi for i ∈ I, then∧
i∈I(
∨
pi) =
∨{∧i∈I xi|xi ∈ pi for i ∈ I} and {∧i∈I xi|xi ∈ pi for i ∈ I} is admis-
sible.
Lemma 3.4.5 Let B be a Boolean algebra. If R is a dense subset of S(B) and c is a
cellular family with c ∩ U 6= ∅ whenever U ∈ R, then c is a partition of B.
Proof. Take note that a set R is dense in S(B) if and only if
⋃
R = B+. Assume
that R is a dense subset of S(B). Let a 6= 0. Then there is some U ∈ R with a ∈ U ,
so there is some b ∈ c with c ∈ U as well. Therefore a ∧ b ∈ U , thus a ∧ b 6= 0. We
conclude that c is a maximal cellular family in B, so c is a partition of B. 
Theorem 3.4.6 Let B be a Boolean algebra and let R ⊆ S(B) be a collection of ultra-
filters. Then (B, gU(R)) is partially resplendent (Recall that gU(R) = {p ∈ P(B)|∀U ∈
R, p ∩ U 6= ∅}). If R is dense in S(B), then (B, gU(R)) is resplendent.
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Proof. Assume that (pi)i∈I is an admissible family of partitions where the greatest
lower bound
∧
i∈I pi exists. Let U ∈ R. Then for i ∈ I there is some ai with
ai ∈ pi ∩ U , so since {ai|i ∈ I} is meet-admissible and {ai|i ∈ I} ⊆ U , we have∧
i∈I ai ∈ U ∩
∧
i∈I pi. Therefore
∧
i∈I pi ∈ gU(R). We conclude that (B, gU(R)) is
partially resplendent.
Now assume that R is dense in S(B). Let (pi)i∈I be an admissible family of
partitions. We must show that {∧i∈I ai|(ai)i∈I ∈ ∏i∈I pi}+ is a partition in gU(R).
If U ∈ R, then for each i ∈ I there is some ai ∈ pi ∩ U . The set {ai|i ∈ I} is
meet-admissible, so
∧
i∈I ai ∈ U . Thus the cellular family {
∧
i∈I ai|(ai)i∈I ∈
∏
i∈I pi}+
intersects each U ∈ R, and since R is dense in S(B), the family {∧i∈I ai|(ai)i∈I ∈∏
i∈I pi}+ is a partition of B. Therefore the greatest lower bound
∧
i∈I pi exists, and∧
i∈I pi = {
∧
i∈I ai|(ai)i∈I ∈
∏
i∈I pi}+ ∈ gU(R). 
Corollary 3.4.7 Every superstable locally refinable Boolean partition algebra is re-
splendent.
Proof. Assume (B,F ) is superstable and locally refinable. Then F ∈ C∗, so F ∈ C∗U ,
thus since (B,F ) is stable and F ∈ C∗U , the Boolean partition algebra (B,F ) is
resplendent. 
Theorem 3.4.8 A Boolean partition algebra is stable if and only if it has resplendence
closure.
Proof. → If (B,F ) is stable, then fU(F ) is the collection of all F -ultrafilters. There-
fore
⋂
fU(F ) = {1}, and fU(F ) is dense in S(B), so (B,CU(F )) = (B, gU(fU(F ))) is
resplendent. Hence (B,F ) has resplendence closure.
← We shall prove this direction by contrapositive. Assume (B,F ) is not stable.
Then there is an a ∈ B \ {0, 1} where there is no F  a-ultrafilter in the Boolean
partition algebra (B  a, F  a). Let P = {p ∪ {a′}|p ∈ F  a}. Assume xp ∈ p ∪ {a′}
for p ∈ F  a. We shall show {xp|p ∈ F  a} is meet-admissible by cases. If xp = a′ for
all p ∈ F  a, then {xp|p ∈ F  a} = {a′} is meet-admissible. If there are p, q ∈ F  a
with xp = a
′, xq 6= a′, then xq ∈ q ∪ {a′} and xq 6= a′, so xp ∧ xq = a′ ∧ xq = 0, thus
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{xp|p ∈ F  a} is meet-admissible. Now assume that xp 6= a′ for p ∈ F  a. Then
xp ∈ p for p ∈ F  a. Since (B  a, F  a) has no F  a-ultrafilters, the inverse limit
lim
←−F  a is empty, so (xp)p∈F a 6∈lim←− F  a. Therefore there are p, q ∈ F  a with
p  q and where φp,q(xp) 6= xq, hence xp ∧ xq ≤ φp,q(xp) ∧ xq = 0. We conclude that
{xp|p ∈ F  a} is meet-admissible. 
Lemma 3.4.9 If (A,F ), (B,G) are Boolean partition algebras and φ : (A,F ) →
(B,G) is a partition homomorphism and P ⊆ F is admissible in (A,F ), then {φ[p]+|p ∈
P} is admissible in (B,G). Furthermore, if ∧P exists, and ∧{φ[p]+|p ∈ P} exists,
then φ[
∧P ]+ = ∧{φ[p]+|p ∈ P}.
Proof. Assume that yp ∈ φ[p]+ for p ∈ P . Then for p ∈ P there is an xp ∈ p with
yp = φ(xp). Therefore since {xp|p ∈ P} is meet-admissible, the set φ[{xp|p ∈ P}] =
{yp|p ∈ P} is meet-admissible as well. Hence {φ[p]+|p ∈ P} is admissible in (B,G).
Now assume that the greatest lower bounds
∧P and ∧{φ[p]+|p ∈ P} exist. Then
φ[
∧
P ]+ = φ[{
∧
p∈P
xp|xp ∈ p for p ∈ P}]+
= {
∧
p∈P
φ(xp)|xp ∈ p for p ∈ P}+ = {
∧
p∈P
yp|yp ∈ φ[p]+ for p ∈ P}+
=
∧
{φ[p]+|p ∈ P}.

Theorem 3.4.10 Let (A,F ) be a Boolean partition algebra, and assume that for
each i ∈ I, (Bi, Gi) is a resplendent Boolean partition algebra and φi : (A,F ) →
(Bi, Gi) is a partition homomorphism. Furthermore, assume F = {p ∈ P(B)|φi[p]+ ∈
Gi for all i ∈ I}. Then (A,F ) is partially resplendent. If (A,F ) is stable, then (A,F )
is resplendent.
Proof. Assume that P is an admissible family of partitions in F such that ∧P exists.
Then for each i ∈ I, the set {φi[p]+|p ∈ P} is an admissible family of partition where
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∧{φi[p]+|p ∈ P} exists. Therefore φi[∧P ]+ = ∧{φi[p]+|p ∈ P} ∈ Gi. We conclude
that
∧P ∈ F , so(A,F ) is partially resplendent. 
Corollary 3.4.11 1. If (B,F ) is resplendent and A ⊆ B is a Boolean subalgebra,
then (A,F |A) is resplendent as well.
2. The product of resplendent Boolean partition algebras is resplendent.
Proof. 1. Since (B,F ) is resplendent, the Boolean partition algebra (B,F ) is stable,
so (A,F |A) is stable as well. Furthermore, if ι : (A,F |A) → (B,F ) is the canonical
embedding, then F |A = {p ∈ P(A)|ι[p] ∈ F}, so (A,F |A) is resplendent.
2. Assume that (B,F ) =
∏
i∈I(Bi, Fi), and let pii : (B,F ) → (Bi, Fi) be the
canonical projection. Assume each (Bi, Fi) is resplendent. Then since the product
of stable Boolean partition algebras is stable, the Boolean partition algebra (B,F ) is
stable as well. Furthermore, since p ∈ F if and only if pii[p]+ ∈ Fi for each i ∈ I, the
Boolean partition algebra (B,F ) is resplendent. 
Example 3.4.12 Assume that µ is a measurable cardinal that is not strongly compact.
Then there is some set X where (P (X),Pµ(P (X))) is resplendent and subcomplete,
but not superstable. If (B,F ) is a resplendent Boolean partition algebra that is not
superstable, then there is some F -filter Z where there are no F/Z-ultrafilters. In this
case, (B,F )/Z is not resplendent.
Proposition 3.4.13 Every partially resplendent Boolean partition algebra is locally
refinable.
Proof. Let (B,F ) be a partially resplendent Boolean partition algebra. Let p ∈ F be
a partition with |p| > 1, and let pa ∈ F  a for a ∈ p. Let qa = pa∪{a′} for a ∈ p. We
claim that {qa|a ∈ p} is an admissible family of partitions, and we shall prove that
{xa|a ∈ p} is admissible whenever xa ∈ qa for each a ∈ p in three cases. Furthermore,
we shall show that {∧a∈p xa|(xa)a∈p ∈ ∏a∈p qa}+ = ⋃a∈p pa, and from this fact, we
conclude that
⋃
a∈p pa = {
∧
a∈p xa|(xa)a∈p ∈
∏
a∈p qa}+ =
∧
a∈q qa ∈ F since (B,F ) is
partially resplendent.
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If there are distinct a, b ∈ p where xa ∈ pa and xb ∈ pb, then xa ∧ xb ≤ a ∧ b = 0,
so {xa|a ∈ p} is meet-admissible with
∧
a∈p xa = 0. If xa ∈ pa, but xb = b′ for
each b ∈ p with b 6= a, then for b 6= a we have xa ≤ a ≤ b′ = xb. In this case,
{xa|a ∈ p} is meet-admissible with
∧
a∈p xa = xa. If xa = a
′ for a ∈ p, then {xa|a ∈
p} ⊆ p∗, thus {xa|a ∈ p} is admissible, and
∧{xa|a ∈ p} = (∨a∈p a)′ = 0. Therefore
{xa|a ∈ p} is meet-admissible in this case. We have covered all the cases, so we
conclude that {qa|a ∈ p} is an admissible family of partitions. We have also shown
that {∧a∈p xa|(xa)a∈p ∈∏a∈p qa}+ = ⋃a∈p pa. 
Theorem 3.4.14 Let (B,F ) be a Boolean partition algebra, and let p ∈ P(B) be a
partition where each F |p∗-ultrafilter is principal (The principal ultrafilters on p∗ are
the ultrafilters of the form {b ∈ p∗|a ≤ b} for some a ∈ p). Then there is some set
P ⊆ F of partitions admissible in F where p = ∧P.
Proof. We shall show that F |p∗ is an admissible set of partitions with
∧
F |p∗ = p.
Take note that F |p∗ = {q ∈ F |p  q}. Assume that xq ∈ q for each q ∈ F |p∗ . We
shall show {xq|q ∈ F} is meet-admissible. If xq1 ∧ xq2 = 0 for some pair q1, q2 ∈ F |p∗ ,
then clearly {xq|q ∈ F |p∗} is meet-admissible with
∧
q∈F,pq xq = 0. Now assume that
xq1 ∧ xq2 6= 0 whenever q1, q2 ∈ F |p∗ . If q1, q2 ∈ F |p∗ and q1  q2, then since 0 <
xq1∧xq2 < φq1,q2(xq1)∧xq2 , we have φq1,q2(xq1) = xq2 . Therefore, the system (xq)q∈F,pq
is an inverse system, so {xq|q ∈ F |p∗} is an F |p∗-ultrafilter. By the hypotheses of the
theorem, the set {xq|q ∈ F |p∗} is a principal ultrafilter, so there is some a ∈ p where
{xq|q ∈ F |p∗} = {b ∈ p∗|a ≤ b}. Therefore {xq|q ∈ F |p∗} is meet-admissible with∧{xq|q ∈ F |p∗} = a. We conclude that F |p∗ is an admissible family of partitions with∧
F |p∗ = {
∧
xq|xq ∈ q for q ∈ F |p∗}+ = p. 
A cardinal κ is said to be measurable if there is a κ-complete ultrafilter U on κ
with {α} 6∈ U for α < κ. We shall now characterize measurable cardinals in terms of
resplendence.
Theorem 3.4.15 Let κ be a cardinal. Then the following are equivalent.
1. κ is measurable.
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2. (P (X),Pκ(P (X))) is resplendent for each set X.
3. (P (κ),Pκ(P (κ))) is resplendent.
Proof. 1 → 2. Let X be a set. Let Z be the collection of all κ-ultrafilters on X. If
P ∈ Pκ(P (X)), then P ∩ U 6= ∅ for each U ∈ Z. Similarly, if P is a partition of X
with P 6∈ Pκ(P (X)), then let xR ∈ R for each R ∈ P . Then since κ is measurable,
there is some non-principal κ-ultrafilter U ∈ Z where {xR|R ∈ P} ∈ U . Therefore
P ∩U = ∅, since if R ∈ P ∩U , then {xR} = R∩{xR|R ∈ P} ∈ U . Thus, Pκ(P (X)) is
the collection of all partitions that intersect each ultrafilter in Z. We conclude that
(P (X),Pκ(P (X))) = (P (X), gU(Z)), so (P (X),Pκ(P (X))) is resplendent.
2→ 3. This is trivial.
3 → 1. The set Pκ(P (κ)) of partitions is not admissible, so there is a system
(RP )P∈Pκ(P (κ)) where {RP |P ∈ Pκ(P (κ))} is not meet-admissible. In particular, if
P  Q, then RP ∩ RQ 6= ∅, so RP ⊆ RQ. Therefore (RP )P∈Pκ(P (κ)) ∈lim←− Pκ(P (κ)).
Thus {RP |P ∈ Pκ(P (κ))} is a κ-ultrafilter on κ, and since {RP |P ∈ Pκ(P (κ))} is not
meet-admissible, the ultrafilter {RP |P ∈ Pκ(P (κ))} is non-principal. 
Superstable Boolean partition algebras satisfy distributivity properties related to
resplendence. In fact, superstable locally refinable Boolean partition algebras satisfy
distributivity properties much stronger than resplendence.
Theorem 3.4.16 Let (B,F ) be a Boolean partition algebra. Then the following are
equivalent.
1. (B,F ) is superstable.
2. Let I be an index set. Let Ci ⊆ B be a join-admissible set for i ∈ I. Assume
that whenever xi ∈ Ci for i ∈ I, the set {xi|i ∈ I} is meet-admissible. Then {
∨
Ci|i ∈
I} is meet-admissible if and only if {∧i∈I xi|xi ∈ Ci for i ∈ I} is join-admissible.
Furthermore, if {∨Ci|i ∈ I} is meet-admissible, then
∧
i∈I
∨
Ci =
∨
{
∧
i∈I
xi|xi ∈ Ci for i ∈ I}.
3. Let I be an index set. Let Ci ⊆ B be a join-admissible set for i ∈ I. Assume
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that whenever xi ∈ Ci for i ∈ I, the set {xi|i ∈ I} is meet-admissible. If {
∧
i∈I xi|xi ∈
Ci for i ∈ I} is join-admissible, then {
∨
Ci|i ∈ I} is meet-admissible and
∧
i∈I
∨
Ci =
∨
{
∧
i∈I
xi|xi ∈ Ci for i ∈ I}.
Proof. 1 → 2. Assume that Ci ⊆ B is join-admissible for i ∈ I and whenever
xi ∈ Ci for i ∈ I then {xi|i ∈ I} is meet-admissible. Then ι(
∨
Ci) =
⋃
ι[Ci] and
ι(
∧
i∈I xi) =
⋂
i∈I ι(xi) whenever xi ∈ Ci for i ∈ I. We note that⋂
i∈I
ι(
∨
Ci) =
⋂
i∈I
⋃
ι[Ci]
=
⋃
{
⋂
i∈I
ι(xi)|xi ∈ Ci for i ∈ I} =
⋃
{ι(
∧
i∈I
xi)|xi ∈ Ci for i ∈ I}.
Therefore {∨Ci|i ∈ I} is meet-admissible if and only if ⋂i∈I ι(∨Ci) ∈ ι[B] if and
only if
⋃{ι(∧i∈I xi)|xi ∈ Ci for i ∈ I} ∈ ι[B] if and only if {∧i∈I xi|xi ∈ Ci for i ∈
I} is join-admissible. Furthermore, if {∨Ci|i ∈ I} is meet-admissible, then since⋂
i∈I ι(
∨
Ci) =
⋃{ι(∧i∈I xi)|xi ∈ Ci for i ∈ I} ∈ ι[B], we obtain the distributivity
law ∧
i∈I
∨
Ci =
∨
{
∧
i∈I
xi|xi ∈ Ci for i ∈ I}.
2→ 3. This direction is trivial.
3→ 1. We shall prove this direction by contrapositive. Assume that (B,F ) is not
superstable. Then there is a proper F -filter Z that is not extendible to an F -ultrafilter.
Let I = {(p,R)|p ∈ F,R ∈ p],∨R ∈ Z}. Let Cp,R = R whenever (p,R) ∈ I. Then
each set Cp,R is join-admissible.
Now assume that xp,R ∈ Cp,R whenever (p,R) ∈ I. We claim that there are
(p,R), (q, S) ∈ I where xp,R ∧ xq,S = 0. Assume to the contrary that xp,R ∧ xq,S 6= 0
whenever (p,R), (q, S) ∈ I. If (p,R), (p, S) ∈ I, then xp,R ∧ xp,S 6= 0, so since
xp,R, xp,S ∈ p, we have xp,R = xp,S. Therefore for each p ∈ F there is some yp ∈ p
where xp,R = yp whenever (p,R) ∈ I. Furthermore, because xp,R ∧ xq,S 6= 0 whenever
(p,R), (q, S) ∈ I, we get yp ∧ yq 6= 0 whenever p, q ∈ F . If p  q, then 0 < yp ∧ yq ≤
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φp,q(yp) ∧ yq, so φp,q(yp) = yq. Thus (yp)p∈F ∈lim←− F , so {yp|p ∈ F} is an F -ultrafilter.
Now assume that b ∈ Z. Then b 6= 0, so there is some p ∈ F with b ∈ p. Now
(p, {b}) ∈ I, and xp,{b} ∈ {b}, hence xp,{b} = b, thus yp = b, so b ∈ {yp|p ∈ F}. We
conclude that Z ⊆ {yp|p ∈ F}. This contradicts the fact that Z is not extendible to an
F -ultrafilter. Hence xp,R∧xq,S = 0 for some pair (p,R), (q, S) ∈ I, so {xp,R|(p,R) ∈ I}
is meet-admissible with
∧
(p,R)∈I xp,R = 0. Therefore, the set
{
∧
(p,R)∈I
xp,R|xp,R ∈ Cp,R whenever (p,R) ∈ I}
is join-admissible with
∨
{
∧
(p,R)∈I
xp,R|xp,R ∈ Cp,R whenever (p,R) ∈ I} = 0.
Clearly, {∨Cp,R|(p,R) ∈ I} ⊆ Z. Furthermore, if b ∈ Z, then there is some
partition p with b ∈ p, so (p, {b}) ∈ I, and b = ∨Cp,{b}. Therefore {∨Cp,R|(p,R) ∈
I} = Z. Now, for the sake of contradiction, assume that {∨Cp,R|(p,R) ∈ I} is
meet-admissible and
∧
(p,R)∈I
∨
Cp,R =
∨
{
∧
(p,R)∈I
xp,R|xp,R ∈ Cp,R whenever (p,R) ∈ I}.
Then Z is meet-admissible and
∧
Z = 0, so 0 ∈ Z. This is a contradiction since we
assumed that Z was a proper F -ideal. 
Remark 3.4.17 By examining the proof of Theorem 3.4.16, it is easy to see that
there are several minor variants to the conditions 2. and 3. in Theorem 3.4.16 that
are equivalent to superstability.
Remark 3.4.18 In the paper [3], Bruns gives similar conditions for when a Boolean
algebra with specified least upper bounds is representable as an algebra of sets. How-
ever, the conditions in Theorem 3.4.16 are stronger.
Lemma 3.4.19 Let (X,M) be a complete partition space such that B∗(X,M) is su-
perstable and locally refinable. Then M contains all partition of X into clopen sets.
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In particular, B∗(X,M) is the collection of all clopen subsets of X.
Proof. Since B∗(X,M) is superstable and locally refinable, the space (X,M) is
supercomplete. Therefore by [6][Ch 7. Thm 41, p. 140] the uniformity M is the fine
uniformity, so M contains all partitions of X into clopen sets. 
Theorem 3.4.20 Let (B,F ) be a Boolean partition algebra. Then the following are
equivalent.
1. (B,F ) is precomplete and superstable.
2. Let I be an index set. Let Ci ⊆ B be a join-admissible set for i ∈ I. Assume
that whenever xi ∈ Ci for i ∈ I, then {xi|i ∈ I} is meet-admissible. Then
i. {∨Ci|i ∈ I} is meet-admissible,
ii. {∧i∈I xi|xi ∈ Ci for i ∈ I} is join-admissible, and
iii.
∧
i∈I
∨
Ci =
∨
{
∧
i∈I
xi|xi ∈ Ci for i ∈ I}.
Proof. 1 → 2 Since (B,F ) is precomplete, the total local refinement (B,F (∞)) is
subcomplete and superstable and locally refinable, and the join-admissible and meet-
admissible sets are unchanged. Therefore, we may assume that (B,F ) is subcomplete
superstable and locally refinable. Since (B,F ) is subcomplete superstable and locally
refinable, we may assume that (B,F ) = B∗(X,M) for some complete partition space
(X,M). In this case, by superstability, a subset C ⊆ B∗(X,M) is join-admissible if
and only if
⋃
C ∈ B∗(X,M), and a subset C ⊆ B∗(X,M) is meet-admissible if and
only if
⋂
C ∈ B∗(X,M). Now assume that I is an index set and Ci ⊆ B∗(X,M)
is join-admissible for i ∈ I, and {Ri|i ∈ I} is meet-admissible whenever Ri ∈ Ci
for i ∈ I. Then ⋃Ci ∈ B∗(X,M) for i ∈ I and ⋂i∈I Ri ∈ B∗(X,M) whenever
Ri ∈ Ci for i ∈ I, and
∨
Ci =
⋃
Ci for i ∈ I and
∧
i∈I Ri =
⋂
i∈I Ri. Furthermore,⋃{⋂i∈I Ri|Ri ∈ Ci for i ∈ I} = ⋂i∈I ⋃Ci. Since ⋃Ci ∈ B∗(X,M), the set ⋃Ci
is clopen for i ∈ I, so the set ⋂i∈I ⋃Ci is closed being the intersection of clopen
sets. Meanwhile, if Ri ∈ Ci for i ∈ I, then the set
⋂
i∈I Ri is clopen as well since
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⋂
i∈I Ri ∈ B∗(X,M). Therefore
⋃{⋂i∈I Ri|Ri ∈ Ci for i ∈ I} is open being the union
of open sets. Since
⋃{⋂i∈I Ri|Ri ∈ Ci for i ∈ I} = ⋂i∈I ⋃Ci, the set ⋂i∈I ⋃Ci is
clopen. Therefore,
⋂
i∈I
⋃
Ci =
⋃{⋂i∈I Ri|Ri ∈ Ci for i ∈ I} ∈ B∗(X,M) by Lemma
3.4.19. We conclude that
i. {⋃Ci|i ∈ I} = {∨Ci|i ∈ I} is meet-admissible,
ii. {⋂i∈I Ri|Ri ∈ Ci for i ∈ I} = {∧i∈I Ri|Ri ∈ Ci for i ∈ I} is join-admissible,
and
iii. ∧
i∈I
∨
Ci =
⋂
i∈I
⋃
Ci
=
⋃
{
⋂
i∈I
Ri|Ri ∈ Ci for i ∈ I} =
∨
{
∧
i∈I
Ri|Ri ∈ Ci for i ∈ I}
2 → 1 We shall prove this direction by contrapositive. If we assume that (B,F )
is not superstable, then 2 cannot hold by Theorem 3.4.16. Now assume that (B,F )
is not precomplete. Then (B,F (∞)) has the same join-admissible sets and meet-
admissible sets as (B,F ), but (B,F (∞)) is not subcomplete. Therefore there is some
p ∈ F (∞) and some subset R ⊆ p that does not have a least upper bound. Let
V = {S|R ⊆ S ⊆ p,∨S exists}. Then each S ∈ V is join-admissible, and whenever
xS ∈ S for S ∈ V , then {xS|S ∈ V } is meet-admissible. However, the set {
∨
S|S ∈ V }
is not meet-admissible, otherwise
∧{∨S|S ∈ V } = ∨R, a contradiction. 
Corollary 3.4.21 Let κ be a regular cardinal. Let B be a κ-complete Boolean algebra.
Then the following are equivalent.
1. B is strongly κ-representable.
2. Let I be an index set. Let Ci ⊆ B be a subset where |Ci| < κ for i ∈ I. Assume
that whenever xi ∈ Ci for i ∈ I, then there is a J ⊆ I with |J | < κ and where
∧
j∈J xj
is a lower bound of {xi|i ∈ I}. Then
i. there is a J ⊆ I where |J | < κ and ∧j∈J ∨Cj is a lower bound of {∨Ci|i ∈ I},
ii. there is a K ⊆ ∏i∈I Ci with |K| < κ and where ∨{∧i∈I ai|(ai)i∈I ∈ K} is an
upper bound of {∧i∈I ai|(ai)i∈I ∈∏i∈I Ci}, and
iii.
∧
j∈J
∨
Ci =
∨{∧i∈I ai|(ai)i∈I ∈∏i∈I Ci}.
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Proof. See the proof of Theorem 3.4.16. 
Definition 3.4.22 A cardinal κ is said to be strongly compact if every κ-complete
filter on a set is extendible to a κ-complete ultrafilter.
We have the following characterization of strongly compact cardinals. A similar
characterization holds for weakly compact cardinals.
Corollary 3.4.23 Let κ be a regular cardinal. Then the following are equivalent.
1. κ is strongly compact.
2. Let I be an index set. Let Ci be a collection of sets with |Ci| < κ for i ∈ I.
Assume that whenever Ri ∈ Ci for i ∈ I there is a J ⊆ I with |J | < κ and where⋂
j∈J Rj =
⋂
i∈I Ri. Then
i. There is a subset J ⊆ I where |J | < κ and where ⋂j∈J ⋃ Cj = ⋂i∈I ⋃ Ci, and
ii. There is a collection F of choice functions f with domain I and where f(i) ∈ Ci
for i ∈ I where |F| < κ and where
⋃
f∈F
⋂
i∈I
f(i) =
⋃
{
⋂
i∈I
Ri|Ri ∈ Ci for i ∈ I}.
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Appendix A - Summary of further results
In this appendix, I will briefly go over results on Boolean partition algebras not covered
in this dissertation along with notions related to Boolean partition algebras.
In section 2.3, it is mentioned that subcomplete Boolean partition algebras are
essentially point-free surjective inverse systems. We shall now formalize the intuitive
idea that subcomplete Boolean partition algebras are essentially surjective inverse lim-
its of sets. Let PF denote the category of inverse systems of sets ((Xd)d∈D, (fd,e)d,e∈D,d≤e)
where each fd,e is surjective. We define the set of homomorphisms by
Hom((Xd)d∈D, (Ye)e∈E) =lim←−,e∈E
lim
−→,d∈DHom(Xd, Ye)
in which there are canonical notions of morphisms between the sets in the direct
limits and inverse limits. The composition between morphisms in PF is defined in
a natural way. The category PF is a full subcategory of the category of all pro-sets
(the category of pro-sets it the category of all inverse systems of sets). See [14] for
more information on pro-sets and the pro-completion of other categories.
Theorem 3.4.24 The category PF is contravariantly equivalent to the category of
subcomplete Boolean partition algebras.
In this duality the correspondences are defined as follows. If (B,F ) is a subcomplete
Boolean partition algebra, then F is a surjective inverse limit of sets with transitional
mappings φp,q : p → q whenever p  q. If (Xd)d∈D ∈ PF, then the direct limit
lim
−→,d∈DP(Xd) of Boolean partition algebras is the corresponding Boolean partition
algebra. The rest of the proof of the equivalence between these two categories consists
mainly of technical details.
This duality not only gives intuition behind the notion of a Boolean partition
algebra, but it also makes objects in PF and more generally in all pro-sets much
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easier to handle. While the objects in PF are fairly easy to describe, the morphisms
PF are difficult to grasp and handle being the inverse limit of a direct limit of sets
of homomorphisms. This difficulty arises because unlike many categories, objects in
PF are not structures built over sets but rather they are inverse systems. With this
duality, one is able to translate the category PF into the category of subcomplete
Boolean partition algebras where the morphisms between Boolean partition algebras
are simply functions and the composition of morphisms in the category of Boolean
partition algebras is simply the ordinary composition of functions.
Boolean partition algebras can also be interpreted as “point-free uniform spaces.”
In order to formalize the notion of a point-free topological space and a point-free
uniform space, one will need concepts from lattice theory. We define a frame to be a
complete lattice L that satisfies the following distributive law
x ∧
∨
i∈I
yi =
∨
i∈I
(x ∧ yi).
Frames are the main object of study in point-free topology. Observe that the open sets
in any topological space form a frame, and most of the information of a topological
space is contained in the lattice of open sets. In fact, any Hausdorff space X can be
completely reconstructed from the frame of open subsets of X. Therefore, the notion
of a frame is a generalization of the notion of a topological space. Furthermore, many
concepts in general topology can be formulated in terms of frames such as regularity,
complete regularity, normality, paracompactness, compactness, connectedness, zero-
dimensionality, etc. In fact, many results in point-free topology are much stronger
than their point-set analogues, so in some sense point-free topology is more well
behaved than point-set topology. Also, the notion of a uniform space has a point-free
analogue called a uniform frame. See the books [9],[17] for information on point-free
topology.
If (B,F ) is a Boolean partition algebra, then the lattice Id(B,F ) of F -ideals
is an ultraparacompact frame. In fact, the category of subcomplete locally refin-
able Boolean partition algebras is equivalent to the category of all ultraparacompact
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frames. More generally, the category of subcomplete Boolean partition algebras is
equivalent to the category of ultracomplete uniform frames. From this representation
of ultracomplete uniform frames, we can conclude that every ultracomplete uniform
frame is ultraparacompact.
The notion of a Boolean partition algebra can be generalized to the notion of a
Boolean covering algebra. Essentially, a Boolean covering algebra is like a Boolean
partition algebra except we replace the notion of a partition with the notion of a
cover (i.e. a subset C of the Boolean algebra with
∨
C = 1). A Boolean covering
algebra is essentially a Boolean algebra along with a collection of distinguished least
upper bounds. Some of the results on Boolean partition algebras can be generalized to
Boolean covering algebras including Theorem 3.4.16 that shows that superstability is
equivalent to a strong distributivity property. The equivalence between the category
of ultraparacompact frames and Boolean partition algebras may be generalized to all
zero-dimensional frames. The category of zero-dimensional frames is equivalent to the
category of all subcomplete locally refinable Boolean covering algebras.
The notion of join-admissibility in section 3.3 can be generalized to structures called
admissibility systems, LUB-systems, and LUB-based lattices. In these structures, we
have an abstract notion of a join-admissible set over any poset. The notion of an
admissiblity system is related to lattice theory, point-free topology, and even ordered
topological spaces. Furthermore, it turns out that the category of Boolean covering
systems is isomorphic to the category of all Boolean admissibility systems.
We shall now outline a generalized ultrapower construction using Boolean partition
algebras. Assume (B,F ) is a subcomplete Boolean partition algebra and U is an
ultrafilter on the Boolean algebra B. Then for each p ∈ F , let Up = {R ⊆ p|
∨
R ∈ U}.
Then each Up is an ultrafilter on the set p. Therefore, we are able to speak of an
ultrapower Ap/Up for each first order structure A. Furthermore, the transitional
mappings φp,q : p → q induce elementary embeddings from Aq/Uq to Ap/Up. We
conclude that systems (Ap/Up)p∈F is a directed system of elementarily embedded
structures. We therefore define the Boolean partition algebra ultrapower (or, more
concisely BPA-ultrapower)A(B,F )/U to be the direct limit of ultrapowers lim−→Ap/Up.
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The Boolean partition algebra ultrapower satisfies the properties that one would like
in an ultrapower. The canonical embeddings A → A(B,F )/U ,Ap/Up → A(B,F )/U are
elementary embeddings. In a similar fashion to this ultrapower construction, one
may use subcomplete Boolean partition algebras to construct reduced powers. We
take note that subcompleteness is necessary for this ultrapower construction since Up
can only be an ultrafilter if the partition p is subcomplete.
The BPA-ultrapower construction is a generalization of most ultrapower construc-
tions including the Boolean ultrapower construction [13] and the limit ultrapower
[10],[11]. However, it should be noted that the correspondence between limit ultra-
powers and BPA-ultrapowers requires the duality between Boolean partition algebras
and uniform spaces. It should be noted that the limit ultrapower and BPA-ultrapower
are in the following sense the most general ultrapower constructions. A complete struc-
ture is a first order structure A such that every function is a fundamental operation
and every relation is a fundamental relation. Keisler showed in [11] that every elemen-
tary extension of a complete first order structure can be realized as a limit ultrapower
(and hence as a BPA-ultrapower). In a similar sense, the BPA-reduced power is the
most general reduced power construction.
Even though the BPA-ultrapower is very general, BPA-ultrapowers behave very
algebraically and they are very versatile. For instance, partition homomorphisms
between Boolean partition algebras induce elementary embeddings between their cor-
responding BPA-ultrapowers. More precisely, if φ : (B,F ) → (C,G) is a partition
homomorphism between subcomplete Boolean partition algebras and U ⊆ C is an
ultrafilter, then for each first order structure A, the mapping φ induces an elementary
embedding φ◦ : A(B,F )/φ−1[U ]→ A(C,G)/U . Also, the direct limit of a system of BPA-
ultrapowers can often be represented nicely as a single BPA-ultrapower. One can even
represent an iterated BPA-ultrapower as a single BPA-ultrapower. More specifically,
if (B,F ), (C,G) are subcomplete Boolean partition algebras and U ⊆ B,V ⊆ C are
ultrafilters, then there is a subcomplete Boolean partition algebra (B,F )(C,G) and an
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ultrafilter UV ⊆ (B,F )(C,G) such that for every first order structure A, we have
(A(B,F )/U)(C,G)/V ' A(B,F )(C,G)/UV .
A similar result holds for the ultraproduct of BPA-ultrapowers.
Theorem 3.4.25 Let I be a set and let U be an ultrafilter on I. For each i ∈ I,
let (Bi, Fi) be a Boolean partition algebra and let Ui ⊆ Bi be an ultrafilter. Let
V ⊆ ∏i∈I Bi be the ultrafilter where (bi)i∈I ∈ V if and only if {i ∈ I|bi ∈ Ui} ∈ U .
Then for each first order structure A, we have
∏
i∈I
(A(Bi,Fi)/Ui)/U ' A
∏
i∈I(Bi,Fi)/V .
117
Appendix B - Table of preservation of properties
Here we summarize when a certain operation on Boolean partition algebras preserves a certain
property of Boolean partition algebras. These facts are not difficult to prove or they have been
proven already in this work.
Table 3.1: Table of preservation of properties
(B,F ), (Bi, Fi) Stable Subcomplete Precomplete Locally Refinable Superstable
Quotients No Yes Yes Yes Yes
Subalgebras Yes No No Yes No
Products Yes Yes Yes Yes Yes
Subcompletion Yes Yes Yes Yes Yes
Stabilization Yes Yes Yes Yes Yes
(B,F (∞)) Yes No Yes Yes Yes
(B,F )  a Yes Yes Yes Yes Yes
B∗(S∗(B,F )) Yes Yes Yes Yes Yes
(B,G) : G ⊆ F Yes Yes Yes No No
({0} ∪⋃G,G):
G is a filter in F Yes Yes No No No
(B,G) : F ⊆ G No No No No No
(B,CU (F )) Yes No No Yes Yes
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Appendix C - Chart of categories
The following is a table of categories related to Boolean partition algebras. Equivalent categories
are put in the same box.
Table 3.2: Chart of categories
Ultraparacompact
spaces; subcom-
plete superstable
locally refinable BPAs
Ultraparacompact
frames; subcomplete
locally refinable BPAs
Subcomplete superstable
BPAs;supercomplete
non-Archimedean
uniform frames
subcomplete sta-
ble BPAs;complete
non-Archimedean
uniform spaces
zero-dimensional
frames;subcomplete
locally refinable BCAs
subcomplete
BPAs;surjective inverse
systems;ultracomplete
uniform frames
Pro-sets;some pro-
filters;Varieties
generated by infi-
nite primal algebras
Locally refin-
able BCAs;zero-
dimensional frames
with a Boolean basis
zero-dimensional spaces;
subcomplete superstable
locally refinable BCAs
BPAs
Boolean covering
algebras (BCAs)
admissibility
systems;LUB-
systems;LUB-
based lattices
closure sys-
tems;based lattices
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B  a, 5
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F -subalgebra, 42
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F/Z, (B,F )/Z, 45
F  a, 68
F (α), 70
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H(X), 83
Jp(Z), 85
Kp(I), 85
L :lim←− F → S∗(B,F ), 22
M : S∗(B,F )→lim←− F , 22
R+, 11
S(B), S(φ),B(X),B(f), 7
S∗(B,F ), 20
S∗(φ), 32
Sκ(B), 8
αa, 5
αp,q, 87
Pˆ , 84
pˆ, 86
ι : (B,F )→ P (S∗(B,F )), 23
κ-Boolean algebra, 8
κ-algebra of sets, 8
κ-filter, 8
κ-ideal, 8
κ-representable Boolean algebra, 8
P(B), 12
P∗(B), 64
Pλ(B), 14
L(R), 93
P(X), 18
RO(X), 16
B∗(B,F ), 15
B∗(f), 32
F ∝ x, 25
F→ x, 25
φ], 90
φA,B, 11
pii, 4
ψ : (B,F )→ B∗(S∗(B,F )), 29
Fi(B,F ), 47
Id(B), 96
Id(B,F ), 47
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Id(φ), 90
p˜, 86
↑ a, ↓ a, 4
lim
←−φ, 37
f ′′, f−1, 4
p-adic norm, 26
p∗, 19
p], 18
accumulating filterbase, 25
admissible, 76
admissible family of partitions, 101
admissibly closed subalgebra, 80
Boolean algebra, 5
Boolean covering algebra, 115
Boolean partition algebra, 14
Boolean ring, 5
Boolean space, 7
BPA-ultrapower, 115
Cauchy filterbase, 25
cellular, 11
clopen set, 7
closure operator, 50
closure system, 51
complete partition, 64
complete uniform space, 25
congruence, 6
convergent filterbase, 25
direct limit, 10
directed set, 9
directed system, 10
discrete uniformity, 26
distributive lattice, 5
downwards directed set, 9
entourage, 23
extended partition, 12
extremally disconnected space, 37
filter, 5
filterbase, 5
frame, 114
full subcategory, 55
Galois connection, 52
Hausdorff metric, 84
hyperspace, 83
incompatible, 11
inverse limit, 9
inverse system, 9
join-admissible set, 93
lattice, 4
locally refinable, 68
lower set, 4
measurable cardinal, 106
measurable transformation, 59
meet-admissible set, 93
non-Archimedean uniform space, 26
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paracompact space, 83
partial resplendence closure, 102
partially resplendent Boolean partition al-
gebra, 102
partition, 12
partition homomorphism, 16
partition space, 26
partition space duality, 30
partition subspace, 27
partitional map, 16
precomplete Boolean partition algebra, 64
pro-sets, 113
product Boolean partition algebra, 67
reflective subcategory, 56
regular open set, 16
resplendence closure, 102
resplendent Boolean partition algebra, 101
semialgebra of sets, 62
semilattice, 4
separated uniform space, 23
stabilization, 48
stabilizing filter, 48
stable, 21
strongly κ-representable Boolean algebra,
8
strongly compact cardinal, 112
subcomplete, 13, 14
subcompletion, 55
supercomplete uniform space, 83
superstable Boolean partition algebra, 48
total local refinement, 69
totally bounded uniform space, 33
ultrafilter, 6
ultrametric, 26
ultraparacompact space, 83
uniform partition, 26
uniform space, 23
uniformly continuous function, 23
upwards directed set, 9
weak F -subalgebra, 40
zero-dimensional space, 7
124
