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ACCIDENT ANALYSIS AND PREVENTION: 
COURSE NOTES 1987188 
A. J. Nicholson 
and 
M.R. Tight 
PREFACE 
This report consists of the notes from a series of lectures given by the authors for a 
course entitled Accident Analysis and Prevention. The course took place during the 
second term of a one year Masters degree course in Transport Planning and 
Engineering run by the Institute for Transport Studies and the Department of Civil 
Engineering at  the University of Leeds. The course consisted of 18 lectures of 
which 16 are reported on in this document (the remaining two, on Human Factors, 
are not reported on in this document as no notes were provided). Each lecture 
represents one chapter of this document, except in two instances where two lectures 
are covered in one chapter (Chapters 10 and 14). The course first took place in 
1988, and at the date of publication has been run for a second time. This report 
contains the notes for the initial version of the course. A number of changes were 
made in the content and emphasis of the course during its second run, mainly due 
to a change of personnel, with different ideas and experiences in the field of 
accident analysis and prevention. It is likely that each time the course is run, there 
will be significant changes, but that the notes provided in this document can be 
considered to contain a number of the core elements of any future version of the 
course. 
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1. INTRODUCTION 
1.1. BASIC DEFINITIONS 
Accident - an event occurring on a public roadway or footway, and 
involving a vehicle and personal injury or property damage 
- injury accidents and non-injury (property -damage-only) 
accidents 
- generally, only injury accidents must be reported and often 
accident statistics relate to injury accidents only 
Injury - fatal, if person dies within specified time of Severity event (30 
days for Great Britain) 
- serious, if person is either detained in hospital as "in-patient" or 
suffers fractures, concussion, internal injuries, crushings, severe 
cuts and lacerations, severe shock, or death after specified time 
limit 
- minor (slight), if not fatal or serious (e.g. sprain, bruise, minor 
cuts, minor shock). 
Accident - based on severity of injury to most severely injured participant 
Severity 
Participants - generally classified according to whether driver, passenger, rider 
(of pedal cycle, motor cycle, or animal) or pedestrian 
- "road user" incorporates all classes of participants 
Vehicles - generally classified as cars, goods vehicles (heavy or light), 
two-wheel motor vehicles (motor scooters and motor cycles) and 
pedal cycles 
Accident - generally classified according to whether in a 
Location 
(i) "built-up" or urban area; on roads with permanent speed 
limit of 40 mph or less (say) 
(ii) "non built-up" or rural area; on roads with permanent 
speed limit greater than 40 mph (say) 
Accident time - generally classified according to whether in 
(i) day-time (e.g. 30 min. before sunrise to 30 min. after 
sunset) 
(ii) night-time (e.g. 30 min. after sunset to 30 min. before 
sunrise) 
1.2. THE ACCIDENT SITUATION IN GREAT BRnAIN 
Described in the documents (published annually by the Department of Transport) 
(1) Road Accidents Great Britain 
(2) Road Accident Statistics English Regions 
(3) Road Accidents: Scotland 
(4) Road Accidents: Wales 
Items 2-4 supplement item 1, and concentrate on data of most use to traffic 
engineers, planners and administrators in local and regional government. All four 
documents are based on analysis of data in the accident report form (Stats 19). 
The situation in Great Britain has been changing with time, with changes in factors 
such as population, the number of vehicles, and vehicle use (see Figure 1). 
It should be noted that aggregate statistics (for all road users) masks the variability 
that exists between road users (see Figure 2). Further disaggregation of the data 
for each class of user, according to age (say), reveals that there is considerable 
variation between groups within the same user class (see Figure 3). 
1.3. INTERNATIONAL. COMPARISONS 
Comparisons of accident situations in different countries is &aught with danger, due 
to 
(1) variations in definitions in injury severity; for instance, the specified time 
limit for a fatal injury varies from 3 days (Greece, Austria) to 12 months 
(Canada), with 30 days being most common. 
(2) variations in accident reporting requirements. 
(3) variations in the reporting rate; the reporting rate may vary considerably 
according to the accident severity and the class of participant. 
A study of the time interval between the accident and death, for fatal accidents in 
Great Britain in 1985, has revealed that 
(1) death occurs more quickly for non built-up roads (68%, 86%, 95%, 99% and 
100% within 1 hour, 12 hours, 5 days, 15 days and 23 days, respectively) 
(2) death occurs less quickly for built-up roads (53%, 7356, 90%, 97% and 100% 
within 1 hour, 12 hours, 5 days, 15 days and 25 days, respectively) 
Hence, a 30 day period seems appropriate, and using such information, the number 
of deaths for countries using a different period can be adjusted. 
Comparisons between countries are generally in terms of deaths, injuries or 
accidents per head of population, vehicle or vehicle-kilometres (a measure of vehicle 
usage). Some such rates are not an ideal basis for comparison (see Andreassen, 
Traffic Engineering and Control, November 1985), but there are practical d%culties 
obtaining some data in some countries. Table 1 shows the results of a recent 
international comparison. - 
A. . 
2 
I-a &I-& 
1. I n t e r n a t i o n a l  compar i sons  of road deaths:  number ,  and ra tes  for d i f f e r e n t  r o a d  users: 
by selected countr ies:  1985 
Nunber o f  Motor vehicles Road deaths Road deaths Car user Pedestrian 
road deaths1 per 1,000 per 100,000 per 10,000 deaths per deaths per 
population population motor 100 m i l l i o n  100.000 
vehicles car kilometres pap la t ion  
England 
Ua 1 es 
Scotland 
Great B r i t a i n  
Northern Ireland 
United Kingdom 
Belgiun 1,801 415 18.3 4.4 2.7' 7 d  3.3 
Dermark 772 381 15.1 4.0 1 . 2 ~ ~  2.5 
Federal Republic of  Germany 8,400 493 13.8 2.8 1.3 2.9 
France 11,387 510 20.7 4.lZb 3 . 1 ~ '  3.1 
Greece 1 , 9 0 8 ~  206 19.3' 10.1 . . 4.92 
I r i s h  Republic 
I t a l y  
Luxenbwrg 
Netherlands 
Portugal 
Spain 
Austr ia 
Czechoslovakia 
Finland 
German Democratic Reprblic 
H w a r y  
Norway 
Poland 
Sueden 
Suitzerland 
Yugoslavia 
Austra l ia 2.942 -. 18.7 3.2 . . 3.4 
Camda 3,9142 5 9 1 ' ~  1 5 . 6 ' ~  2.6' . . 2.2' 
Japan 12,039 400 10.0 2.5 . . 2.9 
New Zealand 747 607 22.7 3.7 
. . 3.8 
United States o f  America 43,795 727? 18.3 2.6' l . l C  2.8 
In accordance u i t h  the camwxlly agreed internat ional  def in i t ion,  most c w n t r i e s  define a f a t a l i t y  as being due 
t o  a road accident if death occurs uithin 30 days of the accident. The o f f i c i a l  road accident s ta t i s t i c s  of sane 
cwn t r i es  houever, Limit the f a t a l i t i e s  t o  those occurring u i t h i n  shorter pericds a f t e r  the accident. Nunbers of 
deaths and death rates i n  the above table have been adjusted according t o  the factors used by the E c o m i c  
Comnission for  Europe and the European Conference of Ministers of Transport, t o  represent standardised 30-day 
deaths: France ( 6  days) + 9%; I t a l y  (7 days) +7X; Greece, Austr ia (3 days) +12X; Spain, Japan (24 hours) +3OX; 
Canada. Suitzerland (1 year) - 5%; Portugal Cat the scene) +35X 
See a r t i c l e  15, which analyses the time t o  d i e  a f t e r  a road accident. This a r t i c l e  estimates the percentage of 
deaths occurring u i t h i n  a speci f ied nurhr of days a f te r  a road accident. The resu l ts  obtained from th i s  study 
may a t  s m  stage influence the adjustment factors used i n  t h i s  table t o  standardise road accident deaths to 
the agreed internat ional  d e f i n i t i o n  o f  death w i t h i n  30 days 
1984 
1983 
' 1981 
excluding mopeds 
excluding l o r r i e s  
' nationals'  vehicles only 
t r a f f i c  on state roads only 
including t r a f f i c  on pr iva te  roads 
" including nationals'  cars abroad 
excluding a l l  two wheel motor vehicles 
i n t e r c i t y  transpcrt 
revised 
FI kv R L  
1: Population, vehicles licensed, accidents, traffic and 
casualities: 1926-1986 
(Logarithmic Scale) 
Population and Number of Vehicles 
IMillions) Accidents and Casualties IThourandrl 
1926 1930 1935 1940 1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 
X See Nare to Table I 


2. THE DRIVER, THE VEHICLE AND THE ROAD ENVIRONMENT 
2.1. INTRODUCTION 
The driver-vehicle-road environment system is rather complex. It is convenient to 
consider it as 3 interacting sub-systems: 
3 "' ""' "\, the vehicle the road environment 
Accidents arise from the interaction of 2 or 3 of the sub-systems. Traffic engineers 
should have a clear understanding of 
(1) the elements of each sub-system, and 
(2) how each sub-system interacts with the other two. 
2.2. THE USER 
The elements of the user sub-system are either phvsioloeical or psvchological, and 
include 
Phvsiological Psvchological 
the nervous system motivation 
vision intelligence 
hearing learninglexperience 
stability sensations emotion 
other senses (eg touch, smell) maturity 
modifiers (eg fatigue, drugs) conditioninghabits 
User behaviour is derived from the interaction of the above human factors amongst 
themselves, subject to other factors, including those related to the vehicle and road 
environment sub-systems 
Nervous Svstem 
The central part of the nervous system contains about 2000 million cells. Different 
parts of the brain are concerned primarily with different functions, there being 
single master central control i.e. it is a system maintained by the effectiveness of 
intercommunicating parts. 
The basic unit of the nervous system is the neurone, of which there are two types 
(1) motor (for muscle control - messages h m  brain) 
(2) sensory (sense external environment - message to brain) 
vision 
The eye is the primarv sensorv organ for road users. 
The visual field for normal sight is approximately 
180° horizontally 
145' vertically 
There are various cones of vision 
(1) cone of readina vision - 2%" horizontally and2S0 vertically 
(2) cone of acute vision - 6" horizontally and 4" vertically 
(3) cone of sensitive vision - 20" horizontally and 13" vertically 
The above cones constitute the central field of vision, and the eye can detect the 
details of obiects within the central field. 
As well, there is the remainder of the visual field, giving rise to peripheral vision. 
Objects within the peripheral limits (180° horizontally and 145" vertically) can be 
detected readily, if those objects are sufficiently stimulating. 
For example, a child moving from the footpath may be initially detected by 
peripheral vision, and the driver can shift his gaze, in order to focus upon the point 
of activity. 
Both central and peripheral vision are important to road uses, with peripheral vision 
being particularly important with regard to meed iudgement and steering. 
Visual acuity is the ability to discern details, and an adequate level of visual acuity 
is required before drivers are licensed. (Snellen visual acuity test) 
Vision is afTected by movement. As speed increases, drivers focus on objects further 
away. As the focal point distance increases, the visual field decreases (i.e. 
peripheral vision is reduced) 
speed focal point distance field of vision 
( k d )  (metres) 
40 180 100° 
Also, as speed increases, concentration increases and detailed scanning is reduced 
(i.e. the point of focus shifts less). 
Linear streaming is the term applied to the linear 'exvansion' of objects in the field 
of vision. The apparent rate of displacement of objects increases as the object moves 
away from the centre of the visual field, assuming that the driver is looking in the 
direction of travel. In the case of linear streaming, moving objects will appear as 
marked discontinuities, and will be readily detected. 
However, if the driver's eyes are directed away from the direction of movement, then 
the detection of moving objects is difficult, unless they are within the immediate 
vicinity of the point of focus. That is, 'vulnerability' increases whenever drivers' 
eyes are not directed in the direction of movement (e.g. higher accident rates at 
intersections, where drivers must look for cross-traffic). 
- 
- .  
During driving, the point of fixation will move regularly, and vision is poor during 
such shifts. 
shift time 0.15 - 0.33 sec 
fixation time 1 0.10 - 0.30 sec 
The frequency of shifts will depend upon the driving situation. Also, blinking occurs 
about 5 times per minute (if lower, then fatigue results) and vision is lost for about 
0.3 sec during each blink. 
Driver vision can be reduced massively by glare, especially glare from approaching 
headlights - perhaps to only about 30% of the no-glare vision. Also, changes in the 
level of light cause the pupils to either contract or dilate. The contraction time is 
fairly short, but the dilation time can be considerable. 
about 2% sec for 90% contraction 
about 200 sec for 90% dilation 
Therefore, a change from light to dark (e.g. upon entering a tunnel) is a critical 
time for drivers. 
Hearing 
The sense of hearing is generally much less important to road users than is vision, 
with pedestrians probably relying more upon hearing than other road users. 
However, the sound of tyres on pavements, wind, engine noise, horns and other 
traffic noise are useful to road users. 
Stabilitv sensations and other senses 
The vestibular o r a s  (located within the inner ear) are sensitive to 
acceleration/deceleration and orientation, and many of the vehicle control 
adjustments are based upon the information relating to balance and stability. 
Also, drivers can detect f i e  or overheating engineslbrakes via the olfactorv senses 
(i.e. by smell). The sense of touch enables the detection of vibrations. 
Fatiwe, drugs, age - these affect the physiological state of drivers. 
Psvcholorrical factors 
A driver receives various stimuli (e.g. visual, auditory, vestibular) while driving. 
The response depends upon: 
(1) the nature of the stimulus 
(2) the strength of the stimulus 
(3) the psvcholorrical state of the driver, as defined by the psychological 
factors listed above. 
Some examples of how psychological factors affect driver behaviour are: 
(1) the purpose of a trip might be such that the driver is strongly 
motivated to reach the destination as quickly as possible; 
(2) a driver may be disturbed because of an event prior to driving and 
may be less attentive than usual; 
(3) young/immature drivers tend to take greater risks while driving; 
(4) a conditional response (or habit) when approaching particular 
intersections might be to assume the right-of-way and maintain speed. 
It is widely believed that there is an optimum amount of driver anxiety - too little 
or too much is related to a deterioration in driving ability. Likewise, fits of 
depression or elation are not conducive to good driving, there being an 'optimal' 
medium emotional state. A driver's response to frustration (e.g. unnecessary delay 
at  signalised intersections) depends upon the psychological state at  that time. 
2.3. THE VEHLCLE 
Fortunately, the vehicle has less variable characteristics than road users (there are 
fewer manufadurers of vehicles than road users). Also, there is a greater amount of 
legislative control over the tkatures of vehicles than of road users, for instance: 
(1) limits upon overall weight, size and performance; 
(2) minimum requirements for brakes, lights etc. 
The more important vehicle factors are: 
(1) visibility 
(2) lighting 
(3) warning and instrument systems 
(4) brakes 
(5) stability 
(6 )  size and weight 
(7) power. 
Visibility 
Because of pillars, roof and bonnets, the driver's field of view is restricted 
somewhat. Typical fields of view are (for saloon cars) 
(1) forward: 
58" to left and 31.5" to right - horizontally 
12.2" upwards and 9.3" downwards - vertically 
.-. . 
(2) rear: 
28.5" horizontally via mirror 
3S0 horizontally directly 
5.7" vertically 
The pillars can be critical, obscuring the driver's view of pedestrians and cyclists - 
typically, the obstructions are 
about 4" for right h n t  pillar 
and 2" for left front pillar 
The presence of a passenger adjacent to driver can reduce the view to the side. 
Clearly, the vehicle body restricts the driver's view, which is dependent upon the eye 
position of the driver relative to the body of the car. 
Also, the height of the driver's eye relative to the ground is of significance when 
determining how far ahead the driver can see (especially on vertical curves). The 
driver's eye height has been decreasing in recent times. 
Lighting 
Vehicle lighting has two main purposes: 
(1) to define the vehicle to external viewers; 
(2) to provide an illuminated field of view for the driver. 
The illuminated field of view can vary considerably, depending upon: 
(1) vehicle and lamp type 
(2) whether beams dipped or not 
(3) climaticlweather conditions 
(4) presence of opposing vehicle. 
Vehicle Warning and Instrument Svstems 
The style and positioning of instruments varies between vehicles, with driver vision 
being lost for 1-3 seconds each time the instruments are monitored. 
Brakes 
With efficient modern braking systems, the onset of skidding generally limits the 
deceleration capability of vehicles. Typical rates of deceleration and thresholds are: 
(1) initial slowing down: 1-3 m/s2 
(2) final braking to stop: up to 3.5 mls2 
(3) emergency stops : between 6 and 10 m/s2 
The locking of wheels in a non-symmetric manner (with respect to the direction of 
travel) may induce vehicle swerving (i.e. a loss of control). 
Stability 
The suspension characteristics of vehicles vary, giving rise to varying degrees of 
understeer (desirable) and oversteer (undesirable). 
Size. Weight and Power 
The ability of a vehicle to accelerate depends upon its weight (and vehicle size) and 
the power (and engine size and performance). Typical acceleration rates in normal 
use are 
(1) medium cars 3-8 km/h/s (0.85 - 2.20 m/s2) 
(2) sports cars 12-16 km/h/s (0.33 - 4.50 d s 2 )  
(3) commercial vehicles 0.75-2 kmMs (0.21 - 0.56 m/s2) 
2.4. THE ROAD ENVIRONMENT 
There are five major components of the road environment: 
(1) the traffic stream - flow rate, flow composition, traffic speed; 
(2) the road design - alignment, road surface, frequency and type of 
intersections; 
(3) the land use adjacent to road - urban, rural, commercial etc. 
(4) the legislation and enforcement measures; 
(5) climaticlweather conditions, lighting. 
The road environment places demands upon drivers and their vehicles. The demand 
upon a driver varies with time and space, because the road environment changes in 
time and space. 
While driving, one does not maintain a constant level of alertness. Rather, there 
are periods of high alertness (or concentration) separated by periods of relative 
relaxation. 
The ideaUperfect driver will ensure a matching of his level of alertness with the 
demands imposed by the road environment. Drivers are not perfect and there are 
instances where the demands upon a driver are not met, because: 
(1) the driver responded too slowly to a changing demand; 
(2) the demand exceeded the driveis capability, even when at  a peak 
alertness. 
In such situations, an accident occur; the driver may manage to recover and 
avoid an accident. 
As well as placing demands upon drivers, the road environment can affect the 
driver's ability to function. For instance: 
weather and lighting conditions affect the physiological functions, either 
directly (e.g. excessive heat can induce fatigue, with consequent deterioration 
of physiological functions) or indirectly (e.g. effects upon psychological state of 
a driver); 
also, bad weather can reduce the field of view from within a car (the wipers 
do not clear the whole windscreen area). 
2.5. PERCEPTION-REACTION 
At the heart of the user-vehicle-road environment interaction is the process of 
perception. 
Recognising and responding to a stimulus is more complex than simply receiving 
sensory information (e.g. visual information). Once a stimulus has been detected 
(e.g. an object has been seen), the road user must interpret the information. The 
interpretation results from a complex association between the conscious ~hvsical and 
unconscious ~svchological world. 
A stimulus will only be registered by the brain if it exceeds a certain threshold 
level. There are two major reasons why a stimulus is not registered: 
(1) The activity level of the brain (known as the level of arousal) varies, 
from deep coma through relaxed wakefulness to extreme excitement. 
High levels of arousal (induced by strong stimuli or superposition of 
several stimuli) are normally followed by a period of low response (or 
recuperation). Regular stimuli of similar type and magnitude, may 
impose rhythmic sensations upon the brain, leading to a hwnotic state 
(e.g. regularly spaced service poles at  side of road crossing expansive 
plain can induce hypnosis). 
(2) There are stronger stimuli competing for attention. 
Reaction time is defined as that time which elapses between the reception of an 
external stimulus and the taking of an appropriate action. 
Reaction time necessarily includes perception time. Complex and new situations 
require more thought and association with past experience, in order to identify an 
appropriate action, than do simple or frequently encountered situations (e.g. a red 
traftic signal). This thinking process is known as intellection. 
Intellection does not always follow perception - emotion sometimes intervenes, giving 
rise to irrational decisions/actions. Emotion is a strong, complex mental and 
physical response to external stimuli. Emotion can exert a powerful effect upon 
driver behaviour (e.g. irritation at other drivers). 
Volition is the exercise of the will and the settlement of deliberation by making a 
decision, which is actioned. 
Traffic engineers are interested in the total time taken, that is the perception- 
intellection-emotion-volition time (or = time). It is also commonly called the 
~erception-reaction time. 
Consider the following simple sequence of events: 
(1) at time &, an obstruction on intended vehicle path becomes visible; 
(2) at time &, the driver registers the fact that his intended path is 
obstructed; 
(3) the driver thinks about the situation and considers alternative actions, 
before deciding at  time t, to stop; 
(4) at  time t, the driver commences depressing the brake pedal. 
t, - t, - perception time 
- t, - intellection time 
t, - t, - volition time 
t, - t, - PIEV time 
In the above sequence, emotion appears to have not entered into the process. If the 
driver determines that the obstruction is a vehicle which should have given way, he 
may decide to 'teach the other driver a lesson' and ram into the obstruction (which 
may be relatively small). 
Most studies of perception-reaction time have been confined to estimating driver 
brake reaction time (i.e., the t i e  taken to perceive the situation, to decide upon 
applying the brakes, and to commence depressing the brake pedal). 
It has been found that brake reaction time depends upon: 
(1) whether the stimulus is expected or unexpected; 
(2) the strength of the stimulus. 
For example, in laboratory tests, the average b.r.t. is 0.4 to 0.5 sec, compared to 
normal road conditions, where the average b.r.t. is: 
0.8 see - if brake lights of preceding vehicle functioning 
1.7 sec - if brake lights of preceding vehicle not functioning 
Steering reaction time is shorter than brake reaction time. However, the perception- 
reaction time for more complex or new situations may be much greater - between 2 
and 6 seconds. 
Finally, it seems that brake reaction time is not correlated with accident frequency. 
Although brake reaction time has been found to increase with age, it seems that 
this is not the cause of a higher accident rate amongst aged persons. Rather, they 
display a greater tendency to allow their attention to drift and are more easily 
distracted from the prime task when driving. 
3. A COMPREHENSIVE STRATEGY FOR ACCIDENT COST REDUCTION 
3.1. ACCIDENT FACTORS 
During the 1960s and 19708, a number of in-depth investigations of road accidents 
were undertaken in several countries, with a view to obtaining a better 
understanding of the factow involved in accidents (the "causes") and the 
interrelationships between those factors. The results of three of the more notable 
studies are shown below, with factors having been grouped as "road environment" 
(E), "user" (U) or "vehicle" (V), or some combination. 
E U V EU EV W E W  
2.0 76.5 3.0 16.0 0.1 2.0 0.3 
UK, 1978-81 (Sabey, 1983) 
2.5 65.0 2.5 24.0 0.3 4.5 1.4 
UK, 1970-74 (Sabey 6 Staughton, 1975) 
3.3 57.1 2.4 26.4 1.2 6.2 2.9 
USA, 1972-77 (Treat et al, 1977) 
Sinsle (U t E + V) 81.5 70.0 62.8 
Double (EU + EV t W) 18.1 28.8 33.8 
Triple (EW) 0.3 1.4 2.9 
UK, 1978-81 UK, 1970-74 USA, 1972-77 
Note: (1) Substantial difference in study results in the extent of 
user/environment interaction 
(2) Bias towards blaming user? 
Sub-system % of accidents in which involved 
UK, 1978-81 UK, 1970-74 USA, 1972-77 
Results of studies of accident factors seem to suggest the greatest potential for 
reducing accidents lies in changing user behaviour. 
When a user fails to cope with the road environment, the "cause" may be ascribed 
to user error. However, changes to the environment so that more users can cope 
may well be more cost-effective and practicable. 
Accident costs can be reduced by: 
(1) reducing accident freauencv 
(2) reducinv iniunr severity 
Primarv safetv measures reduce accident hquency 
(e.g. improved geometry, relocation of poles) 
Secondarv safetv measures reduce injury severity 
(e.g. seat belts, energy-absorption systems) 
3.2. POTENTIAL SAVINGS 
Sabey and Taylor (TRRL, 1980) estimated the potential savin~s of
proven remedial actions, for which there is strong evidence of potential benefits. 
They estimated, for each remedy individually, 
(1) the % reduction in accidents or injuries (x%, say) 
(2) the % of accidents or injuries susceptible to reduction by the remedy (y%, 
say) 
The potential accident cost saving is simply (xy). 
The individual remedies were grouped, as follows: 
POTENTIAL 
SAVING (%) 
Environment - Overall - 20 
Geometrical design, especially junction 
design and control 10.5 
Road surface texture 5.5 
Road lighting 3.0 
Land use, road design and traffic management 
in urban areas 5.0 to 10.0 
User - Overall 
-
33.3 
-
Drinking and driving restrictions 10.0 
More appropriate speed limits 5.0 
Pmaeanda and information UD to 5.0 
~nfbr&ment 
Education and training 
Other (e.g. parking restrictions) 
Vehicle - Overall 
Vehicle maintenance 
Anti-lock brakes and safetv tvres ) ~rimarv 7.0 
Improved motorcycle consI;ic&y . ) a 
" 
3.5 
Seat Belts ) 7.0 
Other occupant protection measures ) secondary 5.0 to 10.0 
All Measures - 60 
Sabey and Taylor conclude that it is possible to obtain 
(1) a 60% reduction in the cost of injury accidents 
(2) a 50% reduction in the cost of non-injury accidents (must exclude 
effects of secondary measures) 
A recent review of road safety policy in the UK (Department of Transport, 1987) 
concluded that a reduction 
(1) of 30% in injuries per annum by the year 2000 is reasonable (i.e. 
320,000 to 220,000 per annum). 
(2) the bulk of the reduction (80% of the 100,000) will be achieved by the 
"indirect a ~ ~ r o a c h "  and only 20% by the "direct approach. 
Indirect approach: involves creating an environment in which the scope for the road 
user to behave in an unsafe manner is reduced. 
Direct approach: involves inculcating in each road user an understanding of the 
standards of skill and behaviour conducive to road safety and persuading each user 
to comply with those standards. 
Note that here, "environment" refers to what surrounds the user and thus includes 
both the vehicle and the road environment. 
Expected Injury 
Saving 
Direct measures 
Indirect measures: 
(i) vehicle 43,500 
(i) safety benefits of highway 
improvement schemes 15,000 
(iii) safety engineering (especially 
accident investigation and 
prevention in urban areas) 21,500 
3.3. ACCIDENT INVESTIGATION AND PREVENTION 
In the UK, each local authority has a statutory obligation (Road Traffic Act, 1984, 
9.8) to: 
"prepare and carry out a programme of measures designed to promote 
road safety, and shall have power to make contributions to the cost of 
measures for promoting road safety taken by other authorities or 
bodies". 
To assist local authorities to discharge their statutory obligation, the Institution of 
Highways and Transportation have produced "Highway Safety: Guidelines for 
Accident Reduction and Prevention" (second edition, 1986). 
In the guidelines, it is stated that: 
"The whole area of accident reduction and prevention endeavour calls 
for a systematic approach to achieve: 
(1) the greatest benefits from minimum cost 
(2) to enable past work to be evaluated." 
This is tantamount to saying that a "com~rehensive strategy" is required for 
improving road safety. 
Development of a comprehensive strategy will entail the following: 
(1) Defining overall objectives and setting quantified targets. 
(2) Determining what financial and staff resources are required and 
ensuring those requirements are met. 
(3) Identifying what data is required and ensuring they are available. 
(4) Establish appropriate procedures for the analysis and interpretation of 
the data, and the development of effective remedies and a programme 
of works. 
(5) Implementing that programme and monitoring the effects, checking 
that the overall objectives and specific targets are being achieved. 
Non-achievement of targets should result in an analysis of the reasons and either 
- 
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(i) allocating more resources or revising the data collection, data analysis 
and/or solution synthesis stages; 
(ii) revising objectives andlor targets. 
3.4. OaTECTIVES AND TARGETS 
The IHT guidelines propose the following objectives: 
"To reduce the overall number and severity of accidents by road 
engineering and traffic management through 
(i) the application of cost effective measures on existing roads as a 
basis for accident reduction, and 
(ii) the application of safety principles in the provision, 
improvement and maintenance of roads as a means of accident 
prevention." 
A survey of highway authorities in the UK has revealed that virtually all accept the 
IHT statement of objectives (Sicock and Smyth, 1985). 
The IHT guidelines endorse a 20% saving as a feasible target for accident reduction 
by low cost engineering measures, as proposed by Sabey and Taylor (1980) and 
confirmed by the Department of Transport (1987). 
3.5. FINANCIAL AND STAFF RESOURCES 
Experience in the UK, NZ and elsewhere has revealed that "low cost engineering 
measures" aimed at accident reduction are very cost-effective, in general. A typical 
first-year-rate-of-return is 200% - 300%. 
It is now common that a specific financial allocation of funds is made for such work, 
which is generally the most cost-beneficial of the works undertaken by 
highwaylroading authorities. 
The need for the application of safety principles in roading improvement schemes to 
reduce delay, etc. must not be forgotten. The budget allocation for the planning, 
design and implementation of such schemes must allow for "safety checking". 
"Low cost engineering measures": the cost of the implementation is 
low, but the cost of preparatory work is high relative to the 
implementation cost. Preparatory work is typically 20% - 50% of the 
total cost (c.f. 2% - 5% for other roading improvement schemes). 
The preparatory work is time-consuming and requires specialist skills: 
"The technique of accident investigation and the design of remedial 
measures requires specialist engineering expertise of a high order." 
IHT guidelines. 
The M T  recommends the establishment of a separate, specialist accident unit, 
giving 
(i) economies of scale 
(ii) improved effectiveness through the pooling of expertise 
The recommended s t f f i g  level is 1 engineer (or highly skilled technician) for every 
400 - 1000 injury accidents in the authority's area each year. 
The accident unit would be responsible for: 
(i) accident investigation and prevention via low cost works 
(ii) safety checking of other roading improvement works 
The latter task can readily take 20% - 25% of staff time. 
Appropriate training for new mad safety engineers and technicians is essential. In 
addition, it is a relatively new field of work, and new techniques are being 
developed. Hence, up-dating via continuing education is important. 
3.6. DATA-BASE REQUIREMENT 
The IHT state that a data system is needed, for 
(i) investigation and assessment of sites and situations amenable to 
accident reduction by cost effective measures 
(ii) assessment of safety implications of new highway and traffic 
management schemes 
(iii) monitoring results 
The basic data will need to be supplemented by data specially collected for detailed 
investigations of specific locations or problem areas. 
Three types of data are required, relating to 
(i) accidents 
(ii) road 
(iii) traffic 
3.6.1. Accident Data. The accident data required are as follows: 
(i) Basic accident descrintion: (accident reference number, severity, 
no. vehicles, no. injuries, date, day, time, location, contributory 
factors) 
(5) Road features: (class and ident5cation no. of road(s), 
carriageway typelmarkings, speed limit, junction type and form 
of control) 
(iii) Environmental features: (pedestrian crossing facilities, light 
conditions, weather, road surface condition, special conditions 
and hazards) 
(iv) Vehicle features: (type, manoeuvres and directions of 
movements, vehicle locations with respect to road or junction, 
whether skidding andlor overturning, whether left carriageway, 
location and nature of objects struck) 
(v) Driver features: (sex, age, whether breath/blwd tested, whether 
fled from scene) 
(vi) Casualtv (Iniurv) details: (user class, sex, age, severity) 
(vii) Pedestrians: (location, movement, direction, whether going 
tdfrom school if attending school) 
&&: If treat cycles as vehicles, include cyclelcyclist details above, but may treat 
separately (as for pedestrians). 
3.6.2. Road Data. The road data required are as follows: 
(i) Geometric details (curvature, grade, lane numbers and widths, 
shoulder type and width, median width) 
(ii) Road surface details (type, macrotexture, microtexture) 
(iii) Phvsical aids (lighting, signs and markings) 
(iv) Permanent extraneous features (noticeboards, posts, guard rails, 
street furniture) 
(v) SDeed limits, adjacent land use 
3.6.3. Traffic Data. The traffic data required are as follows: 
Traffic flow and com~osition, and pedestrian flow (with hourly, daily and seasonal 
variations) 
3.6.4. Data-base Management. This is required for: 
(i) avoiding the omission or duplication of records 
(ii) manipulation of data to produce tables, plots and statistical 
significance reports 
Integration with mapping graphics software enables different types of accidents to be 
selectively plotted over maps of areas, showing the road network. Such pictorial 
presentations can assist considerably with the analysis and interpretation of accident 
data. Accident diagrams showing movements and locations of accidents are very 
usem. 
3.7. ANALYSIS AND SYNTHESIS 
Accident reduction programmes can take several forms: 
(i) single site plans - treat sites of accident clusters 
(blackspots) 
(ii) mute action plans - treat routes (black routes) 
(iii) area action plans - treat areas with many dispersed 
accidents 
(iv) mass action plans - have well-known remedy (e.g. anti-skid surfacing 
for wet-road accidents) and apply to locations with 
- -  - 
suQicient number of accidents susceptible to that 
remedy 
The choice of plan depends upon the pattern of accident occurrence. 
The plans differ with respect to: 
(i) the expected accident reduction 
(ii) the economic return 
Type of Plan Expected Accident Expected Economic 
Reduction Return (*) 
single sites 33% 
mutes 15% 
areas 10% 
mass 15% 
* first year rate of return 
(i) Should start with single site (blackspot) plans. 
(ii) If these are effective, will have to aggregate sites (routes) to 
have blackroutes, which can treat with route action plans. 
(iii) If these are effective, will have accidents well dispersed, and 
can treat areas with many accidents, by managing the traffic in 
the area as a whole (i.e. identifying and enforcing a roading 
hierarchy in the area). 
That is, have a natural progression or evolution process. 
There are essentially three stages in the development of an accident reduction 
program: 
(i) identification (of blackspots, blackroutes, blackareas, or sites with 
sufficient susceptible accidents) 
(ii) diagnosis - not required for mass action plans (iii) selection - ditto 
- 
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3.7.1. Identification. This stage involves selecting sites, routes and areas which 
have above-average accident occurrence or an identifiable pattern of accidents. 
It might be ideal to examine in detail all sites, routes and areas, but this is 
impractical. 
The identification stage acts as a screen, to reduce drastically the sitedroutedareas 
for detailed examination. 
Hopefully, the truly worse-than-average sites, etc. will be caught by the screen (i.e. 
identified). 
Whether this is achieved depends heavily upon the quality of the techniques and 
criteria used for the identification process. 
The techniques used include: 
(i) analysis of accident, road and traffic statistics 
(ii) preparation of maps showing location of selected accident types 
on the road network 
(iii) grouping of data for sites of similar physical andlor accident 
features, as basis of mass action plans 
(iv) monitoring surveys of physical characteristics of the road 
network (e.g. skidding resistance, road roughness) 
The analysis of statistics involves the use of criteria, such as: 
(i) critical number of accidents andlor 
(ii) critical accident rate (per exposure). 
3.7.2. Diagnosis. This is the procedure of analysing the symptoms of the accident 
problem at each individual site, etc., to identify 
(i) the cause(s) of the accidents 
(ii) appropriate remedial treatment(s). 
This stage involves some or all of the following techniques: 
(i) analysis of accident details 
(ii) analysis of diagram showing locations and movements of participants 
for all accidents 
(iii) study of road (network) and traffic characteristics 
(iv) on-site observation of environment, user and vehicle characteristics 
(v) on-site observation of traffic behaviour (traffic conflicts technique) and 
analysis of results 
3.7.3. Selection. This is the final stage, involving: 
(i) deciding on best treatment at  each individual site, etc., taking account 
of the mst and benefit of each alternative treatment 
(ii) deciding on the best programme of work, taking account of the costs 
and benefits of the best-treatments and the budget constraint. 
3.8. IMPLEMENTATION AND MONITORING 
Must implement plan as designed. 
Must monitor effects of plan and reduce uncertainty with regard to estimating 
benefits during design. 
Must monitor progress towards goalsltargets and make changes to them andlor 
resource allocation if necessary. 
4. ACCIDENTS, VEHICLES, POPULATION, SMEED TYPE ANALYSIS 
4.1. PROBLEMS 
a) Inaccuracy - The extent of inaccuracy varies from country to country, and 
between areas within countries. Types of inaccuracy include reporting errors and 
transcription errors. One can never hope to be completely accurate, though the 
nature of the recording system (complexity, user friendliness etc.) can have a big 
effect upon the accuracy obtained, as can the enthusiasm of the police officers who 
collect the data for filling in forms! 
b) Underreporting - An OECD committee in 1983 accepted that accident reporting is 
far from complete. The problem is more severe the less serious the accidents. 
Studies have also shown that underreporting is more prevalent among the so-called 
'unprotected' road-users (pedestrians, cyclists, and users of powered two-wheeled 
vehicles). Most international comparisons of road safety use fatalities rather than 
injuries on the basis that underreporting is less likely to be a problem. 
C) Definition problems - OECD say "methods for data collection differ significantly 
from country to country and the definitions used for certain accident terms are often 
at  variance". This problem is also apparent when examining trends in accidents as 
systems of recording change with time. Common types of definition problems include 
the definition of a fatality, definition of severity, type of vehicle etc. 
4.2. METHODS OF MAKING INTERNATIONAL COMPARISONS 
A number of commonly used methods exist: 
1) Comparison of accident numbers - Easy to do, especially for gross figures, as data 
is available for most countries in annual series e.g. Road Accidents Great Britain, 
World Road Statistics etc. The conclusions which can be drawn from these figures 
alone are limited, and should be treated with care and a certain degree of 
scepticism. Comparisons of accident numbers alone fail to take account of differences 
between countries, in particular size, population, length of road system, number of 
vehicles and so on. These figures take no account of differences in exposure between 
countries. 
2) Accident rates - Typically these take account of one other factor on the number 
of accidents in a country, so that it is possible to control for size, population etc. 
The most common rates used are:Fatalities per 10,000 motor vehicles 
Fatalities per 100,000 population 
Fatalities per 1000 million vehicle kilometres 
The first two are more limited in use than the third as they take no account of the 
amount of use that is made of the road by road users. international comparisons 
based on rates per 100,000 population have to be interpreted with care as the ratios 
do not take account of the degree of exposure, which will vary according to factors 
such as the number of motor vehicles in use, the distribution of the victims amongst 
different categories of road user, and the relative rates in built up and urban areas 
It is generally acknowledged that the number of accidents per vehicle kilometre 
travelled is the most useful of the three measures, as it more clearly relates to 
exposure. However, there are numerous problems in the collection of this data, and 
the accuracy and consistency which can be achieved in different countries. There is 
also the problem that if accidents rise at  the same time as increasing motorisation, 
there is the possibility of this rate dropping, creating a false impression of safety. 
Some other rates wbich have been used to make international comparisons, often as 
surrogates where data for one of the above does not exist, are: 
a) number of accidents per 1000 million US dollars GNP 
b) number of fatalities per 100 million tonnes of road transport 
fuels 
c) the average number of deaths per accident 
d) number of fatalities as a proportion of mortality from all causes 
The table below shows the types of data which were collected in a study which 
attempted to compare road safety between the US and Western Europe. 
Hotor vehicles  regis tered 
(mil l ions) :  
Total  
Passenger cars 
Trucks and buses 
notorcycles and mopeds 
Table 5.1.2-18 Vi ta l  s t a t i s t i c s  f o r  Western Europe and t h e  VRitcd 
S t a t a s  (1980). 
I Vehicle ki lometres  or 1 1459.3 1 2433.4 t r a v e l  (1000 mil l ions)  I 1 I 
I n j u r i e s  (1000's) 1 1673.2 I I MOO.0 I 
United S t a t e s  
227.2 
23.9 
S t a t i s t i c s  
Popl la t ion (mil l ions)  
~ o p u i s t i o n  densi ty  
(1nh. lquare  b) 
F a t a l i t i e s :  
Total  
Per 1000 mi l l ion  veh km 
Per 100.000 inhabi tants  
0-14 years 
15-24 years 
25-64 years  
Over 64 years 
Pedestrians 
B i ~ y c l i s t s  
Motorcyclists and moped 
r i d e r s  
Passenger car occupants 
Tru#:k and bus occupants 
Western Europe 
283.6 
120.5 
L 1 
Without Denmark Source: Lamm e t  e1.1985 
4.3. THE SMEED EQUATION 
A further method of comparing fatality rates between countries was put forward by 
Smeed (1949). He showed empirically by using data from 20 developed countries for 
the year 1938, that the number of road accident fatalities in these countries was 
related to the population and the number of motor vehicles, and that this 
relationship could be described generally by the formula: 
where D = annual number of fatalities; 
N = motor vehicle registrations; 
P = population; 
a,b = constsdts. 
By means of a regression analysis, using data from these 20 countries, the 
constants a and b were shown to be 0.0003 and 213 respectively. 
In a later study Smeed examined data for 1930 and 1950 &om 18 of the original 20 
countries. Then in 1970 he examined data from 68 countries for the years 1960-67. 
In both studies it was shown that the above equation still produced good results 
using the same coefficients. Other authors have also studied the consistency of the 
Smeed equation. Adams (1985) has shown that the Smeed equation is a reasonably 
good fit using data from 1980 for 62 countries. A separate study used as near as 
possible Smeed's original countries and repeated the analysis for the years 1950, 
1960 and 1970. The relationships they derived were very similar to those found by 
Smeed. In 1950 the values of the coefficients were a = 0.00034 and b = 0.58, in 
1960 the values were found to be a = 0.00034 and b = 0.60, and finally in 1970 a = 
0.00039 and b = 0.56. In a subsequent analysis of the situation in developing 
countries, it was shown that in 1968, a = 0.00077 and b = 0.40, and in 1971 a = 
0.000914 and b = 0.43. It has been suggested that the variation in the value of 'a' is 
related to the level of safety in a country. Those countries which consistently have 
values lower than the 0.0003 suggested by Smeed (such as GB) can be said to have 
higher levels of safety, while countries which have values consistently higher (such 
as the Federal Republic of Germany) can be said to have lower levels of safety. 
It was shown in the original 1949 paper, using data from 1938, that 10 of the 20 
derived values of the number of deaths were within 15% of the actual values, 19 
were within 4096, and 1 was in error by 67%. Thirty years later, in only 5 out of 70 
countries, using 1968 data, is the ratio of the recorded to the predicted number of 
deaths outside the range 0.5-2.0. 33% of the actual numbers of fatalities are within 
15%, and 67 are within 40% of the expected. 
Various reasons have been put forward as to why fatality data £ram such differing 
circumstances should always apparently follow this general pattern. Smeed himself 
says "as the population accident rate becomes higher the urge to do something about 
it becomes greater, and that something is in fact done. In addition, as the number 
of motor vehicles increases, which is in practice as time goes on, people are growing 
up and becoming more used to dealing with the situations which motor traffic 
causes". He suggests "that the number of road fatalities in any country is the 
number that the country is prepared to tolerate. When the number of road 
accidents is greater than the tolerance level, new road safety measures are adopted. 
Smeed predicted that there would be an almost universal tendency for fatalities per 
vehicle to fall with increasing motorisation. Some of the reasons suggested for this 
reduction include the trend in technically developed countries for a reduction to 
occur in the exposure of pedestrians, pedal cyclists, and (until recently) 
motorcyclists, all of whom have high risk of involvement in road accidents, and of 
receiving fatal injuries when so involved. For motor vehicles to become safer as 
technology improves, for the number of kilometres driven per vehicle to decrease as 
motorisation increases and for a shift to always higher proportions of cars, which 
are a relatively safe type of vehicle, compared to pedal cycles and motorcycles. 
Criticisms of the Smeed equation 
Most such criticisms seem to concern its accuracy. Numerous studies have found 
different values of a and b which fit a particular data set better than the original 
equation. However, Smeed's equation has been found to apply over such a wide 
range of circumstances, and while it is obviously possible to define a new equation 
which fits a particular data set more accurately, it is unlikely that this new 
equation will be as widely applicable. The fact that Smeed's equation does not 
exactly fit all data sets does not detract from its general usefulness. It provides a 
simple tool in international comparisons, which accounts far the relative size of a 
country (population) and level of motorisation (number of motor vehicles). It is 
neither a causal model, giving reasons why this relationship should be so, nor does 
the equation account for a wide variety of possible influencing factors. It also 
accommodates within the limits of variation around the basic equation a wide range 
of values. There is, however, scope for recalibrating Smeed's equation for the 
post-1973 years in view of the widespread reduction of fatalities experienced since 
then. 
More specific criticisms have been cited in the literature concerning the 
mathematical techniques used by Smeed and subsequent users of his equation (see 
Andreassen, 1985). It is questioned whether the original regression equation can be 
manipulated algebraically to produce some of the derivative forms of the equation. 
He also considers the inaccuracy of the equation and concludes that Smeed's original 
analysis of 20 countries for one year of data was just that, and "cannot be extended 
to predict the number of deaths in any year in any country". This statement is true 
as it stands, although the Smeed equation can give a very good idea of the likely 
number of accidents in a country, but, the real aim of the equation is to identify 
countries which have large differences between the actual and expected numbers of 
deaths, and in so doing point towards areas where M e r  more detailed research 
may be rewarding. 
The Smeed equation has recently been the subject of considerable debate in mad 
safety circles. The principle protagonists are probably John Adams from Britain and 
David Andreassen from Australia. The debate has taken up sizable chunks of the 
journal TrafTic Engineering and Control recently in terms of articles and letters to 
the editor. Some of the content of this discussion has been mentioned above, though 
a much more detailed idea of the arguments should be gained by looking through 
back issues of the journal Tr&c Engineering and Control for the years 1987 and 
1988. 
4.4. OTHER TECHNIQUES 
As has already been mentioned, the Smeed equation was a regression equation 
which considered the effect of two factors upon the number of fatalities caused by 
motor vehicles (i.e the population and number of motor vehicles). It was shown that 
a large degree of variation between countries and over a wide variety of time 
periods can be explained by these two factors.. However, despite this, there is 
sufficient variation between the actual number of deaths and those predicted by the 
* .  
equation in many countries, to suggest that other factors also have substantial 
effects upon the number of accidents. Several studies have attempted to assess how 
much more accuracy can be gained by using a model with more than 2 factors. 
These studies use multiple regression techniques. 
One particular study carried out in 1975 examined the effect of 6 factors thought to 
influence mortality rates from motor vehicle accidents. These factors were: 
a) the numbers of vehicles per person in the total population; 
b) the length of roads per unit area of country; 
C) the proportion of the population in large urban areas; 
d) the proportion of the population under 19 years; 
e) the proportion of the population over 65 years; 
f) the proportion of taxis and private cars in the total number of 
motor vehicles. 
The study used data from 17 european countries for 1970, and concluded that for 
only three of the variables is there evidence in these data of a significant 
relationship with the levels of mortality due to motor vehicle accidents (at the 0.05 
level of coniidence). These were factors a, b and e. 
Two other models are worth mentioning briefly here: 
1) Sivak's 'Societal violence, young drivers and accident propensity model': 
This was a model created by applying multiple regression to 1977 data from each of 
the individual states in the USA. Traffic fatalities per registered vehicle was the 
dependent variable. The independent variables were the states' homicide rate, 
suicide rate, fatality rate from non-tr&c accidents, unemployment rate, personal 
income, density of physicians, alcohol consumption, motor vehicles per capita, road 
mileage per vehicle, sex and age distribution of drivers, and attained education. 
From among these independent variables, only three proved to be significant 
predictors of traffic fatalities: homicides per capita, proportion of drivers under 25 
years of age, and fatality rate from non-traffic accidents. These three variables 
accounted for 68% of the variance of states' traffic fatality rates. These results 
suggest the possibility that (a) " society's level of violence and aggression affects the 
extent of aggressive driving, and, consequently, the frequency of traffic accidents"; 
and (b) " young drivers are a significant fador in the traffic accident problem, 
probably because of their lack of experience". 
2) Partyka's economic model: This is a model that was based on employment and 
population data using data from 1960 to 1982. The model was of the following form: 
where D = traffic fatalities; 
U = unemployed workers; 
E = employed workers; 
N = non-labour force (population - (U + E)). 
As an interesting test of these models, Sivak in a more recent piece of work 
compared the results which would be obtained by fitting 1985 data (for the US) into 
the models, with what actually happened in 1985 (i.e a retrospective test of their 
predictive power). The following were the results obtained: 
Model Fatalities 
Smeed's degree of motorisation model 64,816 
Sivak's societal violence model 40,590 
Partyka's economic model 54,730 
Actual no. of fatalities in 1985 43,795 
It can be seen that the Werent models met with differing degrees of success, with 
Sivak's societal violence model being the closest with an underestimation of the true 
figures by only 7%. It should be remembered that the Smeed equation, while 
providing the worst estimate, is calibrated on the basis of 1938 data. In conclusion, 
by careful examination of factors, these more complex multiple regression models 
can be made so that they explain more of the variation in the accident patterns at 
one point in time, than more simple models such as Smeed's. However, it is unlikely 
that they will be as consistent as Smeed's model over a long period of time, or over 
such a wide range of countries. This is because the extra variables taken into 
account (and the relationships between them) will vary from place to place and over 
time. 
5. ACCIDENTS, EXPOSURE, RISK AND TRAFFIC FLOWS 
5.1. INTRODUCTION 
The number of accidents at  a site, along a route or within an area, during a time 
period can be considered to depend upon: 
(1) the number of potential accident situations that arise (N); 
(2) the probability of an accident occurring, given a potential accident situation has 
arisen (p). 
The interaction between the exposure N and the risk p gives rise to A accidents, 
where: 
Although sites (or routes or areas) may have the same accident exposure during a 
time period, the number of accidents may differ, because of variations in accident 
risk, which depends upon local conditions. 
The number of accidents can be reduced by: 
(1) reducing the exposure N, 
(2) reducing the risk p. 
The accident exposure can be reduced by: 
(1) reducing the amount of travel, 
(2) traEc management measures (e.g. banning turns across an 
opposing straight-through movement). 
While the accident risk can be reduced by trafKc managemenuengineering (e.g. 
changing intersection layout so that drivers of turning vehicles have a better view of 
opposing straight-through vehicles and can judge better when the turn can be made 
safely). 
Reducing the amount of travel is outside the scope of this course. 
5.2. MODEL ESTIMATION 
The number of accidents in a period is observable, but exposure and risk are 
theoretical concepts and are not observable. 
If it is assumed that both risk and exposure are functions of traflic flows alone, 
then it follows that the number of accidents is also a fhction of traffic flows alone. 
This assumption is oRen made, despite the fact that it is obviously an 
oversimplification; the number of accidents depends on several factors, of which 
traffic flow is but one. This assumption is justifiable when it is not feasible to take 
account of thew other fadors (e.g. when devising a new tr&c plan using a traffic 
management model, such as SATURN). 
IE 
where: 
q = trafiic flow (or flows) 
then there are essentially two approaches available for model estimation: 
(1) a purely empirical approach, involving finding a relationship 
directly between the number of accident and traffic flows (risk 
and exposure are not estimated separately). 
(2) a theoretical-empirical approach, involving: 
(a) defining N(q) on the basis of theoretical considerations (b) observing A(q) 
(c) obtaining dq )  = A(q)/N(q) 
5.3. LINK EXPOSURE FUNCTION 
The form of the accident exposure function depends upon the type of accident: 
(1) single-vehicle accidents 
(2) rear-end accidents 
(3) head-on accidents 
5.3.1. Single-vehicle accident exposure. " The exposure may be: 
(1) time-based (each instant of time a vehicle is on the road 
amounts to an exposure) 
(2) distance-based (each small distance travelled amounts to an 
exposure) 
A vehicle travelling for time T gives rise to (TIAt) exposures, while a vehicle 
travelling a distance S gives rise to (SlAs) exposures, where: 
A t  = instant of time 
As = small distance 
In order that the two estimates of exposure are equal, it is necessary that: 
where 
v = vehicle speed 
Consider a section of road (length S) with vehicles travelling in one direction at  a 
mean speed v and flow rate q, for a period T. At the start of the period, the 
expected number of vehicles in the section will be: 
s (qlv) 
and those vehicles will travel, on average, only W2 within the section. There will be 
an equal expected amount of travel within the section by vehicles in it at  the end of 
the period. 
The number of vehicles expected to enter and leave during the period T, travelling a 
distance S within the section, is : 
Hence, the total amount of travel is: 
Now the choice of As (or At) is arbitrary, the only constraint being that once a value 
is selected for one, then the other must be such that (As/&) equals the mean speed. 
Hence, the number of exposures for the road section is: 
and if As is 1 km, the number of exposures is: 
The arbitrariness of the choice for As (or At) is not a problem, if one is estimating 
the number of exposures for comparison purposes; if the number of exposures for 
two roads are N, and N,, then the ratio of the exposures is unaffected by changes 
in As (or At), so long as one uses the same As (or At) for all roads to be compared. 
5.3.2. Rear-end accident exposure. Consider a single lane of vehicles travelling 
in the same direction, with flow rate q. Consider now the case of two consecutive 
vehicles, the leader 1 and the follower 2, travelling at  speeds v, and v, respectively. 
Let h be the headway between them. 
Now, if 
v, > v, , h is increasing 
v, < v, , h is decreasing 
v, = v, , h is constant 
The interaction between consecutive vehicles can be analysed using car-following 
models. It is  generally believed that the driver of the following vehicle will 
endeavour, by varying speed, to maintain a spacing or headway that the driver 
considers appropriate. Hence, it is unnecessary to consider both speeds and 
headways; it is sufficient to consider headways alone. 
Let Mh) = headway probability density function. Now, in general, the traffic flow 
comprises: 
(1) free-flowing vehicles 
. 
(2) vehicles travelling in platoo~m 
and the overall headway pdf can be consider the sum of two pdfs: 
Mh) = m@(h) + (1-m) O W  
where: 
+(h) = headway pdf for vehicles in platoons 
B(h) = headway pdf for free-flowing vehicles 
m = proportion of vehicles travelling in platoons 
There will be an upper limit to h in @(h), beyond which headways would belong to 
Nh). Let that upper limit be H,, such that where the headway is greater than H,, 
there is negligible potential for a rear-end accident to occur. 
There will be a lower limit to h in Nh). Clearly, the minimum possible headway, 
without an accident having already occurred or being in the process of occurring, is 
where: 
L = length of the leading vehicle 
v* = v1 = v2 
At a point in time, the number of vehicles exposed to a rear-end collision is simply 
the number of vehicles travelling with headways between H, and &. The 
proportion of headways between HI and H, is: 
For a section of road (length S) with vehicles travelling in one direction a t  a mean 
speed v and flow rate q, the expected number of vehicles in the section at any time 
is 
whence it follows that the expected number of headways between HI and H, is 
The number of exposures during a period T can be obtained by integration over 
time. 
The exposure for rear-end accidents is rather difficult to estimate (much more so 
than for single-vehicle accidents). 
5.3.3. Head-on accident exposure. There is a potential head-on accident 
whenever two vehicles travelling in opposite directions pass one another, and the 
head-on accident exposure is simply the number of such events. 
- 
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Consider a section of road (length S), carrying opposing flows q, and Q, with mean 
speeds v, and vb respectively. 
Consider now a vehicle i in flow (L, travelling at  speed vi. It will meet during its 
passage through the section, the sum of: 
(1) the number of b-flow vehicles in the section at  the time it 
enters 
(2) the number of b-flow vehicles entering the section during its 
time of transit. 
That is, it will meet: 
vehicles. 
During a period T, the number of a-flow vehicles entering the section wiU be (q T), 
and hence the total number of exposures in the section in such a period is 
In general, the variation in vehicle speeds in a stream of traffic is not great, the 
coefficient of variation typically being about 0.2, and it therefore follows that 
Hence, it follows that the total number of exposures is approximately: 
Note that the corrections for: 
(1) vehicles in the section at  the start of the period 
(2) vehicles in the section at  the end of the period 
are of equal magnitude and they cancel each other. 
5.3.4. Discussion. The form of the expression for exposure depends upon the type 
of accident being considered. In order to obtain an expression for overall exposure, 
it is necessary to combine the exposures for the three types of accidents. To date, 
this has not been done, and it is clearly not a trivial task. For instance, when the 
driver of a vehicle loses control, the vehicle may cross the roadway for opposing 
traffic, and it will be a single-vehicle accident if no opposing traffic is hit and a 
head-on accident of one is hit. In general, vehicle-km is used as an index of overall 
exposure. 
The appearance of the inverse of speeds in the expression for the head-on accident 
exposure implies that the higher the speeds the less is the exposure. This may 
seem invalid, but for a given section of road it is true. It must be remembered that 
in estimating exposure, one is interested in the potentid number of accidents and 
not the risk of an accident; the risk (p) may well increase with an increase in speed 
at a greater rate than exposure (N) decreases, so that accidents may increase with 
an increase in speed. 
5.4. INTERSECTION EXPOSURE F'CJNCTION 
At an intersection, there are one or more conflicting manoeuvres which may be 
made. The number of exposures occurring at  an intersection can be estimated by 
considering each pair of conflicting (crossing/merging/diverging) separately, and 
summing to get an overall estimate for the intersection as a whole. 
Consider two conflicting movements, with flow rates q, and a. Assuming average 
vehicle lengths and widths of L and W, respectively, and that the mean speed for 
both movements is v, then there is a collision area as shown in Figure 1. 
The transit time through the collision area is: 
and assuming vehicle arrivals for both movements are independent and governed by 
a Poisson process, it follows that the probability of a collision (assuming no evasive 
action) is: 
[l - exp (-q.tll [l - exp (-at)] 
That is, the proportion of passages that might give rise to an accident is obtained 
from the headway distributions for the two flows, and is simply the probability of 
one or more vehicles from both flows wishing to occupy the same space at the same 
time. - 
./. . 
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During a period T, the number of exposures is: 
(Tit) [l - exp (-at)] [l - exp (-%t)l 
and when q, and q, are both small, it is approximately equal to: 
It should be noted that the assumption of a Poisson arrival process is not always 
appropriate. Where there are heavy flows or traffic signals in the vicinity, the 
actual headway distributions may be far from negative-exponential. 
In addition, it should be noted that in this case, there is a logical basis for the 
"instant of time" upon which the exposure is based, unlike for the single-vehicle 
accident on links. 
In practice, rather than summing over pairs of conflicting movements, the product of 
approach flows may be used. Sometimes, the square root of the pmduct of 
conflicting (or approach) flows is used; the reason for this will be discussed below. 
Sometimes, the sum of the flows is used, but it seems clear h m  the analysis above 
that the exposure is related to the product of the flows. 
5.5. ACCIDENT AND TRAFFIC FLOWS (LINKS) 
A number of people have endeavoured to relate accidents directly to traffic flows. 
Smeed (1949) argued from a theoretical basis that the number of &&& from 
accidents must be proportional to 
(1) the number of vehicles on the road (single-vehicle accidents) 
(2) the square of the number of vehicles (two-vehicle accidents) 
Belmont (1953) tried a relationship of the form: 
where: 
A = number of accidents in a period 
Q = volume of vehicles in that period 
and found a poor agreement with empirical data, especially for very high and very 
low flows. He consequently considered separately the following three accident types: 
(1) single-vehicle 
(2) head-on 
(3) rear-end 
and obtained the relationship: 
where: 
v = average traffic speed. 
Satterthwaite (19811, after reviewing a considerable number of empirical studies, 
concluded that: 
(1) the single-vehicle accident rate (per veh-km) decreases with 
increasing flow rate 
(2) the mulGple-vehicle accident rate ( p ~  increases with 
increasing flow rate 
(3) the total accident rate varies in a U-shaped fashion with flow 
rate. 
As the flow rate increases, the probability of an out-of-control vehicle colliding with 
another vehicle must increase. 
It should be noted that much of the research relating accidents to tr&c volumes for 
sections of road has been incidental to the aim of relating accidents to physical 
features (e.g. roadway width, curvature, etc.) and has been for iural roads. 
Lalani and Walker (1981) derived relationships of the form: 
where: 
A = annual accidents 
Q = average daily flow 
for major urban arterial streets. With such relationships, they were able to explain 
80% to 95% of the observed variation in accident occurrence. 
There appears to be discrepancy between Satterthwaite's results and those of Lalani 
and Walker, whose results suggest accidents always increase as the flow rate 
increases. The discrepancy may be more apparent than real, as Lalani and Walker 
studied urban arterials for which the flow rates are high (i.e., they did not observe 
the full range of flow rate variation). 
In some studies, the dependent variable is the number of accidents in a period of 
time, while in others it is the number of accidents per veh-km of travel. In a recent 
study (Silcock and Worsey, 19821, it was found that the best explanation was 
obtained when the dependent variable was "accidents per l ink or "accidents per 
annum", with the link length not being (or part of) an explanatory variable. The 
apparent irrelevance of link length may be due to the study method, which involved 
subdividing routes into lengths which may have been of similar length. With little 
or no variation in link length and link flows, it is not surprising that link length 
and link flow would appear unimportant. Clearly, the results of studies must be 
interpreted carefully and with due account of the study method. 
Several studies, including those by Silcock and Worsey (1982) and McGuigan (1982), 
have involved classifying roads according to fadors such as land use and 
carriageway type, and then identifying, for each category, the relationship between 
accidents and other factors (e.g. flow rates, veh-km of travel). In this way, the 
explanatory power of the relationships is increased. 
The economic evaluation package, COBA-9 (Department of Transport, 1981) uses 
accident rates (per veh-km of travel) for estimating the safety impacts of a project. - 
..-. .. 
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5.6. ACCIDENTS AND TRAFFIC FLOWS (INTERSECTIONS) 
One of the earliest attempts to relate accidents to traffic flows at  intersections was 
due to Tanner (1953), who studied 232 rural T-junctions in the UK. He found that 
the best fit was obtained with the relationship 
where 
A = annual number of accidents 
Q = 16-hour flow on "head of tee" 
sp 16-hour flow "right turning from stem" 16-hour flow left turning - - 
from "head of tee" 
Q= 16-hour flow left turning from "stem" & 16-hour flow right turning 
from "head of tee" 
Tanner wanted to simplify the relationship, and proposed the following: 
A = 0.0045 d q r ~  + 0.0075 ~ Q Q  
on the basis that except for the 0.88, the indices do not differ significantly from 0.5, 
and the 0.88 is only just significantly different. 
The simplified relationship (often generalised to the "square-root law") was 
confirmed by a subsequent study by Colgate and Tanner (1967), but Bennett (1966) 
obtained results that did not fit the relationship. 
A number of studies have involved relating annual accident numbers to the average 
daily flows entering from the major and minor roads (i.e. Q, and Q, respectively). 
That is, no consideration was given to the movement pattern at  the intersections. 
For example, Leong (1973) studied 243 urban intersections in NSW (Australia), and 
fitted relationships of the form 
The value of the parameters a and b ranged from -0.03 to 0.38 and from 0.07 to 
0.49, respectively; the value depended upon the number of arms (3 or 4) and the 
form of intersection control (signalised or unsignalised). 
Leong also obtained a simplified relationship: 
where the value of parameter a ranged from 0.21 to 0.45, with the value 0.42 giving 
the best overall fit. 
Two recent studies (Maycock and Hall, 1984; Pickering, Hall and Grimmer, 1986) 
have considered two particular types of intersection (4-arm roundabouts and rural 
T-junctions, respectively), and have investigated two forms of model: 
(1) A = R Q" (2) A = R Q,' Q,b 
where Q, Q, and Q, are flow functions. 
.-. . 
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For the roundabout study, three forms of flow function were tried: 
(1) total inflow (the sum of the four entering flows) 
(2) cross product (the product of the total entering flows on one 
pair of opposite arms with the total entering flows on the other 
pair) 
(3) entering-circulating (the product of the entering and circulating 
flows at each entry, summed over the four arms) 
For the T-junction study, a total of 10 flow functions (sum or sums of products of 
the six movement flows) were tried. 
These studies resulted in several statistically significant models relating accidents to 
traffic flows, it being found that accidents are much more closely related to the 
square root of the product of conflicting flows than to the product or sum of the 
conflicting flows, thereby confirming the general validity of the "square mot law" due 
to Tanner. 
These two studies also investigated the effects of geometric variables, and derived 
models for accidents stratified according to accident type. For the roundabouts, it 
was found that changes in the geometry simply results in different proportions of 
the four main accident types (entering-circulating, approaching, single-vehicle and 
other). 
Further such studies of other junction layouts and forms of control are being 
undertaken or planned, with the models being for predicting the number of accidents 
at intersections (given traffic flows and geometric details) as part of the design and 
appraisal processes. 
5.7. RISK FUNCTION 
Accidents arise from the interaction of the risk and exposure h t i o n s ,  and the form 
of the exposure functions have been discussed above. In addition, empirical studies 
of accidents as a function of trac flows have revealed relationships as discussed 
above. Assuming that accidents, exposure and risk are all functions of traffic flow, 
the form of the risk function can now be inferred. 
Consider the case of two conflicting movements at  an intersection. There is 
considerable evidence supporting the "square mot law": 
In addition, there is a strong theoretical justification for the exposure function being 
of the form: 
Hence, it follows that the risk function is of the form: 
This implies that as the traffic flows increase, the risk (or probability of an accident 
given an exposure) declines. This is consistent with the statement of Tanner (1953) 
that: 
"it is by no means improbable that as the flows increase, the amount 
of care exercised by drivers also increases, with the result that the 
chance of an accident resulting h m  each encounter decreases." 
S ipson  (1973) reported that there seemed to be a disproportionately high number 
of accidents involving right-turning vehicles colliding with opposing straight-through 
vehicles during off-peak periods. During such periods, the rate of occurrence of 
accident opportunities is less than during peak periods, and the phenomenon 
observed by Simpson is readily explained by the risk decreasing as t d c  flow 
increases. 
It is common practice to adopt higher design standards for heavily trafficked 
intersections and routes, and this, along with greater driver vigilance, would explain 
the reduction in risk as traffic intensity increases. The u-shaped relationship 
between accidents per veh-km and traffic flows, as proposed by Satterthwaite, also 
implies a variation in the level of risk with variation in the traffic flow. 
6. ACCIDENT OCCURRENCE AS A STOCHASTIC PROCESS 
6.1. INTRODUCTION 
Accident occurrence is governed by the interaction of various factors, and is subject 
to both temporal and spatial random variations. Hence, one cannot be sure when 
the next accident will occur at  a particular location, nor can one be sure where the 
next accident will occur. 
Accidents are rare events: 
(1) from the UK road controlling authority's viewpoint, the number of accidents 
in a year is likely to be between about 112 to 1 (for urban and rural areas, 
respectively) for each mile of public road, and the number of accidents per 
vehicle passage is generally of the order of 1 per million; 
(2) from the individual user's point of view, the average UK driver can expect to 
be involved in one major accident in a "driving life" (40 years at  7000 miles 
per annum) and it has been estimated (Road Accidents Great Britain, 1986) 
that about 222,000 (or about 0.4%) of the 55 million persons alive in the UK 
in 1985 will die as a result of a road accident. 
Despite the rarity of accidents, they are undesirable and should be reduced if this 
can be done in a cost-effective manner. 
Accidents are random events. They are not simply haphazard or aimless, but are 
governed by the basic laws of chance, that when some action can have more than 
one outcome, then: 
(1) where they have an equal chance of occurring, the probability of any outcome 
in a single trial is the proportion which that outcome bears to all possible 
outcomes (proportionate law) and the outcomes observed in a number of trials 
will vary to some extent from the inherent proportion, but the extent of the 
variation will reduce as the number of trials increases (the law of avera~s) ;  
(2) the probability of alternative outcomes in a single trial is the sum of their 
individual probabilities (the addition law) and the probability of a particular 
combination of outcomes in multiple, independent trials (where sequential or 
simultaneous) is the product of their individual probabilities (& 
m a .  
Accidents are random events from two aspects, time and location. Accidents occur 
randomly in time, so that the time interval between one accident and the next will 
vary randomly, even when the factors affecting accident occurrence are constant. 
Likewise, if time is divided into equal intervals, the number of accidents in each 
interval will vary randomly. 
Accidents occur randomly in space, so that if all roads were arranged in one line, 
the distance between the site of one accident and the site of the next will vary 
randomly, and if the roads are divided into equal length sections, the number of 
accidents in each section will vary randomly. 
Accidents are not com~letely random events, and temporal and spatial variations in 
their occurrence can be explained in part by variations in the factors involved in 
accident occurrence. Hence, it can be said that accidents are a function of 
identifiable factors, plus a random "noise" term. 
6.2. ANALYSIS OF TEMPORAL VARIATIONS 
6.2.1. Time Series Analysis. A series of successive observations of a phenomenon 
over a period of time is a time series. The interval between observations can be 
regular (e.g. daily, weekly, yearly) or irregular. Hence, annual accident counts for a 
site, a mute or an area constitutes a time series. 
Time series analysis is generally undertaken primarily to help discovery and 
measurement of the effects of the factors contributing to accident occurrence. When 
analysing accident count data, we must be aware of the existence of 
(1) the secular trend, which extends consistently throughout the entire period 
under consideration 
(2) cyclic fluctuations, which are cyclical variations, consistently recurring at 
regular intervals during the period under consideration 
(3) random or stochastic variations, which occur in a completely unpredictable 
fashion. 
Cyclical variations in accident occurrence include: 
(1) seasonal variations, connected with seasons of the year; 
(2) daily variations; 
(3) hourly variations. 
The magnitude of these cyclical variations is substantial (as shown by Figures 1 and 
3 and Table 11, and must not be ignored. 
There are well-established procedures for identifying cyclical variations in time 
series data; once identified, the effect of the cyclical fluctuation can be removed, 
giving "adjusted time series data (see Figure 2). 
In practice, the most widely adopted procedure for eliminating the cyclical 
fluctuation problem is the use of annual accident counts. It is not necessary to 
adopt a 1 January - 31 December year; any 12 month period can be used, so long as 
it is used for all sites, routes or areas. 
6.2.2. Estimation of the Underlying True Accident Rate. Let x,, x,, ...., x, be 
the observed a ~ u a l  accident counts for an individual site for n years. One is 
naturally interested in estimating the underlying tme accident rate (UTAR) about 
which the annual accident counts vary. 
The UTAR for a site (or section of road) 
(1) is not known with certainty; 
(2) is almost certainly not the same as the observed accident rate; 
(3) can be inferred (or estimated) h m  the observed accident counts. 
It is commonly assumed that the accident counts are governed by a Poisson p k s s ,  
the mean and variance of which is constant and equal to the UTAR (a, say). Now, 
if the accident counts x,, q, ...., x,, are Poisson distributed, then their sum 
is Poisson distributed, with mean and variance equal to (na). Hence, the probability 
that the mean of the accident counts x is equal to (dn) is 
P(x = (dn)) = (nay exp (-na)/c! 
The chi-square integral and the cumulative Poisson distribution are related: 
c- 1 
1 - P(xz/v) = C (aY exp (-a)h! 
0 
where a = x2/2 
c = vI.2 
Hence, it can be stated that 
with a level of confidence of (1-2k), where 
a, = xz [k I v = 2c1/ (2n) 
Using these relationships, confidence Limits for a may he obtained for various values 
of the observed rate of occurrence (dn) and time series duration (n). From a plot of 
the confidence limits, it can he seen that 
(1) as the time series duration increases, the estimate of the value of a becomes 
more precise (ie. the width of the confidence interval decreases) 
(2) for n < 5 approximately the rate of increase in precision is markedly greater 
than for larger values of n (ie. the optimum period for statistical reliability in 
estimating the UTAR is about 5 years). 
If it is felt that the UTAR is changing with time (ie. that accidents are governed by 
a non-stationary stochastic process), then a greater number of observations will be 
required to identify precisely the form of variation of the mean andlor variance of 
the stochastic process. That is, a longer time period is required for a non-stationary 
stochastic process that for a stationary one. 
For a more detailed discussion of this topic, see Nicholson 1986b and 1987. 
6.2.3. The Randomness of Accident Counts. Statistical analysis procedures are 
based on the assumption that the data is governed by a random process. There is 
some evidence (Nicholson, 1986a) that accident counts are not always random. 
The randomness of accident counts can be assessed, by analysing the in which 
observations are obtained, using the "runs test of randomness". Such an analysis 
provides information not available from an analysis of the frequency of events. 
The runs test of randomness is a standard non-parametric test, which enables one 
to assess the probability that a sequence of observations (accident counts, say) were 
produced by a random process. With some modification (as described in Nicholson, 
1986a), the test can be used to identify, in addition, the nature of non-randomness. 
That is, it can detect and distinguish between the following sources of non- 
randomness in annual accident counts: 
(1) a secular trend 
(2) a cyclic variation (an over-corrected process) 
(3) a discontinuity 
The test involves 
(1) identifying runs above and below a varying spedied level; 
(2) establishing the 90% or 95% confidence limits for the number of runs (for 
each value of the specified level); 
(3) if the observed number of runs is too high or too low (ie. lies outside the 
confidence limits), rejecting the null hypothesis that the accident count 
sequence is random. 
6.2.4. The Variability of Accident Counts. It has been assumed (in section 
6.2.2) that accident counts vary according to a Poisson process. In fact, it has been 
shown (Nicholson, 1985) that there are grounds for doubting the general validity of 
that assumption; the accident counts for some sites are too variable to be well- 
described by the Poisson distribution (for which the variance equals the mean), 
while at other sites the accident counts are too regular (or insufliciently variable). 
If the accident counts are very irregular, use of the Poisson distribution may well 
result in mistaking an accident count fluctuation for a change in the UTAR. This 
may well result in a waste of resources associated with investigating and treating 
sites. If the accident counts are very regular, use of the Poisson distribution may 
result in mistaking a change in the UTAR for an accident count fluctuation. This 
may well result in investigations andlor treatment not being undertaken when it is 
warranted, with a consequent waste of another resource, good health. 
When analysing accident count data, one should check the variability of the counts. 
If one uses the confidence limits (section 6.2.2) based on the Poisson assumption, 
then it should be recognised that the level of precision for the UTAR is: 
(1) over-estimated if the index of dispersion (variancelmean) is .>I; 
(2) under-estimated if the index of dispersion is <I. 
It seems that a substantial proportion (approximately 25%) of sites have either too 
much or too little variability for the Poisson assumption to be completely valid. 
It appears that there are sites that have an UTAR noticeably lower than do other 
sites, but which are more likely to experience a large number of accidents in a short 
- 
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period than are those other sites. Given public awareness of spates of accident at  
particular locations, public and/or political pressure may mount for remedial action 
at sites prone to spates of accidents whereas it may well be better ( in terms of 
reducing the sum of accidents at all sites, in the long term) to do remedial work at 
the other sites. There may be a conflict between adopting the technically best 
option and easing public disquiet. 
6.3. ANALYSIS OF SPATIAL VARIATIONS 
An alternative to observing a phenomenon (eg. accidents) at  a site, along a route or 
within an area, a t  intervals of time and obtaining time series data, involves 
observing the phenomenon at several sites, along several routes or within several 
areas, a t  a point in time. This alternative approach gives cross-section data, which 
can be analysed in order to discover and estimate the effects of the factors 
contribution to accident occurrence. 
With cross-section analysis, one must beware of omitting important explanatory 
variables and incorrectly concluding that the variation in accident occurrence is due 
to variations in the explanatory variables that are included. 
When undertaking cross-section analysis, one must take account of the temporal 
variations in accident occurrence (especially the cyclical and random variations). 
If one has accident counts for a number of locations for the same period (one or 
more 12 month periods, in order to avoid the cyclical variation problem), then one 
can identify the mean count and the level of dispersion of counts about the mean. 
The simplest measure of dispersion is the _range, but a major drawback associated 
with it is the absence of information about the frequency of counts at  each point in 
the range. 
Another measure of dispersion is the relative mean deviation: 
where ci = accident count for the i-th site (i = 1, ... N) 
c = mean accident count = 
A weakness with the RMD measure is that there may be substantial changes in the 
frequency distribution of accident counts, without any change in the RMD. 
A commonly used measure of dispersion is  the variance: 
Again, there may be substantial changes in the hquency distribution of accident 
counts without any change in V. There is an additional problem, namely that the 
same proportional change in the accident count at  all N sites will give a change in 
the variance, although the shape of the accident count frequency distribution would 
be essentially unchanged. This problem is overcome by using the coefficient of 
variation: 
Other more sophisticated and complicated indices of dispersion are available. 
The reason for being interested in the level of dispersion of the accident count 
distribution over various sites is that it indicates the extent tot which accidents are 
clustered. If the dispersion is low (ie. accidents tend to be concentrated at  a few 
sites or blackspots), then a blackspot programme is appropriate. If the dispersion is 
high, then an area-action programme is more appropriate. A medium level of 
dispersion may well indicate that a route-action programme is appropriate. 
The use of accident counts for short periods (1 to 3 years, say) will lead to different 
sites seeming to be blackspots in different periods, due to temporal variations in 
accident occurrence at  each site. A site may appear to be a blackspot in one short 
period, because that period coincided by chance with a peak accident count, but in a 
subsequent period not appear to be a blackspot. There is thus a need to use a time 
period that gives reasonable statistical reliability (5 years, say). 
If a route is subdivided into several equal-length sections, then one can analyse the 
accident count distribution. If 
q = accident count for the i-th section 
then any section with an accident count greater than 
where R = some coefficient (unity, say) 
should perhaps be investigated in detail. Intersection could be identified for detailed 
investigation in a similar manner. 
If zero-accident sites are excluded, then there is some evidence (Abbess, Jarrett and 
Wright, 1981, Andreassen, 1986, Maher, 1987) that accident counts for a year are 
distributed (spatially) according to the Negative Binomial distribution. That is, the 
proportion of sites with c accidents in the year is 
where a and b are parameters of the distribution. A feature of the negative 
binomial distribution is that the variance 
is greater than the mean 
The distribution does not fit well observations of the proportion of sites having zero 
accidents; this proportion can be very high (of the order of 90%). Hence its use 
should be restricted to the range c = 1, 2, ..., etc. 
The negative binomial distribution arises from the assumptions that: 
(1) accident counts at  an individual site vary about the underlying true Gcident 
rate (UTAR) according to the Poisson distribution; 
(2) the UTAR's vary from site to site according to a Gamma distribution. 
That is, the probability of the UTAR of a site being a is 
P (a) = b (bay' exp (-ba) l l7a) 
and the probability of the accident m t  at  the site beiig c, given the UTAR is a, is 
P (&) = a' exp (-a) I c! 
The negative binomial distribution is obtained as follows: 
This model is suspect, because it seems that the Poisson assumption is not generally 
valid. 
1: Quarterly casualties, unadjusted: all severities: GB: 1969-1986 
I 
Number of casualtias per quarter (log 
Car users 
I Pedestrians 1 

t=l&~G 
3 :  Casualties by hour of da:y and day of week: 1986 
Average  n u m b e r  p e r  h o u r  : by h o u r  b e g i n n i n g  
Monday  to Friday So tu rdoy  o n d  Sunday  
6 0 4 0 20 0 2 0 40  60 
5 AGE 15-19 (ADULTS) 
I AGE 0-14 (CHILDREN) 
Casualties: by day, road user type and hour of day: 1986 
(a) Monday to Thursday ( b )  Friday Numher of casualt 
Hour Pedes- Pedal 7WMV Car All road Hour Pedes- Pedal TWHY Car All r. 
beginning trians cyclists users users users1 beginning trians cyclists users users users 
-----
Midnight 211 48 311 1.587 2.281 Midnight 94 18 126 646 5 
01:OO 110 21 106 1.078 1.388 01 :OO 53 7 64 469 C 
02:OO 78 9 59 676 894 02:OO 38 6' 28 355 
All hoursZ 35.291 17.324 32.183 71.721 170.747 All hours2 11.618 4.509 9.768 25,338 55.44 
( c )  Saturday (d) Sunday 
Hour Pedes- Pedal TWMV Car All road Hour Pedes- Pedal TVMV Car All roac 
beginning trians cyclists users users users1 
-----
beginning trians cycllsts users users users1 
-----
Midnight 307 35 264 1.318 1.975 Midnight 342 44 286 1.467 2.224 
01:00 174 13 124 1.100 1.477 01:OO 192 13 120 1.126 1.506 
02:OO 153 7 88 987 1.275 02: 00 181 8 98 1.014 1.348 
03:OO 42 5 33 366 471 03:OO 31 3 31 543 632 
Allhoursz 9.390 3.002 8.129 27.528 51.055 All hours2 5.091 2.163 6.511 24.865 40.277 
Includes bus, coach, goods and other vehicle users and road user unknown. 
Includes time not reported. YA~L i - /. , 
53 
95% CONFIOENCE LIMITS FOR THE MEAN 
OF A POISSON PROCESS 
15 / n  = '  I_ 
I rc = Observed tot01 number of events / IL 
n = Number of yeors of 
observation 
95% CONFIDENCE LIMITS FOR THE MEAN 
OF A POISSON PROCESS 
4 0 
of events 
n = Number o f  yeors of 
observation 
Observed Rate of Occurrence, c/n 
Observed Rate of O c r ~ ~ r r p n r p  r / n  
I 90% CONFIDENCE LIMITS FOR THE MEAN OF A POISSON PROCESS 16 13 
Observed Rote of Occurrence. c /n 
90 % CONFIDENCE LIMITS FOR THE MEAN 
OF A F'OlSSOEl PROCESS 
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of events 
n -- Number of years of 
Observed Rote of Occurrence, c/n 
7. ACCIDENT DATA-BASE 
7.1. THE ACCIDENT REPORTING SYSTEM 
It is oommon practice in developed countries for all injury accidents to be reported. 
In a few countries (e.g. Germany) non-injury accidents must also be reported, if the 
value of the property damage exceeds some threshold. 
It is common practice for Traffic Police (or Traffic Officers) attending injury 
accidents to complete a detailed report, using a standard form. In the U.K. the 
standard form is known as STATS 19 (copy attached). 
In some areas the standard form (or a reduced version) may be completed for non- 
injury accidents attended by the Traffic Officer. 
When an officer does not attend the accident, the form must be completed on the 
basis of the information provided by the participants, should they choose to report 
the accident. 
Insurance companies require people insured with them to report accidents which 
might lead to a claim being made. The data collected by the insurance companies 
are invariably less complete and detailed than the official accident records. It may 
well be that a greater proportion of accidents are reported to insurance companies 
than to the Traffic Police. 
Another possible source of information is medical records, where any participant has 
required and sought medical attention. Those medical records may reside at  
hospitals or with the individual physicians who treat the injured. 
The reporting rate can be substantially less than loo%, and can vary systematically 
according to 
(1) the accident location - the more remote the location, the less likely to be 
reported (other things being equal); 
(2) the accident severity - for fatal accidents the reporting rate is 100% (or 
very nearly 100%) but the reporting rate decreases 
with accident severity; 
(3) the user class of the - accidents between cyclists, or between cyclists 
participants and pedestrians, are less likely to be reported. 
It should be noted that the three items above are themselves inter-related. 
In deciding upon what is an appropriate reporting system, one should take account 
of: 
(1) the use to be made of the data; 
(2) the capability of the Tr&c Officer. 
Accident researchers very often bemoan the lack of detailed information in accident 
reports. Traffic Officers may complain about the excessive effort required to collect 
the data that is already collected. Some of the data sought by some reseakchers 
would require a high level of expertise (as well as extra effort) on the part of the 
Traffic Officer. It must also be noted that the accident reporting system is part of 
the legal system; prosecutions may occur. There is clearly a need to find a suitable 
balance between the requirements of the researcher, the practising traffic engineer 
and the traffic law enforcement agency, taking full account of the capability of the 
reporting officer. 
7.2. SYSTEM EFFICIENCY 
A number of items are essential to the efficiency of the system: 
(1) Concise referencing of the accident location, using grid referencing (especially 
in urban areas) or distances to established markers (for accidents or 
highways). 
(2) Accurate referencing of the accident location - if grid referencing is employed 
and it is desired to identify specific intersections in an urban area where 
accidents have occurred, then the base map may have to be to a scale of 
1:10000 or better, and the grid referencing determined accordingly. 
(3) Accurate, plain language description of the accident location. 
(4) Accurate, plain language description of the accident - a sketch of the accident 
situation, showing the position of the vehicles involved and the manoeuvres 
they were making, is very useful. 
(5) Road classification. 
(6) Local Authority (or district) identifier. 
The Institution of Highways and Transportation (1987) lists whose items of 
information (see chapter 3 of course notes) which should be extracted from the 
STATS 19 data-base and supplemented with the above information and any other 
"local requirements". The STATS 19 data contains some unnecessary details, which 
should be excluded h m  the local authorities' data-bases. 
Finally, the raw basic data must be validated (i.e. checked for completeness and 
accuracy). Checks for inconsistency should be implemented (e.g. ensuring that the 
number of casualty records matches the number of casualties). 
7.3. DATA WAGEMENT 
The first aspect is data storage, and there are several options available: 
(1) copies of the traffic accident reports (e.g. STATS 19) filed in date, serial 
number or road order; 
(2) brief summary cards (manually prepared from tr&c accident reports, with or 
without additional local information) and filed according to date, serial 
- 
number or road; 
(3) punched cards, suitable for manual or mechanical sorting (containing data as 
in item 2 and similarly filed); 
(4) computer files (magnetic tape or disks). 
With the first option, the retrieval process is time consuming and complex, and 
tends to be little used except as part of a special investigation. That is, it is not 
very well suited to being part of a comprehensive system for systematic (or routine) 
accident investigation. 
The second and third options are very labour-intensive, as they involve transferring 
data from tr&c accident reports onto special cards. Option 3 does enable 
mechanical sorting, although not as rapidly or as flexibly as does option 4, which is 
now widely used. 
With the widespread use of computer files, the matter of data entry into those files 
has become important, and the tr&c accident report forms in common use, having 
been devised prior to the ready availability of computers, are generally unsuitable as 
an "input document". It is often necessary to either revise the accident report form 
or use a purpose-designed input document, to which the data must be transferred. 
The matter of who should have access to the accident data must be addressed, and 
an important issue is one of confidentiality. In addition, the integrity of the data- 
base must be protected (i.e. only authorised persons should be able to input or 
amend data). 
There are various ways in which road accident data can be presented, and the 
choice of form of output depends upon the following: 
(1) for whom the data is intended (e.g. t r s c  engineers, lawyers, public); 
(2) the use to which it will be put (e.g. traffic design, legal defence, planning 
objections); 
(3) the precise data requirement (e.g. technical details, summary data, plain 
language). 
The most common forms of output are: 
(1) cross tabulations and listings; 
(2) manual plots (e.g. pins in maps); 
(3) automatic plots (e.g. plotting on transparent sheets for laying over maps). 
Plots may be produced for selected accident types, just as for the production of 
tables and lists. 
The frequency of output can be: 
(1) periodic or regular (for routine monitoring purposes); 
(2) as required (for special investigations). 
A computerised system can undertake some statistical analysis of the data for 
output, and can draw attention to those sites (or routes or areas) that have an 
unusually large number of accidents during a period (or per unit of exposure, if 
traffic flow data has been input). Such sites should then be subjected to a detailed 
study, to assess the scope for reducing accidents. 
7.4. DEFICIENCIES IN THE DATA-BASE 
It must be remembered that the data-base includes only a proportion of the 
accidents which must be reported, and only a proportion of accidents should be 
reported. Thus, if 
p, = proportion of accidents that should be reported 
p, = proportion of accidents that should be reported that are reported 
then the database contains information about only (p, p,) of the accidents that 
occur. 
The number of property-damage-only accidents may well be about 10 times more 
numerous than injury accidents (i.e. p, is about 1/11) and only about 60% of injury 
accidents are reported (i.e. p, is about 6/10). Hence, the data-base, upon which a 
tr&c engineer must initially judge whether a site, mute or area is unduly 
hazardous, is only about a 5% sample of all accidents. 
The small size of the sample is made worse by the high probability of it having a 
bias, due to the systematic variation of the value of p, for accidents involving 
particular user classes. 
Local information can be very useful; the traffic officers and ambulance staff who 
attend frequent accidents at  the same site, the highways (or road) maintenance staff 
who frequently clear up and repair damage at the same site, and residents in the 
vicinity of such a site, are all sources of information about the eequency and nature 
of accidents at  the site. 
The information obtained from such sources must be judged with extreme and 
expert care, however, as there may be considerable bias in the information provided. 
Nevertheless, such information should be considered for use as a supplement to the 
limited accident data generally available. 
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5  O the r  l i g h t  Cont ro l lFd  c r o s s i n g  5  S t r e e t  l i p h t r  7 m e t r e s  o, m o r e  h i g h  III 7 Fog  ( o r  m i s t  i l  h a z a r d )  owel 3 c m r i I i n c h l  deep)  
6 Othe r  r i t c r  c o o t ~ o l t e d  by s s n o o l  c r o r r i n g  p a l r o t  6 S l l C e t t i Q h t s  7 m e t r e s  h i g h  i i !  8  O l h e r  
7 O l h e r  s i t es  c o n l r o i t e d  by other  a u l h o r i s e a  p e r s o n  7  N o  811eet l i p h l i n p  9 U n k n o w n  
a  c e n l r a l  r e l u g e - # t o  o the r  c o n t r o l ,  a S t r e e t  l i g h t s  u n , l $  
9 F o o l b r i d g ~  o r  s u b w a y  9 O a r k n e s s  r l r c e t  l i g h t i n g  u n k n o w n  
1.24 SPECIAL fl 1.25 CARRIAGEWAY fi 1.26 O V E R T A K I N G  M A N O E U V R E  PATTERNS 6 
CONOITIONS AT SITE H A Z A R D S  NO longer required by the 
1.27 OTp I ~ I  
~ a p a r t m o n t  oVTranrport  SPECIAL PROJECTS 0  N o n e  0  N o n e  
I A u l o r n a l l c  T l r l l i C  Siqn.1-out I 0 ~ 1 1 0 # 0 e 0  v u h i c l e  
2 * u l o r n a l i c  T r a l l # c  S ~ g n n l  too., in car r i .par .y  
o a r t i a i l y  6 e t e c r ~ r e  2 o t h e r  o b j e c t  i n  
3  ~ e r r n s n e ~ ,  r o a d  r i p n i n g  c a r r l a p e w a y  
d C i C C l i " ~  0 ,  0b.C"ICII 3 i n v o l v e m e n t  w i t h  
1 R o a d  w o r k s  ~ r c s c n i  P I C V ~ O Y S  a ~ c l d e n l  
5  ~ 0 . d  s v r t a c a  a e l e c l i v e  4 D o g  i n  c a r ~ i a g e w a y  
5  o t h e r  a n i m a l  
in c a r r l a p r w a y  

I 2  5 6 7 8 9 l O t l  
3.1 RECORD TYPE 3.2 POLICE FORCE a 3.3 ACCIDENT REF NO. I I I I I I I ' I  
I New casualty record 
5Amended carualty record 
15 16 17 
3.5 CASUALTY REF NO. 
3.9 SEVERITY OF CASUALTY fi 
I Fatal 
2 Serious 
3 Sllghl 
ul 
N 3.12 PEDESTRIAN OlRECTlON 6 
Comearr pain1 bound 
1 N 
2NE 
30 
3.16 PSV PASSENGER 
0 No! a PSV passenper 
t soarding 
2 Aliphlinp 
3 Standing parsenper 
4 Seated parrenoer 
12 13 14 
3.4 VEHICLE REF NO. 
16 
36 CASUALTY CLASS 3.7 SEX OF CASUALTY 6, 3.8 AGE OF CASUALTY 
I Oliver 01 rider 
2 Vehicle 0, pillion paraengel 
3 Pedeslrian 
1 Male 
2 Female 
3.10 PEDESTRIAN LOCATION f6 3.1 1 
0 0  No1 pedestrian 
01 In clrriapeway erorring on pedestrian crossing 
0 2  In carriageway crossing within r ig-zag tines approach lo the crossing 
0 3  In carr iagawrycrosring within r ig- rag lines exit the crossing 
04 k Carriageway Clos~ing elsawhere wilhin 50 metres or pedertrmn crossing 
0 5  In carriageway Crossing elsawhare 
06 On loolway 0, verge 
0 7  On reluge or e.ntral island or ,.rerv*tlon 
0 8  In scnlt. 01 Cltriageway no1 on r l l r 9 s  or C L ~ I ~ S I  is and 
0 9  n E a t ,  ..era" "01 Clo*.ina 
. . 
10 Unknown 
PEOESTR;AN MOVEMENT fi 
0 Not pederlrisn 
I Crorr ing from drivers nearside 
2 Crossing lrom drivers nearside-marked by psrked or slationary rehi' 
3 C l o ~ s i n g  l tom drivers oIlridc 
4 Crossing from ariverr ol l r~de-marked by parked or stationary rehic 
5 In carriageway rlajionary- not crorrinp (rlandinp or playing1 
8 In carrisgew8y staliooary-not crossing lstroding or playinpi. 
maahed by parked or stationary vehicle 
7 Walking along in carriagewry lreing trallic 
8 Walking along in carriagewry back to trallic 
9 'Unknown 
3.13 SCHOOL PUPIL CASUALTY b 3.14 SEAT BELT USAGE fi 
o NOI 1 IC~OOI pupil 
3.15 CAR PASSENGER 
0 No1 car or r a n  0 Not car passenper 
t Pupil on iourncy o / l t o m  ,chwt 1 Salely bell in use 1 Front real car ~ a r r e n g e r  
2 Pupil NOT on iovrney ~e/ l rom school 2 Salety bell littea-not in use 2 Rear seat car ~rssenper  
3 S a I ~ t y  belt not li lted 
4 Child ialety bal l jharnerr littrd-in urc 
5 Child ratety bell/ha,nerr lived-not in uao 
6 Child ralsly bell/haroesl no1 titled 
7 Unknown 
31 3 2  33 3 4  
3.17 OTp SPECIAL PROJECTS 
IMPORTANT FACTORS FROM STATS 19 FOR CORE DATA BASE 
I tem Column N o  
(i) Basic accident description 
Reference 1.3 
Severity of accident 1.4 
No. of vehicles 1.5 
No. of casualties 1.6 
Date 1.7 
Day 1.8 
Time 1.9 
Location 1.11 
with augmentation for local use 1.31 
Contributory Factors-if collected by Police 
especially 11, 20-26, 34, 35. 61, & 62 
(ii) Road features 
Class of road and no. 1.1 2.1.1 3 
1.1 8.1 .I 9 
Carriageway type or markings 1.14 
Speed limit 1.1 5 
Junction type and control 1.1 6.1.1 7 
(iii) Environmental features 
Light conditions 1.21 
Weather 1.22 
Surface condition 1.23 
Special conditions 1.24 
Carriageway hazards 1.25 
(iv) Vehicle features 
Type 2.5 
Manoeuvres 2.7 
Movements 2.8 
Vehicle location 2.9 
Junction location 2.1 0 
Skidding 2.1 1 
Hit object 2.1 2.2.1 4 
(v) Dr iver features 
Sex 2.21 
Age 2.22 
Breath test 2.23 
Hit and run 2.24 
(vi) Casualty details 
Class 3.6 
Sex 3.7 
Age 3.8 
Severity of injury 3.9 
Pedestrian location 3.1 0 
Pedestrian movement 3.1 1 
Pedestrian direction 3.1 2 
School pupil 3.1 3 
Notes 
1. As well as aiding identification of opportunity to apply engineering 
remedial measures the above factors also facilitate identification of oppor- 
tunity for enforcement and education, publicity and training measures. 
2. When a good working relationship exists between police and final verifica- 
tion agency, particularly when the latter is responsible for accident investi- 
gation, data is likely to be more accurate. 
..-. .. 
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8. IDENTIFICATION OF HAZARDOUS SITES, ROUTES AND AREAS 
8.1. INTRODUCTION 
The first analytical step in the development of an accident reduction programme is 
the identification of hazardous sites, routes and areas, which may then be 
investigated in detail, with a view to diagnosis of the accident problem and 
identification of an appropriate remedial action. 
There are numerous potential indicators of the level of hazard. For instance, Taylor 
and Thompson (1977) started with 24 potential indicators and after detailed 
consideration of each, reduced the number to nine. These were included in a 
formula for calculating a "hazardousness index", which included items such as: 
(a) driver expectancy (this requires subjective evaluation on a "good" to 
"bad" scale); 
(b) sight distance and traffic conflicts (these are relatively objective 
indicators, but they entail a large amount of special data collection); 
(c) various accident-based indicators (e.g. number of accidents per year, 
accident severity). 
Surveys of practice in the USA (Zegeer, 1982) and the UK (Silcock and Smyth, 
1984) reveal that the vast majority of roadingbighway authorities rely upon 
accident-based indicators alone. It is likely that this situation will continue for 
some time, as data relating to accidents (particularly injury accidents) are routinely 
collected in many countries, and very few authorities (if any) have the resources to 
collect routinely information on traffic conflicts and such like. 
Zegeer found that all authorities in the USA employ one or more methods for 
identifying hazardous locations on inter-state and state roads, and about 80% also 
seek to identify hazardous locations on local roads. Silcock and Smyth found that 
about 82% of the responding authorities in the UK employ some method of 
hazardous location identification. Assuming that all the non-responding authorities 
do not, it follows that about 67% of authorities in the UK do. 
Ordinarily, a two-stage process is used: 
(1) firstly, the accident history of all locations is reviewed, to select a 
limited number of apparently dangerous locations for further 
examination; 
(2) secondly, the selected locations are examined in detail, in order to 
devise cost-effective remedial treatments for some. 
The chapter is concerned with the first stage only. 
8.2. IDENTIFICATION OF HAZARDOUS SITES 
8.2.1. Choice of Criterion. Sites are particular locations, such as intersections, 
access points to major traffic generators, short lengths of road containing a 
distinctive feature (e.g. a bend). 
A number of criteria may be employed for identifying blackspots, four of the most 
common being: 
(1) the number of accidents (or accidents per km) in a given period 
exceeding some arbitrary threshold value (this criterion takes no 
account of exposure); 
(2) the rate of accidents (per veh-km or per veh) for a given period 
exceeding some arbitrary threshold value (this criterion does take 
account of exposure); 
(3) the number and rate of accidents both exceeding their respective 
arbitrary threshold values; 
(4) the rate of accidents exceeding a critical value derived from statistical 
analysis of accident rates for all sites (this is commonly termed the 
"rate-quality control method"). 
It is often argued (IHT, 1987; DTp, 1986) that it is unwise to rely solely on either 
the number or rate of accident criteria, as: 
(1) the number of accident criterion on its own will lead to site selection 
biased towards sites on high-volume roads and having a large number 
of accidents; 
(2) the rate of accidents criterion on its own will lead to site selection 
biased towards sites on low-volume roads and having relatively few 
accidents. 
Hence, the third criterion has gained much support, as it ensures that the high risk 
(accidents per exposure) sites, where there are relatively many accidents that may 
be saved, will be investigated in detail. 
The fourth criterion involves assuming that the accident rates for different sites are 
distributed according to some probability distribution, assuming a critical level of 
confidence (between 95% and 99.5%, say), and then finding the critical accident rate, 
such that only a proportion (0.5% to 5%, say) of sites will have a higher rate and 
thus be deemed blackspots. 
There seems to be no good reason for not extending the procedure to consider 
accident numbers as well as accident rates, to overcome the bias problem associated 
with the use of only one or the other. The advantage of the statistical approach is 
that it reduces the amount of arbitrariness in setting threshold values. 
One can stratify accidents according to severity, in an effort to identify those sites 
having a high number and/or rate of serious accidents. 
Zegeer (1982) found that of the 51 state roading authorities in the USA: 
(1) 89% and 73% use 'number of accidents' on major and minor (local) 
roads, respectively; 
(2) 84% and 50% use 'rate of accidents' or 'rate-quality control' on major 
and minor roads, respectively; 
(3) 65% and 45% stratify according to severity (major and minor roads, 
respectively). 
8.2.2. Choice of Road Length. When seeking to identify unusually hazardous 
sites, it is necessary to sub-divide roads into sections; with intersections, it is 
necessary to decide what length of each approach road should be included in the 
intersection. It is common practice to consider the 20-30 m of adjoining approach 
road is part of the intersection. With the sub-division of roads into sections, 
practice varies considerably. 
The factors that should be taken into account when choosing section lengths include: 
(1) roadway and trac characteristics should be fairly uniform within a 
section; 
(2) the section length should be in keeping with the level of precision and 
degree of error in reporting accident location; 
(3) the length of influence of a hazard may be considerable, with vehicles 
losing control at a hazardous feature colliding with an object some 
considerable distance downstream; 
(4) statistical reliability. 
With respect to statistical reliability, it is clear that as the section length gets very 
small, then the probability of zero or one accident in the period must tend towards 
unity. As the section length gets very large, the effect of isolated hazardous 
features will be submerged and lost. Zegeer (1982) states that accident rates 
"become unstable and of questionable value for highway segments of 
short length (i.e. less than 0.3 mile) andlor with low traffic volumes 
(i.e. less than 500 veh per day), even when several years of accident 
and volume data are used." 
Zegeer found that practice in the USA is very variable, with section lengths varying 
from 0.03 km to about 0.5 km for 'spot' lengths, and from 0.5 km to about 2.5 km 
for 'section' lengths. He recommended using about 0.5 km for 'spot' lengths and 2.5 
for 'section' lengths, both lengths being substantially greater than generally used in 
the USA. 
The survey of UK practice (Silcock and Smyth, 1984) did not elicit much information 
about lengths of roads used, but it seems that lengths as small as .0.03 km are used. 
8.2.3. Choice of Time Period. The factors affecting the choice of time period 
include: 
(1) avoiding having environmental and other trends affecting results; 
(2) using annual accident count data, to avoid the effects of cyclical 
variation in accident occurrence; 
- 
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(3) computer storage and processing costs; 
(4) using a short period, in order to detect quickly any sudden changes in 
the accident rate (per unit time); 
(5) using a longer period to improve statistical reliability (i.e. smoothing 
the effects of short-term fluctuations in accident occurrence). 
Zegeer found that in the USA, the time period ranged from one to five years, with 
one and three years being most popular. According to Silcock and Smyth, in the 
UK the time period ranges from as little as one month up to five years, with three 
years being clearly the most popular, followed by one year. 
Zegeer recommended the use of two time periods, namely one and three years. 
Analysis of actual accident count data and the precision of interval estimates of the 
means of Poisson processes (Nicholson, 1986b and 1987) reveals that from the 
statistical reliability viewpoint, a five year period is most suitable (see Chapter 6 of 
the course notes). Sabey (1985) has also expressed the view that five years is a 
most suitable time period. 
8.3. IDENTIFICATION OF HAZARDOUS ROUTES 
The criterion may be one or more of the following: 
(1) the accident number exceeding some threshold value (this ignores 
variations in route lengths and traffic flows); 
(2) the accident number per km exceeding some threshold value (this 
ignores variations in t r a c  flows); 
(3) the accident rate (per veh-km) exceeding some threshold value. 
Despite the limitations of using veh-km as a measure of exposure (see Chapter 5 of 
the notes), the third criterion is widely used. In order to avoid the bias problem, 
the use of criteria 2 and 3 together is recommended. 
Whereas in hazardous site identification, there is  a tendency to use short lengths of 
road, with hazardous route selection, the analysis of accident data will generally be 
based on relatively long lengths (from one to several km). 
The comments about the choice of time period (section 8.2.3) apply here as well, 
although the statistical reliability factor is not as critical; although accident counts 
for individual sites may be very variable, the accident counts for an aggregation of 
sites (e.g. a route) is likely to be less variable, meaning that a shorter time period is 
required for equivalent precision. This is clear from the charts for estimating the 
confidence limits for the UTAR (Chapter 6 of the course notes); the greater the 
observed accident rate, the greater the precision for the same observation period, so 
that the same precision can be obtained with a shorter observation period. 
8.4. IDENTIFICATION OF HAZARDOUS AREAS 
This is a relatively new area of activity, and there is some doubt about the criteria 
that ought to be employed for identifying hazardous areas. A number of criteria are 
possible: 
(1) the number of accidents per square km per year (this does not take 
account of variations in the length of mad and tr&c flows); 
(2) the number of accidents per head of population (this also takes no 
account of road length and tr&c flows); 
(3) the number of accidents per km of mad (this takes no account of 
traffic flows); 
(4) the number of accidents per vehicle owned by or available to the 
population (this attempts to take account of trafGc flows in a crude 
manner). 
The areas are generally of the order of 5 square km or larger. While the comments 
on section length (section 8.2.2) do not apply, those on the time period (section 8.2.3) 
generally do. Again, given the aggregation of accident data for many sites, a 
shorter time period may be used than for the identification of hazardous sites, and 
still have comparable statistical reliability. 
8.5. IDENTIFICATION OF SITES FOR MASS-ACTION 
Here the goal is to find sites where there are substantial numbers of accident and 
numbers of accidents per exposure, where the accidents: 
(1) are of a particular type (e.g. skidding accidents); 
(2) involve a particular movement (e.g. overtaking); 
(3) occur a t  a particular time of day; 
(4) involve a particular class of mad user. 
Since it is a matter of identifying sites, rather than routes or areas, the previous 
comments (sections 8.2.2 and 8.2.3) about section length and time period are 
applicable. 
8.6. EFFICIENCY OF IDENTIFICATION PROCEDURES 
The goal of a hazardous site, route or area identification procedure is to identify 
both those that warrant detailed investigation, and those that do not. 
Now, four possibilities exist, namely that: 
(1) a truly hazardous site will not be identified as such (a false negative); 
(2) a truly non-hazardous site will not be identified as such (a false 
positive); 
(3) a truly non-hazardous site will be identified as such (a correct 
negative); - 
-. .. 
(4) a truly hazardous site will be identified as such (a correct positive). 
The Venn diagram (Figure 1) illustrates the situation. The box symbolises the 
collection of all sites. The set of all truly hazardous sites corresponds to the area 
within cordon 1. The set of sites selected for detailed examination is enclosed by 
cordon 2. The ideal identification procedure would be one for which cordons 1 and 2 
coincide exactly, but in general cordons 1 and 2 will delineate three distinct sets 
(false negatives, correct positives and false positives) with the set lying outside both 
cordons but within the box being correct negatives. 
A = f a l s e  n e g a t i v e s  
I3 = c o r r e c t  p o s i t i v e s  
C = f a l s e  p o s i t i v e s  
D = c o r r e c t  n e g a t i v e s  
F i g u r e  1. 
Due to the fluctuation of the annual accident counts about the underlying true 
accident rate (UTAR), there is uncertainty regarding the UTAR. The observed 
accident rate over a period may be considerably greater or less than the UTAR. 
Now, in the identification of hazardous locations, one wants to identify the sites 
with the high UTAR's, but is forced to make the decision (whether the site is 
unusually hazardous) on the basis of the observed accident rate. Now if 
a = underlying true accident rate (accidents per year) 
A 
a = observed accident rate 
k = threshold underlying true accident rate 
6 
k = threshold observed accident rate 
then there are four possible cases: 
A 
(1) a > k and & > k , a correct positive 
(2) a > k and & < $ , a false positive 
* 
(3) a c k and $ > k , a false negative 
* 
(4) a < k and 6 < k , a correct negative 
The efficiency of the identification procedure depends upon the following 
considerations: 
(1) the number of positives (whether correct or false) that must be 
examined in detail should be commensurate with the resources 
available for such examination; 
(2) the proportion of positives and negatives that are correct should be as 
large as practicable, with as few false positives and negatives as is 
practicable. 
Consider the situation where we have a large number of sites, each with its own 
UTAR, q, and the criteri n being used is that the observed number of accidents in 1 n years should exceed (n ). Assuming that the accident counts at  every site are 
Poisson-distributed about the UTAR, then for an n-year period, the expected number 
of accidents a t  the ith site is (nq), and the probability of (nk) or more accidents in 
the n-year period is 
A 
1 - [Pr (0) + Pr (1) + . . . + Pr (nk - I)] 
&-1 
= 1 - X  (nqP exp (- nq) 1 x ! 
x = o  
Clearly, the probability of (nk) or more accidents in n years: 
& 
(1) decreases as (nk) increases, for a given n and q ;  
h 
(2) decreases as cq decreases, for a given n and k. 
A 
By varying the value of n and k, the efficiency of the identification procedure can be 
altered. 
Consider the case of 250 sites, 50 with UTAR = 6 and 200 with UTAR = 3. The 
proklem is to identify the 50 hazardous sites, using a 3-year observation period, say. 
If k is set at 4, then it follows that the probability of 12 or more accidents in 3 
years is: 
(1) about 0.2 for a = 3. 
(2) about 0.9 for a = 6. 
Hence, about 85 sites would be selected: 
(1) about 0.2 x 200 = 40, with a = 3; 
(2) about 0.9 x 50 = 45, with a = 6. 
Of the 85 sites, only about 50% will be truly hazardous, and ,lo% of the truly 
hazardous sites will not be selected for examination. 
A 
If k is set a t  5, then it follows that the probability of 15 or more accidents in 3 
years is: 
(1) about 0.05 for a = 3; 
(2) about 0.75 for a = 6. 
Hence, about 48 sites would be selected: 
(1) about 0.05 x 200 = 10, with a = 3; 
(2) about 0.75 x 50 = 38, with a = 6. 
Of the 48 sites, about 80% will be truly hazardous, and about 25% of the truly 
hazardous sites will not be selected for examination. Clearly, raising the threshold 
observed accident rate: 
(1) reduces the number of sites selected; 
(2) increases the probability that selected sites are truly hazardous; 
(3) increases the probability that truly hazardous sites will not be 
selected. 
Careful consideration should be given to setting the threshold observed accident 
rate. 
h 
If k is set at 4, and a 5-year observation period is used, then the probability of 20 
or more accidents is: 
(1) about 0.10 for a = 3; 
(2) about 0.95 for a = 6. 
Hence, about 68 sites would be selected: 
(1) about 0.10 x 200 = 20, with a = 3; 
(2) about 0.95 x 50 = 48, with a = 6. 
Of the 68 sites, about 70% will be truly hazardous, and only 4% of the truly 
hazardous sites will not be selected for examination. The benefit of a longer 
observation period is obvious! 
In reality, the distribution of the UTAR over the population of sites is not as simple 
as assumed in the above example. Hauer and Persaud (1984) assumed that the 
UTAR is distributed according to the Gamma distribution, with accident counts 
being Poisson- distributed about the UTAR's (see Chapter 6 of the notes). They 
derived expressions for the expected number of sites selected, correct positives, etc, 
upon which information the efficiency of the identification procedure can be judged. 
Finally, it should be noted that altering the threshold observed accident rate 
(sometimes called the 'reaction level') gives an increase in the size of one type of 
error and a decrease in the size of the other type of error, but an increase in the 
observation period leads to reductions in both types of error. 
8.7. RANKING OF LOCATIONS FOR TREATMENT 
Statistical analysis of accident data will give a list of locations which should be 
examined in more detail, with the apparently more hazardous locations higher up 
the list than the apparently less hazardous ones. Detailed examination may well 
reveal that at  a very hazardous location, there is no discernible pattern to the 
accidents, and the identification of a cost-effective remedial treatment will be hard. 
Conversely, a much less hazardous location may exhibit a very clear accident 
pattern and it may be quite easy to identify a cost-effective remedial treatment. 
Hence, we have what may be termed "hard locations" and "easy locations". 
The priority ordering for remedial treatment does not depend on the apparent level 
of hazard alone; it is necessary to consider other fadors, including 
(1) how "easy" or "hard"; 
(2) resource constraints (for both investigation and implementation); 
(3) pressure h m  politicians, public andlor media. 
Poisson probability chart 
Prob (X > c )  
9. PROBLEM DIAGNOSIS VIA ANALYSIS OF ACCIDENT DATA 
9.1. INT ODUCTION 4 / One of the principal ways of designing and implementing preventative measures 
designed to reduce road accidents is by the detailed analysis of accident data This 
involves obtaining details of an accident site, the situation, area, length of road, and 
road users in order to formulate a remedial measure or set of measures (i.e to 
ascertain the prime contributory factors which relate to, and help to explain, the 
various road users' "failure to cope" immediately prior to accidents). 
There are 4 basic elements to in-depth analysis according to DTp (1986). These are: 
a) the production of the basic data; 
b) logical assembly of the data into a readablelunderstandable form; 
C) on-site analysis of data and characteristics; 
d) assessment of human factors and "failure to cope". 
9.2. BASIC DATA 
The collection of certain types of basic data has been described in previous lectures. 
Stats 19 is the most commonly used accident data base in GB. Other important data 
to be collected include police records, witness and participant statements, a detailed 
description of the location of the accidents, vehiclelpedestrian flows and manoeuvres 
etc. Obviously in some cases much of the data collected will be superfluous or prior 
knowledge of the site will mean that less data need be collected. 
9.3. DATA PRESENTATION AND ANALYSIS 
A number of methods are available: 
a) Computer printouts of accident data; 
b) Non-site-specific maps of accident distribution 
C) AccidenVcollision diagrams; 
d) Tabular portrayal of accident diagrams. 
These are considered in turn below: 
Computer printouts of accident data 
Accident data are generally stored on computer and simple printouts for each 
accident or set of accidents can be produced. Accidents occurring at  a particular 
location, or to a particular group of people can be tabulated to indicate common 
features or possible contributory factors. 
Non-site-specific maps of accident distribution 
These can be plotted Eor an area or road section. Very often done by computer 
mapping packages linked up to Stats 19 data bases (grid reference location of the 
accident is one of the variables on Stats 19). Accidents can be plotted according to 
- <. . 
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any of the variables chosen from the Stats 19 database, for instance pedestrian 
accidents, right turning accidents etc. These types of maps give a general 
preliminary indication of the accident situation in an area and can be indicative of 
the preventative measures required, though further more detailed study is often 
needed. 
Accidentlcollision diagrams 
These give an immediate visual indication of location, site characteristics, common 
manoeuvres etc. Information from damage only reports and conflict studies can be 
added if available. Production of such diagrams also generally means carrying out a 
site visit. 
Example 1 (from DTp,1986). 
Figure 1 shows the location of a number of accidents occurring at  a crossroads. 
Using accident information it is possible to determine the vehicle approach and 
intended departure paths and so produce a collision diagram for the site as in 
Figure 2. 
This gives a neat visual picture which the investigator can use as the basis for 
interpreting the accident situation at  the site. It also provides the basis for the 
design of an 'on-site' detailed conflict study should examination in-depth later prove 
this to be necessary. 
It is important to remember when classifying each accident within a cluster for the 
purpose of preliminary examination that road accidents are random multifador 
events to which it is impossible to assign a single cause. To try to do so simply 
masks the underlying factors which are so often indicative of simple low cost 
remedial action. 
Theoretically, an accident may be classified according to any one of the infiite set 
of underlying factors related to it, and in practice the investigator may assign an 
accident to any one of a wide variety of accident types based upon the known 
underlying factors related to that accident. For example, a collision of the type 
portrayed in Figure 3 may be assigned to any one of the following accident types: 
Approach visibility restricted 
Violation of a mandatory sign 
Overshooting give way line 
Collision on restart from give way line 
Obscured give way sign 
Give way line concealed by uneven surface profile 
Lack of junction conspicuity from side mad 
Continuous perspective lines from side road 
Misjudgement of speed of main road vehicles 
Acceptance of too small a gap due to excessive waiting period 
Excessive speed of main road vehicle 
Overtaking on the approach to a junction 
Parking on main road (reducing visibility) 
Wet surface obliterates give way lines 
Lack of adequate skid resistance 
Uneven lighting on main road conceals main road vehicles 
Dazzle f?om brilliant shop window lighting 
Slow take off due to gradient on approach to give way line 
Collision with two-wheeler vehicles on main road 
Obstructed entrance into opposite side road 
I 
Accident Plot 
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This list is by no means exhaustive, but it does serve to show that a single collision 
type can be classified according to a very wide variety of accident types (or 
underlying factors). Many of these factors do not appear in the 'stats 19' 
information, which is used for routine processing, and can only be obtained by a 
systematic site survey followed by a reconstruction of the events leading up to each 
accident. 
Just as a single basic collision type can be classified according to a wide variety of 
accident types, so can a wide variety of collision types often be reclassified according 
to a single accident type. For example, using Figure 4 as the basis for discussion, all 
4 drivers emerging from the side road stopped at  the give way line but were 
involved in a collision on restart. Among the many underlying factors relating to the 
individual accidents was one which was common to all of them, namely "view to the 
right obstructed by street furniture". In the case of the nose-to-tail collision, for 
example, the second vehicle collided with the first when it braked hard to avoid a 
third vehicle which emerged from the side road masked by street furniture. Thus, 
there were 5 basic collision types comprising 6 accidents in all, which possessed 
"obstructed view to the right" as a factor. All 6 accidents can, therefore, be assigned 
to the same class, namely "view to the right obstructed. This is clearly a 
classification which is indicative of remedial action. 
It is worth noting in passing that if the accident cluster in Figure 4 had been 
classified in the traditional manner, namely: 
2 double cross overs 
1 right turn 
1 left turn 
1 nose-to-tail 
1 pedestrian 
no distinct pattern would have been revealed, and certainly no indication of the 
remedial action required would have been provided. 
Tabular portrayal of accidentlcollision diagrams 
Figure 5 shows a collision diagram of a fairly typical 3 year accident cluster, of the 
type often dealt with by local authorities. On the face of it there is no discernable 
pattern of accidents. In order to make a simple effective remedial treatment the 
accident investigator needs to be able to establish a dominant accident t v ~ e .  To help 
in this aim it is useful to set up a tabular portrayal (or 'accident factor grid') of the 
accidents occurring in Figure 5. This is shown in Figure 6. 
Generally speaking it is advisable to keep to traditional symbols, though those used 
vary from country to country, and area to area. 
If it is not immediately obvious from the grid above what is happening a t  the site, a 
helpful technique is to rearrange the vertical lines (use scissors!) until a pattern 
which either suggests the remedial action required or at  least suggests some further 
line of investigation is obtained. Figure 7 shows one such rearrangement which 
gives a clearer idea of what is happening, and shows two dominant accident types, 
and clearly indicated the precise remedial action required. 
In previous lectures the role of human factors in road traffic accidents has been 
touched upon. Driver error is often linked to deficiencies in the road network which 
place an extra demand on the drivers' ability. Also, even in circumstances where 
human error has been judged to be the sole contributor, it may be possible to 
influence driver behaviour by engineering means. 
By relating observations of the site characteristics with the dominant features in 
police accident reports, it is often possible to identify defects in the road system 
which need remedying. But, other means of influencing behaviour require a 
knowledge of the problems encountered by drivers involved in accidents. Ideally this 
information would be obtained by interviewing the drivers involved. The opportunity 
to do this is unlikely to be available to local authority investigators who will have to 
rely on the details contained in the police accident reports. Only a few studies, such 
as the AA funded accident analysis project carried out at  the Institute for Transport 
Studies between 1987-1989, have the means to carry out large numbers of 
interviews with accident participants. 
9.5. IN-DEPTH ANALYSIS 
This should progress as follows: 
a) Interpret facts in the light of knowledge gained &om preliminary study 
and systematic site survey. 
b) Produce sequential narrative of the probable events leading up to each 
accident through the eyes of the road users concerned. 
c) Pick out these details peculiar to each accident which warrant further 
study. 
When conhnted with a typical accident cluster it would be impossible as well as 
uneconomic to investigate in-depth each accident in a cluster. It is necessary 
therefore to identify a dominant accident type or types upon which the investigator 
can concentrate hislher attention. Three different types of accidents can be 
identified: 
a) Dominant accident types - these should contain as many of the 
individual accidents in a cluster as is possible. 
b) Minor accident types - i.e groups of 2 or 3 accidents of a similar type 
within the cluster. 
c) Miscellaneous accidents - an accident cluster will often contain one or 
more 'odd-ball' accidents which occur very infrequently, and make them 
unreliable for statistical purposes. 
Most accident clusters are capable of being reduced to one or occasionally two 
dominant accident types suitable for study in-depth by taking the historic data from 
a sufficiently long period of time. Normally 3 to 5 years is adequate. 
Dominant accident types provide the most reliable guide to the remedial action 
required, because they are likely to be most representative of future accidents at  the 
site. Minor accident types are much less reliable, and should only be used with 
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caution when determining remedial action. The incidence of miscellaneous accidents 
is so unpredictable as to make them virtually useless for the purpose of determining 
remedial action, and they should not normally be taken into account. 
9.6. AREA WIDE ANALYSIS 
Sometimes accident investigators consider accidents occurring over a wider area 
than just an individual junction or section of road. If a pattern of accidents can be 
discerned at  a wider level then there is no reason why a preventative measure or 
set of measures cannot be applied to solve the problem. Identification of a dominant 
accident type can be achieved for an area using the same types of techniques as 
described above, though it is sometimes more complicated and difficult. Preventative 
measures can then be designed and applied, for example the rerouting of through 
traffic away from residential areas to reduce pedestrian accidents, or the prevention 
of right turns into an estate, except at  junctions where it is considered safe (or can 
be made safe by the implementation of measures such as mini-roundabouts). 
A trial project (the TRRL Urban Safety Project) is at present underway in 5 urban 
areas in GI3 with the aim of ascertaining what benefits can be gained from this 
approach. For further discussions of the approach see Dalby (1979) - Area wide 
measures in urban road safety - TRRL Supplementary Report 517. 
10. TRAFFIC CONFLICTS TECHNIQUES 
10.1. INTRODUCTION 
Road accidents are relatively rare events; air transport accidents are even more 
rare. Whenever there is a "near-accident" (or "near-miss") involving aircraft, it is 
standard practice to study the circumstances surrounding it very carefully, in order 
to identify the factors involved and identify actions that should he taken to avoid 
repetition or a collision. Near-accidents have been studied by road safety 
researchers (and some practitioners) for over 20 years, although the investigation is 
much less detailed and rigorous than in the aviation industry. In both contexts, 
however, the study of near-accidents (or traffic conflicts) is seen as contributing to 
accident reduction. 
The first systematic procedure for observing and recording mad traffic conflicts was 
that proposed by Perkins and Harris (1967), who were charged with finding out 
whether vehicles made by General Motors were involved in more or less "unsafe 
incidents" than were vehicles made by other manufacturers. They concluded that 
the task they had been given was futile, but that the technique they had developed 
might be used to assess accident potential. 
Traffic conflicts can be seen as part of the continuum of events that range from 
"safe" driving through to accident and injury. The concept of the "safety pyramid" is 
a more useful concept than the "safety continuum", as the former conveys some idea 
of the relative frequency of the meren t  types of events whilst the latter does not 
(see Figure 1). 
Slight conflicts 
Potential canf l i c c s  
Figure 1. The 'safety' pyramid 
The nearer an event is to the accident end of the spectrum, the easier it is to show 
that the event could well result in an accident but the harder it is to estimate 
accurately the frequency of such events (due to their relatively low frequency). The 
further an event is away from the accident end of the spectrum, the harder it is to 
show that it could well result in an accident, but the easier it is to estimate 
accurately the frequency of such events (due to their relatively high frequency). The 
trade-off between statistical reliability and validity is a crucial issue in applying 
traffic conflicts techniques and assessing their utility, and the definition of a traffic 
conflict is at  the heart of the matter. 
10.2. DEFINITION OF A TRAFPIC CONFLICT 
In 1967, Perkins and Harris adopted the following definition: 
"a t d c  conflict is any potential accident situation; there are two 
categories of traffic conflicts ... evasive actions of drivers, and tr&c 
violations." 
In the subsequent procedure manual (Perkins, 1969), he association of conflict with 
evasive action was made more explicit, the definition being: 
"a traffic conflict occurs when a driver takes evasive actioni brakes or 
weaves, to avoid a collision." 
There has subsequently been a continual debate about how best to define a traffic 
conflict, taking account of logical, practical, semantic and geographical issues in 
addition to the trade-off between statistical reliability and validity. In the USA, the 
1969 Perkins definition has been retained and widely used, whereas in Europe there 
has been general agreement that there is a need to superimpose a classification of 
conflicts according to severity. 
Severity grading of conflicts has generally involved the conflict observer exercising 
judgement, and this has resulted in the criticism of undue subjectivity in the traffic 
conflicts technique. There have been attempts to develop objective techniques for 
assessing conflict severity, but these have not progressed beyond research 
applications (i.e. they have not been adopted in practice). 
A major problem has been confusion over whether a contlict is a situation or an 
event, due to differences over the status given to evasive action. The General 
Motors procedure basically equates the conflict with the evasive action. Since not 
all accidents are preceded by an observable evasive action, it is suggested that 
validity is very doubtful. 
It is better to regard the evasive action as a reaction to a conflict situation, and the 
European procedures have been based on the view that evasive action is the result, 
not the cause, of a conflict. For example, Older and Spicer (1976) defined a traffic 
conflict as: 
"a situation involving one or more vehicles where there is an imminent 
danger of collision if vehicle movements remain unchanged." 
There was an international workshop aimed at  developing an internationally 
accepted definition of a conflict, the result being the following definition (Amundsen 
and Hyden, 1977): 
"a traffic conflict is an observable situation in which two or more road 
users approach each other in space and time to such an extent that 
there is a risk of collision if their movements remain unchanged." 
It should be noted that this definition rules out conflicts when there is a single 
vehicle exhibiting undesirable behaviour, such as violating a traflic regulation (e.g. 
not stopping at a STOP sign) or losing control; such behaviour may well be an 
indicator of a safety problem that may be susceptible to remedial treatment. It also 
excludes situations involving parked vehicles. 
Nevertheless, it makes the important point that it is not necessary that there be an 
evasive manoeuvre for a conflict to have occurred. Hence, if we define a potential 
conflict as situation where if another vehicle were to be in the near vicinity a 
conflict situation may exist, then the overall process can be represented as follows: 
/ evasive action / conflict 
potential -c"-r no evasive 
conflict \ no conflict 
10.3. SOME TRAFFIC CONFLICT PROCEDURES 
103.1. General Motors Research Laboratory Procedure. The procedure, as 
described by Perkins (1969) involves observing (from behind) vehicles approaching an 
intersection, and recording conflict occurrence, as evidenced by 
(1) a brake light indication, or 
(2) a lane change 
by the offended driver, whose right-of-way is threatened or infringed. 
The procedure involves classifying conflicts according to the manoeuvres being made 
by the vehicles involved. For the 10 main conflict types, both 
(1) the frequency of particular manoeuvres, and 
(2) the frequency of conflicts being associated with those particular 
manoeuvres, 
are recorded. That is, one records both potential and & conflicts. 
For the other 14 conflict types (there are 24 in total), only actual conflicts are 
recorded. 
While one observer observes and records possible and actual conflicts, the other 
observer of the pair undertakes a "volume count" for the approach under 
observation, recording the following: 
(1) the number of vehicles in the period; 
(2) the number of vehicles that obviously braked without the brake lights 
being activated (conflicts may be fadored upwards if it seems that a 
substantial proportion of vehicles have defective brake lights); 
(3) the number of through-vehicles which had to stop, slow down or were 
able to pass through undelayed; 
(4) the number of through and turning vehicles which cross the stop-line 
without complying with the tr&c regulations. 
This procedure entails 
(1) conflict counts (for an assessment of the eafetv situation), and 
(2) volume counts (for an assessment of the efficiency of operation). 
In effect, the procedure recognises that both safety and efficiency should be 
eonsidered when assessing the overall performance of an intersection. 
This procedure provides a little information about many events relating to both 
safety and efficiency. The procedure is relatively objective and may be used by 
trained technicians, as conflicts (or evasive manoeuvres) can readily be identified 
and counted. The definition of a conflict is very arbitrary, taking no account of 
variations in driving behaviour between drivers, and ignoring the possibility that the 
best evasive action may be to accelerate. 
10.3.2. Transport and Road Research Laboratory Procedures. With the 
procedure used during the 70's and early SO'S, observers generally had one or more 
specific manoeuvres to monitor, and whenever a conflict occurred, to record: 
(1) where and when the conflict occurred and how it arose; 
(2) the type and number of vehicles involved; 
(3) the evasive behaviour adopted by those involved; 
(4) an estimate of the severity of the conflict. 
The record generally involved preparing a sketch containing the above information. 
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The severity grading implied different degrees of unexpectedness of the conflict, as 
indicated by the suddenness of the evasive manoeuvre. Five severity grades were 
employed, as follows: 
(1) precautionary braking or lane change, minimal risk of collision; 
(2) controlled braking or lane change, ample time to avoid collision; 
(3) rapid deceleration or lane change, a near-accident; 
(4) emergency braking or lane change, a very near or minor accident; 
(5) emergency braking or lane change, followed by collision. 
Classes 1 and 2 were termed "slight" or "minor" conflicts, while the others were 
considered "serious" conflicts. 
This procedure provided a substantial amount of information about a few events 
relating to safety only. The procedure was particularly subjective when it came to 
grading conflict severity, and therefore required greater judgement skills than 
technicians might possess. The definition of a conflict was situation-based, rather 
than evasive-action-based, and it was thus possible to have a traffic conilict when 
the evasive action was unusual (e.g. acceleration). 
In 1987, the TRRL (in association with the Institution of Highways and 
Transportation) proposed a modified traffic conflicts procedure. This procedure is 
based upon the internationally agreed definition (Section 10.2). The major change is 
to the part of the procedure relating to grading d i e t s  according to severity. 
Whereas the earlier procedure involved exercising judgement with respect to the 
whole situation, the new procedure requires one to make judgements with respect to 
four specic matters: 
(1) how long in time before the potential accident (or collision) did the evasive 
action commence (long, moderate, or short); 
(2) how severe was the evasive action (light, medium, or heavy); 
(3) was the evasive action simple or complex; 
(4) how close did the conflicting vehicles get (el, 1 to 2, or >2 car lengths). 
An evasive action is simple if a single action (e.g. braking or change of course) 
occurs, and complex if more than one action (e.g. braking and change of course) 
occurs. The proximity of the vehicles when the first is at  the collision point is 
simply judged, with one car length being equivalent to about 15 feet (or 4.5m). To 
assist judgement of the severity of the evasive action, the following descriptions are 
given for braking: 
(1) light (involving a period of slight controlled braking); 
(2) medium (involving more prolonged slight controlled braking or a shorter 
period of sharper controlled braking in which the 6ont of the vehicle would 
be seen to dip down); 
(3) heavy (involving prolonged sharper, less controlled braking where the front of 
the vehicle dips abruptly and perhaps some squealing of tyres); 
(4) emergency (involving uncontrolled, very heavy, continuous braking, where the 
wheels may lock up and the vehicle skid out of control). 
For change of lane or course, the following behaviour is associated with each 
severity level: 
(1) light (a controlled, slight change of course); 
(2) medium (a controlled, complete change of course); 
(3) heavy (a less controlled, sudden swerve to change course); 
(4) emergency (very heavy, uncontrolled swerving). 
The first factor, the time between commencement of evasive action and potential 
collision, must be judged carefully, taking; account of the distaace between the 
vehicles, their direction of travel and their speeds. This factor is probably the most 
difiicult to assess; it, like the severity of the evasive action, cannot be illustrated by 
way of simple diagrams, whereas the other two factors can. In order to assist with 
the development of the appropriate judgemental skills, the TRRL and IIIT have 
produced guidelines for the conduct of traffic conflicts studies, part of which is a 
handbook for trainees and a video tape-based training package. 
Depending upon the assessments for each of the four factors, conflicts are put into 
four severity grades, one for slight conflicts and three for serious con£licts. Given 
the number of options for each factor, there are 72 (= 3 x 4 x 2 x 3) possible 
combinations. In fact, some combinations are not feasible, and the conversion of 
factor levels to conflict grades is done using Table 1 (showing 58 combinations). 
The new procedure makes the assessment of conflict severity more involved but less 
subjective; one must quantify the proximity of vehicles and the time between evasive 
action commencing and the projected collision occurring (although there is still scope 
for making the latter factor more quantitative, by specifying time ranges just as 
distance ranges are specified for the former fador). 
The new procedure is more tabular in nature; rather than drawing sketches for each 
conflict situation, one describes the conflict situation by entering information into a 
table (see Figure 2). In this way, the new TRRL procedure has become more like 
the GMRL procedure. 
10.3.3. The Modified GMRL Procedure. The original GMRL procedure has been 
modified (Glauz & Migletz, 1980), who adopted the following definition of a conflid: 
"a traffic event involving two or more road users, in which one 
performs some atypical or unusual action, such as a change of 
direction or speed, that places another user in jeopardy of a collision 
unless an evasive manoeuvre is undertaken." 
This definition requires an unusual action instigating a conflict situation, but 
excludes evasive manoeuvres that are strictly precautionary and violations that do 
not place another user in jeopardy of a collision. 
TABLE 1. conversion of Factor Levels to Conflict Grades 
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FACTOR C 
Complexity 
of Evasive 
Action 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
S imp1 e 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/complex 
Simple/Complex 
Simple 
Complex 
Simple/Complex 
Simple/complex 
Simple/Complex 
Simple/Complex 
Simple 
Simple/complex 
Simple/Complex 
Simple/Complex 
Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
Simple/Complex 
1 
FACTOR A 
Time to 
Collision 
Long 
Long 
Long 
Moderate 
Moderate 
Moderate 
Short 
Long 
Long 
Long 
Moderate 
Moderate 
Moderate 
Moderate 
Short 
Short 
Short 
Short 
Long 
Long 
Moderate 
Moderate 
Moderate 
Moderate 
Short 
Short 
short 
Short 
short 
Moderate 
Short 
Short 
FACTOR D 
Proximity of 
Conflicting 
Vehicles 
>2 Car Lengths 
>2 Car Lengths 
1-2 Car Lengths 
>2 Car Lengths 
1-2 Car Lengths 
22 Car Lengths 
>2 Car Lengths 
<1 Car Length 
1-2 Car Lengths 
22 Car Lengths 
<1 Car Length 
1-2 Car Lengths 
1-2 Car Lengths 
>2 Car Lengths 
1-2 Car Lengths 
<1 Car Length 
1-2 Car Lengths 
>2 Car Lengths 
<1 Car Length 
1-2 Car Lengths 
<1 Car Length 
<1 Car Length 
1-2 Car Lengths 
<I Car Length 
1-2 Car Lengths 
<1 Car Length 
1-2 Car Lengths 
>2 Car Lengths 
1-2 Car Lengths 
<1 Car Length 
<1 Car Length 
<1 Car Length 
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1. 
2. 
3 .  
4 .  
FACTOR B 
Severity of 
Evasive 
Action 
Light 
Medium 
Light 
Light 
Light 
Medium 
Medium 
Light 
Medium 
Heavy 
Light 
Light 
Medium 
Heavy 
Light 
Light 
Medium 
Heavy 
Medium 
Heavy 
Light 
Medium 
Heavy 
Heavy 
Medium 
Medium 
Heavy 
Emergency 
Emergency 
Emergency 
Heavy 
Emergency 
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Whereas the original GMRL procedure involved 24 conflict types (10 main and 14 
other types), Glauz and Migletz propose 13 basic conflict types, not all of which are 
likely to occur frequently in all situations. They thus developed conflict recording 
forms with different conflict types depending on the number of arms to the 
intersection and whether it is signalised or not; signalization should reduce the 
number of conflict types that will occur frequently. 
The retained volume counting, albeit with fewer details; only the number of vehicles 
making each manoeuvre during the observation period is to be recorded. Conflicts 
which arise when a vehicle in a conflict situation takes evasive action and places 
another road user in jeopardy of a collision are termed "secondary conflicts", as 
opposed to "primary conflicts", and Glauz and Migletz recommend distinguishing 
between them. They also retained the concept of "opportunities" for conflicts (or 
"potential conflicts"), for those situations where one road user performs an unusual 
action that would have placed another user in jeopardy of a collision, had another 
user been nearby. 
Glauz and Migletz did introduce the European practice of classifying conflicts 
according to severity, choosing the definition that a conflict is serious if the time-to- 
collision (i.e. the time interval from when a conflicted vehicle reacts until a collision 
or near-miss would have occurred had there been no reaction), is less than 1.5 
seconds, as determined subjectively by trained observers. Those conflicts where the 
time-to-collision is greater than 1.5 seconds are still to be recorded, as ordinary 
contlicts. 
Glauz and Migletz undertook a comprehensive review of research, as well as testing 
their recommended procedures against the criteria: 
(1) reliability (there should be little variation between different observers 
independently monitoring the same event); 
(2) repeatability (the level of variation in repeated observations by the same 
observer at the same site under nominally identical conditions should not be 
large); 
(3) practicality (reliable, repeatable, safety-related and site-related data should be 
obtainable in a reasonable time with reasonable resources). 
For conflicts to be safety-related, they should be "related statistically to accidents", 
and to be site-related, they should be "useful in diagnosing problem locations or 
measuring the effectiveness of site improvements". 
They concluded, amongst other things, that: 
(1) the traffic conflicts technique is most suitable for diagnosis, improvement 
evaluation, and codinnation or denial of hazards at  suspect locations; 
(2) the technique is not suitable for routine identification of hazardous locations; 
(3) conflict data should supplement, not replace, accident data; 
(4) serious conflicts occur too infrequently to be of use as diagnostic or evaluation 
measures; 
(5) conflicts vary markedly in number from day to day (even under nominally 
identical conditions), with the amount of data collection needed to obtain 
- 
.*. . 
91 
reasonably precise conflict-rate estimates being typically of the order of few 
hours to a few days (depending on the type of conflict and the type of 
intersection). 
10.4. PROCEDURES USING SPACE-TIME TRAJECTORIES 
A number of researchers, notably Haywood (1972), Hyden (1977) and Allen & Shin 
(19771, have endeavoured to develop more objective methods for deciding whether a 
conflict has occurred and the severity of the conflict. The methods developed so far 
entail: 
(1) obtaining space-time trajectories for vehicles (from video recording, say); 
(2) making measurements from trajectories, to identify conflicts and their 
severity. 
A number of measurements have been proposed, including: 
(1) the time measured to collision (TMTC); 
(2) the time to accident (TO); 
(3) the proportion of stopping sight distance (PSD); 
(4) the gap time (GT); 
(5) the post-encroachment time (PET); 
(6) the deceleration rate (DR). 
These measures are illustrated in Figures 3 and 4. 
T, -5 T3 T, 
FIGURE 3 
Figure 3 shows the case where a collision would have occurred in the absence of 
evasive action, and E'igure 4 shows the case where a collision would not have 
occurred. 
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The Times TI ... T, are defined as follows: 
(1) TI = time hazard is perceived (evasive action commences some time later, at 
T, + PIEV time); 
(2) T, = start time of obstruction; 
(3) T, = ~rojected collision time (or projected time of arrival at location of 
obstruction if no collision would occur); 
(4) T4 = finish time of obstruction; 
(5) T, = actual time of arrival at  1-ocation of obstruction. 
The period (T, - T2) is known as the encroachment time. 
The measures are defined as follows: 
TMTC = T, - T2 TO = T, - TI 
PET = T6 - T4 GT = T, - T4 
PSD = P I (required stopping sight distance) 
where P = actual distance to location of obstruction a t  perception time, T, and the 
required stopping sight distance is based on no change of speed for the PIEV time, 
followed by deceleration at the appropriate rate for road design. The deceleration 
rate is obtained from the curvature of the space-time trajectory. 
None of the six measures is without some weakness. For instance: 
(1) the smaller the value of PET, the greater the apparent severity of the 
conflict, but it may be that some drivers will be happy with a short PET time 
while others will decelerate more and ensure a longer PET time; 
(2) the deceleration rate (DR) depends upon the degree of caution exhibited by 
the driver; 
(3) different drivers feel differently about what is a comfortable deceleration rate, 
while the estimation of PSD is based on a single deceleration rate for all 
drivers; 
(4) the TMTC measure seems somewhat irrelevant, as it seems to ignore the fact 
that the hazard may have been perceived (and evasive action commenced) 
well before time T,. 
10.5. STUDY DURATION 
Like traffic accidents, traffic conflicts are random events, and the daily conflict count 
at  a location is generally subject to considerable variability. The goal of a traffic 
conflict study is to estimate the underlvinv true conflict rate (UTCR), using observed 
daily conflict counts. The best estimate of the UTCR is the arithmetic mean of the 
observed daily conflict counts, about which a confidence interval can be placed. As 
for estimation of the underlying true accident rate fhm observed accident counts, 
the width of that confidence interval will decrease as the duration of the conflict 
survey increases. 
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If daily conflict counts were Poisson distributed, then the charts (Chapter 5) for 
estimation of the mean of a Poisson process could be used. It has been found, 
however, that daily conflict counts are generally too variable for them to be well 
described by a Poisson distribution (for which the variance equals the mean). 
Instead, it is necessary to use a Negative Binominal distribution (Hauer, 1978), for 
which the variance is greater than the mean. 
Hauer (1978) gives procedures for: 
(1) assessing the statistical significance of a change in the conflict rate; 
(2) estimating the required study duration, so that a particular reduction in 
conflict rate will prove statistically significant at  a particular confidence 
level. 
He concludes that the accuracy of estimation of the UTCR increases rapidly for 
durations of about three days or less, but much less rapidly thereafter. Hence, he 
suggests that there is generally not much to be gained by counting for longer than 
three days. In addition, a change in conflict rate less than 15% will be difficult to 
detect and to prove statistically significant, given a three day study. 
Hauer refers to three days as being a practical limit upon study duration. It has 
been shown (Chapter 6) that &om a statistical reliability viewpoint, five observations 
of annual accident counts is optimum, when those counts are governed by a Poisson 
distribution. Hauer has found that daily contlict counts are more variable than 
annual accident counts, and it thus seems that from the statistical reliability 
viewpoint, a conflict study duration of more than five days must be optimum. It 
seems that concern over the practicality of conflict studies had a large effect on 
Hauer's conclusion that there is generally little to be gained by counting for longer 
than three days. 
10.6. OBSERVER RELIABILITY 
This is one of the most important aspects of the traffic conflicts technique. 
Observers will not necessarily agree on what constitutes a conflict, and conflict 
severity. Observer variations may be classified as: 
(1) inter-observer variations (between observers); 
(2) intra-observer variations (within observers). 
These variations arise from a variety of factors, including: 
(1) varying levels of alertness; 
(2) varying degrees of experience as conflict observers; 
(3) varying "attitudes" (e.g. driving "attitude"); 
(4) observer location, rate of codict occurrence, etc. 
To minimise observer variations and increase observer reliability, it is essential to 
train observers thoroughly, to ensure a high level of agreement regarding what 
constitutes a conflict and the severity of a conflict. The guidelines produced by the 
TRRL and IHT (1987) are aimed a t  ensuring a high level of observer reliability. 
The accompanying videotape enables observers under training to view and record 
the same events independently. A simple pair-wise comparison of observers can be 
done, as follows: 
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(1) get two observers, A and B, to observe and record the same conflicts, 
occurring at a variety of rates (conflicts per unit time); 
(2) plot the recorded number of conflicts for one observer against that for the 
other observer; 
(3) derive the least-squares best-fit lime; 
(4) compare the best-fit line with the ideal relationship (a straight line, slope = 
1.0, passing through the origin). 
It is  desirable that the least-squares best-fit line be close to the ideal relationship, 
with not too much scatter (coefficient of determination not less than about 0.8). 
10.7. VALIDITY OF THE TRAFFIC CONFLICTS TECHNIQUE 
The validity of the technique has been a contentious matter ever since it was first 
proposed. Unfortunately, the concept of validity has not been defined explicitly, and 
there is clearly a need for such a dehition, as a recent dictionary of psychology 
apparently cites 22 types of validity! 
Validation can be defined (Grayson and Hakkert, 1987) as "the process of assessing 
the extent to which a test or instrument measures what it purports to measure". 
According to this definition, validity is not an eitherlor property; it can only be a 
matter of degree. 
The two main approaches to validation are: 
(1) external validation, which depends on demonstrating a satisfactory 
relationship with some external criterion of what is intended to be measured; 
(2) internal validation, which is concerned with the concepts and theories 
underlying the components of the measuring instnunent itself. 
In the past, the conventional external validation procedure involved testing whether 
conflicts could predict accidents, by counting conflicts at  several locations and 
comparing those conflict counts with accident counts for the same locations. 
Unfortunately, the variability of both accident and conflict counts were invariably 
not taken into account. Recent studies have shown that, in general, conflict counts 
are a t  least as good as accident counts for predicting the underlying true accident 
rate. 
It should also be noted that only a small proportion of all accidents are reported 
and recorded in most countries (see Chapter 7). In addition, there is the problem of 
bias. Hence, it seems somewhat illogical to condemn the tr&c conflicts technique 
because conflict counts do not agree with accident counts, when the latter are 
perhaps unreliable. In the UK, researchers have found serious conflicts and 
accidents to be well correlated, but not minor conflicts. In the UK, the proportion of 
accidents reported and recorded is lower than in West Germany, where many non- 
injury accidents are recorded, and where all conflicts have been found to be well 
correlated with all accidents. 
It may well be that tratFc conflicts are a more reliable indicator of driver discomfort 
and perception of road safety than are accident records. 
10.8. APPLICATION 
The trait codicts technique may be used in either an operational or research 
situation. The operational uses are: 
(1) diagnostic (i.e. identifying the nature of a safety problem and appropriate 
remedial treatment); 
(2) evaluative (i.e. assessing the effectiveness of remedial treatment without 
waiting years for an adequate accident history to evolve); 
(3) predictive (i.e. by relating conflict rates to factors such as traEc flow rates, 
the effect on accidents of changes in those factors might be estimated). 
One should analyse accident data prior to designing a traffic conflict survey, as it 
will help with the selection of conflict types for monitoring; one should monitor the 
"dominant" movements and perhaps the "minor" movements, but not the 
"miscellaneous" ones (see Chapter 9). In addition, conflict data should be analysed 
in much the same way as accident data for a specific site is analysed; one should 
prepare conflict diagrams and tabular portrayals (or conflict grids) to assist with 
diagnosis of the problem and the identification of appropriate remedial treatment 
(see Chapter 9). 
It was thought traffic conflict studies could be used to identify hazardous locations, 
but in order to get reliable results, skilled observers must observe conflicts for 
several days a t  each location, and the cost of conflict studies has made such an 
application unattractive. 
In the research situation, traffic conflict studies involve careful observation of actual 
t r d c  behaviour, and this provides a sound base for developing new ideas for 
accident reduction and prevention. 
The main advantages of traffic conflict studies are: 
(1) conflicts occur much more fkquently than accidents, so that a statistically 
reliable picture is available in a much shorter time than for accident studies 
and evaluation of remedial treatment can be completed much sooner; 
(2) more comprehensive data can be obtained (especially if a video record is 
made), including information about the development of conflict situations, so 
that more effective remedial treatments might be identified. 
The main limitations of traffic codict studies are: 
(1) the relationship between traffic conflicts and accidents is somewhat uncertain, 
and it is by no means certain that a reduction in conflicts will be 
accompanied by a reduction in accidents; 
(2) the subjectivity associated with the identification and assessment of severity 
of contlicts. 
Hauer (1978) has suggested that if a site has an average of 50 conflicts per day and 
10 accidents per year, then to have a 90% confidence that a 25% reduction is 
statistically significant, one would require: 
(1) conflict counts for 3 days (both before and aRer treatment); 
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(2) accident data for 15 years (both before and after treatment). 
It is extremely unlikely that other factors would remain constant for 30 years, and 
while the traffic conflicts technique is not perfect, it may often be the best available 
method. 
Finally, for a hyper-critical opinion on the t 6 c  conflicts technique, see the article 
by Williams (1981). 
11. ROAD ENVIRONMENT FACTORS 
11.1. INTRODUCTION 
Probably the most comprehensive review of research on the relationship between 
road safety and road design elements is due to Jorgensen and Associates (1978), 
who identified over 400 reports and papers. The goals of the study were: 
(1) to identify the key geometric characteristics and combinations of 
characteristics of road and street design that affect accident 
frequencies and severity; 
(2) to quantify the effects of varying the key characteristics and 
combinations of characteristics on accident frequencies and severity; 
(3) to develop a methodology that can be used by engineers in measuring 
the cost effectiveness of the various levels of each design element. 
The first and second goals are of particular interest. 
They concluded that 50 design features were found to have some type of relationship 
with road safety, but the measurement of the effects of these design features on 
safety has not been conclusive and for some features has been contradictory. Those 
design features are as follows: 
(a) travelled way: number of lanes, lane width, cross-slope, surface type, 
skid resistance, surface visibility; 
(b) auxiliary lanes: number of lanes, f d i o n ,  lane width, length of lane, 
transitions, cross-slope, surface type, skid resistance, surface visibility; 
(c) shoulder: width, cross-slope, surface type, surface visibility, curb, 
drainage inlets/outlets; 
(d) median: width, type, barrier presence, barrier openings, glare screen; 
(e) roadside: slopes, ditches, accesses, guardrail, fence, other barriers, 
fixed objects, frontage roads, bicycle paths, embankment height, 
drainage inletstoutlets; 
(0 vertical alignment: grade on tangents, grade on curves, length of 
grade, vertical curvature (length), vertical clearance, sight distance 
(vertical and horizontal). 
(g) horizontal alignment: degree of curve, length of curve, superelevation, 
length of tangent, transitions (spirals); 
(h) traffic control: lighting, markings (lane and edge), delineators, signs 
(regulatory, warning, guide), signals, pedestrian crossings; 
(i) others (including continuity). 
The safety relationship for a particular design feature can vary with the road type 
(i.e. motorways, multi-lane rural highways, two-lane rural highways, urban arterials) 
and the proximity of an intersection (with another road or railway) or a bridge. 
Jorgensen and Associated considered both: 
(1) established relationships, based on empirical research; 
(2) logical relationships, based on theoretical reasoning and extrapolation 
of empirical research. 
Most relationships appear to fall into the second category. 
The Accident Investigation Manual (DTp, 1986) includes a check list for systematic 
surveys of accident sites, and this recommends noting the features that may have 
contributed to accidents at  the sites (see Table 1). Comparison of the items above 
with those in Table 1 reveals that there is a considerable degree of overlap, with the 
DTp list being more extensive (over twice as many items) and more detailed. 
112. STUDY METEIOD 
There appear to have been two distinctly different approaches adopted: 
(1) mass data studies, these involve obtaining inventories of geometric and 
other variables (e.g. traffic variables) for a large number of road 
segments in a large area, and relating accident data to these; 
cross-tabulation or multiple linear regression is generally used; 
(2) accident site studies; these involve identifying accident sites and 
comparison sites and making a detailed survey of those sites and their 
environment, in order to ident* what factors are present at the 
accident sites but not the comparison (control) sites. 
It may be that the contradictions in the research results (as noted by Jorgensen and 
Associates) are largely due to the differences in study method. The &t approach, 
whilst being easier to use, may well be less powerful, in that there is much data 
relating to sites where accidents have not occurred and this may obscure the effect 
of factors at sites where accidents have occurred. 
Many of the studies have suffered from a lack of rigour. For instance, some studies 
of the effect of shoulder width have not made any allowance for variations in other 
factors. If the shoulder width varies systematically with any of those other omitted 
factors, then the apparent effect of shoulder width on accident occurrence may be 
largely due to the variations in the omitted factors. 
Numerical relationships between accident frequencies and the physical 
characteristics of sites, based on observations over a large sample, may be of limited 
utility. It has been suggested (IHTIDTp, 1987) that such models "can deal with only 
a narrow range of physical characteristics ... (and) may not account for the oddities 
of circumstance which sometimes lie at the root of the problem at a blackspot, 
where, for example, the road geometry may be unexceptional". 
Clearly, any statistical safety relationship cannot be reasonably expected to explain 
all variations in the occurrence of accidents (many studies report coefficients of 
determination of about 30-35%, or less); they can merely indicate the general 
relationship between accident occurrence and geometric features. 
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There are undoubtedly other methodological problems with several of the studies. 
For instance, the assumptions underlying multiple linear regression may not be well 
satisfied; the road design process is aimed at ensuring consistency of geometric 
standards, so that there will be correlation between geometric characteristics, which 
are thus not independent and not appropriate explanatory variables. It is also 
likely that insufEcient allowance has been made for temporal variations in accident 
occurrence. Most studies have preceded the discussion of matters such as 
regression-to-the-mean (see Chapter 141, and thus estimates of the effect of changes 
in road geometry (such estimates are often the basis of relationships between 
accident occurrence and road geometry) may be inaccurate (subject to bias). 
In the next sections the effects of a number of selected features will be considered. 
11.3. SURFACE CONDlTIONS 
Although there is considerable attention being given to the effects on vehicle 
operating costs of road roughness, there is as yet no evidence of road roughness 
affecting accident occurrence. It is likely that a rough road would be attended to 
before it got to the stage where it became a factor in accident occurrence. 
Probably the aspect of surface conditions most relevant to road safety is the skid 
resistance characteristics of the surface. There is an abundance of evidence that 
accidents are related to skid resistance. For instance, the percentage of accidents in 
the UK in 1955-57 involving skidding was: 
(a) about 7% for accidents on dry roads, with very little variation during 
the year; 
(b) about 28% (on average) for accidents on wet roads, with substantial 
variation during the year, from about 15% in mid-winter to about 40% 
in mid-summer. 
The percentage of accidents involving skidding is higher in summer than in winter, 
due to the greater sensitivity of skid resistance to the presence of moisture during 
dry periods (see Figure 1). In addition, temporal variations in the percentage of 
accidents on wet roads involving skidding is strongly correlated to temporal 
variations in wet road skidding resistance (see Figure 2). 
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Figures 1 and 2: 
Obviously, wet road skid resistance is most critical, although very slippery surfaces 
may be dangerous even in dry weather. Some understanding of the interaction of 
the tyre and the road is important. 
The rubber tread of a tyre grips a clean stone surface mainly by deforming into the 
fine irregularities of the stone surface. These irregularities range in size from 
coarse sandpaper texture down to microscopic features, and they are known as the 
"microtexture" of the road surface. The extremes of microtexture are termed "harsh 
and "polished. 
The effect of trafficking is to reduce the harshness of the microtexture, or to polish 
the stone, and varying types of stones have varying resistance to polishing. 
The presence of moisture has little effect on skid resistance when vehicles are 
travelling at  low speeds, but as speeds increase, the water must be squeezed away 
from the surface by the tyre before it can grip. The water can drain away through 
the channels in the tyre tread and the coarse pattern of inter-connected depressions 
in the road surface (i.e. the "macrotexture"). As vehicle speeds increase the water 
must be removed more quickly, and if the drainage is inadequate, the area of tyre 
grip is diminished, and skid resistance is decreased. 
The extremes of macrotexture are commonly termed "rough" and "smooth" (or "fine"). 
Aquaplaning, in which the tyre does not develop full grip over any area because of 
the inadequate drainage of water, is more likely at high speeds, with bald tyres and 
a fine macrotexture. 
The effect of speed, macrotexture, microtexture and tyre condition on the coefficient 
of skid resistance is shown in Table 2. It can be seen that: 
(1) with a coarse macrotexture, tyre condition has virtually no effect; 
(2) with a fine macrotexture, a treaded tyre is much better than a bald 
tyre; 
(3) skid resistances are similar at low speeds but dissimilar at high 
speeds, for the same microtexture. 
Temporal variations in skid resistance can be categorised as follows: 
(1) long term - the trafficking effect dominates; 
(2) medium term (seasonal) - the trafficking and weather effects dominate 
alternately; 
(3) short term - the weather effect dominates. 
While trafficking gives polishing, harsh weather leads to restoration of microtexture. 
In summer, trafficking is greater (and weathering is less) than in winter. 
Micro- Macro- Tvre Skid  Res i s t ance  C o e f f i c i e n t  
t e x t u r e  t e x t u r e  Condi t ion  20 km/h 100 km/h 
ha r sh  c o a r s e  t r e a d e d  o r  0.7 0.45 
b a l d  
h a r s h  f i n e  t r e a d e d  0.65 0.28 
h a r s h  f i n e  b a l d  0.65 0.15 
p o l i s h e d  c o a r s e  t r e a d e d  o r  0.33 0.20 
b a l d  
p o l i s h e d  f i n e  t r e a d e d  0.45 0.15 
p o l i s h e d  f i n e  b a l d  0.43 0.05 
Table 2: Twical Values of Skid Resistance 
The reduction in skid resistance at the start of rain &r a prolonged dry period can 
be substantial (perhaps as much as 50%); this fact appears to be generally not well 
known by road users, who may thus be taken by surprise and may thus be involved 
in an accident or near-miss. The long-term and seasonal variations are less 
dramatic and are thus probably less likely to surprise regular users. 
Although skidding accidents may be attributed to other factors (e.g. excessive speed), 
it may well be more cost-effective and practicable to enhance skid resistance than to 
endeavour to attack the other factors (e.g. reduce vehicle speeds). For instance, the 
provision of a special high skid resistance surface on the approaches to intersections 
and pedestrian crossings (areas where rapid deceleration may well be necessary to 
avoid a collision) has proved very cost-effective in London. 
11.4. ROAD LIGHTING 
The roles of road lighting are: 
(1) to reveal the presence of people/vehicleslobjects on or beside the road; 
(2) to delineate the edge of the carriageway ahead of the driver. 
Numerous studies have compared two levels of lighting (usually "lit" versus "unlit") 
and concluded that improved mad lighting is associated with a reduction in 
night-time accident frequency (see Table 3). Some studies have considered the effect 
of variations of lighting quality over a range (Box, 1971 and 1972), with average 
luminance being the measure of lighting quality. 
Accident Severity 
~avlisht - Fatal Serious Sliaht 
Before (B) 
After (A) 
Ration A/B 
Darkness 
Before (B) 
After (A) 
Ration A/B 
Note: Improvement in accidents in dark, despite deterioration in 
daytime accidents. 
Table 3: Iniurv Accidents Before and After 64 Lighting 
Imnrovements 
There are, in fact, several measures of lighting quality: 
(1) lighting quantity, as measured by luminance or illuminance; 
(2) uniformity of lighting; 
(3) glare. 
Luminance is a measure of the quantity of light coming from a source (units of 
candelalm ) while illuminance is a measure of the quantity of light falling upon an 
object (units of lux). Clearly, the ability of drivers to see the road ahead at  night 
depends more upon the luminance than the illuminance, as the characteristics of the 
road surface can affect the amount of light which, having been projected onto the 
road by street lights, h d s  its way to the eyes of the driver. 
A study of the effect of lighting quality on accident hquency has been undertaken 
by Scott (1980), who used the following measures of lighting quality: 
- (1) L = average road surface luminance (cd/ma) 
(2) I+ = luminance of the surroundings (cd/ma) 
(3) U, = overall uniformity 
(4) E, = horizontal surface illuminance, along vehicle axis (lux) 
(5) E, = vertical surface illuminance, perpendicular to vehicle axis (lux) 
(6) TI = threshold increment disability glare 
(7) G = discomfort glare control mark. 
- 
In addition, Scott considered the effect of lack of homogeneity in L, by considering 
the standard deviation of individual values of L expressed as a percentage of the 
average over the site (i.e. the coefficient of variation). 
Obviously, night time accident frequencies will vary between sites for reasons other 
than variations in road lighting quality (e.g. differences in traffic flow, road 
geometry, roadside development). Hence, Scott used the ratio of night time 
accidents to day time accidents as the indicator of the effect of different levels of 
lighting quality. Random variations in the extraneous factors (i.e. traffic flow, ete.) 
will increase the variation in the accident ratio, but the effect will be random. 
Hence, although this would make it more difficult to detect any relationship between 
lighting quality and accident occurrence at night, there would not be any bias. 
It should be noted that studies of the role of skid resistance in accident occurrence 
have often involved a similar approach, namely use of the ratio of wet road to dry 
road accidents. 
The raw data comprised accident data for 89 road sections, along with 
measurements of the lighting quality indicators at as many sections as possible, All 
8 were able to be measured at only 41 sites, while i; was measure at all, with L, L, 
and U, being measured at 75 sites. All such measurements were done for dry roads 
only, and it is known that values for wet roads will be very different. It might be 
thought that in some areas, the proportion of hours with a dry road by night might 
be different to the proportion of hours with a dry road by day, due to the slower 
drying of roads at night. 
A check for variation in the ratio 
(night accidents, wet road) / (dav accidents, wet road) 
(night accidents, dry road) / (day accidents, dry road) 
for different areas did not provide evidence of any variation in the ratio 
(dry hours by night) / (dry hours by day) 
Using generalised linear modelling, relationships between the accident ratio and 
lighting quality were sought. It was found that: 
(1) the strongest relationship is: 
accident ratio (nighvday) = 0.66 exp (-0.42 L) 
which indicates a 35% lower ratio for an increase of 1 cd/m2 
in 
(2) Ig, EH and_ Ey are also related to the accident ratio, but not as strongly or 
consistently as L; 
(3) since c, L,, E, and E, are strongly inter-related, is preferred; 
(4) U, is a useful explanatory variable when used in conjunction with either or 
b, but the data exhibited very little variation in U, values, and this may explain 
why it did not feature strongly; 
(5) both glare measures (TI and G), and the homogeneity of site luminance, seemed 
to be very weakly related tothe accident ratio, if at all. 
11.5. CROSS-SECTION CHARACTERISTICS 
Of the cross-section characteristics generally believed to &ect accident occurrence, 
the most important are those relating to: 
(1) shoulder design; 
(2) median design; 
(3) lane design. 
11.5.1. Shoulder Design. Road shoulders have several functions: 
(1) providing lateral support to the t r acked  pavement; 
(2) allowing construction-related edge effects to be located away from the 
trafficked pavement; 
(3) drainage of water away from trafficked pavement; 
(4) ensuring good lateral clearances to obstacles alongside road; 
(5) providing recovery area for errant vehicles; 
(6) allowing stoppedldisabled vehicles to stand clear of traffic lanes (or 
allowing moving vehicles to pass vehicles stopped in tr&c lanes); 
(7) allowing slow vehicles to move wer so that faster vehicles can pass. 
These functions are all related to safety, either directly or indirectly. For instance, 
provision of a recovery area has a direct effect, while avoiding construction-related 
edge effects within traffic lanes may well lead to easier control of vehicles and thus 
improved safety. In addition, some of them affect the structural integrity of the 
pavement, while others S e c t  the capacity of the roadway. 
Shoulder design entails two important decisions: 
(1) the shoulder width; 
(2) whether the shoulder is sealed or not. 
Both matters have been the subject of considerable research to ascertaii the likely 
effect on road safety, some of the more notable studies being those by Armour 
(1983), Raff (1953) and Jorgensen and Associates (1978). 
Methodological problems (e.g. inadequate control, or lack of allowance for systematic 
variation of extraneous variables) have lead to the results of some studies being 
statistically unreliable and contradictory results being obtained. Nevertheless, it 
seems that there is general agreement that: 
(1) a narrow shoulder (about 1 m) is adequate for the structural function; 
(2) an increase in shoulder width up to about 2.5 m is beneficial; 
(3) an increase in shoulder width above about 2.5 m may not be 
beneficial, especially if the shoulder is sealed and traffic flows are 
either very low or high, as the shoulder may then be used as an extra 
trafKc lane; 
(4) the sealing of shoulders is beneficial in providing a better recovery 
area (i.e. increasing the likelihood of recovery). 
Unfortunately, the research results do not permit reliable identification of an 
optimum shoulder width, as the effect of changes in shoulder width seems to depend 
upon the road alignment in the vicinity and the tr&c characteristics. In addition, 
the number and width of traffic lanes seems to influence the effect of changes in 
shoulder width. 
11.52. Median Design. The purpose of a median is to separate vehicles travelling 
at high speeds in opposite directions. The separation can be effected by either: 
(1) having a wide median which is contoured in such a way that it assists 
drivers to regain control and avoid crossing into the opposing 
carriageway; 
(2) ' having a physical barrier (e.g. concrete New Jersey barrier, W-section 
barrier) which deflects vehicles back into their own carriageway. 
The greater the width of the median (without barrier), the greater the probability 
that the driver will recover control and not transgress into the opposing 
carriageway. The greater the opposing traffic flow, the greater the probability that 
a vehicle that does transgress into the opposing carriageway will collide with an 
opposing vehicle. Hence, the decision regarding the form of separation (space or 
physical barrier) depends upon: 
(1) the traffic flow; the greater the flow rate, the greater is the need for a 
physical barrier; 
(2) the economics of providing a wide median; the higher the cost of land 
for a wider road reserve (to accommodate a wide median), the more 
likely is a physical barrier to be the better option. 
Some countries (including the USA and NZ) have adopted a warrant for physical 
barriers, as illustrated in Figure 3. For a given design two-way traffic flow, a 
certain width of median is considered necessary, and if this cannot be provided, then 
a barrier should be used. It is worth noting that for trafKc flow less than some 
threshold, a physical barrier is considered optional even where the desirable spatial 
separation cannot be provided. 
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Figure 3: 
It may be that a motorway (say) is constructed with a wide median, which is quite 
adequate for the traffic flows at  that time, or for the foreseeable future. Such 
medians may form an important part of the landscaping of the roadway. Traffic 
flows may increase more than expected, and the form of warrant shown in Figure 3 
can be used to identi6 the traffic flow level which, when attained, should trigger 
consideration of construction of a physical barrier. 
If physical barriers are under consideration, it should be remembered that they will, 
if properly designed and implemented, virtually eliminate collisions between 
opposing vehicles, but can be expected to increase the frequency of collisions 
between vehicles travelling in the same direction; vehicles which would have 
recovered in the median area will be deflected back into the path of vehicles 
travelling in the same direction. Head-on collisions are almost invariably more 
serious and costly than same-direction collisions, and one can tolerate a greater 
increase in same-direction accidents than the decrease in opposing-direction 
accidents, and still get a nett benefit in terms of accident costs. 
One study of the effect of installing a safety barrier on the M1 motorway gave the 
results shown in the Appendix (TRRL, 1974), and a more recent study of the likely 
effect of safety barriers on all-purpose dual-carriageway roads in the UK (Johnson, 
1980) has indicated that: 
(1) the number of fatalities is likely to be reduced by 15%; 
(2) the number of serious and slight injuries is likely to be little changed; 
(3) the number of non-injury accidents is likely to increase by 14%. 
These results do suggest an overall reduction in accident costs. 
11.5.3. Lane Design. The major decision to be made is lane width, variations in 
which are known to affect lane capacity, and the number of lanes, which then 
determines road capacity. Now a number of studies have included lane width as an 
explanatory variable, and some have used pavement width instead. Jorgensen and 
Associates (1978) concluded, after a comprehensive review of the literature, that: 
(1) pavement width has a relatively small effect (less than shoulder 
width); 
(2) the accident rate decreases as the lane width increases up to about 
3.35 m, remaining fairly constant thereafter. 
Since pavement width is often related to the alignment characteristics (it is common 
practice to widen pavements at  curves), it may appear that an increase in pavement 
width is associated with an increase in accident rates, whereas the increase in 
accident rates is more likely to be due to the curvature itself (see McBean, 1982). 
Raff (1953) concluded that wide pavements and shoulders were beneficial at curves, 
but not on tangents, providing justification for the practice of pavement widening at 
curves. 
11.6. ALIGNMENT CHARACTERISTICS 
The aspects of road alignment generally considered to affect accident occurrence are: 
(1) horizontal curvature (curve radius, deviation angle and curve length); 
(2) vertical curvature (change of grade and curve length); 
(3) tangent length; 
(4) gradient; 
(5) sight distance; 
(6) coordination of horizontal and vertical alignments; (7) general geometric standard. 
One of the earliest studies (Raff, 1953) included consideration of the degree of 
curvature (this is the central angle subtended by an arc of unit length, and it is 
inversely proportional to the radius of curvature) of particular horizontal curves and 
the frequency of curves (curves per length of road). Raffs results (see Table 4) 
indicated that 
(1) accident rates generally increase as radius decreases; 
(2) the accident rates generally decrease as frequency increases (using 
adjusted data, for all states), but this trend is not evident when the 
data is not adjusted. 
ACCIDENT RATES ON TWO-LANE CURVES. BY DECREE O F  CURVATURE AND 
FREQUENCY OF CURVES 
Frequency of 
curves 
3.0 - 4.9 125 1.9 223 2.5 170 2.9 139 3.4 
5.0 -6.9 75 3. 1 LOO 2.9 59 2.6 130 3.9 
Table 4 ( R a f f ,  1953) 
Table 4: 
Studies of accident rates per veh-mile in the UK (Charlesworth and Coburn, 1957; 
RRL, 1963) showed there was a distinct tendency for accidents to cluster on bends, 
particularly very sharp curves, and that accident rates decreased as the average 
curvature (degrees per unit distance) increased. The studv bv McBean (1982) has 
- .  - - 
. .-- 
revealed that the accident rate seems to increase markedly as the radius decreases 
below about 500 m. 
The results of Table 5 also suggest that roads with very long tangents (or straights) 
tend to have a higher accident rate than those that do not. 
Accidmr roles on srrcishrs, ond on bends of diferenr rod;;, 
on secrions of 3 0 9  corriogewoy with diferenf levels of 
nreroge curuolure, Englnnd, 1957-58 
Non-junction injury accidcnts involving motor vchiclcs only 
Table 5: 
Accidents per million vchiilc-mila (and numbcrr 01 aco'dcnu) 
Whereas most studies have employed the "mass data" approach (section 12.2), some 
studies (Wright and Robertson, 1976; McBean, 1982) have adopted the alternative 
approach of studying accident sites and comparison sites (matched for traffic flow 
characteristics). Unfortunately, this approach is not well suited to identifying the 
effect of the overall standard of road alignment. They have revealed that a 
combination of curvature and downhill gradient was much more likely at  accident 
sites than at  the comparison sites. Downhill gradient is conducive to higher speed, 
and is not conducive to rapid deceleration. Gradient on its own does not appear to 
have a substantial effect on accident occurrence. 
Some studies have included consideration of the effect of sight distance (McBean, 
1982) but sight distance is generally affected by the road alignment; the presence of 
horizontal curves generally implies obstructions to visibility, and visibility is 
governed by the length and change of grade of summit vertical curves. Hence, it 
has not been possible to establish a conclusive, direct relationship between sight 
distance and accident occurrence. 
TOTAL 
1.3 (339) 
0 . 9  (216) 
0 . 8  (120) 
0 . 7  (56) 
1 . 0  (731) 
BENDS 
Poor coordination of the horizontal and vertical alignments may very well have an 
effect on accident occurrence, as may poor coordination of the longitudinal alignment 
with the cross-section characteristics; a narrowing of the road just beyond a 
horizontal andlor vertical curve with limited sight distance may well lead to 
accidents. Unfortunately, it is difficult to quantify coordination, and it is thus 
difficult to incorporate in studies of accident occurrence and road geometry. This 
may be the reason that no studies have indicated it as an important factor. 
A number of studies have indicated that the effect of a geometric feature depends 
upon its context. Hence, an isolated sharp curve amongst long tangents and flat 
curves may well be associated with an accident cluster, but the same curve 
geometry, located amongst a number of similar curves may not be associated with 
an accident cluster. In addition, the first in a series of curves may have more 
accidents than similar or more severe curves within the group. Inconsistency in the 
standard may lead to drivers being taken by surprise, because their expectations are 
not realised. 
radius 
1cs.Khan 
1000 fr 
8 . 6  (18) 
1.5 (14) 
1 . 6  (24) 
1.2 (19) 
1-8 (75) 
radius 
5000 h- 
2040 it 
1-2 (33) 
0 . 9  (37) 
0 . 5  (11) 
0 . 5  (3) 
0 . 9  (84) 
radius 
2000 It- 
1000 It 
1 . 0  (4) 
0 . 9  (23) 
0 . 9  (16) 
1 .0  (19) 
1 . 0  (62) 
11.7. INTERSECTION CONTROL AND LAYOUT 
Research into the relationship between accident and tr&c flows at intersections 
(e.g. Tanner, 1953) has revealed relationships (see Chapter 5 of the course notes) 
that indicate: 
(1) where vehicles are crossing a major road by way of two T-intersections, 
it is preferable that the off-set (or stagger) be to the right; 
(2) where it is possible to reduce the number of minor road access points 
to a major road, this is expected to lead to fewer accidents. 
This latter result is consistent with the suggestion of various researchers (McBean, 
1982) that the degree of access control affects accident occurrence. 
If the locations of access points have already been decided, then it is a matter of 
firstly choosing the most appropriate form of control: 
(1) no designated priority 
(2) priority intersection (GIVE WAY or STOP) (3) priority intersection, with channelisation 
(4) -dabout 
(5) signal control 
(6) grade-separated 
It is then necessary to decide upon the detailed layout of each intersection. 
One of the factors in the choice of form of control is safety. Where there is 
restricted intervisibility, then the minor road traffic may be controlled by GIVE 
WAY or STOP signs (the choice depends upon the extent of the restriction on 
visibility). Channelisation is a useful technique for 
(1) separating potential conflict points 
(2) reducing potential conflict areas 
(3) controlling the relative speeds of conflicting vehicles 
(4) clearly identifying the path to be followed 
Hence, channelisation can be very beneficial. 
At X-intersections, the number of crossing contlid-points is 16, much larger than the 
6 at  a pair of T-intersections, which also involve a smaller number of mergeldiverge 
conflicts (12 versus 16). Hence, on the basis that it is beneficial to: 
(1) reduce the number of conflict points 
(2) reduce the severity of potential conflicts 
then a pair of T-intersections is preferable to one X-intersection, except when 
(1) the off-set is very small 
(2) traffic signals or a roundabout are envisaged. 
It is important that the major flow be given priority over the minor flow, otherwise 
long delays may well be experienced by major flow vehicles, with the consequence 
being increased driver frustration and perhaps reduced safety. Traffic signals are 
advantageous in some circumstances, as they 
(1) can reduce the frequency of crossing collisions, although same-direction 
collisions may well increase; 
(2) can ensure a more equitable distribution of delay, thereby reducing 
driver frustration. 
Roundabouts are very useful, as they separate potential conflict points and, if well 
designed, ensure that collisions are not severe due to the low speed of approaching 
and circulating vehicles. 
The choice of the form of control must take account of capacity and delay, as 
excessive delay can lead to a deterioration in driver behaviour and road safety, no 
matter how well the detailed design of intersection layout is done. Having chosen 
an appropriate form of control, it is then necessary to get the detailed design right, 
as this can also affect accident occurrence. 
At present, little is known with confidence about the effect of the details of 
intersection layout on accident occurrence. Two studies that have shed some light 
on the effects, as they relate to rural T-junctions and 4-arm roundabouts, are those 
by Pickenng et al (1986), and Maycock and Hall (1984). 
Their results, along with recommendations in "Roads and M c  in Urban Areas" 
(IHTlDTp, 1987) provide some guidance on the effects of various aspects of detailed 
design. 
11.8. LAND USE 
Each type of land use has its own characteristic vehicle access requirements. For 
instance, industriaVmanufacturing/comemial premises all have a need for heavy 
goods vehicle access for deliveries and collections. The presence of such land uses 
will affect the composition of traffic in their vicinity, and it may be that the more 
diverse the mixture, the more likely that there will be interactions of a nature not 
conducive to road safety. 
A more important aspect is the frequency of vehicles entering and leaving the 
premises; as this increases, the side-friction increases and traffic flow along the 
frontage road is subjected to more 6.equent perturbations. Where the premises have 
not been properly designed for heavy goods vehicle access, the traffic flow may be 
disrupted while the vehicle manoeuves into or out of the premises. Each entry or 
exit movement can be considered a potential conflict, with each perturbation or 
disruption indicating a conflict, h m  which a collision may ensue. 
It is not just the movement of heavy goods vehicles to or from premises that may 
lead to accidents. Where there is roadside parking, the movement of cars into and 
out of the parking spaces can disrupt the traffic flow. Where there is a large 
off-street (or on-site) car park, the entrylexit points are effectively major-minor 
intersections. A large proportion of accidents occur at recognised intersections, and 
it is likely that what are commonly considered non-intersection accidents are 
associated with vehicles enteringneaving the traffic flow at  these unrecognised 
intersections. 
In commerciaVshopping areas, there may be substantial pedestrian movements 
across the frontage mad, and pedestrians emerging from behind parked vehicles may 
not be readily seen by the drivers of vehicles on that road. This, in conjunction 
with the parkinglunparking of vehicles at the roadside, and double-parking of goods 
vehicles making deliveries to (or collections &om) the shops, makes for a complex 
situation, which is not conducive to road safety. 
McGuigan (1982) studied non-junction accidents, and sought to explain (with some 
success) variations in accident rate in terms of variations in: 
(1) road type (whether single or dual-carriageway) 
(2) land use on each side of the road. 
The land use was categorised as either shopping, commercial, industrial, residential, 
open (recreational), rural or other. He found that there is strong statistical evidence 
that accident rates vary according to the land use alongside the road, with shopping 
development being associated with high accident rates, and rural land use being 
associated with low accident rates. Chapman (1978) has also shown that accident 
rates vary according to the land use, and Silcock and Worsey (1982) found that they 
got improved relationships between accidents and t r d c  variables after stratifying 
data according to other variables, including land use. 
11.9. CONCLUSION 
The discussion above of road environment factors and the nature of their effect on 
accident occurrence is not exhaustive; a number of factors (e.g. delineation) have not 
been discussed. It should be clear that there is a considerable range of factors, and 
the nature of their effect may be very complex. Inter-relationships exist between 
the factors as a direct consequence of the process of road design, and this leads to 
serious methodological problems for researchers trying to identify the separate 
effects of the factors. 
Finally, it should be noted that there are in existence a number of sets of guidelines 
indicating the likely effect of changes to road environment factors (e.g. DTp, 1986). 
Some give confidence limits for the expected effects, reflecting the uncertainty that 
exists. Those that do not should be viewed with caution. 
12. PEDESTRIAN SAFETY 
12.1. ACCIDENTS 
Published national figures 
It is possible to obtain from publications such as Road Accidents Great Britain 
(RAGB) quite a lot of information concerning pedestrian casualties. Figures 1 and 2 
show a number of breakdowns of Stats 19 data which are in RAGB. 
Special investigations 
A number of speciallone-off studies have been carried out which go into much more 
detail than the published national statistics. These typically concentrate on one 
group of pedestrians, in particular children and to a lesser extent the elderly. This 
is because these groups tend to be overrepresented among pedestrian casualties. 
A study of child pedestrian accidents in Hampshire which worked with the 
cooperation of the Hampshire Constabulary (Grayson,l975) obtained some important 
additional variables to add to those collected normally through Stats 19. The 
additional variables recorded included journey purpose, distance from home, 
accompaniment and the child's view of the cause of the accident. Results showed 
that most children were knocked down within a quarter of a mile of their home, 
though this does vary with age, with more older children being knocked down 
further from home. Very few were not familiar with the street in which the accident 
occurred. More than one third of pre-school children were found to be playing in the 
street when knocked down. Many more boys were playing in the streets than girls 
at the time of their accident and less than half of the children said they were alone. 
Only 40% said they had stopped at  the kerb, while as many as 80% were reported 
to have been running across the road. 
A similar study by Tight (1987) showed that of a sample of 670 accidents involving 
child pedestrians, nearly 60% of the children were described by the attending police 
officers as having run into the road. In only 8% of the cases was there any 
indication &om the description that the driver of the vehicle which hit the child 
might have been at  fault, and that these were generally only when the driver had 
obviously done something wrong, such as driving through a red light, along the 
pavement etc. 
There are a number of other readily available facts about pedestrian accidents, some 
of which are described below: 
In 1982 the number of 5-9 year old boys killed or injured was almost twice that of 
girls. Until the age of 60 years, male pedestrian casualties exceed females; after 60, 
there is a rapid increase in the number of female casualties, although the casualty 
rates per capita in every age group are usually higher for males than for females. 
Exposure does not explain these differences entirely. 
It is possible to identify three peaks of accidents to child pedestrians throughout the 
day. These are in the morning between 8 and 9am, at  lunchtime and in the early 
afternoon between 3 and 6pm. The latter of these periods contains by far the 
highest number of accidents. 


Over 70% all pedestrian casualties occur during daylight (the figures for childreb are 
about 85% in daylight), though when these figures are related to pedestrian activity 
and exposure, the chances of a pedestrian being injured during darkness are shown 
to be three times higher than in daylight (Lynam,1983). 
Irrespective of age or degree of severity, the pedestrian accident problem is 
overwhelmingly an urban one. The majority of pedestrian fatalities (almost 80%) and 
of all casualties (almost 95%) occur in built up areas. There are more accidents to 
child pedestrians in built up areas than to adults. Above the age of 20 years, just 
under twethirds in each age group are injured on A and B roads. Below the age of 
20, the proportion killed or injured on A and B roads is lower, and is only a quarter 
for the age group 0-4. By the time children reach the 10-14 age group, over half 
their accidents are on A and B roads. These figures are probably indicative of the 
types of roads used by the different age groups. 
About 26% of child pedestrian accidents occur on the journeys to and from school. 
About 13% of child pedestrian accidents are to pre-school age children. 
About 40% of child pedestrian accidents occur at  T-junctions and a further 40% 
occur not within 20 metres of a junction. Very few occur at  any of the other types of 
junctions. 
In 1986 30.3% of child pedestrians (aged 0-14 years) were masked by a parked or 
stationary vehicle when they had their accident, while only 12.8% of adults (aged 
15+) were. 
12.2. EXPOSURE 
It is clear from the accident statistics described above that some sectors of the 
population show a disproportionately high frequency of pedestrian casualties per 
capita. One reason may be that these groups are overrepresented in the pedestrian 
population and are therefore more exposed to the risk of becoming a pedestrian 
casualty, by being present in a potential accident situation with a greater frequency 
than other sectors of the population. 
There are many ways of looking at  the extent to which pedestrians are exposed to 
risk, and many different definitions. With any given level of exposure, pedestrians' 
risk levels are affected by their behaviour, and different groups at the same crossing 
location may exhibit different behaviour stemming from different perceptions of the 
hazard of a certain action. Identifying the pedestrian groups who are at  risk, and 
the reasons why they are at  risk, may lead to the development of appropriate 
countermeasures. Exposure is used as a control parameter; once that is factored out 
of the distribution of accidents, one may then look at the risk from different 
locations (and develop traffic management solutions) and at  the risk to different 
groups at the same locations (and try to re-educate pedestrians to safer behaviour). 
Tight (1987) examining child pedestrians risk of an accident using a number of 
different measures of risk found the following statistically significant conclusions: 
1) On the journeys to and from school 
a) Accident risk is higher on the journey home from school 
in the afternoon than on the journey to school in the 
morning. 
b) Children in Middle and Junior schools had a higher risk 
of an accident than children in infants or first schools 
(where accompaniment by adults is considerably higher) 
or children from secondary schools. 
C) Accident risk is about 10 times as high when cmssing 
main roads, as when crossing other mads. 
d) The risk of an accident is approximately twice as high 
within 0.5km of schools compared to further away. 
e) Accident risk when crossing a main road not at  a 
crossing facility was about three times as high as when 
crossing a main mad using a crossing facility. 
f) Each child had a very small risk of an accident on a 
journey to or from school. For the schools surveyed in 
this study there was on average one accident per 350,000 
walk journeys made by children, or per 1.5 million road 
crossings, or per 270,000km walked, or finally per 4.0 to 
5.0 million minutes (7.6 to 9.5 years) spent in the mad 
environment on journeys to and from school. 
g) There was no significant difference in accident risk 
between boys and girls. 
2) Use of the roads for reasons other than going to and from school. 
a) On school holidays, though not on schooldays (outside of 
the journeys to and from school), boys were found to 
have a higher risk of an accident than girls. 
b) Children's risk of an accident was much higher on main 
mads compared to other roads. 
12.3. PEDESTRIAN BEHAVIOUR 
There is a lot of material available on implicit aspects of pedestrian mad-user 
behaviour, much of which is based on observations or eye witness recollection. 
Some of the most important observations in this field are the differences in cmssing 
behaviour which exist between children and adults. According to Routledge, 
Repetto-Wright and Howarth (1976) "adults assess the crmsing situation as they 
approach the kerb, while children pay little attention to the crossing situation until 
they arrive at  the kerb, and are therefore less well prepared to take advantage of 
favourable traffic configurations. Having stopped at the kerb to wait for a gap in the 
traffic children are slower to start and seldom anticipate when they cross through a 
chosen gap, while adults take most advantage of gaps in traffic by anticipating their 
arrival. Children learn to adopt these adult strategies without instruction and 
indeed contrary to the way in which they have been taught. There appears to be a 
mismatch between the information they receive from parents, schools and safety 
programmes and the information they gain from their own experiences and from 
observation of adult pedestrians". 
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According to Shinar (1978) "children represent a particular hazard since they'may 
lack the skills and habits, that are typically acquired a t  a later age, which enable 
people to behave safely on the road. Unintrusive observations of children walking to 
and from school have led to the realization that the child pedestrian, particularly 
under the age of 10, lives in a different conceptual world than the adult pedestrian. 
Some of the generalisations that have been repeatedly made concerning child 
pedestrians are that their perception and ways of thinking is still egocentric; they 
have only a fragmentary understanding of the rules and structure of the traffic 
system; their attention level fluctuates and they are easily distracted; and their 
knowledge of traffic signs is incomplete - and for young children practically nil. In 
light of all these limitations, Sandels (1975) who pioneered the systematic 
observations of children in traffic, concluded that it is impossible to fully adapt the 
small child to the complex traffic environment of the 1970's. Instead, she argues we 
should design the traffic system with these constraints in mind". 
12.4. PREVENTION OF PEDESTRIAN ACCIDENTS 
Typically this can be split into one of three main methods, namely road and vehicle 
engineering, education and enforcement. Some of the main ideas and methods used 
in each category will be considered here. 
12.4.1. Engineering solutions. 
At-grade pedestrian crossing facilities 
These aim to minimise delay and maximise safety for pedestrians and drivers. 
Studies have shown that these typically attract over 75% of the pedestrians crossing 
within 45m of them. There are 5 main types: 
Refuges 
School crossing patrols 
Zebra crossings 
Pelican crossings 
Pedestrian facilities at  signal controlled junctions 
Refuges (or traffic islands): These are the most common and generally the least 
costly type of crossing aid for pedestrians and their installation is not so tightly 
prescribed as the siting of pelican or zebra crossings. They permit pedestrians to 
concentrate on crossing one stream of traffic at a time by creating a relatively safe 
waiting point, usually in the centre of the carriageway. Refuges are often 
appropriate at  sites where pedestrian crossing movements are concentrated but are 
insufficient in number to justify a more formal crossing. 
School crossing patrols: The decision to introduce a patrol will depend largely on site 
characteristics and the police, the highway authority and the education department 
will usually be involved. 
DTp criteria for the provision of zebra or pelican crossings are a function of the 
pedestrian and vehicle flows per hour (see figure 3). 
Zebra crossings: These can be provided at relatively low cost, but are unsuitable: 
a) Where traffic is heavy and fast moving 
b) In busy shopping streets and opposite railway stations 
C) At special sites such as contra flow bus lanes. 
-. . 
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Zebras tend to have high accident rates in their near vicinity. Studies suggest that 
they should only be used where an accident problem has been defined. If used 
elsewhere they tend to increase the accident rate. Zebras effectively allow 
pedestrians to cross at  any time (assuming traffic has sufficient time to stop), while 
pelican crossings mean that there will normally be some delay to pedestrians. 
Pelican crossings: These help in areas of high pedestrian flow by providing specific - '  ' 
safe pedestrian crossing periods and give direct indication to motorists of 
pedestrians' legal right of way. Pelican crossings are more appropriate than zebra 
crossings in the following situations: 
a) Where there are significant numbers of elderly and infirm pedestrians. 
b) At sites with high approach speeds, where a pelican with vehicle 
detection should be used. 
C) Where pedestrian flow is heavy. 
d) At special sites such as contraflow bus lanes. 
e) In areas operating under urban traffic control, as pelican crossings can 
be linked to t r a c  signals. 
In the 1970s many zebras were converted to pelicans as a result of a DOE (1974) 
report on a sample of conversions which showed an average 60% reduction in 
accidents. However, some studies subsequent to this have shown no clear safety 
benefit. At pelicans the delay for pedestrians can be up to 44 seconds, much longer 
than the threshold of 30 seconds beyond which pedestrians take greater risks to 
cross the road, although in practice less than 3% of pedestrians experience a delay 
above 30 seconds at  fixed time pelicans. It is generally acknowledged by traffic 
engineers that, when a section of the public asks for a crossing to be installed they 
mean a pelican and not a zebra (55% prefer pelicans, only 31% zebras). 
Provision for pedestrians at  signal controlled junctions: At signalled junctions 
specific facilities for pedestrians can be incorporated using separate "green man" 
pedestrian aspects. 
Grade-separated crossings (footbridges and  subways) 
These are "solutions with problems". They are expensive to build, and pedestrians 
are often reluctant to use them, seeing a trade-off between safety and convenience. 
The installation of a grade-separated crossing in preference to one at-grade is 
appropriate in the following circumstances: 
a) where there is a high, fast vehicle flow, which it is advantageous to 
keep moving, and high pedestrian flow, which is all being delayed. 
b) where considerable delay to pedestrians occurs. 
C) at sites where pedestrian accident levels necessitate some pedestrian 
facility being provided. 
Impact of road traffic systems: Pedestrian risk may be affected by the technical 
engineering details of many traffic management measures, including one-way streets, 
turning movement allowances and prohibitions, parking arrangements, bus lanes, 
cycle lanes and shared pedestriadcycle facilities, the maintenance of footpaths and 
roadways, the design of road furniture, and area wide measures for pedestrian 
safety. 
Other engineering measures include space-sharing and pedestrianisation. The former 
is a concept developed by the Dutch, in the late 1960's and early 1970's and known 
as "woonerf'. This is an area intended for use by both pedestrians and traffic-and 
incorporating road narrowing, humps,and other obstacles to slow traffic entering the 
area and discourage through traffic. 
Pedestrianisation: this is extremely difficult to justify on a safety costmenefit basis. 
Pedestrianisation is largely carried out for environmental purposes and, in 
commercial centres, tends to be oriented towards increasing retail activity rather 
than safety. 
Vehicle design for pedestrian. safety: The types of injuries sustained by pedestrians 
when struck by vehicles have been shown to be most commonly to the head and 
legs, followed by the arms, chest and pelvis. Fatalities result mainly from injuries to 
the head and thorax. Pedestrians are injured by being struck by a vehicle and in 
many cases also by hitting the road; in a small number of cases the victim may, 
further, be struck or run over by other vehicles or run over by the striking vehicle. 
Because of the severity of injuries caused by vehicle impact and because little can 
be done to protect the pedestrian who hits the ground, research intensified in the 
1970's into how vehicles caused injury to pedestrians and how the designs of specific 
features could be changed to protect the pedestrian in the event of an accident. 
Generally the following is true: 
At speeds below 15mph - ' Generally minor injuries only 
15 - 20 mph - Moderate to severe injuries 
20-25mph - Serious to fatal injuries 
Over 25mph Predominantly fatal 
However, fatalities have been found at speeds below 15mph and minor injuries at 
speeds above 25mph. 
TRRL research has aimed a t  redesigning the shape of the car to control the 
trajectory of the pedestrian onto the bonnet. This is partly to avoid the victim being 
knocked onto the mad and run over; also, it is preferable to prevent the pedestrians 
head from striking the windscreen surround or other sharp and solid parts of the 
car, and to absorb momentum over as large and flat a surface of both the body and 
car as possible. University of Birmingham research suggests benefits from 
modifications to vehicle shape as follows: 
From accidents at  impact speeds Reduction in overall number 
up to 19mph of serious casualties : 
1.2% 
Up to 25mph (if the measures 6-9% reduction 
are totally effective) 
It also suggested that compliant front ends (the "soft nosed car") could have the 
following benefits: 
From accidents at  impact 
speeds up to 19mph 
Reduction in overall number of 
serious casualties about 10% 
Up to 25mph (if the measures 20% reduction 
are totally effective) 
12.42. Education and publicity. Education and training measures for 
pedestrians are mainly aimed at  children, although publicity programmes for the 
elderly are becoming increasingly of interest to practitioners in the field. It is 
difficult to measure the direct benefits of educational programmes, because of the 
time scale and other exogenous factors involved. Even projects which have been 
monitored have not been able to show conclusively that reductions in accidents were 
solely due to improvements in education, although there has been a time series 
correlation in the case of the British Green Cross Code scheme and Scandinavian 
Traffic Clubs. 
12.43. Enforcement. In Britain pedestrians have precedence on zebra crossings or 
on a signal controlled m s i n g  when the signal to cross is illuminated. Pedestrians 
must not proceed when asked to stop by a police officer controlling traQic. They are 
not allowed to walk on motorways. Other than these speciiic instances there is no 
law in this country to prevent pedestrians from crossing roads; indeed the right of 
access to the Queen's highway is enshrined in common law. 
Legislation affecting drivers' behaviour towards pedestrians mainly concerns zebra 
and pelican crossings and School Crossing Patrols. The Highway Code advises 
drivers on suitable behaviour towards pedestrians in a wider variety of 
circumstances and stresses the vulnerability of young, elderly and disabled 
pedestrians. However, failure to observe a provision of the Highway Code is not in 
itself a criminal offence. 
13. EVALUATION STUDIES 
13.1. INTRODUCTION 
There is uncertainty regarding the effectiveness of accident countermeasures. 
Therefore, it is important to undertake post-implementation evaluations of remedial 
treatments, to ascertain their effect and improve the accuracy of predictions of their 
effectiveness in subsequent ante-implementation evaluations. 
The most direct indicator of the performance of a remedial treatment is the change 
in accident costs. It may be that the frequency of some accident types will increase 
while the frequency of others will decrease. An increase in less severe and less 
costly accidents may well be acceptable if the decrease in more severe and more 
costly accidents is sufficient to ensure a reduction in total accident costs. 
Very often, it is assumed (implicitly or explicitly) that all accidents a t  an individual 
site have similar costs, in which case the change in accident frequency is a direct 
indicator of performance. If such an assumption is not made, however, it is 
necessary to consider the change in frequency of each accident type separately. 
Accidents are relatively rare, especially when dealing with an individual site or 
section of road, and the small numbers of accidents makes it difficult to show that a 
statistically significant change has been achieved. The stratification of accidents by 
accident type aggravates the situation, and it is thus widespread practice to analyse 
changes in the frequency of accidents in total. 
13.2. CEOICE OF PERFORMANCE INDICATOR 
A number of less direct indicators of performance are available (e.g. codicts, 
speeds). The attraction of these performance indicators is that a large number of 
observations can be obtained in a short time, as the phenomena are much less rare 
than accidents. Such indicators are perhaps less relevant; a reduction in conflict 
frequency or the frequency of high approach speeds may not lead to a reduction in 
accident frequency. 
If accident frequency is chosen as the performance indicator, then in order to get a 
sufficient number of accidents before and after implementation, to detect a change in 
accident frequency, a long observation period is likely to be required. The longer 
the observation period, the greater the probability that some other, unplanned 
change will occur and make the idenacation of the effect of the remedial treatment 
more difficult to estimate. 
The extra resources associated with the use of a less direct 'indicator may be 
considerable; accident data is collected routinely and at zero extra cost, while special 
surveys are required for such indicators as codlicts and speeds. Hence, the choice 
of whether to use a direct or indirect performance indicator entails balancing 
(1) a low resource requirement, a long observation period, and obvious 
relevance, against 
(2) a high resource requirement, a short observation period, and doubtful 
relevance. 
It is not always necessary to make a trade-off between relevance, resource 
requirement and length of the observation period. For instance, where the remedial 
treatment is expected to affect approach speed, then a standard speed survey will 
provide information about the distribution of approach speed at  some location, and 
the change in mean approach speed is less relevant than the change in the 
frequency of high approach speeds. The resource requirement is essentially the 
same for each indicator. In addition, a change in the frequency of high approach 
speeds may result in the mean speed being reduced very little, while the 85th 
percentile speed (say) will be reduced much more and is thus a more sensitive 
indicator. 
The relationship between accident occurrence and approach speed is rather 
uncertain, a driver familiar with the road may well be able to approach at  a high 
speed and safely negotiate the hazardous feature, while a driver unfamiliar with the 
road may have more difficulty despite approaching a t  a lower speed. A more 
relevant performance indicator than speed at  a point is probably the rate (or 
suddenness) of deceleration, which can be obtained from measurements of each 
vehicle's speed at several points on the approach. This, of course, would entail 
greater resources, so it is basically a case of making a trade-off between relevance 
and resource requirement. 
13.3. CHOICE OF OBSERVATION PERIOD 
Since the goal is to assess the effect of remedial treatment, the evaluation study 
should take the form of a before-and-after study. The choice of observation period 
depends upon several factors: 
(1) the before and after periods at the treated site should be identical to 
those at  the control site (a site expected to indicate what would 
probably have happened at the treated site had it been left untreated); 
(2) the period during which work is carried out, and a settling-down 
period immediately after implementation, should be omitted; 
(3) the before and after periods should be long enough to provide a 
statistically reliable estimate of the underlying true accident rates 
(before and after), but not so long as to include periods when other, 
unplanned changes have occurred; 
(4) the performance indicator. 
The short-term effect of remedial treatment may be quite diierent from the 
long-term effect: 
(1) there may be driver confusion and accidents (or conflicts) immediately 
after implementation but an improvement thereafter, so that the 
long-term effect is better than the short-term effect; 
(2) the "newness" of the situation immediately after implementation may 
evoke a driver response (such as much greater caution) that the driver 
subsequently considers excessive and reduces, so that the long-term 
effect is not as good as the short-term effect. 
- 
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In view of the uncertainty regarding the nature of the novelty effect, one can either: 
(1) omit the settling-down period 
(2) assess the effect a t  various times after implementation, in order to 
identify the nature of the novelty effect. 
Given that the novelty effect is short-lived, the observation period is necessarily 
short, and the statistical reliability of the estimate of the novelty effect is 
consequently low, if accidents are used as the performance indicator. The only 
practical way of identifying the novelty effect is to use an indirect indicator, or to 
treat many sites. 
13.4. CHOICE OF CONTROL SITE 
The adoption of control sites can be for the following reasons: 
(1) to take account of systematic changes in the environment, affecting the 
underlying true accident rate of the treated site (such changes may be 
national, e.g. a change in the national speed limit for a class of road, 
or local, e.g. a change in traffic flows along a mute as a consequence 
of a local traffic management scheme); 
(2) to take account of the regression-tethe-mean effect. 
A control site should be similar to the treated site in general characteristics and 
should be geographically close to it, so that one can be reasonably confident that 
both will be similarly affected by local variations in fadors likely to affect safety 
(e.g. weather, traffic flows). In addition, the control site should be chosen by the 
same mechanism that was used to identify the site for treatment, so that if the site 
for treatment has been identified as a blackspot, then the control site should also be 
a blackspot. Otherwise, the regression-to-the-mean effect will not be accounted for 
properly. 
Planned experiments, involving pairs of sites identified by the same procedure, with 
the choice of which one to treat and which one to leave untreated being made at 
random, have been used successfully to advance knowledge in the physical sciences. 
The main virtue of such an approach is that inference of cause and effect is 
straight-forward and sound; the difference in the responses (of the treated and 
control sites) can be safely ascribed to the treatment, or random variation in 
accident occurrence. Statistical tests can be employed to estimate the probability of 
the apparent effect of treatment being due to random variation in accident 
occurrence. 
There is a problem ensuring that the control site remains untreated, if it is also a 
blackspot. It is not a matter of leaving the control site untreated forever. If 
treatment of the control is deferred until such time as the effectiveness of the 
treatment at the other site is proven, the treatment can be applied to the control 
site with real confidence. 
Before discussing the statistical tests which may be used in various circumstances, 
it is first necessary to discuss three important issues relating to estimation of the 
effects of treatment (namely, regression-to-the-mean, risk compensation, and accident 
migration). 
136. mGRESSION-TO-TBE-MEAN, BIAS-BY-SELECTION, AND ACCIDENT 
MIGRATION 
The phenomenon of regression-to-the-mean has been known about for over a 
hundred years, for in 1877 Sir Francis Galton (a notable meteorologist, biologist and 
statistician) reported that the off-spring of tall parents are, on average, shorter than 
their progenitors, while the off-spring of short parents are, on average, taller than 
their progenitors. The term "regression" was applied to the phenomenon, with 
regression meaning a tendency to "return toward" (the mean). The phenomenon has 
been observed in a wide variety of situations. 
Regression-to-the-mean has a logical explanation. Considering accident counts for a 
site, it is known that they fluctuate about some unknown expected value, the 
underlying true accident rate (UTAR). For any period, the best estimate of the 
accident count is the UTAR. If the accident count in one period is above (or below) 
the UTAR, then the accident count in the next period can be expected to be lower 
(or higher), due to regression downwards (or upwards) towards the mean. 
The phenomenon occurs even when there is no intervention, so that a site with a 
high accident count in one year (due to a fluctuation above the UTAR) should 
generally, even without treatment, experience a lower accident count in the following 
year. Fkgression-to-the-mean in itself is not a problem, but combined with a 
non-random selection of sites for treatment, it gives rise to a bias in the estimate of 
the effect of the treatment (hence the term "bias-by-selection"). 
The regression-to-the-mean effect can result in substantial over-estimation of the 
effect of remedial treatment, if sites are selected for treatment on the basis that 
they have a relatively high observed accident rate. A simple illustration of the 
nature of the problem has been given by Hauer as follows: 
"Consider a group of 100 persons each throwing a fair die (dice) once. 
Select from the group those who have thrown a six. There might be 
some 16 such persons. (This is analogous to the arranging of all road 
sections in the order of increasing number of accidents and selecting 
the top 16%.) In an effort to cure the 'proneness to throw sixes', each 
of the selected persons is administered a glass of water and asked to 
throw the die (dice) again. One can expect that all but two or three 
persons will have been cured. This 'success' of the water cure is 
attributable entirely to the process of selection for treatment." 
If sites are selected for treatment on the basis that over a short period (one year, 
say) there were a relatively high number of accidents, then it is likely that many 
such sites are chosen simply because they experienced a temporal variation well 
above their underlying true accident rates during that short period. If they were to 
be left untreated, it is likely that the accident counts in the subsequent period 
would be lower (i.e. the counts would regress downwards to their means, or their 
UTAR's). If they were to be treated, then the apparent effect of the treatment 
includes the regression effect, for which allowance should be made when estimating 
the true effect of the treatment. 
The use of a longer period (five years, say) means that the observed accident rate is 
very likely to be very close to the UTAR, as illustrated by the narrowing of the 
confidence interval for the UTAR as the observation period increases (see the charts 
in Chapter 6 of the course notes). That is, a site would not be likely to be selected 
for treatment because of a short-term fluctuation well above the UTAR for that site, 
and the regression-to-the-mean effect is likely to be very small and negligible. 
The magnitude of the regression-to-the-mean effect can be assessed using the data 
in Table 1, which shows accident count data for 82 sites for each of two successive 
years. There is a clear tendency for sites with an above-average number of 
accidents in year 1 to experience a reduction year 2, while sites with a 
below-average number in year 1 tend to experience an increase in year 2. Had 
those 34 sites with five or more accidents in year 1 been treated between year 1 
and year 2, then the effect of the treatment (assuming the treatment has a truly 
positive effect) would be over-estimated, to the extent of 
(74-54) + (18-10) + (56-49) + (14-6) + (54-48) + (45-35) 
= 59 accidents in year 2 
This over-estimate (of 59 accidents) is about 23% of the total number of accidents at  
those 34 sites in year 1. If the treatment were truly ineffective, it would 
nevertheless appear to have caused a 23% reduction in accidents. 
In Hauer's example of 100 persons throwing a dice, they are all assumed to be 
throwing dice with 1, 2, ... 6 spots on the six faces, respectively. That is, it is 
assumed that had they had many throws, the cumulative average of each and every 
person's results would tend towards 3.5. In reality, the UTAR can vary 
substantially between sites, even when they have been grouped together because of 
their similarity with respect to geometry, traffic flows etc. 
EXAMPLE OF REGRESSION-TO-THE-MEAN 
Table 1: 
If the UTAR's are assumed to vary between sites, there is a real chance that sites 
with high UTAR's will be selected for treatment even when they have a temporal 
variation below their UTAR's; their accident counts may still be relatively large 
compared to those for the other sites. If those high UTAR sites are not treated, one 
would expect their accident counts in the subsequent period to regress u~wards 
towards their UTAR's, and hence if they are treated, one may very well 
under-estimate the effect of their treatment. 
In Hauer's example, the regression can only be downwards, for those people selected 
for the "glass of water" treatment. The possibility of "reverse regression" (i.e. 
regression upwards rather than downwards) has been acknowledged by Abbess et al. 
They assume that: 
(1) the UTAR's vary between sites, according to the Gamma distribution; 
(2) the annual accident counts for a site vary about the UTAR for the site, 
according to the Poisson distribution. 
Using two sets of actual data, they estimated the regression-to-the-mean effect (i.e. 
the expected change in observed annual accident rate if no treatment is applied) as 
- 
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being as high as 25% and 15% for the two data sets. The parameters of the 
Gamma distribution differed between the two data sets, and clearly the magnitude 
of the regression-to-the-mean effect depends upon precise form of the UTAR 
distribution. 
Hauer and Persaud (1982) make no assumption about the form of the UTAR 
distribution, merely assuming that the annual accident counts are Poisson 
distributed about the UTAR for each site. They suggest that for a group of sites, 
the expected number of accidents during the after period at sites having k  or more 
accidents in the before period, is the number of accidents occurring at  sites having 
(k + 1) or more accidents in the before period. For the data in Table 1, the 
expected number of accidents in year 2 at  sites having five or more accidents in 
year 1 is 216 (= 74 + 18 + 56 + 14 + 54). The actual number of accidents for such 
sites in year 2 is 202 (= 54 + 10 + 49 + 6 + 48 + 35), down from 261 (= 74 + 18 + 
56 + 14 + 54 + 45) in year 1. The Hauer and Persaud method gives an estimate of 
the regression-to-the-mean effect equal to 45 accidents in year 2, compared with the 
actual value of 59. This method, while being simple to apply, gives estimates which 
may be subject to considerable error. 
Hauer (1986) gives a much more sophisticated procedure for estimating the 
regression-to-the-mean effect. This procedure is more accurate (the standard error 
of the estimate is less than for the simple procedure), and implies a probability 
distribution for the UTAR's. 
When considering whether to treat any site, anyone of six possible cases may exist: 
(1) k < ? < G  
(2) $ < a < a  
(3) a < k < $  
(4) a < k < a  
(5) ~ < a < k  
(6) a c a < k  
where: 
a  = UTAR for the site 
2 = observed accident rate for the site (= cln) 
k  = critical accident rate 
c = total number of accidents at  the site during n years 
Ideally, the site should be treated if a  > k  and should nokbe treated if a  c k. In 
reality, hoyever, a  is not known and it is est$uated by a, so that treatment will 
occur if a  > k  and will not occur if 2 < k. The directip of the 
regression-to-the-mean effect will be upwards if a < a and downwards if a > a. The 
situation can be summarised, as in Table 2. 
Case Should 
treatment 
occur? 
Will 
treatment 
occur? 
Y 
Y 
N 
Y 
N 
N 
Direction 
of 
regression 
down 
UP 
UP 
down 
down 
UP 
Table 2 
Consider now the matter of a large number of candidate sites for treatment, and the 
effect of occurrence of each of the six cases. If cases I, I1 and IV occur, there will 
be an effect on the estimate of the effectiveness of the treatment, due to 
regression-to-the-mean. Now, it is expected that there will be an equal number of 
cases I and 11, and since their regression effects are expected to be equal and 
opposite, they are expected to have a zero nett effect. Each occurrence of case N, 
however, is expected to result in a downwards regression effect, so that there will be 
a nett downwards regression effect overall within the set of treated sites. 
If cases 111, V, and VI occur, there will be no effect unless, having not been selected 
for treatment, the sites are included in the set of control sites. Should this occur, 
the effects of cases V and VI are expected to cancel, leaving the effect of case 111, 
namely an upward regression effect within the set of control sites. This will give 
the appearance of "accident migration", a phenomenon claimed to have been 
observed by Boyle and Wright (1984). A number of subsequent papers (Huddart, 
1984; McGuigan, 1985; Maher, 1987) have disputed whether there is a real 
migration of accidents, with Maher having suggested that there is a statistical 
explanation, essentially the same as given above. 
"Accident migration", it seems, may well be a result of upwards regression amongst 
control sites, although it has been argued (Boyle and Wright) that it is due to "risk 
compensation" (discussed below). 
It is clear that within the treated sites, there is a nett downwards regression effect, 
but there is considerable doubt about the magnitude, as it depends upon the 
variation of the UTAR and the variation of the accident counts about the UTAR, 
both of which are in doubt. 
13.6. RISK COMPENSATION AND ACCIDENT MIGRATION 
It is first necessary to discuss what is meant by the term "risk. One meaning is 
simply "probabilitv"; this is the meaning of risk in Chapter 5 of the course notes, 
where risk is the conditional probability of an accident occurring given that there is 
an opportunity for an accident. The use of the term risk meaning probability would 
generally be considered inappropriate unless the outcome carried with it some 
undesirable consequence. For instance, one would not generally talk of the risk of 
getting a "head when tossing a coin, unless the getting of a "head" would be 
disadvantageous. Hence, the other common meaning is "exuectation". If there are 
several possible outcomes, the probabilities of which are p , p , etc. and the 
consequences of which are D , D , etc., then the expectation is the sum over all 
outcomes of the product of the probabilities and the consequences, i.e. 
expectation = X, pi Di 
The probability of death in one game of Russian roulette (one-sixth) is considerably 
less than the probability of a "head" in one toss of a fair coin (one-halo, but many 
reasonable people would regard Russian roulette as more risky than coin-tossing. 
It is also necessary to draw a distinction between "objective risk" (calculated by 
experts) and "subjective r i sk  (perceived by road users). The former may be 
estimated (as a probability) by the ratio of number of accidents to the number of 
exposures (or accident opportunities). There is considerable evidence that there is a 
discrepancy between objective and subjective risk. This may well be because 
objective risk is generally estimated as a simple probability, whereas individual 
users may be considering both the probabilities and the consequences when 
estimating risk. Whatever the reason, road users may perceive the risk to be 
greater or less than the risk calculated by safety experts; very occasionally, the 
subjective and objective risks may be equal. 
Experts may be able to agree on the objective risk, but it must be remembered that 
each individual road user estimates the subjective risk, and it is virtually certain 
that there will be some variation in the estimates. That variation can be between 
drivers, or within drivers; an individual's estimate of the subjective risk may vary 
with time and the circumstances (including their mental state). 
Some road safety programmes are aimed at raising the level of subjective risk, 
perhaps above the level of objective risk. For instance, dridddriving blitzes are 
often aimed at increasing the perceived probability of apprehension (and hence the 
perceived risk or expectation), but should drivers become aware that the real 
(objective) probability of apprehension is not markedly greater, then the effect will 
not be long-lasting. 
On a particular journey, the level of both objective and subjective risk will vary. 
Hence, both objective and subjective risk are time-dependent, and the relationship 
between them may vary with time. It might be argued that when the level of 
subjective risk drops relative to the level of objective risk, then an accident is more 
likely to ensue. It does seem that subjective risk can exceed objective risk in 
certain circumstances, with the situation being reversed in other circumstances. 
Observations of traQic behaviour in certain circumstances reveal a tendency for 
drivers to respond to variations in the level of subjective risk. For instance, during 
a snow storm traflic generally travels slower, with the melting of the snow and the 
drying of the road being accompanied by an increase in speed. The adjustment of 
behaviour in response to varying subjective risk is commonly termed 
"risk compensation". 
It must be remembered that driving style is affected by a complex of factors, of 
which risk is merely one. In general, the risk (either as probability or expectation) 
is extremely small; accidents are rare events. Hence, it may well be that the 
perceived level of risk is a fairly insignificant factor. 
It has been suggested by Evans (1985) that as a consequence of driver behaviour 
adjustment, the actual effect of a safety change can be substantially different from 
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the engineering effect. He proposed a "human behaviour feedback model", giving 
the following relationship: 
(actual effect) = (1 + 0 (engineering effect) 
Here, the engineering effect is the effect that would actually occur if the feedback 
parameter f were zero and could be termed the "underlying true effect". It is not 
the same as the predicted effect, as even with zero feedback (or driver behaviour 
adjustment), the actual effed can differ from the predicted effect, due to prediction 
errors. As such errors tend towards zero, the predicted effect will tend towards the 
engineering effect. 
It is necessary to distinguish clearly between the engineering and predicted effects, 
the discrepancy between the former and the actual effect is due solely to driver 
behaviour adjustment, while the discrepancy between the latter and the actual effect 
is due to the combination of prediction error and driver behaviour adjustment. 
Unfortunately, such a distinction is not always made. 
For parameter f equal to minus unity, we have the special case of "risk homeostasis" 
(Wilde, 1982). The basis of the risk homeostasis hypothesis is that drivers each 
have a target level of risk, and that any change to the vehicle or road environment 
aimed at reducing the level of risk will meet with driver behaviour adjustment such 
that the target level is maintained. 
The risk homeostasis hypothesis is very controversial, and is very dimcult to prove 
or disprove conclusively. It implies that each and every safety initiative will have 
no effect, unless it is successful in changing drivers' propensities for taking risks 
(i.e. their target levels of risk). Engineering changes to the road environment are 
thus very unlikely to have any effect. At this stage, it is fair to say that the risk 
homeatasis hypothesis remains largely untested. 
Evans (1985) suggest that the value of parameter f can be: 
(1) > 0, in which case the actual effect exceeds the engineering effed; 
(2) < 0, in which case risk compensation gives rise to an undermining of 
safety measures. 
It may well be that the value of f depends upon the precise nature of the safety 
measure. For instance, some safety initiatives are virtually invisible to drivers, and 
the scope for feedback is thus virtually nil. In such circumstances, the value of 
parameter f is virtually zero. 
Boyle and Wright (1984) seemed to invoke the notion of risk compensation to 
explain an apparent migration of accidents in a study of the effect of a blackspot 
treatment programme. They found a tendency for accidents to decrease at  treated 
blackspots but to increase at  untreated sites in the immediate vicinity of the treated 
sites. They argued that treatment of the blackspots reduces the proportion of 
drivers experiencing near misses at those sites, with a consequent reduction in 
driver caution and a consequent increase in accidents at untreated sites in the 
vicinity. In essence, Boyle and Wright were arguing that the treatment of 
blackspots reduced the perceived risk, with drivers tending to adjust by adopting a 
more relaxed driving style, leading to more accidents occurring at  the nearby sites. 
The hypothesis of accident migration implies that much of the benefits of road 
safety measures will be lost, as accidents saved at  one location will simply happen 
elsewhere. The validity of the hypothesis is in doubt; as suggested by Maher (1987) 
- 
and in the section on regression-to-the-mean, the apparent migration may simply be 
a manifestation of upwards regression amongst untreated sites in the vicinity of 
treated sites. 
Risk compensation as a concept is not new; Smeed (1949) stated: 
"There is a body of opinion that holds that the provision of better 
roads, for example, or the increase in sight lines merely enables the 
motorist to drive faster, and results in the same number of accidents 
as previously. I think there will always be a tendency of this sort, but 
I see no reason why this regressive tendency should always result in 
exactly the same number of accidents as would have occurred in the 
absence of active measures for accident reduction. Some measures are 
likely to cause more accidents and others less, and we should always 
choose the measures that cause less." 
Unfortunately, due to a number of factors, including: 
(1) doubt about how risk should be defined, how risk is perceived, and 
how decisions are made in the presence of risk; 
(2) uncertainty in predicting and measuring the effect of accident 
counter-measures. 
there has been very little progress made towards specifying precisely when and 
where risk compensation may occur, and the extent to which it may occur. 
13.7. DISCUSSION 
It is not essential that all accident types be considered together. If the treatment is 
aimed at a specific accident type and if accidents of that type can be observed 
separately, then the analysis could be confined to such accident types. The other 
accidents could be analysed separately. The disaggregation by accident type does 
lead to smaller numbers of accidents, which makes detection of a statistically 
significant change more difficult (all other things being equal). Disaggregation does 
avoid dilution of the effect of the treatment, making detection of a statistically 
significant change less difficult (all other things being equal). Whether it is 
advantageous to disaggregate or not obviously varies with the circumstances. 
If data on some measured variable (e.g. speed, deceleration) is available, then the 
analysis can be done in a very similar manner to that shown in sections 14.7.3 and 
14.7.5. There are some differences, as follows: 
(1) there is no need for the logarithmic transformation, as it is generally 
assumed that the variable itself is normally distributed; 
(2) where there have been several surveys at the same site in the same 
condition, the results are aggregated by weighting according to sample 
sizes (rather than the inverse of the standard errors). 
It should be noted that the different statistical tests may give different answers in 
certain circumstances, because those tests involve different assumptions, the validity 
of which can vary with the circumstances. 
14. ECONOMIC EVALUATION 
14.1. INTRODUCTION 
Having identified hazardous locations and appropriate remedial treatments, it 
remains to firstly assess whether the treatment is economically sound. The term 
"appropriate" simply means that the treatment should give a reduction in accidents. 
Whether that reduction is ~ ~ c i e n t  to justify implementation depends upon: 
(1) the cost of implementation; . 
(2) the value of the benefits; 
(3) whether there are, in economic terms, more attractive investment 
options and the level of the budget constraint. 
The cost of implementation can usually be estimated with considerable accuracy, but 
there is generally considerable uncertainty regarding the value of the benefits, due 
to: 
(1) uncertainty in the estimate of the accident reduction; 
(2) uncertainty regarding the cost of accidents. 
Accident reduction uncertainty arises from methodological problems associated with 
evaluation studies (see Chapter 14 of the course notes) and doubt over whether an 
accident reduction obtained for one set of circumstances will be obtainable for 
another; that is, the generalisability of the results of evaluation studies is in doubt. 
Section 14.7.5 of the course notes shows that the standard error for "general 
effectiveness" is greater than that for "effectiveness at the treated sites". 
14.2. TREATMENT SELECTION PROCEDURES 
There may be more than one appropriate treatment for the problem at  a hazardous 
location, and the first task is to choose the best economically. The simplest way is 
to calculate the fist-year-rate-of-return (FYRR), which is simply (first-year benefits 
minus first-year costs) as a percentage of the total capital cost. The first year 
benefits may be due to an expected accident reduction, while the first year costs 
may arise from increases in other operating costs (e.g. delay). In general, one 
should think in terms of "nett benefits" in each year. 
The higher the FYRR, the more attractive is the treatment, so one may choose that 
treatment with the highest FYRR. In many simple cases, the FYRR is an adequate 
guide, but where the economic life of the treatment is expected to be short, or the 
nett benefit is expected to vary markedly from year to year, then the FYRR should 
not be used. Instead, a discounted cash flow analysis should be undertaken. This 
involves discounting future benefits and costs for each year, using the appropriate 
discount factor. The nett present value (NPV) is simply 
NPV rPVB - PVC 
where 
PVB =present value of benefits 
PVC =present value of costs (including the capital cwt). 
A treatment is economically worthwhile if the NPV is positive. 
Alternatively, one may consider the benefit-cost ratio: 
BCR =PVB / PVC 
and a treatment is economically worthwhile if BCR is greater than unity. 
Treatments which are not worthwhile should be rejected. There may be more than 
one worthwhile treatment for a site, but only one can be implemented (i.e. they are 
mutually exclusive) and i t  is necessary to find the most worthwhile. This is done 
via an incremental analysis, as follows: 
(1) arrange the alternatives in order of increasing PVC, so that: 
PVC (i) > PVC (i-1) i = 1, 2, ..., N 
where N = number of alternatives 
(2) calculate the incremental nett present value of each alternative 
relative to the alternative with the next lower PVC (excluding any 
alternative with an incremental nett present value less than the 
critical value: 
INPV (i) = NPV (i) - NPV (i-k) i = 2, ..., N 
where k = smallest integer such that lNPV(i-k) > INPV* 
INPV* = critical incremental NF'V (> 0). 
(3) the best alternative is that with the highest PVC and with an 
incremental NPV greater than the critical value. 
As an alternative to the incrernental NPV approach, one can use the incremental 
BCR approach: 
(1) as above 
(2) calculate the incremental BCR of each alternative, as follows: 
IBCR (i) = IPVB (i) / IPVC (i) 1 = 2, ..., N 
where 
IPVB (i) = PVB (i) - PVB (i-k) 
IPVC (i) = PVC (i) - PVC (i-k) 
k = smallest integer such that IBCR (i-k) > IBCR* 
IBCR* = critical incremental BCR (> 1) 
(3) the best alternative is that with the highest W C  and with an 
incremental BCR greater than the critical value. 
Having identified the best treatment for each hazardous location, it is then 
necessary to identify the best programme of remedial works. This can be done by 
- 
-. . 
ranking the best treatments for each location according to the ratio N'F'vIPVd, and 
selecting from the top of the list until the budget constraint is reached. If there is 
no such constraint, then there is no need for this step; all the best treatments 
should be implemented. 
If there is a budget constraint, an alternative to ranking best treatments according 
to the ratio NPVPVC is to rank them according to the BCR's, and to select from 
the top of the list until the budget constraint is reached. The last treatment 
included within the works programme will have a BCR = BCR*, say, and for 
consistency between this stage and the previous stage (finding the best treatment 
for each site), the critical (or cut off) incremental BCR (i.e. IBCR*) should equal the 
critical (or cut off) BCR (i.e. BCR*). Since BCR* is not known when the best 
treatments are being found, one must assume a value for IBCR* and if it 
subsequently turns out to be different from BCR*, then IBCR* should be revised 
and the process repeated, until there is good agreement between the value of IBCR* 
and BCR*. 
If the NPV/PVC ratio is used as the basis of identifying the best programme of 
work, then the last treatment included will have a value for this ratio, but since 
this ratio is not the basis of the procedure for identifying the best treatment (this 
was done on the basis of INPV), it is not so easy to ensure consistency between the 
two stages. Hence, the use of the benefit-cost ratio is preferable. 
If there is a budget constraint, one can rank all worthwhile treatments for all sites 
according to BCR or NPVPVC. Again, it is a matter of selecting f m  the top of 
the list until the budget constraint is reached, but because there may be several 
worthwhile treatments for any single site, it will be necessary to "unselect" a 
treatment should an alternative treatment for the site have both: 
(1) a BCR (or NF'V/PVC) larger than the critical (or cut off) value; 
(2) a IBCR (or INPV)), that is larger than the critical (or cut off) value. 
14.3. THE COST OF ACCIDENTS 
143.1. Valuation methods. Two issues arise: 
(1) how should accident costs be defined in principle; 
(2) how should accident costs be estimated in practice. 
Now, the definition depends upon the use to which the accident costs are to be put, 
that is, upon the objectives of the agency using the accident costs. Four broad 
classes of objective have been identified (Hills and Jones-Lee, 1982): 
(1) national output objectives (e.g. maximisation of gross national product 
or GNP per capita or growth of GNP); 
(2) other macroeconomic objectives (e.g. maximisation of level of 
employment, minimisation of rate of inflation); 
(3) social welfare objectives (e.g. maximising the well-being of individuals 
comprising society, minimising accident fatalities or injuries); 
(4) mixed objectives (i.e. a mixture of objectives from more than one of the 
above classes). 
- 
.-. . 
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Hence, "pain, grief and suffering" are relevant, and allowance should be made for 
them in the definition of accident costs, if one is pursuing a social welfare objective. 
If one is merely interested in a national output objective, "pain, grief and suffering" 
is irrelevant and no allowance should be made. 
At least six distinctly different methods have been proposed for costing accidents: 
(1) gross output method (this involves calculating the discounted present 
value of the victim's future output, and adding the real resource costs 
associated with vehicle damage, medical and other costs); 
(2) nett output method (this is the same as the gross output method, 
except that the present value of the victim's future consumption is 
deducted); 
(3) life-insurance method (this involves summing the real resource costs 
and the amount for which typical individuals are willing to insure 
their own lives, limbs, etc.); 
(4) court-award method (this is the same as the life-insurance method, 
except that the amount of insurance is replaced with the amount of 
compensation awarded to victims or their dependents by the courts); 
(5)  implicit public-sector valuation method (this entails analysis of public 
sector decisions on investment proposals affecting safety, to identify 
the implied upper or lower bounds on the cost of an accident); 
(6) value of risk-change method (this entails estimating the total amount 
that all individuals, dected by a proposal that would change their 
risk of being an accident victim, would be willing to pay to achieve a 
reduction or avoid an increase). 
These six approaches generate substantially di€ferent estimates of accident costs; 
Hills and Jones-Lee (1982) show that the nett output method tends to give the 
lowest estimates, while the value of risk-change method generally gives the highest 
estimates. The implicit public-sector valuation method gives extremely variable 
estimates, depending upon the decisions that are analysed. 
The gross output method suggests that the cost of a fatal accident is dependent 
upon the age of the victim (amongst other things), and reduces to the real resource 
cost as the victims age approaches the retirement age. The nett output method 
suggests that if the victim is retired, then the cost may well be negative (i.e. there 
is a benefit in having such persons killed). 
Hills and Jones-Lee consider the relevance of each of the six methods given 
objectives from each of the four classes, and conclude that: 
(1) for a national output objective, the simple gross output method 
(without any allowance for "pain, grief and suffering" is the most 
appropriate; 
(2) for another macroeconomic objective, none of the six methods is 
relevant; 
(3) for a social welfare objective, the value of risk-change method is most 
appropriate; 
(4) for a mixed objective (i.e. a national output and social welfare 
objective), both the simple gross output method and the value of 
risk-change method are fairly relevant. 
They also argue that in developed countries, the social welfare class of objective is 
most appropriate, while for developing countries, the national output class of 
objective is generally adopted. Since the value of risk-change method gives a much 
higher estimate of accident cost than the simple gross output method, there is 
clearly a need to have a smooth transition from one end of the spectrum to the 
other as a country develops. They suggest this can be done by incorporating an 
allowance for "pain, grief and suffering", with the allowance being increased as the 
country develops, so that the estimated cost of an accident approaches the estimate 
obtained from the value of risk-change method. 
The use of the value of risk-change method (also termed the willingness-to-pay 
method) is the subject of considerable concern; a sudden shift from one method (and 
a relatively low cost estimate) to another method (and a much higher cost estimate) 
should lead to a much greater allocation of capital funds for accident reduction and 
prevention work, with a reduction in the allocation of funds for other forms of 
roading work (e.g. infrastructure improvement schemes aimed a t  reducing delay or 
direct operating costs). A dramatic change in the pattern of expenditure on roading 
projects, with much more being spent on safety-related projects, seems quite 
justified, but there is considerable inertia to be overcome. For a discussion of this 
matter, see Jones-Lee (1977). 
14.3.2. Accident Cost Components. The cost of an accident exceeds the cost of 
an injury or death, as: 
(1) there is on average more than one injury or death per accident; 
(2) there are real resource costs unrelated to the injury or death (e.g. cost 
of damage to vehicles and property, administrative costs of accident 
reporting and accident insurance). 
The cost of an accident obviously depends upon the vehicle speed(s); the higher the 
speed, the greater the probability that an occupant will be injured and the more 
serious the injury will probably be. In addition, vehiclelproperty damage will also 
be greater, on average. Hence, it is common practice to have average accident costs 
for different situations; in the UK, there are separate average accidents costs for 
urban roads, rural roads and motorways (see Table 1). 
The cost elements (see Table 2) vary in magnitude substantially, according to the 
type of accident. Clearly where an accident involves a fatality, the lost output 
component will dominate the other components, because of the cost attached to the 
loss of life; £161,170 per fatality in June 1984 (see Table 3). It should be noted 
that each fatal accident involves more than one fatality on average, hence the 
discrepancy between the per accident figures in Tables 1 and 2, and the per injury 
figures in Table 3. 
Table 1 Average cost of road accident by road type: GB: 1987 
(f) 
~ u i l t  up Non-Built up A L L  
Roads HotorMays Roads Roads 
..... 
......... 
.................... 
526,630 575,820 683,620 555,130 Fatal 
18,040 22,820 22,240 19,480 Serious 
1.560 2.660 2,910 1,810 Slight 
12.130 30.390 3r;wo 16.690 AIL In jury 
Damage only 670 820 
960 700 
Average cost per in jury 16,410 34,140 37,320 20,850 
accident u i t h  allouance 
for dsmsge only 
Table 2 (1984) 
AVERAGE COST PER ACCIDENT I N  1984 BY SEVERITY AND ELEMENT OF COST (JUNE 1984 PRICES) f ' s  
COST ELEMENT 
TYPE OF ACCIDENT 
F a t n l  Accidents 
Serious Accidents 
Slight Accidents 
N1 In ju ry  Accidents 
Damage Only Accidents 
LOST 
OUTPUT 
127,700 
1,700 
20 
3,030 
- 
MEDICAL h 
AMBULANCE 
1,080 
1,850 
90 
540 
- 
POLICE h 
ADMINISTRATION 
300 
240 
180 
190 
60 
DAMAGE TO 
PROPERTY 
1,650 
1,320 
940 
1,040 
490 
TOTAL 
RESOURCE COSTS 
130,730 
5,110 
1,230 
4,810 
PAIN, GRIEF 
6 SUFFERING 
50,310 
5,080 
110 
2,340 
TOTAL 
181,040 
10,190 
1.340 
7,150 
550 - 550 
Table 3 Average cost per casualty and per accident: 
GB: 1986 and 1987 
Cost per casualty cost per accident 
....-...-..-..-.. ....-.-.-...---.. 
1986 1987 19% 1987 
.... --.. ...- - - - -  
Fata l  467,300 500,000 522,400 555,130 
S e r i w s  14,180 15,190 18.180 19,480 
Sl ight  300 310 1.690 1.810 
Average 7,700 11,600 15,840 16.690 
a l l  sever i t ies 
Damage only 650 700 
Table % (1984) 
AVERAGE COST PER CASUALTY BY CLASS OF ROAD USER f ' s  
Pedestrian 
Pedal Cyclist  
Bus and Coach occupants 
Goods vehic le  occupants 
Car and taxi  occupants 
Hotorised two-wheeler 
riders and passengers 
A l l  motor vehicle users 
Average, a l l  road users 
Table 5 ( 1984) 
TOTAL ACCIDENT COSTS IN 1984 BY SEVERITY AND ELEMENT OF COST (JUNE 1984 PRICES) £Is MILLION 
z 
N 
Table 6 (1984) 
TOTAL ACCIDENT COSTS IN 1984 BY SEVERITY AND CLASS OF ROAD (JUNE 1984 PRICES) 2's MILLION 
COST ELEMENT 
TYPE OF ACCIDENT 
Fatal Accidents 
Serious Accidents 
Slight Accldents 
All Injury Accidents 
Damage Only Accidents 
All Accidents 
1 - Urban roads are those roads (other than motorways) vlth speed limits of 40 mph or less. 
2 - Rural roads are those roads (other than motorways) with speed limits over 40 mph. 
Note t h a t  totals may not eaual the sum of their elements due to rounding errors. 
LOST 
OUTPUT 
656 
106 
4 '  
766 
- 
766 (29%) 
CLASS OF ROAD 
TYPE OF ACCIDENT 
Fatal Accidents 
Serious Accidents 
Slight Accidents 
All Injury Accidents 
Damage only Accidents 
All Accidents 
MEDICAL h 
AMBULANCE 
. 6  
115 
17 
137 
- 
137 (5%) 
 RURAL^ 
ROADS 
415 
211 
69 
695 
159 
854 
 URBAN^ 
ROADS 
480 
409 
173 
1061 
666 
1,727 
POLICE 6 
ADHINISTRATION 
2 
15 
33 
49 
89 
139 (5%) 
MOTORWAYS 
3 5 
12 
7 
55 
15 
70 
ALL 
ROADS 
930 
632 
249 
1,811 
840 
2,651 
DAMAGE TO 
PROPERTY 
8 
82 
174 
265 
750 
1015 (38%) 
PAIN, GRIEF 
6 SUFFERIHG 
259 
31 5 
20 
594 
- 
594 (23%) 
TOTAL 
930(35%) 
632(24%) 1 
249 (9%) 
I 
1,811 (68%) 
840 (32%) 
2651 (100%) 
The average cost per injury does vary with the class of road user (see Table 4); the 
cost of a pedestrian injury is (not surprisingly, given the vulnerability of 
pedestrians) much greater than the average for all classes of road user. It is 
perhaps a little surprising that pedal cyclists, who are similarly vulnerable, have a 
below average injury cost. 
Tables 5 and 6 show how the estimated total accident cost (£2651 million in 1984) 
is due to each cost element and each road type; damage to property is the largest 
single cost element, and urban road accidents account for the lion's share (about 
65%) of the total cost. Motorway accidents, despite the attention they receive in the 
news media, account for only about 2.6% of the total cost. 
1455. Accident Cost Estimation. Despite the uncertainty regarding estimates of 
accident reduction, such estimates are necessary, in order to obtain an estimate of 
the economic worth of a proposed remedial treatment. Unless it is worthwhile and 
can compete with other proposals for expenditure of capital, then the remedial 
treatment should not be undertaken. 
Where possible, it is desirable to estimate the effect of the remedial treatment on 
the occurrence of accidents involving different classes of road user, so that the 
information in Table 4 can be used. Hence, if the treatment is likely to reduce 
pedestrian injuries but not injuries to other road users, then the use of an average 
accident cost will lead to under-estimation of the benefits of the treatment. In some 
circumstances, use of the average accident cost will lead to over-estimation. Clearly, 
the disaggregate accident cost data should be used where possible, and it is 
important that to facilitate this, the effect of the treatment on accident occurrence 
should, if possible, be done at  a disaggregated level. 
It is the case that in some countries, the cost of accidents involving vehicles (and 
other road users) making particular movements has been estimated. Some 
combinations of manoeuvres involve high relative speeds and hence a greater 
likelihood of serious injury, and the cost of an accident varies substantially 
according to the severity. When estimating the effect of a remedial treatment, one 
should consider which manoeuvres are likely to be most affected and how; in this 
way, one can get a feel for whether the treatment is likely to reduce serious 
accidents more than minor accidents (or vice versa). The use of a simple average 
accident cost and overall accident reduction may give substantial over- (or under-) 
estimation of the change in accident cost. 
14.4. CONCLUSION 
One of the goals of economic evaluation is to ensure consistency when comparing 
alternative opportunities for investment. Hence, it is important that there be 
consistency in the economic evaluation procedure. Thus, all alternatives should be 
evaluated in the same manner, using the same basis for accident cost estimation. 
Treatments not selected for implementation (either because of a negative NPV or 
BCR less than unity, or because of a budget constraint) should be re-evaluated at  a 
later date; evaluation results can change over time, as accident rates change andlor 
capital becomes more freely available. 
Finally, it should be noted that the final decision on implementation will generally 
not be based solely upon the outcome of an economic evaluation; other factors, such 
as public and/or political pressure, will often influence the matter. This does not, 
however, justify not doing economic evaluation; it is important that the 
decision-makers should have information about the economics of proposals under 
consideration for implementation, so that they know when they are putting 
non-economic considerations ahead of economic considerations. 
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