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In this paper, we study the existence of inﬁnitely many nontrivial solutions for a class
of sublinear Schrödinger equations −u + V (x)u = f (x,u), where f (x,u) = μξ(x)|u|μ−2u
with 1 < μ < 2 and ξ : RN → R being a positive continuous function.
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1. Introduction and main results
Consider the following semilinear Schrödinger equation{−u + V (x)u = f (x,u), x ∈ RN ,
u ∈ H1(RN). (1.1)
With the aid of variational methods, the existence and multiplicity of nontrivial solutions for problem (1.1) have been
extensively investigated in the literature over the past several decades. Many papers deal with the autonomous case where
the potential V and the nonlinearity f are independent of x, or with the radially symmetric case where V and f depend
on |x|. We quote here [5,15,16], where the autonomous case is studied, [1,2,12], where the radial nonautonomous case is
considered. If the radial symmetry is lost, the problem becomes very different because of the lack of compactness. Ever since
the work of Ding and Ni [7], Li [11] and Rabinowitz [14], this situation has been treated in a great number of papers under
various growth conditions on V and f . Most of them treat the case where the nonlinearity f is superlinear as |u| → ∞.
Rabinowitz proved in [14] the existence of a nontrivial solution for (1.1) provided that V (x) → +∞ as |x| → ∞ and f
satisﬁes the so called Ambrosetti–Rabinowitz superquadratic condition. Later, with the symmetry assumption, Bartsch and
Wang obtained in [3] the existence of inﬁnitely many solutions for (1.1) under a somewhat weaker condition on V (see (b2)
in [3]) and the same conditions on f as in [14]. In [18], under the same conditions on V as in [3], Zou used the variant
fountain theorem established there to obtain the same result without the Ambrosetti–Rabinowitz superquadratic condition
on f , but there the primitive of f must be of μ-order (μ > 2) growth near inﬁnity in u and some monotonicity condition is
required on f (x,u)/|u|. Compared to the superlinear case, there are few papers concerning the case where f is sublinear as
|u| → ∞. Brezis and Kamin gave in [6] a suﬃcient and necessary condition for the existence of bounded positive solutions
of (1.1) with V = 0. With a strong coercive condition on the potential, part of Ding and Li [8] and Ding [9] treated the
existence and multiplicity of nontrivial solutions for a class of sublinear elliptic systems corresponding to (1.1). In [10], the
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values of λ. This result was improved in the recent paper [13].
In the present paper, we will study the existence of inﬁnitely many nontrivial solutions of (1.1) under the assumptions
that V satisﬁes some weaker conditions than those in [3] and f is sublinear as |u| → ∞. Precisely, we require the following
conditions on V , which have been given in [4].
(S1) V ∈ C(RN ,R) and infx∈RN V (x) > 0.
(S2) There exists l0 > 0 such that
lim|y|→∞meas
({
x ∈ RN : |x− y| l0, V (x) M
})= 0, ∀M > 0,
where meas(·) denotes the Lebesgue measure in RN .
Concerning the nonlinearity f , we assume
(S3) f (x,u) = μξ(x)|u|μ−2u, where 1 < μ < 2 is a constant and ξ : RN → R is a positive continuous function such that
ξ ∈ L 22−μ (RN ,R).
Our main result reads as follows.
Theorem 1.1. Suppose that (S1)–(S3) are satisﬁed. Then problem (1.1) possesses inﬁnitely many nontrivial solutions.
Remark 1.2. To the best of our knowledge, there is little literature concerning the inﬁnitely many solutions for (1.1) in
the case where V and f are neither independent of x nor radially symmetric with respect to x, and f is sublinear as
|u| → ∞. Only part of Ding [9] gives the existence result of inﬁnitely many nontrivial solutions for a sublinear elliptic
system corresponding to (1.1). If reduce this elliptic system to a single Schrödinger equation like (1.1), then the condition
(H6) in [9] becomes the following condition for (1.1):
(S4) F (x,u) :=
∫ u
0 f (x, s)ds c|u|μ for some c > 0.
We note that the assumption (S3) implies that F (x,u) = ξ(x)|u|μ and infx∈RN ξ(x) = 0. Thus (S4) is not satisﬁed under the
hypotheses in our Theorem 1.1.
2. Variational setting and proof of the main result
In this section, we will ﬁrst introduce the variational setting for problem (1.1). In what follows it will always be assumed
that (S1) is satisﬁed. We consider the space E := {u ∈ H1(RN ):
∫
RN
V (x)u2 dx < ∞} equipped with the following inner
product
(u, v) =
∫
RN
(∇u · ∇v + V (x)uv)dx.
Then E is a Hilbert space and we denote by ‖ · ‖ the associated norm. Moreover, we write E∗ for the topological dual of E ,
and 〈·,·〉 : E∗ × E → R for the dual pairing. Evidently, E is continuously embedded into H1(RN ) and hence continuously
embedded into Lp(RN ) for 2 p < 2∗ , i.e., there exists τp > 0 such that
‖u‖p  τp‖u‖, ∀u ∈ E, (2.1)
where ‖ · ‖p denotes the usual norm in Lp(RN ) for all 2 p < 2∗ . In fact we further have the following lemma due to [4].
Lemma 2.1. (See [4, Lemma 3.1].) Under (S1) and (S2), the embedding from E into Lp(RN ) is compact for 2 p < 2∗ .
Let
F (x,u) :=
u∫
0
f (x, s)ds = ξ(x)|u|μ, ∀(x,u) ∈ RN ×R (2.2)
be the primitive of f . Now we deﬁne a functional Φ on E by
Φ(u) = 1
2
∫
RN
(|∇u|2 + V (x)u2)dx− Ψ (u) = 1
2
‖u‖2 − Ψ (u) where Ψ (u) =
∫
RN
F (x,u)dx (2.3)
for all u ∈ E . By (S3), (2.1), (2.2) and the Hölder inequality, Φ and Ψ are well deﬁned. Furthermore, we have the following:
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〈
Ψ ′(u), v
〉= ∫
RN
f (x,u)v dx, (2.4)
〈
Φ ′(u), v
〉= (u, v) − 〈Ψ ′(u), v〉= (u, v) − ∫
RN
f (x,u)v dx (2.5)
for all u, v ∈ E, and critical points of Φ on E are solutions of (1.1).
Proof. First we verify (2.4) by deﬁnition. For any given u ∈ E , deﬁne an associated linear operator J (u) : E → R as follows:
〈
J (u), v
〉= ∫
RN
f (x,u)v dx, ∀v ∈ E.
By (S3), (2.1) and the Hölder inequality, there holds
∣∣〈 J (u), v〉∣∣ ∫
RN
μξ(x)|u|μ−1|v|dxμ‖ξ‖ 2
2−μ
‖u‖μ−12 ‖v‖2 μτ2‖ξ‖ 22−μ ‖u‖
μ−1
2 ‖v‖,
where τ2 is the constant given in (2.1), which shows that J (u) is bounded. Combining (S3), (2.3) and the Mean Value
Theorem, we have
∣∣Ψ (u + v) − Ψ (u) − 〈 J (u), v〉∣∣
=
∣∣∣∣
∫
RN
[
F (x,u + v) − F (x,u) − f (x,u)v]dx∣∣∣∣
=
∣∣∣∣
∫
RN
[
f
(
x,u + θ(x)v)− f (x,u)]v dx∣∣∣∣

∫
RN
μξ(x)
∣∣∣∣u + θ(x)v∣∣μ−2(u + θ(x)v)− |u|μ−2u∣∣|v|dx
μ‖ξ‖ 2
2−μ
( ∫
RN
∣∣∣∣u + θ(x)v∣∣μ−2(u + θ(x)v)− |u|μ−2u∣∣2/(μ−1) dx)(μ−1)/2‖v‖2
μτ2‖ξ‖ 2
2−μ
( ∫
RN
∣∣∣∣u + θ(x)v∣∣μ−2(u + θ(x)v)− |u|μ−2u∣∣2/(μ−1) dx)(μ−1)/2‖v‖, (2.6)
where θ(x) ∈ (0,1). This together with Lebesgue’s Dominated Convergence Theorem implies that
∣∣Ψ (u + v) − Ψ (u) − 〈 J (u), v〉∣∣/‖v‖ → 0 as v → 0. (2.7)
Then by the deﬁnition of Fréchet derivatives, (2.4) holds.
Next we prove that Ψ ′ is weakly continuous. For this end, we ﬁrst claim that if un ⇀ u0 in E , then f (x,un) → f (x,u0)
in L2(RN ). Arguing indirectly, by Lemma 2.1 we assume that there exists a subsequence {unk }k∈N such that
unk → u0 in L2
(
R
N) and unk → u0 a.e. in RN as k → ∞ (2.8)
and ∫
RN
[
f (x,unk ) − f (x,u0)
]2
dx ε0, ∀k ∈ N (2.9)
for some ε0 > 0. By (2.8), passing to a subsequence if necessary, we can assume that
∑∞
k=1 ‖unk − u0‖2 < ∞. Let w(x) =∑∞
k=1 |un (x) − u0(x)| for all x ∈ RN , then w ∈ L2(RN ). Note thatk
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f (x,unk ) − f (x,u0)
]2 μ2ξ(x)2(|unk |μ−1 + |u0|μ−1)2
 2μ2ξ(x)2
(|unk |2μ−2 + |u0|2μ−2)
 4μμ2ξ(x)2
(|unk − u|2μ−2 + |u0|2μ−2)
 4μμ2ξ(x)2
(|w|2μ−2 + |u0|2μ−2), ∀k ∈ N and x ∈ RN
and ∫
RN
4μμ2ξ(x)2
(|w|2μ−2 + |u0|2μ−2)dx 4μμ2‖ξ‖2 2
2−μ
(‖w‖2μ−22 + ‖u0‖2μ−22 )< +∞.
Combining this and (2.8), by Lebesgue’s Dominated Convergence Theorem we have
lim
k→∞
∫
RN
[
f (x,unk ) − f (x,u0)
]2
dx = 0,
which contradicts (2.9). Hence the claim above is true. Now suppose un ⇀ u0, then f (x,un) → f (x,u) in L2(RN ). By the
Hölder inequality, we have∥∥Ψ ′(un) − Ψ ′(u0)∥∥E∗ = sup‖v‖=1
∥∥〈Ψ ′(un) − Ψ ′(u0), v〉∥∥
= sup
‖v‖=1
∣∣∣∣
∫
RN
[
f (x,un) − f (x,u0)
]
v dx
∣∣∣∣
 sup
‖v‖=1
[( ∫
RN
[
f (x,un) − f (x,u0)
]2
dx
)1/2
‖v‖2
]
 τ2
( ∫
RN
[
f (x,un) − f (x,u0)
]2
dx
)1/2
→ 0 as n → ∞, (2.10)
where the last inequality follows by (2.1) and τ2 is the constant there. This shows that Ψ ′ is weakly continuous. Con-
sequently, Ψ ′ is continuous. Therefore Ψ ∈ C1(E,R). Due to the form of Φ ′ in (2.5), Φ ′ is also continuous and hence
Φ ∈ C1(E,R). Furthermore, Ψ ′ is compact by the weak continuity of Ψ ′ since E is a Hilbert space.
Finally we note that E is continuously embedded into H1(RN ), then by standard arguments, critical points of Φ on E
are solutions of (1.1).
Let E be a Banach space with the norm ‖ · ‖ and E = ⊕ j∈N X j with dim X j < ∞ for any j ∈ N. Set Yk = ⊕kj=1 X j and
Zk =⊕∞j=k X j . Consider the following C1-functional Φλ : E → R deﬁned by
Φλ(u) := A(u) − λB(u), λ ∈ [1,2].
The following variant fountain theorem was established in [18].
Theorem 2.3. (See [18, Theorem 2.2].) Assume that the functional Φλ deﬁned above satisﬁes
(T1) Φλ maps bounded sets to bounded sets uniformly for λ ∈ [1,2]. Moreover, Φλ(−u) = Φλ(u) for all (λ,u) ∈ [1,2] × E,
(T2) B(u) 0; B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace of E,
(T3) There exist ρk > rk > 0 such that
ak(λ) := inf
u∈Zk,‖u‖=ρk
Φλ(u) 0 > bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u), ∀λ ∈ [1,2]
and
dk(λ) := inf
u∈Zk,‖u‖ρk
Φλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2].
Then there exist λn → 1, uλn ∈ Yn such that
Φ ′λn |Yn (uλn) = 0, Φλn(uλn ) → ck ∈
[
dk(2),bk(1)
]
as n → ∞.
Particularly, if {uλn } has a convergent subsequence for every k, then Φ1 has inﬁnitely many nontrivial critical points {uk} ∈ E \ {0}
satisfying Φ1(uk) → 0− as k → ∞.
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by
A(u) = 1
2
‖u‖2, B(u) = Ψ (u) =
∫
RN
F (x,u)dx (2.11)
and
Φλ(u) = A(u) − λB(u) = 1
2
‖u‖2 − λ
( ∫
RN
F (x,u)dx
)
(2.12)
for all u ∈ E and λ ∈ [1,2]. From Proposition 2.2, we know that Φλ ∈ C1(E,R) for all λ ∈ [1,2]. We choose an orthonormal
basis {e j: j ∈ N} and let X j = span{e j} for all j ∈ N. Note that Φ1 = Φ , where Φ is the functional deﬁned in (2.3).
We further need the following lemmas.
Lemma 2.4. Let (S1)–(S3) be satisﬁed. Then B(u) 0. Furthermore, B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace of E.
Proof. Evidently, B(u) 0 follows by (S3), (2.2) and (2.11). We claim that for any ﬁnite dimensional subspace E˜ ⊂ E , there
exists  > 0 such that
meas
({
t ∈ R: ξ(x)∣∣u(x)∣∣μ  ‖u‖μ}) , ∀u ∈ E˜ \ {0}. (2.13)
Arguing indirectly, we assume that there exists a sequence {un}n∈N ⊂ E˜ \ {0} such that
meas
({
x ∈ RN : ξ(x)∣∣un(x)∣∣μ  ‖un‖μ/n})< 1/n, ∀n ∈ N.
For each n ∈ N, let vn = un/‖un‖ ∈ E˜ . Then ‖vn‖ = 1 for all n ∈ N, and
meas
({
x ∈ RN : ξ(x)∣∣vn(x)∣∣μ  1/n})< 1/n, ∀n ∈ N. (2.14)
Passing to a subsequence if necessary, we may assume vn → v0 in E for some v0 ∈ E˜ since E˜ is of ﬁnite dimension. It’s
easy to see that ‖v0‖ = 1. Consequently, there exists a constant δ0 > 0 such that
meas
({
x ∈ RN : ξ(x)∣∣v0(x)∣∣μ  δ0}) δ0. (2.15)
In fact, if not, then we have
meas
({
x ∈ RN : ξ(x)∣∣v0(x)∣∣μ  1
n
})
= 0, ∀n ∈ N,
which implies that
0
∫
RN
ξ(x)|v0|μ+2 dx ‖v0‖
2
2
n
→ 0 as n → ∞.
This together (S3) yields v0 = 0, which is in contradiction to ‖v0‖ = 1. In view of Lemma 2.1 and the equivalence of any
two norms on E˜ , we have∫
RN
|vn − v0|2 dx → 0 as n → ∞.
By the Hölder inequality, it holds that∫
RN
ξ(x)|vn − v0|μ dx ‖ξ‖ 2
2−μ
( ∫
RN
|vn − v0|2 dx
)μ/2
→ 0 as n → ∞. (2.16)
For each n ∈ N, let
Λn =
{
x ∈ RN : ξ(x)∣∣vn(x)∣∣μ < 1/n} and Λcn = RN \ Λn = {x ∈ RN : ξ(x)∣∣vn(x)∣∣μ  1/n}.
Set Λ0 = {x ∈ RN : ξ(x)|v0(x)|μ  δ0}, where δ0 is the constant in (2.15). Then for n large enough, by (2.15), we have
meas(Λn ∩ Λ0)meas(Λ0) −meas
(
Λcn
)
 δ0 − 1/n δ0/2.
Consequently, for n large enough, there holds
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ξ(x)|vn − v0|μ dx
∫
Λn∩Λ0
ξ(x)|vn − v0|μ dx
 1
2μ
∫
Λn∩Λ0
ξ(x)|v0|μ dx−
∫
Λn∩Λ0
ξ(x)|vn|μ dx

(
δ0/2
μ − 1/n) ·meas(Λn ∩ Λ0)
 δ20/2μ+2 > 0.
This is in contradiction to (2.16). Therefore (2.13) holds. For the  given in (2.13), let
Λu =
{
t ∈ R: ξ(x)∣∣u(x)∣∣μ  ‖u‖μ}, ∀u ∈ E˜ \ {0}.
Then by (2.13),
meas(Λu) , ∀u ∈ E˜ \ {0}. (2.17)
Combining (2.2), (2.11) and (2.17), for any u ∈ E˜ \ {0}, we have
B(u) =
∫
RN
ξ(x)|u|μ dx
∫
Λu
‖u‖μ dx ‖u‖μ ·meas(Λu) = 2‖u‖μ.
This implies that B(u) → ∞ as ‖u‖ → ∞ on any ﬁnite dimensional subspace E˜ ⊂ E . The proof is complete. 
Lemma 2.5. Suppose that (S1)–(S3) are satisﬁed. Then there exists a sequence ρk → 0+ as k → ∞ such that
ak(λ) := inf
u∈Zk,‖u‖=ρk
Φλ(u) > 0, ∀k ∈ N
and
dk(λ) := inf
u∈Zk,‖u‖ρk
Φλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2],
where Zk =⊕∞j=k X j = span{ek, . . .} for all k ∈ N.
Proof. Combining (2.2), (2.12) and the Hölder inequality, we have
Φλ(u)
1
2
‖u‖2 − 2
∫
RN
ξ(x)|u|μ dx
 1
2
‖u‖2 − 2‖ξ‖ 2
2−μ
‖u‖μ2 , ∀(λ,u) ∈ [1,2] × E. (2.18)
Let
k = sup
u∈Zk,‖u‖=1
‖u‖2, ∀k ∈ N. (2.19)
Since E is compactly embedded into L2(RN ), there holds (cf. [17])
k → 0 as k → ∞. (2.20)
Combining (2.18) and (2.19), we have
Φλ(u)
1
2
‖u‖2 − 2‖ξ‖ 2
2−μ

μ
k ‖u‖μ, ∀k ∈ N and (λ,u) ∈ [1,2] × Zk. (2.21)
For each k ∈ N, choose
ρk =
(
8‖ξ‖ 2
2−μ

μ
k
)1/(2−μ)
. (2.22)
Then
ρk → 0+ as k → ∞ (2.23)
since 1 < μ < 2. By (2.21) and (2.22), direct computation shows
ak(λ) := inf Φλ(u) ρ2k /4 > 0, ∀k ∈ N. (2.24)u∈Zk,‖u‖=ρk
Q. Zhang, Q. Wang / J. Math. Anal. Appl. 389 (2012) 511–518 517Besides, by (2.21), for each k ∈ N, we have
Φλ(u)−2‖ξ‖ 2
2−μ

μ
k ρ
μ
k
for all λ ∈ [1,2] and u ∈ Zk with ‖u‖ ρk . Therefore,
−2‖ξ‖ 2
2−μ

μ
k ρ
μ
k  infu∈Zk,‖u‖ρk
Φλ(u) 0, ∀λ ∈ [1,2] and k ∈ N.
Combining (2.20) and (2.23), we have
dk(λ) := inf
u∈Zk,‖u‖ρk
Φλ(u) → 0 as k → ∞ uniformly for λ ∈ [1,2].
The proof is complete. 
Lemma 2.6. Assume that (S1)–(S3) hold. Then for the sequence {ρk}k∈N obtained in Lemma 2.5, there exists 0 < rk < ρk for each k ∈ N
such that
bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u) < 0, ∀k ∈ N, (2.25)
where Yk =⊕kj=1 X j = span{e1, . . . , ek} for all k ∈ N.
Proof. Note that Yk is ﬁnite dimensional for each k ∈ N. Then by (2.13), for each k ∈ N, there exists a constant k > 0 such
that
meas
(
Λku
)
 k, ∀u ∈ Yk \ {0}, (2.26)
where Λku := {x ∈ RN : ξ(x)|u(x)|μ  k‖u‖μ} for all k ∈ N and u ∈ Yk \ {0}. Combining (2.2), (2.12) and (2.26), for each k ∈ N
and any λ ∈ [1,2], we have
Φλ(u)
1
2
‖u‖2 −
∫
RN
ξ(x)
∣∣u(x)∣∣μ dx
 1
2
‖u‖2 −
∫
Λku
k‖u‖μ dx
 1
2
‖u‖2 − k‖u‖μ ·meas
(
Λku
)
 1
2
‖u‖2 − 2k ‖u‖μ −
1
2
‖u‖2 (2.27)
for all u ∈ Yk with ‖u‖ 2/(2−μ)k . If we choose
0 < rk < min
{
ρk, 
2/(2−μ)
k
}
, ∀k ∈ N,
then (2.27) implies
bk(λ) := max
u∈Yk,‖u‖=rk
Φλ(u)−r2k/2 < 0, ∀k ∈ N.
The proof is complete. 
Proof of Theorem 1.1. It follows from (2.1), (2.2) and (2.12) that Φλ maps bounded sets to bounded sets uniformly for
λ ∈ [1,2]. Evidently, Φλ(−u) = Φλ(u) for all (λ,u) ∈ [1,2] × E . Thus the condition (T1) of Theorem 2.3 holds. Besides,
Lemma 2.4 shows that the condition (T2) holds, while Lemma 2.5 together with Lemma 2.6 implies that the condition (T3)
holds. Therefore, by Theorem 2.3, for each k ∈ N, there exist λn → 1, uλn ∈ Yn such that
Φ ′λn |Yn (uλn) = 0, Φλn(uλn ) → ck ∈
[
dk(2),bk(1)
]
as n → ∞. (2.28)
We claim that the sequence {uλn }n∈N obtained in (2.28) possesses a strong convergent subsequence in E . For the sake of
notational simplicity, in what follows we always set un = uλn for all n ∈ N.
In fact, combining (2.1), (2.2), (2.12), (2.28) and the Hölder inequality, we have
‖un‖2 = 2Φλn(un) + 2λn
∫
RN
ξ(x)
∣∣un(x)∣∣μ dx C0 + 4‖ξ‖ 2
2−μ
‖un‖μ2
 C0 + 4τμ2 ‖ξ‖ 2 ‖un‖μ2−μ
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quently, without loss of generality, we may assume
un ⇀ u0 as n → ∞ (2.29)
for some u0 ∈ E . By virtue of the Riesz Representation Theorem, Φ ′λn |Yn : Yn → Y ∗n and Ψ ′ : E → E∗ can be viewed as
Φ ′λn |Yn : Yn → Yn and Ψ ′ : E → E respectively, where Y ∗n is the dual space of Yn . Note that
0 = Φ ′λn |Yn (un) = un − λn PnΨ ′(un), ∀n ∈ N,
where Pn : E → Yn is the orthogonal projection for all n ∈ N. That is,
un = λn PnΨ ′(un), ∀n ∈ N. (2.30)
By Proposition 2.2, Ψ ′ : E → E is also compact. This together with (2.29) implies that the right-hand side of (2.30) converges
strongly in E and hence un → u0 in E . Therefore, the claim above is true.
Now from the last assertion of Theorem 2.3, we know that Φ = Φ1 has inﬁnitely many nontrivial critical points. There-
fore, (1.1) possesses inﬁnitely many nontrivial solutions by Proposition 2.2. The proof of Theorem 1.1 is complete. 
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