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Abstract
Traditionally, it was accepted that a relational database can be normalized step-by-step,
from a set of un-normalized tables to tables in 1NF , then to 2NF , then to 3NF , then
(possibly) to BCNF . The rule applied to a table in 1NF in order to transform it to a set
of tables in 2NF seems to be too straightforward to pose any difficulty.
However, we show that, depending on the set of functional dependencies, it is impos-
sible to reach 2NF and stop there; one must, in these cases, perform the normalization
from 1NF to 3NF as an indecomposable move. The minimal setup to exhibit the phe-
nomena requires a single composite key, and two partially overlapping chains of transitive
dependencies.
Keywords: Relational database, Normal forms, Candidate keys, Preservation of Functional De-
pendencies, Partially Overlapping Dependency Chains
1 Introduction
The theory of relational databases has been established over 4 decades ago, in a fundamental
paper [4]. One of its pillars is the notion of normal forms, which has been further developed
in [9], [2], [7] as well as in several other papers (cf. [16] for a mathematical discussion of
3NF vs. BCNF, and [5] for representation of normal forms as semi-lattices), and put on strong
mathematical foundations. This topic constitutes an important part of any recognized textbook
on databases, such as [15], [6], [8].
The tendency to reach ’ultimate’ normalization led to ideas as to a definition of an alter-
native (to BCNF) normal form [17], suggestion how to present, compare and refine various
decompositions [12], and a determination of a necessary and sufficient condition of a relation
in BCNF to be also in 4NF [13]. Comparision of BCNF to object-based NF is discussed in [3].
Algorithmically, in [14] an exponential-time algorithm for testing the exsistence of a BCNF
is presented. An algorithm for automatic normalization is presented in [1].
The mathematical aspect has been studied too. The issue of redundancy vs. dependency
preservation is discussed in [11]. A recent paper [10] presents a new class of functional depen-
dencies for which it is always possible to reach elimination of data redundancy.
There exists an algorithm which enables us to reach 3NF without moving through the se-
quence of normal forms (cf. [15, pp. 289–292]). Yet, originally the subject has been introduced
as a sequential process, in which a table which is in a certain normal form is transformed to
the next one by applying an additional specific demand to it, so that the tables created by the
decomposition (application of the process) adhere to the specific stronger demand, in addition
to the previous ones.
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It was boldly stated and believed that any database can be presented in any of the first
three normal forms. This is also inherent in the sequential process: stating that ”A table in
2NF can be transformed to a set of tables in 3NF provided that ...” and that ”Any database
can be presented in 3NF” encapsulate together the assumption that one could, if one wanted,
keep some of the tables in one’s database in 2NF and not move to 3NF .
However, in this paper we prove that, for certain databases, it is impossible to be ‘precisely’
in 2NF , in the sense that will be stated in Definition 9 in the sequel. That is, there are
situations in which, applying the demand for 2NF to a 1NF database, yields an illegitimate
decomposition. (Interestingly, such a database can be transformed from 1NF to 3NF as a
single, somewhat elaborate, pass, thus the overall normalization result is legitimate.) This will
be shown to depend solely on the set of functional dependencies.
In section 2, the notations, definitions and setup required for the rest of the paper are given.
In section 3, two types of problems of 2NF are presented; these are problems of a technical
nature. The main problem, that of situations in which unable to normalize precisely to 2NF ,
is presented in section 4. This shows that, mathematically speaking, 2NF is not a sound
normalization state, concluding the theme of the paper.
2 Preleminaries
The notations we use are as customary in the field. Afterwards we present a required definition
and several statements pertaining to proper decompositions. Then we present a simplified setup,
to enable focus on the important points of the paper.
2.1 Notations
Let Ri, i = 1, 2, . . . indicate tables, r(Ri) ≡ ri the set of tuples of Ri, R = {R1, . . . , Rm}
indicate a database. Ai denote attributes, α, β, γ denote non-empty sets of attributes. The
set of all attributes Ω will be referred to as a single initial table RΩ, in 1NF , from which the
normalization process starts (its attributes is the set of all attributes in the system). α → β
stands for a functional dependency (henceforth fd), and α → Ri designates that α is a (super)
key of Ri. The set of fd’s is F and its closure is F
+. In listing the attributes of a table, an
underline below an attribute (a set of attributes) indicates that it is a candidate key – a key
with no unnecessary attributes – of the table.
Example 1. Let Ω = {A1, A2, A3} with functional dependencies F = {A1 → A2, A1 →
A3}. Then Ra = {R1} where R1 = {A1, A2, A3} is a decomposition. It is not the only one
– Rb = {R1, R2} with R1 = {A1, A2}, R2 = {A1, A3} being another decomposition.
2.2 Definitions
For convenience, we mention the basic definitions of normal forms. All are given with respect to
a given set Ω of all attributes and to a given set F of functional dependencies. The definitions
are taken from [15].
Definition 1. An attribute is atomic if it assumes a value from a domain in which all the
values are indivisible (e.g. intgeres, strings,...).
Definition 2. A table Ri is in 1NF if each of its attributes is atomic. A database R is in
1NF if all of its tables are in 1NF .
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Definition 3. Given a table Ri, an attribute A ∈ Ri is prime if it is contained in one Ri’s
candidate keys.
Definition 4. Given a set F of functional dependencies, its closure F+ is the set of all
functional dependencies which can be deduced from F . Given a table Ri, the projection Fi of
F+ on Ri is:
Fi = {α → β ∈ F
+ : α, β ∈ Ri}.










Definition 5. A decomposition of a databaseR = {R1, R2, ..., Rm} into tablesR1,1, ..., R1,k1 ,
..., Rm,1, ..., Rm,km is called lossless if for each 1 ≤ i ≤ m, a natural join of the ki tables
Ri,1, Ri,2, ..., Ri,ki yields back the original table Ri.
Definition 6. A table Ri is in 2NF if it is in 1NF and there is no non-prime attribute that
depends on a proper part of a candidate key. A database R is in 2NF if all of its tables are in
2NF and R is both lossless and dependency preserving.
Definition 7. A is transitively dependent on α if ∃β * α such that α → β → A, β 9
α,A /∈ α, β, where α, β,A belong to the same table Ri.
Definition 8. A table Ri is in 3NF if it is in 2NF and, for any transitive dependence
α → β → A, the attribute A is prime. A database R is in 3NF if all of its tables are in 3NF
and R is both lossless and dependency preserving.
To this end, we need the following, specialized definition.
Definition 9. A database R is precisely in 2NF if it is in 2NF , and the only decompo-
sition steps taken, starting from RΩ, were based on the criterion for 2NF , with no further
normalization rules.
Example 2. Let Ω = {A1, A2, A3, A4, A5, A6, A7} with
F = {A1A2 → A7, A1 → A3, A2 → A4,
A4 → A5, A5 → A6}
Consider
• Ra = {R1, R2, R3, R4, R5} with
R1 = {A1, A2, A7}, R2 = {A1, A3},
R3 = {A2, A4}, R4 = {A4, A5}, R5 = {A5, A6}.
• Rb = {R1, R2, R3, R4} with
R1 = {A1, A2, A7}, R2 = {A1, A3},
R3 = {A2, A4}, R4 = {A4, A5, A6}.
3
• Rc = {R1, R2, R3} with
R1={A1, A2, A7}, R2={A1, A3}, R3={A2, A4, A5, A6}.
Then Ra is in 3NF (so also in 2NF ). However, several decompositions due to transitivity
took place in Ra. Hence, Ra is not precisely in 2NF . As for Rb and Rc, they are in 2NF
too. Yet, there are some transitive dependencies left in tables, so neither is in 3NF . In
Rb, the tables R3 and R4 are a consequence of applying the rule for 3NF , thus it is not
precisely in 2NF . However, in Rc, no decomposition based on transitivity took place, so it
is precisely in 2NF .
Remark 1. A set of fd’s may contain no transitive dependencies. In this case, a decomposition
to 2NF will be (in a trivial manner) also a decomposition to 3NF . In such a scenario, this
decomposition is still considered precisely in 2NF , as there is no option to stop in 2NF without
being in 3NF as well. In the following example, we will take a look at such a scenario.
Example 3. Let Ω = {A1, A2, A3, A4, A5} with
F = {A1A2 → A5, A1 → A3, A2 → A4}.
The 2NF decomposition Ra = {R1, R2, R3}, with
R1 = {A1, A2, A5}, R2 = {A1, A3}, R3 = {A2, A4}
is, at the same time, also in 3NF (since no transitivity is left) and also precisely in 2NF
(in the trivial manner – no action based on transitivity took place).
For the main theme of the paper, at Section 4, the following definition is required.
Definition 10. A chain of transitive dependencies is a set of fd’s {αi → αi+1} of length
at least two. A pair of partially overlapping chains of transitive dependencies is composed
of two chains of transitive dependencies {αi → αi+1}, 1 ≤ i ≤ k − 1 and {βj → βj+1}, 1 ≤
j ≤ l − 1 having, for these k, l ≥ 2, a ‘meeting point’ in which {αkβl → γ}, where all
α1, . . . , αk, β1, . . . , βl, γ are disjoint and, for any δ ⊂ αkβl, it holds that δ → γ /∈ F
+.
An example of a minimal-size system of partially overlapping chains of transitive dependen-
cies follows.
Example 4. Let Ω = {A1, A2, A3, A4, A5} with
F = {A1 → A3, A2 → A4, A3A4 → A5},
where α1={A1}, α2={A3}, β1={A2}, β2={A4}, γ={A5}, i=1, j=1.
2.3 Setup
Our starting point is, in any of the following scenarios, that of a set of functional dependencies
F and a single source table Ω = {A1, A2, . . . , An} already in 1NF , to be decomposed to a set
of tables Rσ = {R1, R2, . . . , Rm} as dictated by F .
A full coverage of the possibilities seems to require consideration of numerous cases, due to
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• the number k of candidate keys K1, . . . ,Kn and the number of attributes in each Ki
(say, K1 = {A1, A2, A3}),
• for each Ki, which attributes in Ω depend solely of a specific Aj ∈ Ki, which depend on
a combination of attributes, and which depend independently on several attributes, and
• possible overlap schemes among the keys themselves (for example, K2 = {A3, A4} has
an overlap with K1).
In order to keep the discussion as simple as possible, the dependencies will be such that, as
far as Ω and F are concerned, there is a single candidate key, and that key has two attributes.
The principal possibilities of dependencies and overlaps (henceforth cases) will be described in
the following section.
The discussion of the various cases will not, in general, be confined by the (non-)ability of
providing real tables, since the purpose is mathematical formulation. Yet, for the main theme
of the paper (Section 4), we will give motivation by supplying a ‘real-life’ example with a single
table and a few dependencies.
3 Methodical normalization into 2NF
The main question the paper addresses is how to normalize a table precisely to 2NF in the
presence of partially overlapping chains of transitive dependencies. However, our starting point
is the basic, principal structures in which the setup of Subsection 2.3 usually appears. Within
this scope, we consider (in Subsection 3.1) the relationship between the sets of attributes
determined by the components of the (single, composite) key. Specifically, we ask whether they
form a partition of Ω: do they overlap or not, and does their union (as separate attributes!)
cover all of Ω. This is summed up to four principal cases, and we formulate, for each case, the
procedural steps that should be carried out in order to implement the 2NF normalization.
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In Subsection 3.2 we rule out several of them, since either preservation of data or preservation
of dependencies is not maintained. This is essential for the main statement of this paper, but
also important by itself since, as far as the authors know, the issue of preservation of data is
kept in practice, but not stated explicitly, as seen in
Example 5. Let Ω = {A1, A2, A3, A4} with
F = {A1 → A3, A2 → A4}.
Strictly following the definition of 2NF leads to the decomposition
Ra = {R2, R3}, R2 = {A1, A3}, R3 = {A2, A4}.
Yet, it is obvious for the people in the field that by doing so one loses the information as to
which combinations of values for A1, A2 are allowed and that (this is the essence of lossless join
decomposition) the proper decomposition is Ra = {R1, R2, R3} with
R1 = {A1, A3}, R2 = {A2, A4}, R3 = {A1, A2}.
Preservation of data of a table is achieved by that the decomposition of the table (to, say,
R1 and R2) is lossless-join. This is characterized by that performing a natural join between the
resulting tables, we restore precisely the original information. A simple criterion for that is by
testing whether R1 ∩R2 is a key in either R1 or R2 (cf. [15, pp. 285–286]).
3.1 The four principal cases
We state the four principal cases, and give an informal argument as to why each other potential
case is basically the same as one of these four.







= α1 − {A1}
α2 = A
+
2 ⊂ Ω, α
−
2 = α2 − {A2}
A1 → A2 6∈ F
+, A2 → A1 6∈ F
+
Note that, by A+i ⊂ Ω, it is meant strict inclusion. Otherwise, the setup degenerates to
that of a single-attribute key, which poses no problem. Additionally, the 4th demand is implied
by the previous ones, and is specified for clarity.
The cases are:
• Case 1
α1 ∩ α2 = φ, α1 ∪ α2 = Ω:
R → {R1, R2}
R1 = {A1} ∪ α
−
1





α1 ∩ α2 = φ, α1 ∪ α2 ⊂ Ω: (the classical case)
R → {R1, R2, R3}
R1 = {A1} ∪ α
−
1
R2 = {A2} ∪ α
−
2
R3 = {A1, A2} ∪ (Ω− (α1 ∪ α2))
• Case 3
α1 ∩ α2 6= φ, α1 ∪ α2 = Ω.
This case is further split into 2 subcases. In subcase (a), we include the common attributes
only in one of the R′is; in subcase (b) – in both of them, as follows:
– 3a
R → {R1, R2}
R1 = {A1} ∪ α
−
1





R → {R1, R2}
R1 = {A1} ∪ α
−
1




α1 ∩ α2 6= φ, α1 ∪ α2 ⊂ Ω.
This case, too, is further split into 2 subcases. In subcase (a), we include the common
attributes only in one of the R′is; in subcase (b) – in both of them, as follows:
– 4a
R → {R1, R2, R3}
R1 = {A1} ∪ α
−
1




R3 = {A1, A2} ∪ (Ω− (α1 ∪ α2))
– 4b
R → {R1, R2, R3}
R1 = {A1} ∪ α
−
1
R2 = {A2} ∪ α
−
2
R3 = {A1, A2} ∪ (Ω− (α1 ∪ α2))
3.2 Which cases are legitimate?
As stated at the beginning of the section, a proper decomposition must maintain dependency
preservation and be lossless.
In this paragraph we show that only cases 2 and 4b are proper 2NF decompositions. None
of cases 1, 3a, 3b, and 4a is legitimate. Each of these will be ruled out either since it does
not maintain dependencies or is not lossless join. Then we will see that cases 1 and 3b can
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be ’merged’ into 2 and 4b, respectively. The result will be having two main cases: case A
(unification of Cases 1 and 2) and case B (unification of Cases 3b and 4b). Cases 3a and 4a
will be discarded.
• Case A (union of Cases 1 and 2): α1 ∩ α2 = φ:
R → {R1, R2, R3}
R1 = {A1} ∪ α
−
1
R2 = {A2} ∪ α
−
2
R3 = {A1, A2} ∪ (Ω− (α1 ∪ α2))
For Case 1, decomposition without R3 is lossy:
R1 ∩R2 = φ,R1×2 = R1 ⊲⊳ R2 = R1 ×R2.
It holds that |r1×2| = |r1|·|r2| ≥ |rΩ|, often with strict ineqality, as discussed in Example 5.
However, ’merging’ Case 1 with Case 2, that is, establishing R3 = {A1, A2}∪ (Ω− (α1 ∪
α2)) even when α1 ∪ α2 = Ω, results in R3 = {A1, A2} for this case, avoiding the lossy
decomposition situation. The presence of R3 restricts the possible combinations of tuples
A1 and A2 to those originally present in rΩ: Hence, after performing a natural join on
r1, r2, r3 we obtain rΩ = r1 ⊲⊳ r2 ⊲⊳ r3.
• Cases 3a and 4a do not preserve functional dependencies, as seen in the following discus-
sion which, without loss of generality, is explained in detail for 4a. Let β = α−1 ∩α
−
2 . Since
β 6= φ, there exists an attribute A3 ∈ β. By definition of β, we have A1 → A3, A2 →
A3 ∈ F
+. However, while F1 (recall that Fi is the set of functional dependencies of F
+
restricted to Ri) contains A1 → A3, this is not the case for A2 → A3: it is not included
in F2 and cannot be concluded by
⋃
Fi. The dependency A2 → A3 is lost, thus making
this decomposition unproper.
The correct way to fix this will be by changing R2 to include all the common attributes
of β. This, together with the establishment of R3 (in the same way done for Case A)
leads to the establishment of:
• Case B (union of Cases 3b and 4b): α1 ∩ α2 6= φ:
R → {R1, R2, R3}
R1 = {A1} ∪ α
−
1
R2 = {A2} ∪ α
−
2
R3 = {A1, A2} ∪ (Ω− (α1 ∪ α2))
For Case 1, decomposition without R3 is lossy:
R1 ∩R2 = φ,R1×2 = R1 ⊲⊳ R2 = R1 ×R2.
It holds that |r1×2| = |r1| · |r2| ≥ |rΩ|, often with strict inequality, as discussed in
Example 5. However, ’merging’ Case 3b with Case 4b, that is, establishing R3 =
{A1, A2} ∪ (Ω − (α1 ∪ α2)) even when α1 ∪ α2 = Ω, results in R3 = {A1, A2} for
this case, avoiding the lossy decomposition situation. The presence of R3 restricts the
possible combinations of tuples A1 and A2 to those originally present in rΩ: Hence, after
performing a natural join on r1, r2, r3 we obtain rΩ = r1 ⊲⊳ r2 ⊲⊳ r3.
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4 Inability of being precisely in 2NF
The main theme of the paper is the statement of a sufficient condition for which it is impossible
to normalize precisely to 2NF. We start by describing a simplified situation.
Example 6. A database is intended to record the eligibility of students to a fee reduction
for the courses they take. A student is described by the sid attribute, the course by the cid
attribute. The reduction rd is determined by the socio-economical status st of the student and
the credit points cr of the course. Thus the attributes are Ω = {sid, cid, st, cr, rd} and the
fundamental functional dependencies are
F = {sid → st, cid → cr, {st, cr} → rd}.
Following the definition of 2NF leads to the tables {sid, st} and {cid, cr}. Since {rd} has full
dependence on any of the pairs {sid, cid} and {st, cr}, there are two ways to incorporate it in
a table – one for each of the pairs, namely Ra = {R1, R2, R3}, where
R1 = {sid, cid, rd}, R2 = {sid, st}, R3 = {cid, cr},
and Rb = {R1, R2, R3}, where
R1 = {st, cr, rd}, R2 = {sid, st}, R3 = {cid, cr}.
Yet, none of these decompositions is appropriate. Consider Ra: the dependence {st, cr} →
rd cannot be reconstructed. In Rb, the decomposition is indeed in 2NF , but not precisely in
2NF : rd is transitively dependent on {sid, cid}, along the chain {sid, cid} → {st, cr} → rd,
thus its separation to R1 = {st, cr, rd} is a 3NF decomposition step and should not be
performed on the way to 2NF .
A sufficient condition for a system so that it cannot be normalized precisely to 2NF is
stated in:
Theorem 1. Let a system be composed of a single 1NF table Ω of all attributes, a single
candidate key K, and a set of functional dependencies F . If F contains a pair of partially
overlapping chains of transitive dependence, then the system cannot be decomposed precisely
into 2NF .
Proof: Let α1, . . . ,αk with {αi→αi+1}, 1≤ i≤ k−1 and β1, . . . , βl with {βj → βj+1}, 1 ≤
j ≤ l − 1 be the pair of partially overlapping chains of transitive dependencies with all the
requirements as in Definition 10. Suppose that R = {R1, R2, . . . , Rm} be a 2NF decomposi-
tion of Ω. Since the impossibility of a decomposition precisely into 2NF depends on the pair of
partially overlapping chains only, without loss of generality we may assume that K = {α1, β1}.
The proof is by contradiction. Assume thatR is precisely in 2NF . Without loss of generality,
let γ ∈ Rm. Denote by Km the key of Rm. Consider the following two cases:
• Km = α1β1: Since l ≥ 2, there are two subcases to be considered:
– ∃i ≥ 2 s.t. αi ∈ Rm (resp. ∃j ≥ 2 s.t. βj ∈ Rm): That is, αi (resp. βj) is partially
dependent in the key, in contradiction to that Rm is in 2NF .
– ∀i ≥ 2 : αi /∈ Rm and ∀j ≥ 2 : βj /∈ Rm: Consider the attributes αk, βl. Then the
functional dependency {αk, βl} → γ has been lost.
• Km 6= α1β1: Then, since α1β1 /∈ Rm, the fd’s α1β1 → αkβl and αkβl → γ belong
to distinct F ′is, which means that a decomposition based on transitivity took place,
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