Introduction
Inertial sensors are primarily used for navigational purposes, but normally only as one component of a more complex system. Inertial sensors are typically complemented by GPS, video cameras, infrared, and other external speed, position and orientation sensors. Measurements are subject to very high noise, time varying bias and no internal mechanism to correct bias in position or velocity estimates. Recent advances in Micro electro mechanical systems (MEMS) technology have lead to low cost, small size, lightweight inertial measurement units (IMU). These advances are now being implemented in sports technology, video games, animation applications, robotic toys and mini-aerial vehicles. Inertial sensors are often used for orientation and balancing.
The proposed project considers simulating the control of Unmanned Vehicle maneuvering by means of detecting forearm movements using MEMS accelerometers. A three axis accelerometer is attached to the forearm and the forearm movements for different controls of the vehicle such as right turn, Left turn, forward movement and backward movement are detected by the accelerometer in 3-axis and the data is digitized and processed in the computer using MATLAB Soft-ware. Measurements are subject to very high noise, time varying bias and no internal mechanism to correct bias in position or velocity estimates. A de-biased and denoised estimation of position and velocity of forearm movements from accelerometer measurements are achieved. The signal processing method uses a continuous wavelet transform applied to the measurements recursively to provide reliable action trajectory reconstruction.
Raw measurements from the IMUs are supplied in a local and changing frame of reference, where the transformations between local and global reference frames are unknown, and have to be estimated from repeated measurement. Several tracking algorithms have been proposed. These estimate orientation. Complementary tracking on orthogonal groups [5] has been realized to a satisfactory performance, and is used.
In this paper we extend this approach, concentrating on computing the trajectories and velocities given acceleration measurements. A current approach, referred to as dead (sometimes also ded-for deduced) reckoning would compute velocity and position by integration and double integration of acceleration measurements. Unfortunately, the errors between actual and estimated position and velocity can become unbounded with time [9] . Effectively, the variance of the velocity grows with time as
(1) and the variance of the position as ), 1 2 )( 1 (
Where  2 is the acceleration variance, t is the length of time step and N is the number of time steps. Acceleration bias is time varying, and is commonly modeled by a slow growing exponential function. The integration of such bias causes large errors over time. It has been reported that the average displacement error for Xsens IMU's after 1 minute is 152 meters [10] .
To overcome the bias/noise problems, attempts were made (such as in [11] , [12] ) not to perform integration at all, but to use acceleration measurements for the purpose of classification of actions. But this requires coping with the problem that different rates of movement along the same trajectory result in manifestly different acceleration measurements. This problem is overcome by the use of arc length (instead of time) to provide normalization, as arc length allows tracing of action curves with unit speed and permits partial action recognition. Unfortunately, computation of the arc length requires integration of the data and is therefore subject to the issues of noise and bias as described above.
Satisfactory trajectories were obtained when IMU's were complemented by GPS, infrared sensors, or other position giving sensors [13, 14, 15] . For our application if GPS is used their large current consumption will drain the battery's power quickly, limiting the length of acquisition. Use of a larger battery would be counter to the criteria of small size and unobtrusiveness. Optical sensors (as in the Wii remote) have an extremely limited volume of space in which the patient can be monitored, and require the patient to remain constantly within that limited space.
In [16] the periodic motion trajectory was computed using the parameterized model of periodic motion and the parameters were estimated from acceleration data. In our approach, the approximate acceleration is obtained in a basis of continuous wavelets. After that, velocity and position are obtained through analytical integration.
In Section 2 we describe the problem and define action trajectories. In Section 3 we provide a brief description of continuous wavelet transforms, and the justification for a particular choice of basis that we use.
Section 4 gives a brief description of the complementary tracking filter. Section 5 describes the estimation algorithm for trajectory reconstruction. The data was collected using a low cost inertial measurement unit attached to a patient's wrist. The data was then processed using the algorithm described here. We present the results in Section 6.
II. Statement of the Problem
The accelerometer measurements can be represented mathematically by the following equation
Where R is a rotation matrix, representing transformation between local and global frames of reference, a G is the acceleration vector in the global frame, g is the gravity vector regarded as constant in this context, b a is an acceleration measurement bias and a  is the zero-mean wide-band noise with variance 2  . The rotation matrix is time dependent and has to be estimated using all measurements from the inertial sensor. We use the complementary filter from [5] for tracking on the rotation group S0(3). It is defined as
The filter provides an estimation of the rotation matrix and has been realized, and gives a satisfactory performance. Given R, an estimate of the acceleration a G is computed in a global frame, by the rotation of the acceleration measurements And the subtraction of the gravity vector. An action is defined to be a smooth space curve: :
That is, at the start time t 1 and end time t 2 the arm is completely static, and between those times the arm is in motion. Between t 1 and t 2 an action curve lies on a manifold and is definable in terms of the constraints imposed by the arm kinematics.
III. Theory of Continuous Wavelet Transform
In this section we describe the continuous wavelet transform (CWT). A CWT provides a redundant, but finely detailed, representation of a signal in terms of both time and frequency. CWTs are often used in problems involving signal identification and the detection of short duration elements of a signal, often hidden in noise.
The CWT is defined by a mother wavelet  (t), which has to satisfy a few properties, such as being absolutely and square integrable, having integral zero and a unit norm. In order to be invertible as a transform it also has to satisfy the admissibility condition [17] . It is often useful to restrict  (t) to be a continuous function 
where s > 0 is the scale parameter which deter-mines the width of the wavelet. That is dt s
Where * denotes complex conjugation. These correlations are computed for various scales and assembled as rows of a matrix which is referred to as scaleograms. The scaleogram essentially provides a measure of similarity between the signal f(t) and the wavelet  (t) and its scaled shifted versions.
IV. Complementary Tracker
Several algorithms are used to estimate the orientation of an IMU. The dead reckoning method incorporates changes given by the gyroscope to an attitude at the previous epoch. Dead reckoning suffers the most from the accumulation of errors [10] . Commonly found in current systems is another approach using extended stochastic linear estimation techniques [6, 7, 8] . However, the Gaussian noise assumptions of such filters do not apply well, and frequent re initialization is required. The complementary tracker [5] is designed for tracking on the rotation group, defined in Eq. (4). It finds a mapping from the local frame of the IMU to the global frame of reference in terms of a rotation Matrix R or equivalently a quaternion. The quaternion representation of rotations is commonly used for the realization of algorithms on SO(3) because of its continuity and efficiency in implementation. The set of quaternion's is denoted   where a and m are respectively accelerometer and magnetometer measurements, e z is a unit vector in the direction of the gravity vector g, i.e. downwards, h is the direction of the magnetic field unit vector and  is the rotation rate vector given by gyroscope measurements. It is assumed that the gravity and magnetic field vectors are both constant over time. At each epoch the quaternion is initially computed using the accelerometer and magnetometer measurements via maximum likelihood estimation techniques [18], i.e.
, (13) where the weights  and  represent the confidence in a particular measurement.
Innovation
 on the rotation group is then computed as follows
where vex (W) denotes the inverse of the vector cross product operator, realized by a skew-symmetric matrix W. The final estimates for the rotation matrix and gyroscope bias are obtained using the filter innovation and gyroscope measurements as follows.
where b is the filter estimate of the gyroscope bias, Λ  is the filter estimate of the actual angular velocity and k 1 and k 2 are experimentally chosen constant filter gains.
We have realized this filter to a satisfactory performance, however the filter does not provide any measure of uncertainty of the estimated rotation, nor does it compute the filter gain. Some work is currently underway to resolve these problems and so further improve the algorithm.
V. Residual Cwt Algorithm Description
Acceleration is provided as a time varying vector, where vector elements are respectively the x, y, z coordinates of the vector. We apply identical processing to each vector element, and therefore it is sufficient to regard the acceleration as a time series. Our aim is to approximate each of the components in terms of a continuous wavelet basis; that is, of the form 
this is a normalized derivative of the Gaussian function. Inspection of the data suggests that this is a good choice of basis to represent the acceleration, although other choices are possible. The wavelet is essentially compactly supported having Gaussian decay, and hence property Eq. (5) of action curve can be effectively satisfied. The integral of this wavelet is a Gaussian function which is also essentially compactly supported, hence the second and the third properties Eq. (6) and Eq. (7) are also satisfied. The wavelet has zero vanishing moments, which means it can eliminate any constant bias from the acceleration data without the need to estimate it. We seek the set of triples   , ......
such that the Eq. 16 gives us the desired accuracy to represent acceleration data. Note that N is unknown and needs to be estimated from the data too. Simple thresholding of the scaleogram of the acceleration data can lead to unsatisfactory performance, as it is not clear how to choose a suitable threshold since the additive noise variance is unknown. In out approach, we use a recursive procedure in which the values of interest are determined from the scaleogram and the corresponding components are then removed from the data. The recursion is terminated when the maximum peak of the scaleogram has fallen below a threshold. The threshold is chosen so that the position is reconstructed with the desired level of detail and accuracy. Another way to terminate the recursion is to test the residual acceleration for normality. Once the residual acceleration is detected to have a normal distribution it is assumed to be at the noise level and recursion is terminated. Both methods lead to a satisfactory and similar performance. Velocity and position are then computed analytically using the set of N triples for a sampling frequency F as follows 
VI. Experimental Results
Experiments were conducted with a commercial inertial measurements unit X sens. 
VII. Conclusion
In this paper an algorithm to compute the trajectory of the action from acceleration measurements is proposed. The problem is posed as an estimation problem and uses continuous wavelet transforms applied to the data. The estimates are shown to be essentially bias-free, and provide sufficient grounds for subsequent action recognition and classification. Preliminary experiments were conducted to demonstrate the effectiveness of the algorithm. The experiments involved simple trajectories, and more experiments with more complex trajectories are underway. In order to compute errors and statistics, further experiments are conducted and the results will be reported.
