We consider some non-homogeneous Poisson models to estimate the mean number of times that a given environmental threshold of interest is surpassed by a given pollutant. Seven different rate functions for the Poisson processes describing the models are taken into account. The rate functions considered are the Weibull, exponentiated-Weibull, and their generalisation the Beta-Weibull rate function. We also use the Musa-Okumoto, the Goel-Okumoto, a generalised GoelOkumoto and the Weibull-geometric rate functions. Whenever thought justifiable, the model allowing the presence of change-points is also going to be considered. The different models are applied to the daily maximum ozone measurements data provided by the monitoring network of the Metropolitan Area of Mexico City. The aim is to compare the adjustment of different rate functions to the data. Even though, some of the rate functions have been considered before, now we are applying them to the same data set. In previous works they were used in different data sets and therefore a comparison of the adequacy of those models were not possible. The measurements considered here were obtained after a series of environmental measures were implemented in Mexico City. Hence, the data present a different behaviour from that of earlier studies.
Introduction
Inhabitants of large cities throughout the world may present health problems related to high levels of pollution. Among the pollutants affecting the health of those inhabitants we have ozone. When exposed to ozone concentration levels above 0.11 parts per million (0.11 ppm), a very sensitive part of the population may present a deterioration in their health (see for instance [1] [2] [3] [4] [5] [6] [7] [8] ).
In the case of Mexico City, even though the air quality has improved considerably in the past twenty years, ozone still presents high concentration levels. The Mexican environmental standard for ozone is 0.11 ppm [9] and individuals should not be exposed to it, on average, for a period of one hour or more. That standard is frequently surpassed by ozone concentration in Mexico City. Even though the Mexican standard is 0.11 ppm, the threshold used to declare an emergency alert in Mexico City is 0.2 ppm (see www.sma.df.gob.mx). This threshold is seldom surpassed. Throughout this work we are going to take 0.17 ppm as our threshold. We do so, because that is an intermediate value between 0.11 ppm and 0.2 ppm. Also, we would like to know how emergency alert situations would be if 0.17 ppm, instead of 0.2 ppm, was the threshold considered to declare them in Mexico City. That is important since we could have an idea of how frequent emergency alerts would be declared if 0.17 ppm were considered by the environmental authorities as the threshold instead of 0.2 ppm. Using that information it is possible to plan the lowering of environmental threshold in such a way that little by little the Mexican environmental standard would be approached without causing too much disruption in the population's activities. The theoretical threshold is analysed and prediction on the number of environmental alerts that would be declared can be made.
There are several works in the literature dealing with the problem of modelling the behaviour of pollutants in general and in particular ozone. Those works study the problem from different points of view. They also use a great variety of methodologies to analyse the different aspects of the problem. Some of the many works studying ozone behaviour are [10] [11] [12] [13] considering extreme value theory; [14] [15] [16] [17] [18] using time series analysis; [19, 20] considering Markov chain models; [21] [22] [23] using stochastic volatility models; and [24] with an analysis of the behaviour the maximum measurements of ozone with an application to the data from Mexico City. [25, 26] present studies that analyse the impact on air quality of the driving restriction imposed in Mexico City.
In this work the interest resides in studying the problem from the point of view of estimating the mean number of times that the concentration surpasses a given threshold. In order to study this problem, Poisson processes may be used. Among the works using that methodology we may quote [27, 28] using homogeneous Poisson processes and [29] [30] [31] [32] using non-homogeneous Poisson processes.
The non-homogeneous approach is going to be followed here as well. We consider several rate functions for the Poisson process modelling the problem. One of the aims here is to compare the fit of different rate functions, considered in the literature, to the ozone data from Mexico City obtained after a series of environmental measures were taken to decrease air pollution levels. Even though some of the rate functions considered here were taken into account in previous works, usually they were applied to different data sets. Hence, it was not possible to compare their performance when applied to the same set of measurements. That was so because depending on the dataset the rate function that best fitted the data would change. Therefore, using the data obtained after the series of environmental measures were implemented would give a more precise information on how the pollutant is behaving in more recent times and also on the impact that those measures might have had on the ozone behaviour. Hence, in here we are going to consider the many different rate functions and compare their performance when using the more recent ozone measurements. When the best Poisson model is selected for the data considered here, then we may perform inference about the mean time between surpassings of the 0.17 ppm threshold and also about the probability of a certain number of exceedances in a time interval of interest. Another aim here is to present the code in R when some of the functions are used so the readers can use them in their own studies if the situation arises.
This work is divided as follows. Section 2 presents the different non-homogeneous Poisson models considered here. In Section 3 we have the Bayesian formulation of the problem. An application of the results to ozone measurements from Mexico City is given in Section 4. Finally, in Section 5, a discussion of the results presented here is given. Some of the computer programmes used in the estimation of the parameters can be obtained from https://sites.google.com/site/jmbarrios/recursos/result-rep orts-for-jep.
The Poisson Models
The mathematical description of the models considered here is given as follows. Assume that a given environmental threshold is surpassed by a pollutant's concentration according to a non-homogeneous Poisson process with some rate function , . Hence, if 
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We consider several parametric forms for the rate
, we have that is (for more information see [36] , where an analysis of the behaviour of in function of its parameters is presented). Observe that for 
The parameters of the models that must be estimated are 
indicate those days and let be the observed data.
The parameters of the models are estimated using a sample drawn from their respective posterior distributions. The posterior distribution of a parameter given the data , indicated by , may be written as
, where is the likelihood function of the model and is the prior distribution of . We are going to assume prior independence among the parameters. Since we have, by hypothesis, that a non-homogeneous Poisson model is assumed for the problem, then from [41, 42] , we have that [29, 31, 32, 34] . Hence, in here we only present the expression for the likelihood function in the cases of the Beta-Weibull and Weibull-geometric rate functions.
Consider the Beta-Weibull rate function. In this case, we have that, In the case of the Weibull-Geometric rate function, the likelihood function has the following form,
The prior distributions as well as their hyperparameters, which will be considered known, are presented in Section 4 when we apply the results to the ozone data from Mexico City.
Estimation of the parameters is going to be performed using a sample drawn form their respective complete marginal conditional posterior distribution using either the Gibbs sampling algorithm [45] internally implemented in the software WinBugs or a Gibbs sampling together with a Metropolis-Hastings algorithm [46, 47] programmed in R (in the case of the model using the Beta-Weibull rate function). When using the software WinBugs, we only need to specify the likelihood function and the prior distributions. However, when using the programmes in R, we need to specify the complete marginal conditional distribution for each of the parameters involved in the models, which in the case of the BetaWeibull rate function (model with no change-point) are given by
,
.
function does not have an expression in terms of elementary functions. However, it can be estimated very precisely. [48] proposes an algorithm to do such estimate which is now implemented in R. That was used in this work.
Convergence of the algorithm is monitored using the analysis of the trace plots and in some cases the Gelman-Rubin test [49] is also used. In the case of the Beta-Weibull the Geweke test was considered (see [50] ) in addition to visual inspection of the trace plots. Selection of the best model to fit the data set considered here is made by visual inspection of the plots of the accumulated observed and estimated means and also using the deviance information criterion (DIC) and the Bayes Discrimination Method (BDM). The deviance is defined by
where is the vector of parameters of the model, is the observed data,
is the likelihood function of the model and c is a constant that is not needed when comparing the models. The DIC [51] is given by
, where is the deviance evaluated at the posterior mean and
is the effective number of parameters of the model. Smaller values of DIC indicate better models. In the case of the Bayes Discrimination Method, we have from [52] that the marginal likelihood function (MLF) of the whole data set for Model l , is given by
where
 is the vector of parameters for Model
Bayes Discrimination method prefers Model to Model if [52] we have that may be approximated by the expression
where is the dimension of the vector of parameters , is the estimated posterior mode of ,
is the joint prior distribution of evaluated in θ , is minus the inverse Hessian matrix of
An Application to Mexico City Ozone Measurement
In this section we apply the models, presented in earlier sections, to the ozone measurements from the monitoring network of Mexico City. The Metropolitan Area of Mexico City is divided into five sections, namely, NE (Northeast), NW (Northwest), CE (Centre), SE (Southeast) and SW (Southwest) (see for instance [19, 29] and www.sma.df.gob.mx). This division is the one that is currently used to declare environmental alerts in Mexico City. Hence, we are going to consider this splitting instead of taking another spatial approach. Measurements are obtained minute by minute and the averaged hourly result is reported at each station. The daily maximum measurement for a given region is the maximum over all the maximum averaged values recorded hourly during a 24-hour period by each station placed in the region. The data used here correspond to the daily maximum ozone measurements taken from 01 January 2000 until 31 December 2008, giving a total of observations. The mean concentration levels for regions NE, NW, CE, SE and SW are, respectively, 0.1026 ppm, 0.00923 ppm, 0.1087 ppm, 0.1085 ppm and 0.1246 ppm with respective standard deviation given by 0.0416, 0.0319, 0.0412, 0.0369 and 0.0456. We are going to analyse each region separately. Recall that the threshold considered here is 0.17 ppm. During the period of time , that threshold was surpassed in 197, 42, 202, 125 and 440 days in regions NE, NW, CE, SE, and SW, respectively.
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The prior distributions as well as their hyperparameters are given as follows. We first consider the situation where no change-points are present. In the case of the Weibull rate function for all regions, the parameters  . When the Musa-Okumoto rate function is considered,  and  will have Gamma (500,000, 10) and Gamma (200,000, 10) prior distributions, respectively. When we consider the Goel-Okumoto rate function we have that  and  have prior distributions Gamma (1200, 1) and Gamma (0.1, 1), respectively, for all regions. In the case of the generalised Goel-Okumoto we assume, for all regions, uniform prior distributions defined on the intervals (500, 2000) and (0.5, 1.5) for the parameters  and  , respectively. In the case of the parameter  , a Gamma prior distribution with hyperparameters and is considered for all regions. When we take into account the Weibull-geometric rate function two steps were considered. In the first step, for all regions, uniform prior distributions defined on the intervals (0, 2), (0, 100) and (0, 1) for the parameters 
Remark. The prior distribution of the parameters as well as their hyperparameters were selected based on information provided by previous studies.
In all cases, a sample of size 3234, taken every 30th generated value after a burn-in period of 3000 steps was used to perform the estimation of the parameters. The DIC and MLF values used in the selection of the model that best fits the data are given in Table 2 .
It is possible to see that the smallest value of the DIC is achieved, for all regions, when the Beta-Weibull rate function is considered. When considering the BDM, we have that the best model is the MO model for regions SE and CE, the BW model for region SW, and the WG with uniform prior distribution model for region NW. In the case of region NE, the selected model is the GGO model. Besides the DIC and the BDM, a visual inspection of the fit of the observed and estimated accumulated means is also used. Hence, in Figure 1 , we have the accumulated observed and estimated means when models W, EW, BW and WG with uniform prior distributions are considered. Plain solid line represents the accumulated observed mean and lines with ▲, •, ■, and ♦, represent the estimated mean when using models W, EW, BW and WG, respectively.
Observing Figure 1 we may notice the following. The worst fit is given by the BW and EW rate functions in all regions with the exception of region NW. In that case, we have that the best fit is given by the BW rate function. Nevertheless, the worst fit still is provided by the EW rate function. The best fit in the other regions are given by either the Weibull or the Weibull-geometric rate function.
In Figure 2 , we have the accumulated observed and estimated means when we consider the best model that fitted the data which is presented in Figure 1 (in this case we are taking the W rate function for regions NE, CE, SE and SW) and also models MO, GO and GGO. Again, plain solid line represents the accumulated observed mean and lines with ■, ♦, • and ▲, represent the estimated means when the best fit from Figure 1 , models MO, GGO and GO are considered, respectively.
We may observe from Figure 2 that for regions NE, CE, SE and SW the fit improves when using the GGO rate function instead of taking either the W or WG rate function. Nevertheless, in the case of region NW the fit is improved when using the MO rate function. Looking at the plots for region SW we also have that the MO model gives a very good approximation for the accumulated observed mean. In the case of regions NE, CE and SE, the fit provided by the MO model is not as good as the one given by the GGO model, but is still better than the fit provided by the other rate functions.
Remark. Even though the DIC and BDM criteria may select a given model, we may notice that it is worthwhile to use the graphical criterion as well.
In Table 3 , we have the estimated posterior mean, standard deviation (indicated by SD) and the 95% credible intervals for all parameters and regions NE, CE, SE and SW, when the GGO model is used. We present the results only for that model because it is the one providing the best graphical fit for the regions considered. Note that region NW is not included since in that case the best fit is provided by the MO model followed by the BW rate function (The estimated value of the parameters of those rate functions are given in Table 4) .
In Table 4 , we give the estimated quantities of interest The symbol "-" is used to indicate that for that particular region the respective model was not selected as providing a good fit.
when either the MO or the BW models are used and regions NE, NW and SW are considered. Note that besides region NW we also consider regions NE and SW. That is so because the MO model also gives a good fit for those regions in addition to the GGO model. As can be seen from Figures 1 and 2 , in some cases the model with presence of change-points should be considered as an option. Hence, for some of the models and regions we also allow the presence of one or two changepoints depending on the region and model. Following in that direction we consider the MO and GGO models with the presence of one change-point in the case of regions NE, CE, SE and SW. We also assume the presence of two change-points in the case of GGO model and data from region SE. The prior distributions taken in those cases are as follows. When the GGO model is considered, for all regions and cases (one and two change-points) we have that i  and i  ,  has an uniform prior distribution defined on the interval (0, 100) and in the case of two change-points, then 1  and 2  have uniform prior distributions defined on the intervals (0, 500) and (1000, 1500), respectively. In the case of the MO model and one change-point, the change-point  has the same prior distribution as in the case of the GGO model. The parameters i  and i  have uniform prior distributions defined on the intervals (0, 500) and (1, 2500), respectively, . = 1, 2 i Estimation of the parameters in the case of the GGO model with one-change point was performed using a sample of size 3234 obtained every 30th generated value after a burn-in period of 3000 iterations. When we consider the GGO model with two change-points, the inference was made using a sample of size 8333 taken every 30th generated value after a burn-in period of 150,000 steps. Table 5 presents the value of the DIC and MLF for the regions and models where the presence of change-points is assumed.
Looking at Table 5 we have that, according to the deviance information criterion, for regions NE, CE and SW either the MO or the GGO with a change-point model could be chosen. However, when considering BDM we have that in all cases the GGO model with a change-point should be selected. In the case of region SE, when using the DIC, we have that either the MO with a change-point or the GGO model with two change-points could be selected. Nevertheless, when using the BDM we have that the MO model with a change-point is the one that should be selected.
When comparing the values given in Tables 2 and 5 , we have that when using the DIC, for all regions, the selected model should be the Beta-Weibull model. When using the BDM we have that in the case of regions NE and CE the GGO model with a change-point should be used. However, when considering region SE, the MO model with a change-point is the one that should be selected. In the case of the remaining regions NW and SW, the selected result remains unchanged. Figure 3 presents the plots of the estimated and observed accumulated means when models MO and GGO are considered and the presence of change-points is allowed (one change-point in the case of regions NE, CE, SE and SW and also two change-points in the case of region SE and model GGO). Plain solid lines represents the observed accumulated means and lines with ■ and • represent the estimated accumulated means when the GGO and the MO models with one change-point are used, respectively. In the case of region SE, the line with ▲ represents the estimated accumulated mean when the GGO model with two change-points is considered.
Observing Figure 3 , we may see that the GGO model with the presence of one change-point provides a very good fit in the case of regions NE and SW. Even though that model gives a good fit also in the case of region CE we have that the MO model with one change-point gives a better approximation. In the case of region SE both the MO model with one change-point and the GGO model with two change-points provide almost the same approximation and both are better than the one given by the GGO model with only one change-point.
Tables 6 and 7 present the estimated quantities of The symbol "-" is used to indicate that for that particular region the respective model was not selected as providing a good fit. interest when we consider the GGO and the MO models with one change-point and regions NE, CE and SW and when we consider the GGO model with two change points and the MO model with one change-point and region SE. Remark. The estimated parameters for all models considered here and for all regions can be found in https://sites.google.com/site/jmbarrios/recursos/result-rep orts-for-jep.
Discussion
In this paper we have considered several non-homogeneous Poisson models as possible models to explain the behaviour of the mean number of times that a given ozone threshold is surpassed in a time interval of interest by the daily maximum ozone concentration. The interest was to see which model fits better the ozone data from Mexico City obtained after a series of environmental measures were taken aiming to decrease the emission of pollutants, in particular, ozone precursors.
It is possible to see that depending on the criterion used, the selected model varied. That can be seen when looking at Tables 2 and 5, and Figures 1-3 . Hence, when the deviance information criterion is used, the selected model, for all regions, was the one considering the BW rate function for the Poisson model. Contrasting this selection with the plots in Figures 1-3 , we have that only in region NW that model provides a good graphical fit. That fit is only improved by the use of the MO rate function (see Figure 2) . When using the Bayes discrimination method we may observe from Tables 2 and 5 , that the model selected to best explain the ozone data varied according to region. Hence, we have that the GGO model with a change-point was the one selected when regions NE and CE were considered and the WG, MO with a change-point and BW models were the ones selected when we take into account regions NW, SE and SW, respectively. Note that the BW model was also the one selected for region SW when using the DIC, however, the fit of the estimated mean to the observed mean is not appropriate (see Figure 1) . Based on the graphical fit we have that the GGO model with one change-point was the one providing the best approximation for region SW (see Figure 3) . However, the MO model with a change-point also provides a good fit for the data from that region as well. Note that the model also gives a reasonable fit when considering the data from the last four years when considering regions CE and NE (see Figure 3) and also during the first two years of the measurements obtained in region NE. We may also notice that the MO model with one change-point provides a very good fit when taking into account the data from the first two years and regions NE and CE. The fit is not as good for the later years in the same regions. It is possible to see that for region SE either the MO model with one change-point or the GGO model with two change-points provides a reasonable fit for the first six years, however, the fit becomes worse in the final years of the observational period.
Remark. Note that the change-point for regions NE, CE and SW corresponds to a day in May, in June and in May 2001, respectively. In the same manner those for region SE correspond to a day in May in 2001 and another in July 2002. Hence, we may see that changepoints start to occur as soon as the environmental measures taken until the year 2000 start to have an effect on the ozone concentration levels.
Even thought the BW rate function is a more complex function when compared to the others considered here, we have that the BW programmed in R was about six times faster than when using, the particular case of BW, the EW rate function and the WinBugs software. One drawback though, is that we had a poor mixing when considering sampling from the posterior distribution of the variable .
 That shortcoming was corrected by considering more iterations of the Metropolis-Hastings step for that variable before moving on to the next step in the Gibbs sampling part of the algorithm. In that case, we run ten steps of the Metropolis-Hastings algorithm for the variable  against one step for each of the remaining parameters of the BW rate function.
When comparing the graphical fit with the results from previous works we have the following. If we consider the analysis performed by [29] using the EW and W models and data from 01 January 1998 to 31 December 2004, we have that for all regions the selected model using the Bayes information and the deviance information criteria was the one considering the particular case of Weibull rate function. In terms of graphical adjustment we have that the Weibull rate function gives a much better fit when considering the 1998-2004 data for all regions. In [30] , we have the use of the W, MO, GO and GGO rate functions applied to the overall maximum ozone measurements from 01 January 1998 to 31 December 2004. Even though the time interval in which the data was collected was the same as in [29] , we have that the regional division of the Metropolitan Area was not taken into account. The model selection was performed using the deviance information criterion and the model chosen was the GGO. This model was also selected for regions NE and CE when using the Bayes discrimination method and the 2000-2008 data. However, when using the DIC, in all regions, the selected model was the BW. When observing Figure 2 and when comparing to the adjustment given by the GGO model when the data 1998-2004 is used, we have an almost perfect fit in the latter. If we compare the values of the parameters estimated, we have 2000-2008 data for all regions with the exception of region SE. In the case of the other parameters, the ones estimated using the data 2000-2008 for region SW are the ones that have more similarity with the ones estimated using the 1998-2004 data (see [30] ). That can be explained by the fact that region SW is, in almost all cases, the one that contributes to most of the days in which the threshold 0.17 ppm is surpassed and hence, in a way dictates the behaviour of the overall measurements. The W, MO and GGO model were also used in [32] . In there, the regional division of the Metropolitan Area was taken into account, but the data set was composed by the daily maximum measurements obtained from 01 January 2003 to 31 December 2009. The selection of the model that best fit the data from each region was performed using the Bayes discrimination method and visual inspection of the graphical adjustment between the estimated and observed accumulated means. According to the Bayes discrimination criterion the best model to explain the behaviour of the data was the Weibull rate function (either with  having an uniform prior distribution or having a Beta). This presents a very different result as the one when using the 2000-2008 data (see Tables 2 and 5 ). In terms of graphical adjustment we have that the behaviour of the data 2003-2009 is also different from the 2000-2008 data. In the former data set we have that the W model fits better the data from region NE, the GGO is the one chosen for region NW, and in the case of regions CE and SE, even though the GGO model fits adequately, we have that towards the end of the observational period the MO model could also be a choice. In the case of region SW we have that any of the models provides a very good graphical adjustment. This behaviour is not repeated in the 2000-2008 data. We may observe from Figure 1 that the Weibull model does not provide a good adjustment. In both sets of data the MO model may also be used as an alternative to the GGO model, but in the case of the 2003-2009 data the fit of the MO function, when it occurs, is mainly in later years. In the case of the 2000-2008 data, the MO and GGO models needed the inclusion of change-points so the fit could be a good one.
Remark. The selection of the prior distributions and their hyperparameters in the BW model was made using information obtained when the EW and W models were considered. Even though, convergence of the MCMC algorithm was achieved in the BW model with the prior distributions considered here, several prior distributions were tested. The common factors in all tested distributions were that they had the same mean and belonged to the same parametric family. The only difference was that they had different variances. As a result of the tests, we have observed that as the variance increased the time needed to achieve convergence of the MCMC sampler also increased and in some cases it was not achieved at all during the time the algorithm was left to run. As an example, in the case of the region NW region we needed an additional 100,000 steps to have that the MCMC algorithm converged and in the case of regions NE, CE, SE, SW an additional 200,000 iterations were necessary. When we considered smaller variance we have obtained either a no satisfactory or a null acceptance rate for the Metropolis-Hastings part of the algorithm.
Some of the rate functions considered here for the Poisson process are commonly used in reliability theory. Their use in the present work is justified because of the very nature of the problem studied here. Additionally, depending on the value of the parameters present in their formulation, we may account for the many different behaviours that might be present in the data set considered.
Other threshold values could also be used. When considering values smaller than 0.17 ppm we may lose the Poisson property and hence some types of dependence may be considered. As an example of that we have [53] where the threshold 0.11 ppm is used and [54] where the value 0.14 ppm is considered.
