Intelligibility of ideal binary masked noisy speech was measured on a group of normal hearing individuals across mixture signal to noise ratio ͑SNR͒ levels, masker types, and local criteria for forming the binary mask. The binary mask is computed from time-frequency decompositions of target and masker signals using two different schemes: an ideal binary mask computed by thresholding the local SNR within time-frequency units and a target binary mask computed by comparing the local target energy against the long-term average speech spectrum. By depicting intelligibility scores as a function of the difference between mixture SNR and local SNR threshold, alignment of the performance curves is obtained for a large range of mixture SNR levels. Large intelligibility benefits are obtained for both sparse and dense binary masks. When an ideal mask is dense with many ones, the effect of changing mixture SNR level while fixing the mask is significant, whereas for more sparse masks the effect is small or insignificant.
I. INTRODUCTION
The human ability to understand speech in a variety of adverse conditions is remarkable, and the underlying processes are not well understood. According to Bregman's auditory scene analysis account, the auditory system processes the acoustic input in two stages: an analysis and segmentation stage where the sound is decomposed into distinct timefrequency ͑T-F͒ segments followed by a grouping stage ͑Bregman, 1990; Wang and Brown, 2006͒ . The grouping stage is divided into primitive grouping and schema driven grouping that represent bottom-up and top-down processes, respectively. Hence, in order to recognize speech in background noise, the auditory system would employ a combination of bottom-up processing of available cues, and top-down application of schemas, which represent learned patterns.
In this paper these processes are studied using the technique of ideal T-F segregation ͑ITFS͒, which was proposed by Brungart et al. ͑2006͒ to induce idealized grouping when listening to a mixture of target speech and noise. ITFS is based on the use of ideal binary mask ͑IBM͒, which was originally proposed as a benchmark for measuring the segregation performance of computational auditory scene analysis systems ͑Wang, 2005͒. The ITFS technique applies an IBM to the mixture, and several recent studies have utilized the technique for revealing important factors for speech intelligibility in noise ͑Brungart et Anzalone et al., 2006; Li and Loizou, 2008; Wang et al., 2009͒. A binary mask is defined in the T-F domain as a matrix of binary numbers. We refer to the basic elements of the T-F representation of a signal as T-F units. A frequency decomposition similar to the human ear can be achieved using a bank of gammatone filters ͑Patterson et al., 1988͒, and signal energies are computed in time frames ͑Wang and Brown, 2006͒. The IBM is defined by comparing the signal-to-noise ratio within each T-F unit against a local criterion ͑LC͒ or threshold measured in units of decibels. Only the T-F units with local signal to noise ratio ͑SNR͒ exceeding LC are assigned 1 in the binary mask. Let T͑t , f͒ and M͑t , f͒ denote target and masker signal power measured in decibels, at time t and frequency f, respectively, the IBM is defined as 
ͮ ͑1͒
An IBM segregated signal can be synthesized from the mixture by deriving a gain from the binary mask, and applying it to the mixture before recombination in a synthesis filter bank. However, not all studies follow the same proceduresometimes the short-time Fourier transform is used ͑for instance Li and Loizou, 2008͒ which typically yields lower frequency resolution at low frequencies, but much higher resolution at high frequencies.
In Brungart et al., 2006 , the IBM was used as a means to retain the effect of energetic masking, thereby separating the energetic masking and informational masking effects. They argued that since the IBM removes those T-F units dominated by the masker, ITFS can be said to retain the effect of energetic masking, while removing informational masking caused by the excluded units with relatively significant masker energy. Informational masking refers to the inability to correctly segregate audible target information from the mixture. Their study showed a plateau of nearly perfect intelligibility of ITFS processed mixtures when varying the value of LC from −12 to 0 dB. Meanwhile, the IBM with 0 dB LC is considered to be the theoretically optimal mask out of all possible binary masks in terms of SNR gain ͑Li and Wang, 2009͒. Brungart et al. ͑2006͒ noted that lowering the mixture SNR by 1 dB while fixing LC causes the exact same T-F units to be left out as increasing the LC by 1 dB while fixing the mixture SNR; in other words, the IBM remains the same in these two scenarios. They demonstrated remarkably similar performance curves by altering the test conditions in the two ways described, which they interpret as rough equivalence in the effect of energetic masking. Anzalone et al. ͑2006͒ showed large intelligibility benefits of IBM segregation and reported positive results on hearing impaired subjects, although their IBM definition is different from the previously outlined ITFS procedure. They computed the IBM by comparing the target signal to a fixed threshold adjusted to retain a certain percentage of the total target energy. Furthermore they attenuated the T-F units designated as non-target by 14 dB, in contrast to the total elimination described above. Their results showed more than 7 dB improvement in speech reception threshold ͑SRT͒ for normal hearing and more than 9 dB improvement for hearing impaired subjects.
In a study comparing impaired and normal-hearing subjects, Wang et al. ͑2009͒ demonstrated large improvements in SRT for both normal-hearing and hearing impaired groups due to ITFS processing of speech mixtures. Their study of the normal-hearing group shows an 11 dB improvement in SRT with a cafeteria noise masker containing conversational speech and an improvement of 7 dB for speech-shaped noise ͑SSN͒. For the hearing impaired group, the SRT improvement was 16 dB in cafeteria noise and 9 dB in SSN. As a surprising result, the SRTs obtained from the normal-hearing and hearing impaired groups on the ITFS processed mixtures were comparable.
Li and Loizou ͑2008͒ used short time Fourier transforms to apply ideal binary masking to mixtures with a two-talker masker, as well as modulated and unmodulated SSN maskers. They found large intelligibility benefits similar to Brungart et al. ͑2006͒ when varying the LC parameter, although they reported wider plateaus of LC values with almost perfect intelligibility ͑−20 to + 5 dB compared to −12 to 0 dB in Brungart et al., 2006͒ , which they attributed to differences in speech material and filterbank setup. They further suggested that it may be the pattern of the binary mask itself that matters for intelligibility, rather than the local SNR of each T-F unit.
Wang et al. ͑2008͒ demonstrated that applying a binary pattern of gains obtained from an IBM with a SSN masker to the masker signal alone produces high intelligibility scores, a type of process related to noise vocoding ͑Dudley, 1939; Shannon et al., 1995͒ . Using different numbers of filterbank bands, they showed that intelligibility is lost when the number of channels is 8 or smaller, a result which differs from that reported by Shannon et al. ͑1995͒ who used continuous, rather than binary, values for envelope manipulation. There, high intelligibility was reported using noise vocoded in just four channels.
A. Motivation
The large benefits in intelligibility outlined previously could make the IBM a candidate for applications such as hearing aids, provided that the IBM can be approximated sufficiently well. In this paper we will not consider how such estimation might be done. However, to devise such applications it is important to understand the mechanisms by which the IBM enhances intelligibility. In the above described literature, much attention has been given to explaining intelligibility of IBM segregated mixtures by considering audibility of the target signal. By focusing on absolute regions of LC ͑Brungart et al., 2006͒, emphasis is put on the interpretation that the IBM reduces informational masking by directing listeners' attention to the T-F units containing target information ͑Li and Loizou, 2008͒. This view is basically related to models of intelligibility based on target audibility in additive noise, such as the speech intelligibility index ͑ANSI, 1997͒, where intelligibility is described as a function of the proportion of target signal that is audible in different frequency bands. Cooke ͑2006͒ and Srinivasan and Wang ͑2008͒ proposed related computational models that operate on mixture input directly and produce recognition results from automatic speech recognition that are compatible with human intelligibility performance.
However, some of the previous published results seem inconsistent with this view. In particular, the observation of Wang et al. ͑2008͒ that IBM-processed Based on the observation that the IBM is insensitive to the covariation of LC and mixture SNR, we propose to focus on the difference between the LC and the mixture SNR levels when comparing performance across mixture SNR levels. We therefore introduce a relative criterion ͑RC͒, defined as RC= LC− SNR in units of decibels.
By focusing on RC and varying the mixture SNR, it is possible to vary the effects of the target component of the IBM processed mixture relative to that of the masker. For example, by taking the mixture SNR to a large negative value, we can measure intelligibility of IBM-gated noise similar to Wang et al. ͑2008͒ . On the other hand, by taking the mixture SNR to a level near the SRT we may measure how processing with the exact same binary mask affects intelligibility near the SRT.
B. Aims of the experiments
The change in focus from LC to RC brings up several research questions, which we will address in this paper. One aim is to investigate how the range of RC for optimal intelligibility depends on mixture SNR. Are there regions of RC where mixture SNR level has little or no effect on intelligibility? This question is directly addressed by the experiments in this paper. If under some circumstances mixture SNR level plays a minor role, the masker signal type may play a major role. So the second aim is to investigate the effects of masker type. We know that the plateau of optimal LC values is narrower for same-talker speech maskers ͑Brungart et al., 2006͒ compared to a SSN masker. So far, intelligibility of IBM-processed noise has only been reported for stationary noise ͑Wang et al., 2008͒.
Third, we wanted to compare the effects of alternative ideal mask definitions. The mask used by Anzalone et al. ͑2006͒ was computed based on the target signal alone; yet large intelligibility improvements were obtained. They define the target binary mask ͑TBM͒ as the one obtained by comparing, in each T-F unit, the target energy to that of a SSN reference signal matching the long-term spectrum of the target speaker. This comparison still uses the LC parameter as a SNR threshold. The binary mask that results from this process can then be applied to a mixture of the target and a different masker. Figure 1 illustrates an example TBM and IBM computed from a target sentence in cafeteria noise, and shows the differences between the resulting masks. The top row shows the time domain waveforms of the clean and noisy target sentences. The middle row shows cochleagrams of the clean and noisy target sentence using a filterbank of 1 ERB ͑equivalent rectangular bandwidth͒ wide gammatone filters with center frequencies from 55 Hz to 7.7 kHz. The bottom row shows the TBM ͑left͒ and IBM ͑right͒. The two masks are noticeably different. The TBM pattern resembles the target sentence and is unaffected by the specific masker. On the other hand, the IBM pattern depends on the masker signal as well. The TBM has several useful properties. The mask is, by this definition, identical to the IBM when SSN is the masker, so the TBM can be used as a measure of how general the IBM generated with the SSN masker is. Furthermore, relating to schema-based auditory scene analysis, the TBM could be interpreted as a simplified template of a learned pattern, indicating where in time and frequency to expect target energy. We therefore expect that the TBM leads to comparable benefits in intelligibility compared to the IBM. In some speech enhancement applications, it may be easier to estimate a TBM rather than an IBM, and it is therefore useful to know the extent to which the TBM results in intelligibility improvements.
The remainder of this paper is organized as follows. A listening experiment is described in Sec. II, and the results are reported and discussed in Sec. III. Section IV concludes the paper.
II. EXPERIMENTAL SETUP
A listening experiment was conducted to measure speech intelligibility of ITFS processed mixtures. The aim was to measure the influence of mixture SNR level, RC value, masker type, and to compare mask construction schemes: IBM and TBM.
A. Stimuli
The target phrases were from the Dantale II corpus ͑Wagener et al., 2003͒ which is the Danish version of the Swedish Hagerman sentence ͑Hagerman, 1982͒ test and the German Oldenburg sentence test ͑Kollmeier and Wesselkamp, 1997͒. The corpus consists of 150 sentences designed to have low redundancy. The phrases were all spoken by the same female Danish speaker. The sentences were five words long following the same grammatical structure: nameverb-numeral-adjective-noun. An English translated example is "Michael had five new plants." Each word was randomly selected out of ten possibilities in each position of a sentence, taking coarticulation into account ͑Wagener et al., 2003͒. Since long-term spectral characteristics are quite similar among different languages ͑Byrne et al., 1994͒, the main observations of the present experiment could hold for English and other languages, though there are likely some language effects.
The target sentences were presented in nine second intervals, allowing the subjects time to repeat the words they recognize as well as guess. An operator recorded the number of correctly recognized words for each sentence.
Four masker signals were used: SSN, cafeteria noise, car interior noise, and noise from a bottling hall. We use the SSN included with the Dantale II corpus, which is produced by superimposing the speech material in the corpus. The cafeteria masker was a recording of an uninterrupted conversation between a male and a female Danish speaker in a cafeteria background ͑Vestergaard, 1998͒. The signal was equalized to match the long-term spectrum of the target sentences. This was done to isolate the effects of masker modulation and long-term average spectrum. The car interior noise was a recording during highway driving and was chosen to represent a quasi-stationary noise with strong low-frequency content. The fourth noise used was a recording of bottles rattling on a conveyor belt in a bottling hall ͑Vestergaard, 1998͒, and was chosen to represent a signal with strong high-frequency content. All stimuli were diotically presented through headphones.
For each masker type, three mixture SNR levels were selected along with eight values of RC. Given that the IBM and the TBM are identical with the SSN masker, there were seven combinations of masker type and mask type, as shown in Table I .
Mixture SNR levels were set to match measured 20% and 50% SRTs for each masker type. The third SNR level was fixed at −60 dB to create IBM-gated noise similar to Wang et al. ͑2008͒.
B. Sessions
The experiment was divided into two sessions. In Session I, the slope and SRT of each subject's psychometric curve of the unprocessed mixtures and each of the four maskers were measured using the adaptive Dantale II procedure, and the mixture SNR levels for 20% and 80% correct word identification were derived ͑Brand and Kollmeier, 2002; . In Session II, intelligibility was measured on a grid of three different mixture SNR levels and eight different RC values ͑including an "unprocessed" condition, see later͒ for each of the seven conditions in Table I . This generated a total of 3 SNR levels, 8 RC values, and 7 conditions of Table I , resulting in 3 ϫ 8 ϫ 7 = 168 points, where intelligibility was measured. Each combination was tested on each subject using two sentences. Hence, each subject listened to a total of 2 ϫ 168= 336 sentences, which required reuse of sentences. To prevent memorization, order of the sentences was balanced as much as possible within and across subjects, and appeared random to the subjects.
From Session I measurements, logistic functions
were fitted by means of the maximum likelihood method, assuming a binomial distribution of individual sentence scores ͑Brand and Kollmeier, 2002͒ yielding the 50% SRT ͑L 50 ͒ and slope ͑s 50 ͒ parameters for each subject and each masker type. The two initial sentences of each adaptation were discarded, and to reduce the effects of outliers, the data from the three best and three worst performing subjects were left out before averaging in order to derive the 20% and 50% SRT values. Pilot experiments revealed an effect of a princi- In order to determine the range of RC values to use, offline simulations were carried out to identify the RC values that yielded mask densities of 1.5% and 80% measured as percent ones in the mask within speech intervals ͑see Sec. II D for signal processing details͒. For each masker type seven RC values were then identified by equidistant sampling ͑in decibels͒ between these two points. For the three TBM conditions, the set of RC values equaled the set for IBM/SSN ͑condition 1 in Table I͒ since the binary masks are identical by definition. An eighth additional unprocessed condition was added, where the mask was set to 1 in all frequency bands within the speech intervals, and 0 outside these intervals, creating essentially a gated masker.
Speech intervals were derived from the target sentences alone and were used for all mixture SNR computations by averaging target and masker energy within speech intervals only. A speech interval was defined by low-pass filtering the absolute target sample values using a first-order IIR low-pass filter with the time constant of 1 ms ͑for 20 kHz sample rate the transfer function was H͑z͒ = / ͑1−͑1−͒z −1 ͒, = 0.04877͒, thresholding the result at 60 dB below the maximum value, and further designating all non-speech intervals less than 2 s as speech to include inter-word intervals in all sentences. All detected speech onsets were shifted 100 ms backward to account for forward masking effects ͑Wang et al., 2009͒.
C. Subjects
A total of 15 normal-hearing, native Danish speaking subjects participated in the experiment. The subjects volunteered for the experiment and were not paid for their participation. Their age ranged from 25 to 52 with a mean age of 35. The audiograms of all subjects indicated normal hearing with hearing thresholds below 20 dB HL in the measured range of 250 Hz-8 kHz.
D. Signal processing
All target and masker signals were resampled from 44.1 to 20 kHz sampling rate. Gain factors for target and masker were computed in order to achieve a given mixture SNR and fixed mixture power. This was done by computing the signal energies of target and masker within the speech intervals previously defined. The target and masker signals were processed separately by means of a gammatone filterbank, consisting of 64 channels of 2048-tap FIR filters; each channel has the bandwidth of 1 ERB and channel center frequencies range from 2 to 33 ERBs ͑corresponding to 55-7743 Hz͒ linearly distributed on the ERB-rate scale ͑Patterson et al., 1988; see also Wang and Brown, 2006͒ . The filterbank response was divided into 20 ms frames with 10 ms overlap, and the total signal energy was computed within each T-F unit.
For IBM processing, a binary mask was formed by comparing the local SNR within a T-F unit against LC, assigning 1 if the local SNR was greater than LC and 0 otherwise. For TBM processing, the reference masker ͑i.e. the SSN masker͒ was processed through the filterbank, with a gain set to achieve a 0 dB mixture SNR. The TBM was formed by comparing the local SNR within a T-F unit using the reference masker against the RC threshold, assigning 1 if the local SNR was greater than RC. The binary mask signal was then upsampled to the full 20 kHz sampling rate by means of a sample-hold scheme followed by low-pass FIR filtering using a 10 ms Hanning filter. In each band, the target-masker mixture was delayed 20 ms in time, accounting for the total delay from the T-F unit energy summation, sample-hold, and low-pass filtering, before the upsampled mask was multiplied with the mixture. Finally, the ITFS processed waveform was synthesized using time reversed gammatone filters.
The target and masker stimuli for Session I were processed through the filterbank analysis and synthesis proce- dure ͑no binary mask was applied͒, reducing the signal bandwidth to 55 Hz-7.74 kHz in order to match processed signals in Session II.
E. Procedure

Session I: SRT and slope measurements
The first session consisted of an adaptive Dantale procedure for each of the four masker types. Prior to this the subjects were given a short training session consisting of 30 randomly chosen sentences using speech-shaped and cafeteria noise maskers. These maskers were chosen to let listeners familiarize themselves with the task under stationary and non-stationary noise conditions.
In the adaptive Dantale procedure, the mixture SNR was varied after each sentence according to the number of correctly identified words, and the 20% and 80% SRTs were tracked in an interleaved manner ͑Brand and Kollmeier, 2002͒. The 20% and 80% points were chosen since they were proposed by Brand and Kollmeier ͑2002͒ to be optimal for the simultaneous measurement of the logistic function parameters L 50 and s 50 of Eq. ͑2͒. A total of 30 sentences were presented for each masker type in the adaptive procedure. To account for learning effects, the order of masker types was balanced across subjects ͑Beck and Zacharov, 2006͒.
Session II: ITFS mixtures
In the second session, each subject listened to 336 offline computed ITFS sentences. The stimuli alone lasted approximately 51 min so the subjects were allowed two breaks in the middle.
Prior to the main experiment, subjects were exposed to 60 sentences of training using all four noise types. First, for each masker type ten sentences corresponded to the unprocessed condition with increasingly lower mixture SNRs. The remaining 20 training sentences corresponded to various ITFS conditions, randomly selected but increasing difficulty. We found from pilot experiments that an extended training procedure was required to reduce learning effects and subject variability.
Learning and other temporal effects were accounted for by using a balanced design: for each subject the ordering of the seven conditions was changed and for each condition the ordering of SNR levels and RC values were balanced as much as possible.
Subjects were seated in a sound treated room where sounds were presented using Sennheiser HD280 Pro headphones connected to a SoundBlaster SB0300 sound card, using a PC running MATLAB.
Level of presentation
All mixtures were normalized to have same broadband long-term signal power before ITFS processing, both across mixture SNR and across noise types. The SSN condition was used to calibrate the presentation level to 65 dB͑A͒ sound pressure level, and the volume control settings were then held fixed. The calibration was done using a sound level meter coupled to an earpiece of the headphones. The resulting presentation levels were measured to 62 dB͑A͒ for cafeteria noise, 60 dB͑A͒ for car interior noise, and 68 dB͑A͒ for bottling hall noise. Figure 2 shows the percentage of correctly identified words as a function of LC for IBM segregated mixtures with the SSN masker in the three mixture SNR settings, averaged over all subjects. The unprocessed conditions do not correspond to a particular LC value, and are inserted as the leftmost points of the respective curves ͑marked as "UN"͒ and connected with dotted lines to the curves.
III. RESULTS AND DISCUSSION
The unprocessed data points resulted in higher performance than expected; across conditions the average scores are 25.7% and 59.5% out of 600 answers, which are larger than the 20% and 50% expected scores. This could be explained by the training that was encountered during Session I and during the training session introduced between Session I and Session II, as described in Sec. II E 2.
Each of the three curves shows a plateau or peak of very high intelligibility; for the 50% SRT ͑SNR of −7.3 dB͒, the interpolated average performance was above 95% in the interval −25 dBϽ LCϽ −2 dB, a 23 dB wide region. For 20% SRT ͑SNR of −9.8 dB͒ the interval was −22 dBϽ LCϽ −6 dB and 16 dB wide, while for the −60 dB case the interval was −69 dBϽ LCϽ −59 dB and 10 dB wide. The results for 20% and 50% SRT have similar profiles as those reported by Brungart et al. ͑2006͒ and Li and Loizou ͑2008͒. In Brungart et al., 2006 , the range is −12 dBϽ LCϽ 0 dB using a multi-talker task and similar ITFS processing. The plateaus in the present study are wider than those of Brungart et al. ͑2006͒, due to higher scores at lower LC values, while plateau upper bounds are similar. Li and Loizou ͑2008͒ reported plateaus from −20 to + 5 dB at −5 dB SNR and −20 to 0 dB at −10 dB SNR using a sentence test with a SSN masker and a T-F representation with linear frequency. The observed differences are probably due to differences in sentence material and mixture SNR. The −60 dB SNR curve, however, is different. First of all, since the mask here was applied to essentially pure noise, this is consistent with the results of Wang et al. ͑2008͒ who demonstrated that listeners achieve nearly perfect recognition from IBM-gated noise where the mask is obtained from speech and SSN. This process of producing intelligible speech from noise may be viewed as a form of noise gating. Our results extend their findings by showing that the vocoding ability of the IBM applies to a range of LC values. This range is not much smaller than those of the performance plateaus at much higher mixture SNR levels, a finding that has not previously been reported.
Secondly, the shape of the −60 dB curve is similar to but narrower than the curves at higher SNR levels, but its position on the LC axis is very much shifted. As pointed out by Brungart et al., ͑2006͒ , the IBM is insensitive to covariations of LC and mixture SNR. This means that the mask pattern is a function of the difference LC-SNR, which was termed RC in Sec. I A.
A. Performance versus RC
Depicting the performance curves versus RC rather than LC brings the curves together, as shown in Fig. 3 . Most notably the decline in performance at high RC values seems to be aligned well. Recall that the IBMs for the three SNR levels are equal for a fixed RC regardless of mixture SNR.
A two-way analysis of variance ͑ANOVA͒ with repeated measures was performed on the rationalized arcsine transformed subject mean percentage scores ͑Studebaker, 1985͒. The ANOVA revealed significant effect of mixture SNR, RC, and of interaction terms, as indicated in Table III . To further investigate the interaction effect, a post hoc Tukey HSD test was performed comparing all pairwise differences across SNR. In Fig. 3 , asterisks are used to indicate significant pairwise differences, where the significance level is indicated by their number: * indicates p Ͻ 0.05, ** indicates p Ͻ 0.01, and *** indicates p Ͻ 0.001. In this case, all pairwise comparisons that were significant were at the level of p Ͻ 0.001. The significance of the difference between the upper and lower SNR performance is indicated to the left of the corresponding data point of the middle SNR curve ͑diamond͒.
In Fig. 4 , plots similar to Fig. 3 are shown for the remaining conditions tested. The two rows of the plots show IBM and TBM processing, respectively. The three columns correspond to the three remaining masker types: cafeteria, car interior, and bottle noise. As shown in Table III , a twoway ANOVA in all conditions revealed significant effects of mixture SNR, RC, and of interaction terms.
The results in Fig. 4 show patterns similar to that of Fig.  3 . Tukey HSD tests revealed significant differences across mixture SNR for low RC values just as was the case for the IBM/SSN condition.
Interpretation using regions in RC
In a manner similar to Brungart et al. ͑2006͒ we divide the performance curves into three distinct regions. The main difference in our analysis is that our regions are defined in terms of RC instead of LC. The purpose is to interpret the intelligibility improvement in terms of RC ͑Fig. 3͒, instead of LC ͑Fig. 2͒. While the aim of the analysis by Brungart et al. ͑2006͒ was to separate effects of informational and energetic masking, our analysis highlights the importance of the binary mask pattern. Fig. 3 . Asterisks ͑ *͒ indicate significant differences between intelligibility scores at adjacent mixture SNR levels, or when placed to the left of a diamond, between the scores at the lowest and highest mixture SNR levels, according to a Tukey HSD test. In the figure, * corresponds to p Ͻ 0.05, ** to p Ͻ 0.01, and *** to p Ͻ 0.001. Region I corresponds to large RC values, where intelligibility decreases with increasing RC due to increasing sparseness of the ideal mask. In our results from the IBM/ SSN condition, performance decreased for RCϾ −2 dB.
Region II corresponds to an intermediate range of RC values, with nearly perfect performance. For the IBM/SSN condition this occurred as a plateau at RC values between −8.8 and −1.6 dB, where intelligibility was above 95%.
Region III ranges below approximately RC= −10 dB in the IBM/SSN case. In this region performance decreases as RC decreases and the number of T-F units included in the IBM increases, until the performance of the unprocessed mixture is reached.
A general pattern in our data is that the influence of mixture SNR on the recognition performance decreases with increasing RC: In Regions I and II the effect was small or insignificant, while in Region III there was significant influence.
The fact that the performance in Region I ͑high RC values͒ showed only a negligible or small effect of mixture SNR level suggests that the target component of the processed mixture plays a relatively small role. Our results seem to indicate that some of the traditional cues for speech perception, such as F0, periodicity, and other temporal fine structure cues, are less important in Region II than in Region III and of even smaller importance in Region I. Otherwise one would have expected a difference in performance across mixture SNRs. So the application of the IBM seems, on the one hand, to improve the intelligibility relative to the unprocessed condition and, on the other hand, to reduce or eliminate the listener's ability to make use of speech cues other than what is carried in the binary mask. This result is of particular interest for the design of hearing aids, since reports suggest that the ability of hearing impaired subjects to make use of temporal fine structure cues is limited compared to normal listeners ͑Lorenzi et al. Hopkins et al. 2008͒ , making the trade-off more favorable for the hearing impaired.
In Region III, there was an overall significant effect of mixture SNR ͑indicated with asterisks in Figs. 3 and 4͒ . We further note that across all seven mask scheme/masker conditions, the increase in performance at the mixture SNR corresponding to 20% SRT from Region III to Region II is accompanied by an increasing vocoding ability at −60 dB mixture SNR.
Influence of masker type
The results in Fig. 4 show that the RC values beneficial to intelligibility varied across the seven mask scheme/masker conditions. While the plateau became narrower at lower mixture SNR levels, its position shifts across the seven conditions tested. As already described, mixture SNR, which factors in the definition of RC, is not a good indicator of intelligibility across masker types. For instance, in the IBM/ bottle noise curve at the mixture SNR corresponding to 50% SRT, the performance plateau-the region of RC values where intelligibility is within 95% of the maximum scoreranged from −22 to − 3 dB ͑measured on interpolated mean data͒, while in the IBM/car noise curve the corresponding plateau occurs in the RC range of −4 to 19 dB. Table IV shows the average plateau width for the three mixture SNR levels for each of the seven mask scheme/ masker conditions. The IBM/SSN condition produced the broadest plateau, 23.6 dB on average, and the TBM/cafeteria the narrowest plateau of 16.9 dB. Comparing mask schemes within masker signals, the IBM showed slightly wider average plateaus for all masker types. The table also gives the peak intelligibility scores of various noise gating curves.
B. Discussion of binary noise gating results
The noise gating performance curves ͑SNR −60 dB͒ form a performance lower bound for each masker type: in no case was the noise gating performance significantly greater than that for any other mixture SNR level. The measured peak value of the noise gating performance curves varied across masker type and mask computation scheme as indicated in Table IV . The effect of masker type was greater than the effect of mask computation scheme ͑from 85.3% for IBM/cafeteria to 99.3% for IBM/car noise͒.
The cafeteria noise was a relatively poor signal for vocoding, yielding maximum scores of 85% correct using IBM and 88% using TBMs, a result which may be explained by the sparse energy distribution in retained T-F units: The presence of 1 in the binary mask may coincide with a dip in the noise signal. In our data, the performance in the TBM/ cafeteria condition with the −60 dB SNR was significantly lower at RC= 15 dB than those with higher SNR levels. The modulation dips of the cafeteria masker made the distribution of T-F energy in the processed signal relatively sparse, a likely reason for reduced intelligibility performance. Figure 5 shows the density of the binary mask measured as percentage ones in the mask averaged over all speech intervals ͑see Sec. II B͒ as function of channel center frequency for different masker types. The bold lines correspond to the RC value with the highest noise gating intelligibility ͑at mixture SNR of −60 dB͒. The figure shows that when the target and masker signal spectra are matched ͑speech-shaped and cafeteria noise͒ the result is a more uniform mask density compared to when the signals are not matched ͑bottle noise and car noise͒.
It should be noted that, for stationary maskers, the TBM is similar to the IBM with a LC parameter made frequency dependent in such a way that the resulting distribution of mask sparseness resembles that of the TBM ͑i.e. IBM with SSN masker͒. Since the TBM in the bottle noise case brings some intelligibility benefits over the IBM, it is possible that speech separation algorithms that estimate the IBM would also benefit from making the LC parameter frequency dependent, to ensure that enough ones are present in frequency bands relevant for speech.
C. Results from TBM
In Fig. 6 , the results of applying the TBM to mixtures of the four masker types are compared. From left to right the mixture SNR level corresponds to 50% SRT, 20% SRT, and −60 dB. The curves corresponding to the four different maskers appear to align well. This is further reflected in Table V , showing the results from a two-way ANOVA with repeated measures performed on the rationalized arcsine mean subject scores, for each of the three mixture SNR levels. Compared to the previous analysis, the effects are not as strong; in fact, the noise type influence was not above the standard 5% significance level for the 20% SRT data and the interaction term for the 50% SRT data was also not significant. Tukey HSD tests revealed significance in the pairwise differences across masker type only for cafeteria noise in −60 dB SNR against all three other noise types, and only for RC values of −23.1, −15.9, and −8.7 dB as indicated with asterisks in Fig. 6 .
D. Performance versus mask density
Given the importance of mask density for resulting intelligibility, the performance scores versus resulting overall mask density are plotted in Fig. 7 . The mask density was measured as resulting percentage of ones in all frequency bands within speech intervals. The unprocessed condition is indicated as having 100% ones in the mask. The IBM results are connected with solid lines, and the TBM results are connected with dashed lines. Note that a nonlinear abscissa is used to better illustrate the performance differences at low percentages.
All curves show maximum performance between 15% and 60% ones in the masks. The curves all show a sharp decline toward zero at low percentages, a plateau in the middle which is wider for higher mixture SNRs and a gradual drop to the level of unprocessed mixtures, from 40% TABLE IV. Measured peak intelligibility score ͑in percentage͒ for noise gating data ͑at a mixture SNR of −60 dB͒ together with average width ͑in RC͒ of performance plateau where the interpolated performance was within 95% of the peak value, for the four masker types and two mask computation schemes. to 100% ones in mask. The TBM and IBM curves are generally similar, with slightly larger scores for the target binary mask except for the cafeteria masker at high percentage of ones. Below 5%-10% ones, the TBM scores were higher than for the IBM for all masker types. For the exceptional case of the cafeteria noise, the IBM strategy based on mixture SNR was apparently better than the TBM scheme according to the target energy. Overall, it is rather remarkable how well the TBM and IBM results are aligned, considering their differences with respect to RC in Fig. 4 .
IV. CONCLUSION
By measuring intelligibility of ideal binary-masked noisy speech, we have shown that intelligibility performance Note that all curves use the same mask for a given RC. The three plots correspond to the three mixture SNR levels. The individual curves correspond to masker types. Asterisks ͑ *͒ indicate significant difference between adjacent noise types ͑ * corresponds to p Ͻ 0.05, ** to p Ͻ 0.01, and *** to p Ͻ 0.001͒, according to a Tukey HSD test.
curves became aligned across a large range of mixture SNR levels when using the RC defined as the difference of LC and SNR. This alignment was demonstrated for four masker types, using the IBM as well as the proposed TBM. By fixing RC and varying the mixture SNR level, we identified three regions in RC, differentiated by intelligibility and influence of the mixture SNR level. In Regions I and II, weak or insignificant influence was found, whereas in Region III the influence was large and significant. The size and location of the regions varied with masker type.
By applying IBM processing to mixtures of low negative SNR levels, we have extended the findings of showing that the processing acts as binary noise gating and produces intelligible speech at a range of sparseness configurations parametrized by RC. We further showed that the proposed TBM based on the target signal alone was comparable to the IBM in terms of intelligibility improvements. For a given level of mask sparseness, the mean measured TBM intelligibility scores were even slightly higher than those of the IBM in some conditions. TABLE V. Two way ANOVA test was performed on rationalized arcsine transformed mean subject scores revealing significance of effects of noise type, RC, and interaction terms for the measurement data shown in Fig. 6 
