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a b s t r a c t
Two integral equations, representing the mechanical response of a 2D infinite plate
supported along a line and subject to a transverse concentrated force, are examined. The
kernels of the integral operators are of the type (x − y) ln |x − y| and (x − y)2 ln |x − y|.
In spite of the fact that these are only weakly singular, the two equations are studied in a
more general framework, which allows us to consider also solutions having non-integrable
endpoint singularities. The existence and uniqueness of solutions of the equations are
discussed and their endpoint singularities detected.
Since the two equations are of interest in their own right, some properties of the
associated integral operators are examined in a scale of weighted Sobolev type spaces.
Then, new results on the existence and uniqueness of integrable solutions of the equations
that in some sense are complementary to those previously obtained are derived.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The following function, representing the mechanical response of a 2D plate subject to a transverse concentrated force,
is known to hold for an infinite plate (see [1,2]), where w is the plate deflection, r the radius measured from the point of
application of the concentrated transverse force P , θ the angular coordinate, and D the plate flexural rigidity:
w (r, θ) = P
8piD
r2 ln r. (1.1)
This function is the classical fundamental polar solution of the plane biharmonic equation.
If the plate is supported along a line given by a function δ(x) defined on the segment [−1, 1], and the distributed contact
reaction is assumed to be described by an integrable distributed shear force g(y), the governing integral equation that one
can derive using (1.1) has the form (see [3–5])∫ 1
−1
g(y)(x− y)2 ln |x− y|dy = h(x)− 8piDδ(x)+ a, (1.2)
where h(x) is a known function depending on the kind of plate loading, and a is an unknown constant support profile
translation, to be determined together with the function g(y).
An alternative situation is examined in which the plate is again supported along a line defined on a segment of length 2,
but the distributed contact reaction is assumed to be described by a distributed (integrable) twisting momentm.
I This work was supported by the Ministero dell’Istruzione, dell’Università e della Ricerca of Italy.∗ Corresponding author.
E-mail address: giovanni.monegato@polito.it (G. Monegato).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.01.021
P. Junghanns et al. / Journal of Computational and Applied Mathematics 234 (2010) 2808–2825 2809
The function representing the mechanical response of the same plate subjected to a concentrated moment is obtained
by differentiating the fundamental function with reference to a concentrated force [1]. The governing integral equation,
obtained by differentiating (1.1), possesses the form (see [3–5])∫ 1
−1
m(y)(x− y) [1+ 2 ln |x− y|] dy = h(x)− 8piDδ(x)+ a, (1.3)
where a is an unknown translation constant, to be determined together withm(y).
In [4] the above two equations have been examined under the assumption that they admit integrable solutions. The
lengthy and somewhat cumbersome analysis performed in that paper shows that if such solutions exist then they must
necessarily be unique. In particular, in the case of Eq. (1.3) it has been shown that there exists a unique value of the constant
a for which such a solution exists. An explicit integral representation for this solution has also been given.
In [4] it has also been proved that in general there are no integrable functions satisfying Eq. (1.2) for some value of the
corresponding constant a.
In Sections 3 and 4we examine Eqs. (1.2) and (1.3) in amore general framework, which allows us to detect also solutions
having non-integrable singularities; this is in particular the case for Eq. (1.2).Wewill determine the exact endpoint behaviors
of the solutions of our equations. To perform our analysis, we will use a basic (known) result that is briefly outlined in
Section 1. In this section we also prove an identity that is the key point for the subsequent analysis.
Since Eqs. (1.2) and (1.3) are of interest in their own right, in Section 5 someproperties of the associated integral operators
are first examined in a scale of weighted Sobolev type spaces. These are then used to find new results on the existence and
uniqueness of integrable solutions of Eqs. (1.2) and (1.3) that in some sense are complementary to those obtained in the
previous sections. The results derived in Section 5 provide the proper setting for the study of numerical methods for solving
the above equations, that will be proposed in a forthcoming paper [6].
The results that we obtain in this paper will we hope give a contribution to the analysis of the initial contact problem
that we have considered.
2. The ln |x− y| kernel case
We consider the following (weakly singular) integral equation:∫ 1
−1
[2 ln |x− y| + 3]g0(y)dy = f (x), −1 < x < 1, (2.1)
where we assume f sufficiently smooth (for example f ∈ C2[−1, 1]) and the kernel is obtained by differentiating twice,
with respect to r , the fundamental solution r2 ln r .
If we rewrite the equation in the new form∫ 1
−1
ln |x− y|g0(y)dy = 12 [f (x)− 3m0], −1 < x < 1, (2.2)
where we have setm0 =
∫ 1
−1 g0(y)dy, for the unique integrable solution g0(x)we have the following integral representation
(see [7], p. 304):
g0(x) = 12pi2
{
d
dx
[√
1− x2
∫ 1
−1
1√
1− y2
f (y)
y− xdy
]
+ c√
1− x2
}
, (2.3)
where the integral is defined in the Cauchy principal value sense and
c = − 1
ln 2
[∫ 1
−1
f (y)√
1− y2 dy− 3pim0
]
.
Notice that if we multiply both members of Eq. (2.1) by (1− x2)−1/2 and then integrate them over (−1, 1) recalling that∫ 1
−1
ln |x− y|√
1− y2 dy = −pi ln 2
we obtain the following alternative representation for the momentm0:
m0 = 1
pi(3− 2 ln 2)
∫ 1
−1
f (x)√
1− x2 dx,
which gives
c = 2
3− 2 ln 2
∫ 1
−1
f (x)√
1− x2 dx. (2.4)
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Remark 2.1. Since the solution g0(y) is unique, when the right hand side f (x) is odd we have c = 0. In this case g0(y) is also
odd.
We remark that under the assumption that we have made on the known function f (x), the solution g0(x) is necessarily of
the form
g0(x) = a−1(x)√
1− x2 + a
′
1(x)
√
1− x2 (2.5)
with ai(x) ∈ C1[−1, 1], and in particular with
a1(x) = 12pi2
∫ 1
−1
1√
1− y2
f (y)− f (x)
y− x dy
a−1(x) = c − xa1(x).
Since ai ∈ C3[−1, 1]whenever f ∈ C4[−1, 1], if in (2.1) we further assume that f ∈ C4[−1, 1] then we also have
g ′0(x) =
b−2(x)
(1− x2)3/2 +
b−1(x)
(1− x2)1/2 + b0(x)
√
1− x2 (2.6)
and
g ′′0 (x) =
c−3(x)
(1− x2)5/2 +
c−2(x)
(1− x2)3/2 +
c−1(x)
(1− x2)1/2 + c0(x)
√
1− x2, (2.7)
where b−i(x) ∈ C i+1[−1, 1] and c−i(x) ∈ C i[−1, 1].
To justify the hypersingular integral equations that will be examined in the next two sections, we prove the following
identity.
Theorem 2.2. For a function g0(y) having expansions (2.5)–(2.7) and for α, β ∈ C the following identity holds:∫ 1
−1
[2 ln |x− y| + 3]g0(y)dy = fp
∫ 1
−1
{(x− y)[2 ln |x− y| + 1] + α}g ′0(y)dy
= fp
∫ 1
−1
[(x− y)2 ln |x− y| + α(x− y)+ β]g ′′0 (y)dy, (2.8)
where fp means that the associated integral is defined in the finite part sense (see [8]).
Proof. We remark as a preliminary that these finite part integrals are simply the integral formulations of the corresponding
distributional operators defined in [7]. They operate on (non-integrable) functions pointwise defined rather than on
distributions. This is because the functions that we are dealing with are smooth in (−1, 1) and have at most non-integrable
singularities at the endpoints.
Notice also that for the functions g0(y) having the above behavior (2.5)–(2.6), the values of the finite part integrals in
(2.8) do not depend on the parameters α and β , since in this case we have
fp
∫ 1
−1
g ′0(y)dy = 0, fp
∫ 1
−1
g ′′0 (y)dy = 0, fp
∫ 1
−1
yg ′′0 (y)dy = 0.
If the functions g0, g ′0 are both integrable in the usual sense, or, for example, g0(x) is such that the corresponding expansions
(2.5)–(2.6) have the form
· · · + d−1(x)√
1− x2 + d0(x), d−i(x) ∈ C
i[−1, 1] (2.9)
with the coefficient d0(x) not vanishing at both endpoints, in general these parameters become significant and the equalities
in (2.8) do not hold.
To prove our statements we simplify the notation by setting
k′′yy(x, y) = 2 ln |y− x| + 3, k′y(x, y) = (y− x)[2 ln |y− x| + 1] − α,
and
k(x, y) = (y− x)2 ln |y− x| − α(y− x)+ β,
where α and β are arbitrary constants. Then we consider the first integral in (2.8) and define it as follows:
Ix = lim
→0
∫ 1−
−1+
k′′yy(x, y)g0(y)dy = lim
→0
∫ 1−
−1+
g0(y)dk′y.
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From this, by performing integration by parts in the last integral, first we obtain
Ix = lim
→0
{[
g0(y)k′y(x, y)
]1−
−1+ −
∫ 1−
−1+
k′y(x, y)g
′
0(y)dy
}
(2.10)
and then, integrating by parts once more the last integral in (2.10),
Ix = lim
→0
{[
g0(y)k′y(x, y)
]1−
−1+ −
[
g ′0(y)k(x, y)
]1−
−1+ +
∫ 1−
−1+
k(x, y)g ′′0 (y)dy
}
. (2.11)
Since in the case under consideration the functions g0, g ′0, g
′′
0 have the form (2.5)–(2.7), and the above limits exist, these
expressions lead to the relationships (2.8). Indeed the above expressions coincide with the corresponding definitions of
finite part integrals (see [8]). 
Remark 2.3. The general identity (2.8) holds whenever the boundary terms in (2.10) and (2.11) give rise to a zero constant
in the corresponding expansions centered at  = 0. This is the case, for example, for an integrable function g0(y) such that
g0 and g ′0 both have an expansion of type (2.9) with d0(x) ∈ C[−1, 1] vanishing at both endpoints±1.
3. The (x− y) ln |x− y| kernel case
In this section we answer the question of the existence of solutions of the integral equation
fp
∫ 1
−1
[(x− y)(2 ln |x− y| + 1)+ α]g(y)dy = f (x) − 1 < x < 1, (3.1)
where α is an arbitrary constant. We remark that the integral in (3.1) is defined in the finite part sense only when g(y) has
non-integrable (endpoint) singularities; otherwise it will coincide with the ordinary Riemann integral.
Following [7], p. 310, but without making explicit use of distributional operators, we look for solutions of the form
g(y) = g ′0(y)+ c0, (3.2)
where g0(y) is an unknown function having an expansion of type (2.9), with d(±1) = 0, and c0 is an arbitrary constant.
Notice that it is the constant c0(6= 0) that makes the kernel parameter α active. Moreover, if we move this latter parameter
to the right hand side of (3.1), then it generates a corresponding arbitrary constant added to f (x).
We further remark that we cannot exclude a priori the existence of solutions having a different form, for which identities
(2.8) do not hold.
By inserting expression (3.2) into (3.1) we obtain
fp
∫ 1
−1
[(x− y)(2 ln |x− y| + 1)+ α]g ′0(y)dy = h(x), (3.3)
where
h(x) = f (x)− c0[(1+ x)2 ln(1+ x)− (1− x)2 ln(1− x)] − 2c0α = h0(x)− 2c0α.
Recalling identity (2.8), this equation can be reduced to one having the form of (2.1),∫ 1
−1
[2 ln |x− y| + 3]g0(y)dy = h(x),
whose (unique) solution has representation (2.3). Notice however that since h ∈ C1[−1, 1] (actually h ∈ C2−[−1, 1], with
 > 0 arbitrarily small), an expansion of type (2.9), with d(±1) = 0, certainly holds for the solution g0(y); thus the use of
identity (2.8) is justified.
Therefore, using the identity∫ 1
−1
1√
1− y2
1
y− xdy = 0, −1 < x < 1
for our solution of Eq. (3.1) we have the expression
g(x) = 1
2pi2
{
d2
dx2
[√
1− x2
∫ 1
−1
1√
1− y2
h0(y)
y− xdy
]
+ c x
(1− x2)3/2
}
+ c0, (3.4)
where
c = c(c0, α) = 23− 2 ln 2
[∫ 1
−1
h0(y)√
1− y2 dy− 2pic0α
]
.
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Remark 3.1. When the right hand side of (3.1), f (x), is odd, then also h0(y) is odd and we have
c = − 4pic0α
3− 2 ln 2 .
In (3.4) this is the only term which depends upon α.
To determine the behavior of g(y) around±1, we need to examine the function
I(x) =
∫ 1
−1
1√
1− y2
h0(y)
y− xdy = H(x)− c0J(x), (3.5)
where we have set
H(x) =
∫ 1
−1
1√
1− y2
f (y)− f (x)
y− x dy,
J(x) =
∫ 1
−1
1√
1− y2
(1+ y)2 ln(1+ y)− (1− y)2 ln(1− y)
y− x dy.
(3.6)
Notice that H(x) is even whenever f (x) is odd, while J(x) is always even. This latter can be computed explicitly using the
integrals reported in the Appendix.
In particular we have
d
dx
[√
1− x2H(x)
]
= − xH(x)
(1− x2)1/2 +
√
1− x2H ′(x),
d
dx
[√
1− x2J(x)
]
= −2pi
[
(3− 2 log 2)x
(1− x2)1/2
]
+ 2pi2(pix− 2 arcsin x)
(3.7)
and
d2
dx2
[√
1− x2H(x)
]
= − x
2H(x)
(1− x2)3/2 −
H(x)+ 2xH ′(x)
(1− x2)1/2 +
√
1− x2H ′′(x),
d2
dx2
[√
1− x2J(x)
]
= −2pi
[
(3− 2 log 2)x2
(1− x2)3/2 +
5− 2 log 2
(1− x2)1/2
]
+ 2pi2.
(3.8)
If the function f (x) is sufficiently smooth (C3[−1, 1]) then H ′′(x) is even continuous on [−1, 1].
Here it is fundamental to observe that the expansion of g0(x) that we obtain by using representations (3.7) is of type (2.9),
with d0(x) vanishing, as expected, at x = ±1. Thus the first relationship in (2.8) has been correctly applied (see Remark 2.3).
Therefore using (3.8), from (3.4) we derive the following expansion for the solution of Eq. (3.1):
g(x) = a0(x)
(1− x2)3/2 +
a1(x)
(1− x2)1/2 + a2(x)
√
1− x2, (3.9)
where in particular
a0(x) = − x2pi2 {x[H(x)− 2pic0(3− 2 log 2)] − c},
a1(x) = − 12pi2 [H(x)+ 2xH
′(x)− 2pic0(5− 2 log 2)],
a2(x) = 12pi2H
′′(x).
(3.10)
with ai(x) ∈ C2−i[−1, 1].
Thus in general, for any given value of α, Eq. (3.1) has infinitelymany solutions having a (1−x2)−3/2 endpoint singularity,
all depending on the arbitrary constant c0. However, if we choose properly the constants c0 and α, this set of solutions will
reduce to a unique solution having a (1− x2)−1/2 singularity. Recall that the constant c given in (3.4) has the form
c = − 4pi
3− 2 ln 2 c0α + B, B =
2
3− 2 ln 2
∫ 1
−1
h0(y)√
1− y2 dy.
To prove the previous statement, it is sufficient to choose the two constants c0, α such that a0(±1) = 0. This implies
2pi(3− 2 ln 2)c0 − c = H(−1),
2pi(3− 2 ln 2)c0 + c = H(1),
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from which it follows that
c0 = H(−1)+ H(1)4pi(3− 2 ln 2) <∞,
c = 1
2
[H(1)− H(−1)], i.e. α = 3− 2 ln 2
4pic0
(B− c) whenever c0 6= 0.
(3.11)
Notice that these ‘‘optimal’’ values of the constants c0 and α depend only upon the data f (x). Notice also that when f (x) is
an even function, H(x) is odd and therefore c0 = 0, c = B. In this case an integrable solution which does not depend upon
α exists if and only if B = H(1).
When the solution is integrable in the Riemann sense then it can be shown that the solution that we have obtained is
indeed unique. This statement follows easily from the uniqueness of the solution of Eq. (2.1), once we differentiate Eq. (3.1)
with respect to the variable x. The integral in (3.1) is now defined in the Riemann sense.
Thus the following result holds.
Theorem 3.2. If f ∈ C3[−1, 1] and H(−1) 6= H(1), then Eq. (3.1) has a unique solution having a (1 − y2)−1/2 endpoint
singularity only if the kernel constant α takes the value given above in (3.11), which depends only upon f (x). Otherwise, for any
given other value of α, the equation has infinitely many solutions, depending on the arbitrary constant c0, having a (1− y2)−3/2
endpoint singularity.
When f (x) is an even function, there is a unique solution having a (1 − y2)−1/2 endpoint singularity, which does not depend
upon the value of α, if and only if B = H(1), i.e.,
2
3− 2 ln 2
∫ 1
−1
f (y)√
1− y2 dy =
∫ 1
−1
1√
1− y2
f (y)− f (1)
y− 1 dy.
Remark 3.3. When f (x) is odd we have B = 0; hence α = 0, since c = 0.
The following corollary is a straightforward consequence of the theorem above. It is sufficient to move the α term to the
right hand side.
Corollary 3.4. If f ∈ C3[−1, 1] is such that H(−1) 6= H(1), then there is a unique choice of the constant a for which the
equation∫ 1
−1
(x− y)[2 ln |x− y| + 1]g(y)dy = f (x)+ a, −1 < x < 1, (3.12)
has a unique L1 solution. In particular a = 0 when f (x) is odd.
The existence of non-integrable solutions not having the form (3.2) and (2.5) remains an open question. So also does
the existence of integrable solutions (not of form (3.2) and (2.5)) when f (x) is even and B 6= H(1) is open. By adopting a
completely different approach, an answer for this latter case will be given in Section 5 (see Corollary 5.5).
Remark 3.5. From the results above it follows that the value of α which gives rise to the unique integrable solution of Eq.
(3.1) can be evaluated a priori. To compute its value one has to determine first the constants c0, c and then B. The integrals
defining H(±1) and B can be computed using the well known Gauss–Chebyshev quadrature rule.
Once the value of α is determined, onemay proceed by solving the correspondingweakly singular integral equation (3.1)
by means of a numerical method. However this equation is ill-posed (see also Corollary 5.3).
4. The (x− y)2 ln |x− y| kernel case
In this section we examine the existence of solutions of the integral equation
fp
∫ 1
−1
[(x− y)2 ln |x− y| + α(x− y)+ β]g(y)dy = f (x) − 1 < x < 1, (4.1)
where α and β are arbitrary constants and we assume f ∈ C4[−1, 1]. In this case we set
g(y) = g ′′0 (y)+ c0 + c1y, (4.2)
where g0(y) is an unknown function having, together with g ′0(y), an expansion of type (2.9) with d0(±1) = 0, and c0, c1 are
arbitrary constants.
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Remark 4.1. The constants α and β play an active role because of the presence of the term c0 + c1y. Thus they are both
significant only if c0, c1 6= 0. Moreover, if we move this term to the right hand side, a first-degree polynomial with arbitrary
coefficients (since α and β are assumed arbitrary) is added to f (x).
By inserting expression (4.2) into (4.1) we obtain
fp
∫ 1
−1
[(x− y)2 ln |x− y| + α(x− y)+ β]g ′′0 (y)dy = h(x) (4.3)
where
h(x) = f (x)− c0rα,β(x)− c1sα(x),
having set
rα,β(x) = k0(x)− 29 (1+ 3x
2)+ 2αx+ 2β = dr,α(x)+ 2β,
sα(x) = k1(x)+ xk0(x)− x2 (x
2 + 1)− 2
3
α = ds(x)− 23α
with
k0(x) = 13
[
(1− x)3 ln(1− x)+ (1+ x)3 ln(1+ x)] ,
k1(x) = 14
[
(1− x)4 ln(1− x)− (1+ x)4 ln(1+ x)] .
Recalling identity (2.8), this equation can be reduced to one having the form of (2.1),∫ 1
−1
[2 ln |x− y| + 3]g0(y)dy = h(x),
whose (unique) solution has the representation (2.3). Therefore, for the solution of Eq. (4.1) the following representation
holds:
g(x) = 1
2pi2
{
d3
dx3
[√
1− x2
∫ 1
−1
1√
1− y2
h0,α(y)
y− x dy
]
+ c 1
(1− x2)3/2 + c
3x2
(1− x2)5/2
}
+ c0 + c1x,
− 1 < x < 1, (4.4)
where
h0,α(y) = f (y)− c0dr,α(y)− c1ds(y),
c = c(c0, c1, α, β) = 23− 2 ln 2
∫ 1
−1
h(y)√
1− y2 dy =
2pi
γ0
[
Af − c0(γ1 + 2β)+ 23 c1α
]
(4.5)
where we have set
Af = 1
pi
∫ 1
−1
f (y)√
1− y2 dy, γ0 = 3− 2 ln 2 > 0, γ1 =
1
6
(9− 10 ln 2) > 0.
To detect the behavior of g(y) around±1, we need to examine the function
I(x) =
∫ 1
−1
1√
1− y2
h0,α(y)
y− x dy = H(x)− c0J0,α(x)− c1J1(x), (4.6)
where we have defined
H(x) =
∫ 1
−1
1√
1− y2
f (y)
y− xdy =
∫ 1
−1
1√
1− y2
f (y)− f (x)
y− x dy,
J0,α(x) =
∫ 1
−1
1√
1− y2
dr,α(y)
y− x dy =
∫ 1
−1
1√
1− y2
dr,α(y)− dr,α(x)
y− x dy,
J1(x) =
∫ 1
−1
1√
1− y2
ds(y)
y− xdy =
∫ 1
−1
1√
1− y2
ds(y)− ds(x)
y− x dy.
(4.7)
Notice that since H(x), J0,α(x), J1(x) are all at least C2[−1, 1], for the functions g0(x) and g ′0(x) an expansion of type (2.9)
with d0(±1) = 0 holds necessarily. Thus the use of identities (2.8) is allowed.
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To find the expansion for g(x)we need to compute
d3
dx3
[√
1− x2H(x)
]
,
d3
dx3
[√
1− x2J0,α(x)
]
,
d3
dx3
[√
1− x2J1(x)
]
.
Since we have assumed f ∈ C4[−1, 1], for H ∈ C3[−1, 1]we have
d3
dx3
[√
1− x2H(x)
]
= −3 x
3H(x)
(1− x2)5/2 − 3x
H(x)+ xH ′(x)
(1− x2)3/2 − 3
I ′(x)+ xH ′′(x)
(1− x2)1/2 +
√
1− x2H ′′′(x). (4.8)
The determination of the other two derivatives can be done explicitly using some of the integral formulas reported in the
Appendix. This requires several pages of cumbersome calculation that we omit.
Taking into account the representation (4.4), for the solution g(x)we obtain an expansion of the following type:
g(x) = a0(x)
(1− x2)5/2 +
a1(x)
(1− x2)3/2 +
a2(x)
(1− x2)1/2 + a3(x)+ c0 + c1x, (4.9)
where ai(x) ∈ C3−i[−1, 1] and a3(±1) = 0. In particular we have
a0(x) = − x2pi2
{−3x2H(x)+ 2pic0 [1+ 3αx+ 3(1− ln 2)x2]− 8pic1 [−1− 3αx+ 3 ln 2 x2 + 3x4]+ 3cx}
a1(x) = 12pi2
{
−3xH(x)− 3x2H ′(x)+ 2
3
pic0
[
1+ 9αx+ 3(7− 6 ln 2)x2]
−pic1
[(
187
9
− 124
3
ln 2
)
x− 48αx2 − (46− 48 ln 2)x3
]
+ c
}
.
(4.10)
For any given values of the kernel coefficients α and β (see (4.1)) we can always choose the free coefficients c0 and c1
such that a0(−1) = a0(1) = 0, thus reducing the (1− x2)−5/2 singular term to a (1− x2)−3/2 one. These conditions lead to
the system
2pi(4− 3 ln 2− 3α)c0 − 8pi(2+ 3 ln 2+ 3α)c1 − 3c = 3H(−1)
2pi(4− 3 ln 2+ 3α)c0 − 8pi(2+ 3 ln 2− 3α)c1 + 3c = 3H(1).
That is,
(4− 3 ln 2)c0 − 4(2+ 3 ln 2)c1 = 34pi [H(−1)+ H(1)](
α − γ1 + 2β
γ0
)
c0 + 2α
(
2+ 1
3γ0
)
c1 = −Af
γ0
+ 1
4pi
[H(1)− H(−1)].
(4.11)
The determinant of this system is
det = 2α(4− 3 ln 2)
(
2+ 1
3γ0
)
+ 4(2+ 3 ln 2)
(
α − γ1 + 2β
γ0
)
which is certainly different from zero whenever
β 6= 1
2
{
α
[
1+ 4− 3 ln 2
2+ 3 ln 2
(
1+ 1
2γ0
)]
γ0 − γ1
}
. (4.12)
Therefore, if the values of α, β satisfy this inequality, there is a unique choice of the free coefficients c0, c1 that eliminates
the (1− x2)−5/2 singularity. In particular if α = β = 0, for a general right hand side, f (x), Eq. (4.1) has a unique solution of
form (4.2) with a (1− x2)−3/2 singularity. This is indeed the correct endpoint behavior of the distributed shear force g(y) for
the 2D contact problem mentioned at the beginning of the introduction. Thus Eq. (1.3), with a = 0, is the correct integral
equation formulation, as long as its solution is found among the functions having a (1 − x2)−3/2 endpoint singularity and
the integral is defined in the finite part sense.
Theorem 4.2. If in (4.1) f ∈ C4[−1, 1], then for any values of the coefficients α, β satisfying the inequality (4.12), in particular
for α = β = 0, Eq. (4.1) has a unique solution of form (4.2) having a (1− x2)−3/2 singularity.
If insteadwe consider α and β as free parameters, thenwe could examine the possibility of choosing them, together with
c0 and c1, to eliminate also the (1 − x2)−3/2 singularity, thus obtaining an integrable solution. To this end it is sufficient to
set
a0(−1) = a0(1) = 0,
a¯1(−1) = a¯1(1) = 0,
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where
a¯1(x) = a1(x)+ a0(x)1− x2 ,
and examine the corresponding 4 × 4 (nonlinear) system. To compute a¯1(±1) it is sufficient to remark that a¯1(±1) =
a1(±1) − 12 a¯′0(±1), where we have set a0(x) = xa¯0(x). After some simple manipulation we end up with the following
system:
(4− 3 ln 2)c0 − 4(2+ 3 ln 2)c1 = 34pi [H(−1)+ H(1)](
α − γ1 + 2β
γ0
)
c0 + 2α
(
2+ 1
3γ0
)
c1 = −Af
γ0
+ 1
4pi
[H(1)− H(−1)]
6[α + (1− ln 2)]c0 − 13
(
205
3
+ 92 ln 2
)
c1 = 3
pi
[H(1)+ H(−1)] − 9
4pi
[H ′(1)− H ′(−1)][
9α + 62
3
− 18 ln 2− 5(γ1 + 2β)
]
c0 − 13
[
100α − 205
3
− 92 ln 2
]
c1 = 3
pi
[
2H(1)+ 3
2
H ′(1)
]
− 5Af
γ0
.
As in the previous case we will have to assume that f (x) is such that c0 6= 0; otherwise the parameter α would not affect
the solution and thus in general it would not be possible to choose our free coefficients so as to have an integrable solution
of form (4.2). This does not means that an integrable solution does not exist for a proper choice of the values of α and β . It
simply implies that if it exists it does not have the form (4.2) with g0(y), g ′0(y) both having an expansion of type (2.9), where
d0(±1) = 0.
To avoid further cumbersome calculation, we prefer to give an answer to this case in the next section. There, by adopting
a different approach, but assuming f (x) slightly smoother, we will be able to show that there is a unique choice of α and β
giving an integrable solution g(x) (see Corollary 5.14).
The following corollary is then a straightforward consequence of this result. It is sufficient to move the α and β terms to
the right hand side.
Corollary 4.3. Assuming that f (x) satisfies the smoothness assumption made in Corollary 5.14, there is a unique choice of the
constants a, b for which the equation∫ 1
−1
(x− y)2 ln |x− y|g(y)dy = f (x)+ a+ bx − 1 < x < 1, (4.13)
has a unique L1 solution.
We recall that the constants in Eq. (4.13) have a physical meaning: a and b represent a coordinate translation and a ‘‘tilting’’
effect, respectively. However, while the values ofα andβ depend only on f (x), and thus can be determined a priori by solving
the 4× 4 system mentioned above, those of a, b ought to be determined simultaneously together with the unknown g(y).
Therefore if in Eq. (1.3), besides a coordinate translation a, we also allow a tilting effect bx, then the corresponding shear
force will have only a (1− x2)−1/2 endpoint singularity.
5. Fredholm properties of the integral operators
In the previous two sectionswehave proved that under certain assumptions on the given function f (x), Eqs. (3.1) and (4.1)
have unique L1 solutions whenever their kernel coefficients (α, β) are properly chosen. To understand better the behavior
of these equations in this particular case, and to prepare the necessary setting for the construction and study of appropriate
numerical methods for their solution, in this section we examine some of the main properties of the integral operators
defined by the main part of the equation kernels, when they are acting on certain weighted L2 spaces. We will also derive
some new results on the existence of solutions for the associated equations. The numerical methods will be proposed and
examined in a forthcoming paper [6].
To this end we denote by L2σ the Hilbert space of all square integrable (complex valued), w.r.t. σ(x) = (1 − x2)−
1
2 ,
functions on the interval (−1, 1) equipped with the inner product
〈u, v〉σ =
∫ 1
−1
u(x)v(x)σ (x) dx, σ (x) = (1− x2)− 12 ,
and the norm ‖u‖σ =
√〈u, u〉σ . Let us start with the relation (see, for example, [7, p. 296])
ln |y− x| = − ln 2−
∞∑
n=1
2
n
Tn(x)Tn(y), x, y ∈ (−1, 1), x 6= y,
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where the Tn(x) are the Chebyshev polynomials of first kind, Tn(cos s) = cos(ns), and which has to be understood in the
following sense: The system
{
pσn
} ∞
n=0 with p
σ
0 (x) = 1√pi T0(x) and pσn (x) =
√
2
pi
Tn(x), n = 1, 2, . . . , forms an orthonormal
system in L2σ . The function Lx : (−1, 1) −→ C, y 7→ ln |x− y| belongs to L2σ for all x ∈ R, such that Lx can be represented in
the form
Lx =
∞∑
n=0
〈
Lx, pσn
〉
σ
pσn ,
which implies that limn→∞
∥∥Lx − Lxn∥∥σ = 0 for all x ∈ R, where
Lxn =
n∑
k=0
〈
Lx, pσk
〉
σ
pσk .
For x ∈ (−1, 1) one has 〈Lx, pσ0 〉σ = −pi ln 2pσ0 (x) and 〈Lx, pσn 〉σ = −pin pσn (x), n = 1, 2, . . . ,which leads to
Lx = ln | · −x| = −pi ln 2pσ0 (x)pσ0 −
∞∑
n=1
pi
n
pσn (x)p
σ
n , x ∈ (−1, 1), (5.1)
in the sense of convergence in the norm of the space L2σ . Consider the operator
(Au)(x) := − 1
pi
∫ 1
−1
ln |y− x|u(y) dy√
1− y2 = −
1
pi
〈u, Lx〉σ , −1 < x < 1.
Since, for u ∈ L2σ ,
‖Au‖σ = 1
pi
√∫ 1
−1
|〈u, Lx〉σ |2 dx√
1− x2 ≤
1
pi
√∫ 1
−1
‖Lx‖2σ
dx√
1− x2 ‖u‖σ
and, due to (5.1),
‖Lx‖2σ = pi(ln 2)2 +
∞∑
n=1
pi2
n2
|pσn (x)|2 ≤ pi
[
(ln 2)2 +
∞∑
n=1
2
n2
]
,
the operatorA : L2σ −→ L2σ is a linear and bounded operator, i.e.A ∈ L(L2σ ). Moreover,
(Apσj )(x) = −
1
pi
lim
n→∞
〈
pσj , L
x
n
〉
σ
=
(ln 2)p
σ
0 (x) : j = 0,
1
j
pσj (x) : j = 1, 2, . . . . (5.2)
From this we get that the operatorA : L2,sσ −→ L2,s+1σ is linear and bounded for all s ≥ 0, where
L2,sσ =
{
u ∈ L2σ :
∞∑
n=0
(n+ 1)2s ∣∣〈u, pσn 〉σ ∣∣2 <∞
}
denotes the Sobolev space equipped with the norm (see, for example, [9])
‖u‖σ ,s =
( ∞∑
n=0
∣∣〈u, pσn 〉σ ∣∣2 (n+ 1)2s
) 1
2
.
Of course, the space L2,sσ is isometric isomorphic to the space `
2
s ,
`2s =
{
ξ = (ξn) ∞n=0 :
(
(n+ 1)sξn
) ∞
n=0 ∈ `2
}
, ‖ξ‖`2s =
∥∥((n+ 1)sξn) ∞n=0∥∥`2 ,
`2 =
ξ = (ξn) ∞n=0 : ξn ∈ C, ‖ξ‖`2 :=
√√√√ ∞∑
n=0
|ξn|2 <∞
 .
The respective isometric isomorphism is given by Js : L2,sσ −→ `2s , u 7→
(〈
u, pσn
〉
σ
) ∞
n=0. In this way the operatorA becomes
the diagonal matrix
A = Js+1AJ−1s = diag
[
αn
]∞
n=0 : `2s −→ `2s+1, (ξn) ∞n=0 7→ (αnξn) ∞n=0 ,
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α0 = ln 2, αn = 1n , n ≥ 1. Moreover, the dual space (L2,sσ )∗ is isometric isomorphic to `2−s via the map Ĵs : (L2,sσ )∗ −→
`2−s, ϕ ∈ (L2,sσ )∗ 7→ (ϕn) ∞n=0 ∈ `2−s, where ϕn = ϕ(pσn ). If, for s > 0, we denote by L2,−sσ the dual space (L2,sσ )∗ then we can
consider A : L2,sσ −→ L2,s+1σ for all s ∈ R as a linear and bounded operator in the sense of the aforementioned diagonal
operator A : `2s −→ `2s+1, i.e. (Aϕ)(pσn ) = ϕ(αnpσn ), n = 0, 1, 2, . . . , for ϕ ∈ L2,sσ =
(
L2,−sσ
)∗ if s < 0. Furthermore, this
operator is invertible, where A−1 = diag [α−1n ].
Corollary 5.1. For each right hand side f ∈ L2,1σ , Eq. (2.1) has a unique solution g0 ∈ L2ϕ with ϕ(x) =
√
1− x2.
Proof. Eq. (2.1) can be written in the form Au0 − T u0 = − 12pi f , where g0 = σu0 and T u0 = 32
〈
u0, pσ0
〉
σ
pσ0 . Of course,
T : L2σ −→ L2,1σ is compact, such thatA−T : L2σ −→ L2,1σ is a Fredholm operator with index zero. Now, u0 ∈ kerL2σ (A−T )
impliesAu0 = T u0 and thus u0 = 0, since ln 2 6= 32 , which completes the proof. 
Corollary 5.1 can be generalized in the followingway, using the abovementioned general definition ofA : L2,sσ −→ L2,s+1σ
for all s ∈ R: For each right hand side f ∈ L2,s+1σ , Eq. (2.1) has a unique solution g0 ∈ σL2,sσ :=
{
σu : u ∈ L2,sσ
}
.
We continue with considering the operator
(Bu)(x) := − 1
pi
∫ 1
−1
(y− x) ln |y− x|u(y) dy√
1− y2 , −1 < x < 1.
Of course,B = AM −MA, where (Mu)(x) = xu(x). Using the relation
xpσn (x) =
1
2
[
pσn+1(x)+ pσn−1(x)
]
, n = 2, 3, . . . , (5.3)
we get
Mpσ0 =
1√
2
pσ1 , Mp
σ
1 =
1
2
pσ2 +
1√
2
pσ0 , Mp
σ
n =
1
2
(
pσn+1 + pσn−1
)
, n = 2, 3, . . . .
Consequently, taking into account (5.2) we have
Bpσn =
{−β0pσ1 : n = 0,
βn−1pσn−1 − βnpσn+1 : n = 1, 2, . . . , (5.4)
where
β0 = ln 2− 1√
2
and βn = 12n(n+ 1) , n = 1, 2, . . . .
Corollary 5.2. The operator B : L2,sσ −→ L2,s+2σ is bounded and
B = Js+2BJ−1s : `2s −→ `2s+2, (ξn) ∞n=0 7→ (βnξn+1 − βn−1ξn−1) ∞n=0 , β−1 := 0, ξ−1 := 0.
The homogeneous equation Bξ = Θ has in `2− 32 only the trivial solution. Moreover, the equation Bξ = (1, 0, 0, . . .) has no
solution in `2− 32
.
Proof. The equation Bξ = Θ implies ξ1 = 0 and ξn = βn−2ξn−2βn−1 = 0 for n = 3, 5, 7, . . . . If ξ0 = 0 then also ξn = 0 for
n = 2, 4, 6, . . . . Let ξ0 = 1. Then ξ2 = 4β0 and ξ2m = mm−1ξ2(m−1) = 4mβ0,m = 2, 4, . . . . In this case, ξ belongs to `2s if
and only if s < − 32 . Since Bξ = (1, 0, 0, . . .) leads to ξ1 = β−10 , analogous considerations complete the proof. 
Define the shift operator V : `2s −→ `2s , (ξn) ∞n=0 7→ (0, ξ0, ξ1, . . .) and the respective left inverse operator V−1 : `2 −→
`2, (ξn)
∞
n=0 7→ (ξ1, ξ2, ξ3, . . .) as well as the isometric isomorphism R2 : `2s −→ `2s+2, (ξn) ∞n=0 7→
(
1
(n+1)2 ξn
) ∞
n=0
. It is easily
seen that the operator
K2 := B− 12R2(V−1 − V) : `
2
s −→ `2s+3
is bounded, and so
B = 1
2
R2(V−1 − V)+ K2
with a compact operator K2 : `2s −→ `2s+2. Since the operator T(b) := V−1 − V : `2 −→ `2 is a Toeplitz operator with
symbol b(t) = t−1− t, t ∈ {z ∈ C : |z| = 1}, which vanishes in±1, this operator is not Fredholm; more precisely its image
space im T(b) ⊂ `2 is not closed (see, for example, [10]).
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Corollary 5.3. The image of the operator B : L2σ −→ L2,2σ is not closed, i.e., the problem of finding a solution u ∈ L2σ of Bu = f
for f ∈ L2,2σ is an ill-posed problem.
Proof. By Corollary 5.2 the operator B : `2 −→ `22 has a trivial kernel. Its adjoint operator B∗ : `2−2 −→ `2, (ξn) ∞n=0 7→
(βn−1ξn−1 − βnξn+1) ∞n=0 has a one-dimensional kernel spanned by (1, 0, 4β0, 0, 8β0, . . .) (cf. the proof of Corollary 5.2).
Since B : `2 −→ `22 is not Fredholm its image space is necessarily not closed. 
Remark 5.4. One can easily show that 12 (V−1 − V) : `2s −→ `2s is not Fredholm for all s ∈ R, and so Corollary 5.3 remains
true forB : L2,sσ −→ L2,s+2σ for all s ∈ R.
Let us deal with Eq. (3.12) which we write in the form
(B˜u)(x) := − 1
pi
∫ 1
−1
(y− x)
[
ln |y− x| + 1
2
]
u(y)
dy√
1− y2 = f˜ (x)+ a˜, −1 < x < 1.
By the definition of B˜ we have
B˜u = Bu+
〈
u, pσ0
〉
σ
2
√
2
pσ1 −
〈
u, pσ1
〉
σ
2
√
2
pσ0 ,
and so B˜pσn = β˜n−1pσn−1 − β˜npσn+1, n = 0, 1, . . . , where β˜0 = ln 2−
3
2√
2
and β˜n = βn for n 6= 0. Consequently, the operator
B˜ = Js+2BJs : `2s −→ `2s+2 has the same structure as B and Corollaries 5.2, 5.3 remain true when we replace B andB by B˜
and B˜, respectively. If B˜ξ = η then
ξ2k+1 = 1
β˜2k
k∑
m=0
k−1∏
s=m
β˜2s+1
β˜2s
η2m = 4(2k+ 1)
(
η0
4β˜0
+
k∑
m=1
mη2m
)
,
and
ξ2(k+1) = 1
β˜2k+1
k∑
m=0
k∏
s=m+1
β˜2s
β˜2s−1
η2m+1 +
k∏
s=0
β˜2s
β˜2s+1
ξ0 = 4(k+ 1)
[
k∑
m=0
(2m+ 1)η2m+1 + β˜0ξ0
]
,
k = 0, 1, 2, . . . . Consider the equation
B˜ξ = η + (α, 0, 0, . . .), (5.5)
where η ∈ `2 is given and ξ ∈ `2−1 as well as α ∈ C are sought. To ensure that
(
ξn
n+1
) ∞
n=0 is a zero sequence we have to
choose α and ξ0 such that
η0 + α
4β˜0
+
∞∑
m=1
mη2m = 0 and
∞∑
m=0
(2m+ 1)η2m+1 + β˜0ξ0 = 0, (5.6)
where we assume that η ∈ `2s for some s > 32 . This implies
ξ2k+1 = −4(2k+ 1)
∞∑
m=k+1
mη2m and ξ2(k+1) = −4(k+ 1)
∞∑
m=k+1
(2m+ 1)η2m+1.
Since, for r > 1,
∑∞
m=km−r ∼ m1−r , we can estimate |ξk|2 ≤ const
(k+1)2‖η‖2
`2s
(k+1)2s−3 , which gives ξ ∈ `2τ if s > τ+3. Consequently,
if η ∈ `2s for some s > τ + 3 and τ ≥ −1, then Eq. (5.5) has a unique solution (ξ , α) ∈ `2τ × C.
In Section 3 the existence and uniqueness of a solution of Eq. (3.12)were obtained under certain assumptions on the form
of the solution and on the smoothness of the right hand side f . These have allowed us to obtain an explicit expansion for the
solution, exhibiting the endpoint singularities. The new setting that we have introduced in this section and the new results
that we have obtained above now allow us to state further results on the solution, which can be considered complementary
to those derived in Section 3.
Corollary 5.5. If f ∈ L2,sσ for some s > τ + 3 and τ ≥ −1, then Eq. (3.12) has a unique solution (g, a) ∈ σL2,τσ × C, where
again σL2,τσ =
{
σu : u ∈ L2,τσ
}
and in the case τ ∈ [−1, 0) Eq. (3.12) has to be considered in the form (5.5).
The following remark is for comparing with Theorem 3.2 and Corollary 3.4.
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Remark 5.6. If f ∈ L2,3+εσ for some ε > 0 then, by Corollary 5.5, Eq. (3.12) has a unique solution (g, a) ∈ L2ϕ × C ⊂
L1(−1, 1)×C. Note that f ∈ L2,3σ if and only if f has a third generalized derivative f (3) with f (3)ϕ3 ∈ L2σ (cf. [9, pp. 196,197]).
If we look for solutions in L2,τσ for τ < − 32 , then they are no longer unique, since for such τ the null space of the operator
B : `2τ −→ `2τ+2 is non-trivial (cf. the proof of Corollary 5.2).
On the other hand, consider Eq. (5.5) for η = (1, 1, 2−r−1, 3−r−1, . . .) which belongs to `2s for s < r + 12 . In this case, for
k ≥ 0,
ξ2k+1 = −2(2k+ 1)
∞∑
m=k+1
(2m)−r and ξ2(k+1) = −4(k+ 1)
∞∑
m=k+1
(2m+ 1)−r ,
so ξ belongs to `2τ if and only if r > τ + 52 . Hence, if r = τ + 52 and τ ≥ −1 then η ∈ `2s for s < τ + 3, but Eq. (5.5) has no
solution in `2τ × C.
Corollary 5.7. If s < τ+3 and τ ≥ −1, then there exist functions f ∈ L2,sσ forwhich Eq. (3.12) has no solution (g, a) ∈ σL2,τσ ×C.
Remark 5.8. If the operator B˜ is considered as an operator from `2 into `22, then the adjoint operator B˜
∗ : `2−2 −→ `2 has a
one-dimensional kernel, and we have that the closure of the image im B˜ is orthogonal to ker B˜∗. Hence, in this situation the
first equality in (5.6) is nothing else than the orthogonality of the right hand side η+ (α, 0, 0, . . .) to ker B˜∗. For example, in
the case B˜ : `2−1 −→ `21 the kernel of B˜∗ is trivial, so the above interpretation of the first equality in (5.6) is no longer true.
Now, consider the operator C : L2σ −→ L2σ defined by
(Cu)(x) := − 1
pi
∫ 1
−1
(y− x)2 ln |y− x|u(y) dy√
1− y2 , −1 < x < 1.
Taking into account C = BM −MB and relations (5.3) we get
Cpσ0 = −γ0pσ0 + γ1pσ2 , Cpσ1 = −γ pσ1 + γ2pσ3 ,
and
Cpσn = γn−1pσn−2 − 2γnpσn + γn+1pσn+2, n = 2, 3, . . . ,
where
γ = ln 2− 5
4
, γ0 = 1− ln 2, γ1 = 2 ln 2− 3
4
√
2
, γn = 12(n− 1)n(n+ 1) , n = 2, 3, . . . .
Corollary 5.9. The operator C : L2,sσ −→ L2,s+3σ is bounded and
C = Js+3CJ−1s : `2s −→ `2s+3, (ξn) ∞n=0 7→ (ηn) ∞n=0 ,
where η0 = −γ0ξ0 + γ1ξ2, η1 = −γ ξ1 + γ2ξ3, and ηn = γn−1ξn−2 − 2γnξn + γn+1ξn+2, n = 2, 3, . . . . The homogeneous
equation Cξ = Θ has only the trivial solution in `2− 72 . Moreover, the equation Cξ = (η0, η1, 0, 0, . . .) with |η0| + |η1| > 0 has
no solution in `2− 32
.
To prove the corollary we need the following lemma which can be proved by induction.
Lemma 5.10. If xn+1 = 2(n+1)2n−1
(
2xn − 2n+12(n−1)xn−1
)
, n = 2, 3, . . . , then
(a) xn = n(n2−1)6 , n = 1, 2, . . . , if x1 = 0, x2 = 1,
(b) xn = − n(n2−4)3 , n = 1, 2, . . . , if x1 = 1, x2 = 0.
If yn+1 = 2n+3n
(
yn − (n+1)2n−1 yn−1
)
, n = 1, 2, . . . , then
(c) yn = n(n+1)(2n+1)6 = (2n+1)[(2n+1)
2−1]
24 , n = 0, 1, . . . , if y0 = 0, y1 = 1,
(d) yn = − (n−1)(n+2)(2n+1)2 = − (2n+1)[(2n+1)
2−9]
8 , n = 0, 1, . . . , if y0 = 1, y1 = 0.
Let us formulate an immediate conclusion of Lemma 5.10.
P. Junghanns et al. / Journal of Computational and Applied Mathematics 234 (2010) 2808–2825 2821
Corollary 5.11. Let k = 0, 1, 2, . . . and a, b ∈ C. If
xk,a,bn+1 =
2(n+ 1)
2n− 1
(
2xk,a,bn −
2n+ 1
2(n− 1)x
k,a,b
n−1
)
, n = k+ 2, k+ 3, . . . , xk,a,bk+1 = a, xk,a,bk+2 = b,
and
yk,a,bn+1 =
2n+ 3
n
(
yk,a,bn −
(n+ 1)
2n− 1 y
k,a,b
n−1
)
, n = k+ 1, k+ 2, . . . , yk,a,bk = a, yk,a,bk+1 = b,
then
xk,a,bn = axkn3 + bxkn, n = k+ 1, k+ 2, . . . ,
where
axk =
1
2k+ 3
(
b
k+ 2 −
a
k+ 1
)
, bxk =
1
2k+ 3
[
a(k+ 2)2
k+ 1 −
b(k+ 1)2
k+ 2
]
,
and
yk,a,bn = ayk(2n+ 1)3 + byk(2n+ 1), n = k, k+ 1, . . . ,
where
ayk =
1
8(k+ 1)
(
b
2k+ 3 −
a
2k+ 1
)
, byk =
1
8(k+ 1)
[
a(2k+ 3)2
2k+ 1 −
b(2k+ 1)2
2k+ 3
]
.
Proof of Corollary 5.9. Equation Cξ = Θ is equivalent to
−γ0ξ0 + γ1ξ2 = 0,
γ2k−1ξ2(k−1) − 2γ2kξ2k + γ2k+1ξ2(k+1) = 0, k = 1, 2, . . . ,
and
−γ ξ1 + γ2ξ3 = 0,
γ2kξ2k−1 − 2γ2k+1ξ2k+1 + γ2k+2ξ2k+3 = 0, k = 1, 2, . . . .
Thus, if ξ0 = 0 then ξ2k = 0 for all k = 0, 1, 2, . . . and if ξ1 = 0 then ξ2k+1 = 0 for all k = 0, 1, 2, . . . . Let ξ0 = 1. Then
ξ2 = γ−11 γ0 =: δ and ξ4 = γ−13 (2γ2δ − γ1) =: ε and also
ξ2(k+1) = 2(k+ 1)2k− 1
(
2ξ2k − 2k+ 12(k− 1) ξ2(k−1)
)
, k = 2, 3, . . . .
By Corollary 5.11 we get that
ξ2k = (ε − 2δ)k
3 + (8δ − ε)k
6
, k = 1, 2, . . . ,
and so (ξn) ∞n=0 6∈ `2− 72 since ε− 2δ 6= 0. Analogously one can show, using Lemma 5.10, (c), (d), that (ξn)
∞
n=0 6∈ `2− 72 if ξ1 = 1.
Now, assume Cξ = (η0, η1, 0, 0, . . .) and ξ ∈ `2− 32 , i.e.
−γ0ξ0 + γ1ξ2 = η0,
γ2k−1ξ2(k−1) − 2γ2kξ2k + γ2k+1ξ2(k+1) = 0, k = 1, 2, . . . ,
and
−γ ξ1 + γ2ξ3 = η1,
γ2kξ2k−1 − 2γ2k+1ξ2k+1 + γ2k+2ξ2k+3 = 0, k = 1, 2, . . . .
It follows (see the above) that
ξ2k = (ξ4 − 2ξ2)k
3 + (8ξ2 − ξ4)k
6
, k = 3, 4, . . . ,
which implies together with ξ ∈ `2− 32 that ξ2 = ξ4 = 0 and so ξ2k, k = 0, 1, 2, . . . . Analogously, ξ2k+1 = 0, k = 0, 1, . . . ,
and we get a contradiction to |η0| + |η1| > 0. 
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The operator C can be written in the form
C = −R3
[
I− 1
2
(V2−1 + V2)
]
+ K3,
where I : `2s −→ `2s denotes the identity operator, R3 : `2s −→ `2s+3, (ξn) ∞n=0 7→
(
1
(n+1)3 ξn
) ∞
n=0
is an isometric isomorphism,
and K3 : `2s −→ `2s+4 is bounded. The operator T(c) := I − 12 (V2−1 + V2) : `2 −→ `2 is a Toeplitz operator with symbol
c(t) = 1 − 12 (t−2 + t2), which vanishes at t = ±1, so this operator is not Fredholm (see, for example, [10]). The proof of
the following corollary is analogous to the proof of Corollary 5.3 (cf. also Remark 5.4).
Corollary 5.12. Let us have s ∈ R. The image of the operator C : L2,sσ −→ L2,s+3σ is not closed, i.e., the problem of finding a
solution u ∈ L2,sσ of Cu = f for f ∈ L2,s+3σ is an ill-posed problem.
Let us now investigate the solvability of the equation (cf. (4.13))
Cu = f + αpσ0 + βpσ1 , (5.7)
where f ∈ L2σ is given and (u, α, β) ∈ L2,−1σ × C2 is sought (cf. Eq. (4.13)).
Lemma 5.13. Consider an infinite system
Dξ = η (5.8)
with a symmetric tridiagonal matrix
D = D(a, b) =

a0 b0
b0 a1 b1
b1 a2 b2
. . .
. . .
. . .

and define
Dkj = Dkj(a, b) = det

ak bk
bk ak+1 bk+1
. . .
. . .
. . .
bj−2 aj−1 bj−1
bj−1 aj
 , 0 ≤ k ≤ j.
Then (5.8) is equivalent to
ξn+1 = ηnbn + (−1)
n
[
n−1∑
k=0
(−1)kDk+1,nηk
bk · · · bn −
D0nξ0
b0b1 · · · bn
]
, n = 0, 1, 2, . . . .
Proof. Using Dk,n+1 = an+1Dkn − b2nDk,n−1, n = k+ 1, k+ 2, . . . , k = 0, 1, . . ., the lemma is proved by induction. 
The equation Cξ = η is equivalent to Ceξ e = ηe and Coξ o = ηo with
Ce = De = D(ae, be), where ae0 = −γ0, aek = −2γ2k, k = 1, 2, . . . , bek = γ2k+1, k = 0, 1, . . . ,
Co = Do = D(ao, bo), where ao0 = −γ , aok = −2γ2k+1, k = 1, 2, . . . , bok = γ2k+2, k = 0, 1, . . . ,
ξ e = (ξ0, ξ2, ξ4, . . .), ξ o = (ξ1, ξ3, ξ5, . . .), ηe = (η0, η2, η4, . . .), ηo = (η1, η3, η5, . . .).
Define
xk,n+1 := (−1)
n+kDekn
bek · · · ben
, yk,n+1 := (−1)
n+kDokn
bok · · · bon
, n = k, k+ 1, . . . , k = 0, 1, 2, . . . .
Then, for n = k+ 2, k+ 3, . . . ,Dhkn = ahnDhk,n−1 − [bhn−1]2Dhk,n−2, h = e, o, and so
xk,n+1 = −a
e
n
ben
xkn − b
e
n−1
ben
xk,n−1 = 2(n+ 1)2n− 1
[
2xkn − 2n+ 12(n− 1)xk,n−1
]
, (5.9)
yk,n+1 = −a
o
n
bon
ykn − b
o
n−1
bon
yk,n−1 = 2n+ 3n
[
ykn − n+ 12n− 1yk,n−1
]
, (5.10)
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n = k + 2, k + 3, . . . . For k = 0 we have x01 = D
e
00
be0
= − γ0
γ1
, x02 = − D
e
01
be0b
e
1
= γ 21 −2γ0γ2
γ1γ3
and, by Corollary 5.11 (cf. also
Lemma 5.10 and the proof of Corollary 5.2),
x0n = x02n(n
2 − 1)
6
− x01n(n
2 − 4)
3
=: ax0n3 + bx0n, n = 1, 2, . . . , (5.11)
with
ax0 =
γ0
3γ1
(
1− γ2
γ3
)
+ γ1
6γ3
= −1.20645 . . . ,
bx0 =
γ0
3γ1
(
γ2
γ3
− 4
)
− γ1
6γ3
= − γ1
6γ3
= √2(3− 2 ln 2) = 2.28212 . . . .
Moreover, y01 = D
o
00
bo0
= − γ
γ2
and y02 = − D
o
01
bo0b
o
1
= γ 22 −2γ γ3
γ2γ4
. If we define y00 by y02 = 5(y01 − 2y00), i.e. y00 = 12
(
y01 − 15y02
)
,
then, due to Corollary 5.11,
y0n = y01(2n+ 1)[(2n+ 1)
2 − 1]
24
− y00(2n+ 1)[(2n+ 1)
2 − 9]
8
=: ay0(2n+ 1)3 + by0(2n+ 1) (5.12)
with
ay0 =
y01 − 3y00
24
= 0.40343 . . . , by0 =
27y00 − y01
24
= −1.40343 . . . .
If k > 0 then
xk,k+1 = D
e
kk
bek
= a
e
k
bek
= −4(k+ 1)
2k− 1 =: a
and
xk,k+2 = −
Dek,k+1
bekb
e
k+1
= −a
e
ka
e
k+1 − [bek]2
bekb
e
k+1
= b
e
k
bek+1
− a
e
k
bek
aek+1
bek+1
= (k+ 2)(2k+ 3)
k(2k+ 1) −
4(k+ 1)
2k− 1
4(k+ 2)
2k+ 1
= (k+ 2)[(2k− 1)(2k+ 3)− 16k(k+ 1)]
k(2k− 1)(2k+ 1) = −
3(k+ 2)(2k+ 1)
k(2k− 1) =: b.
By Corollary 5.11 we get
xkn = axkn3 + bxkn (5.13)
with
axk =
1
2k+ 3
[
−3(2k+ 1)
k(2k− 1) +
4
2k− 1
]
= − 1
k(2k− 1) ,
bxk =
1
2k+ 3
[
−4(k+ 2)
2
2k− 1 +
3(2k+ 1)(k+ 1)2
k(2k− 1)
]
= (k− 1)
2
k(2k− 1) .
Furthermore, in the case k > 0, we have
yk,k+1 = D
o
kk
bok
= a
o
k
bok
= −2k+ 3
k
=: b
and
yk,k+2 = −
Dok,k+1
bokb
o
k+1
= −a
o
ka
o
k+1 − [bok]2
bokb
o
k+1
= b
o
k
bok+1
− a
o
k
bok
aok+1
bok+1
= 2k+ 5
k+ 1
(
k+ 2
2k+ 1 −
2k+ 3
k
)
.
Consequently, if we set ykk = −1 =: a then the recursion (5.10) holds true for n = k + 1, k + 2, . . . , and Corollary 5.11
implies
ykn = ayk(2n+ 1)3 + byk(2n+ 1) (5.14)
with
ayk =
1
8(k+ 1)
[
−1
k
+ 1
2k+ 1
]
= − 1
8k(2k+ 1) ,
byk =
1
8(k+ 1)
[
− (2k+ 3)
2
2k+ 1 +
(2k+ 1)2
k
]
= (2k− 1)
2
8k(2k+ 1) .
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Now, from Lemma 5.13 we infer
ξ2(n+1) = η2nben
−
n−1∑
k=0
xk+1,n+1
bek
η2k − x0,n+1ξ0, n = 0, 1, . . . ,
as well as
ξ2n+3 = η2n+1bon
−
n−1∑
k=0
yk+1,n+1
bok
η2k+1 − y0,n+1ξ1, n = 0, 1, . . . .
Together with the definition of bek, b
o
k and relations (5.11) and (5.13), as well as (5.12) and (5.14), this leads to
ξ2(n+1) = 8n(n+ 1)(2n+ 1)η2n − (n+ 1)3
[
n−1∑
k=1
8k(k+ 1)(2k+ 1)axk+1η2k +
ax1
γ1
η0 + ax0ξ0
]
− (n+ 1)
[
n−1∑
k=1
8k(k+ 1)(2k+ 1)bxk+1η2k +
bx1
γ1
η0 + bx0ξ0
]
,
= (n+ 1)
{
8n(2n+ 1)η2n + (n+ 1)2
[
n−1∑
k=1
8kη2k + η0
γ1
− ax0ξ0
]
−
n−1∑
k=1
8k3η2k − bx0ξ0
}
(5.15)
and
ξ2n+3 = 4(n+ 1)(2n+ 1)(2n+ 3)η2n+1 − (2n+ 1)3
[
n−1∑
k=0
4(k+ 1)(2k+ 1)(2k+ 3)ayk+1η2k+1 + ay0ξ1
]
− (2n+ 3)
[
n−1∑
k=0
4(k+ 1)(2k+ 1)(2k+ 3)byk+1η2k+1 + by0ξ1
]
= (2n+ 3)
{
4(n+ 1)(2n+ 1)η2n+1 + (2n+ 3)2
[
n−1∑
k=0
2k+ 1
2
η2k+1 − ay0ξ1
]
−
n−1∑
k=0
(2k+ 1)3
2
η2k+1 − by0ξ1
}
, (5.16)
n = 0, 1, 2, . . . . Returning to Eq. (5.7), which is equivalent to
Cξ = η + (α, β, 0, 0, . . .) (5.17)
with ηk =
〈
f , pσk
〉
σ
, k = 0, 1, 2, . . . ,we observe the following, taking into account Eqs. (5.15) and (5.16). If η ∈ `2s for some
s > 72 and if Eq. (5.17) has a solution ξ ∈ `2−1 then
8
∞∑
k=1
kη2k + η0 + α
γ1
− ax0ξ0 = 0, 8
∞∑
k=1
k3η2k + bx0ξ0 = 0,
∞∑
k=0
(2k+ 1)η2k+1 + β − 2ay0ξ1 = 0,
∞∑
k=0
(2k+ 1)3η2k+1 + β + 2by0ξ1 = 0.
These conditions together with Eqs. (5.15) and (5.16) determine α, β, ξ0, ξ1, ξ2, . . . uniquely,
ξ2(n+1) = 8(n+ 1)
[
n(2n+ 1)η2n + (n+ 1)2
∞∑
k=n
kη2k −
∞∑
k=n
k3η2k
]
and
ξ2n+3 = 2(2n+ 3)
[
2(n+ 1)(2n+ 1)η2n+1 + (2n+ 3)2
∞∑
k=n
(2k+ 1)η2k+1 −
∞∑
k=n
(2k+ 1)3η2k+1
]
.
Consequently,
|ξn|2 ≤ const(n+ 1)9−2s ‖η‖2`2s ,
which implies ξ ∈ `2τ if s > τ + 5. Thus, if η ∈ `2s for some s > τ + 5 and τ ≥ −1, then equation Eq. (5.17) has a unique
solution (ξ , α, β) ∈ `2τ × C2.
Corollary 5.14. If f ∈ L2,sσ for some s > τ + 5 and τ ≥ −1, then Eq. (4.13) has a unique solution (g, a, b) ∈ σL2,τσ ×C2, where
in the case τ ∈ [−1, 0) Eq. (4.13) has to be considered in the form (5.17).
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Appendix
∫ 1
−1
ln(1− x)√
1− x2 dx = −pi ln 2∫ 1
−1
x ln(1− x)√
1− x2 dx = −pi∫ 1
−1
x2 ln(1− x)√
1− x2 dx = −
pi
4
(1+ 2 ln 2)∫ 1
−1
x3 ln(1− x)√
1− x2 dx = −
5
6
pi
I0(y) =
∫ 1
−1
1√
1− x2
ln(1− x)
x− y dx = −
pi√
1− y2
(pi
2
+ arcsin y
)
∫ 1
−1
1√
1− x2
x ln(1− x)
x− y dx = yI0(y)− pi ln 2∫ 1
−1
1√
1− x2
x2 ln(1− x)
x− y dx = y
2I0(y)− ypi ln 2− pi∫ 1
−1
1√
1− x2
x3 ln(1− x)
x− y dx = y
3I0(y)− pi4 (1+ 2 ln 2)− piy− y
2pi ln 2∫ 1
−1
1√
1− x2
x4 ln(1− x)
x− y dx = y
4I0(y)− 56pi −
pi
4
(1+ 2 ln 2)y− piy2 − piy3 ln 2.
From the above integrals it follows that∫ 1
−1
1√
1− x2
(1− x)k ln(1− x)
x− y dx = −
pi(1− y)k√
1− y2
(pi
2
+ arcsin y
)
+ Pk−1(y), k ≥ 1,
where Pk−1(y) is a polynomial of degree k− 1. Moreover, we also have
arcsin(1− z) = pi
2
−√2z
[
1+
∞∑
m=1
amzm
]
, am = 1 · 3 · 5 · · · (2m− 1)22m(2m+ 1)m! , 0 ≤ z ≤ 2,
from which it follows, taking z = 1+ y, that
pi
2
+ arcsin y = √2√1+ y[1+ ∞∑
k=1
ak(1+ y)k
]
, |y| ≤ 1.
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