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Abstract
Growing interest in the simulation of first order transient systems, typical of those
encountered in transient heat conduction, flow transport, and fluid dynamics, has
prompted the development of a variety of time integration methods for solving these
systems numerically. The primary contribution of this thesis is the design and devel-
opment of a new time integration/discretization framework, under the class of single
step single solve algorithms which are the most popular, for use in such first order
transient systems with computationally attractive features. These include second or-
der accuracy, unconditional stability, zero-order overshoot, and controllable numerical
dissipation with a new selective control feature which overcomes the restrictions in
the existing and current state-of-the-art methods. Throughout the thesis, we demon-
strate the capability and advantage of the newly developed framework, termed GS4-1,
in comparison to existing methods using various types of numerical examples (both
linear and nonlinear). The numerical results consistently demonstrate the roles played
by the new feature in improving the numerical solutions of both the primary vari-
able and its time derivative which is important to correctly capture the dynamics of
the problems, in contrast to the existing methods without such a feature. Addition-
ally, a breakthrough contribution presented in this thesis is the development of an
isochronous integration framework (iIntegrator), stemming from the novel relations
between the newly developed GS4-1 framework and the existing GS4-2 framework (for
second order dynamic systems). Such a development enables the use of the same com-
putational framework to solve both first and second order dynamic systems without
having to resort to the individual GS4-1 and GS4-2 frameworks; hence the practi-
cality in the computational and implementation aspects. Finally, the application of
the new GS4-1 framework to silica particle deposition, which is a practical problem
of interest, is presented with the focus primarily on the physics of the problem. In
this part of the thesis, a numerical model of the problem is presented and employed
to investigate the effects of the flow and physicochemical parameters on the rate of
deposition. The results of the parametric studies undertaken based on the employed
numerical model enable some recommendations for the mitigation of the problem,
and therefore serve as additional valuable contribution of the thesis.
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Chapter 1
Introduction
1.1 Overview of Topic
Many problems to be solved by engineers, researchers or academicians are dynamics
or transient systems. Dynamic systems mean that the solutions of the problem
change with time. Among the popular examples of such systems are the so-called
structural dynamic problems, which describe the response of a structure over time
during and after the application of a load, a situation which frequently occurs in
buildings, vehicles, aeroplanes, bridges etc. In the heat transfer field, the heat
conduction problems, which describe the transfer of thermal energy between regions
of an object due to differences in temperature, could be time-dependent due to
an imposed change in temperature at the object boundary. This time-dependent
heat conduction may also occur when a source (or sink) of heat is suddenly applied
within the object and subsequently causes changes in the nearby temperatures.
In fluid dynamics, which is an engineering discipline that deals with the natural
science of liquids and gases (so-called fluids) in motion, most problems are described
by the Navier-Stokes equation. Named after Claude-Louis Navier and George
Gabriel Stokes, this system of equations, which is time-dependent in general, allows
researchers in this field to handle a wide range of applications, including calculating
forces on aircraft, determining the rate of flow of petroleum through pipelines, and
predicting the deposition of small particles from liquid suspension onto the pipe wall.
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Solving time-dependent engineering problems is not always simple. In practice
or even in the academic world, engineers or researchers often have to deal with
engineering problems whose equations involve multiple physics while geometries
are large-scale if not complex. For such problems, it is almost always impossible
to derive analytical solutions to the problems. Therefore, it has become common
practice for engineers or researchers to rely on numerical methods or computational
softwares to obtain such solutions. There are many commercially available codes
which are currently used for solving dynamic problems. For example, simulations
of structural dynamic problems can be done via ANSYS, Abaqus FEA, and the
newly launched software Creo. For fluid dynamics problems, many computational
fluid dynamic (CFD) softwares are available such as COMSOL, including the open
sources such as OpenFOAM. Simulations of rigid multibody systems such as vehicle
dynamics, analysis of wind turbines, or robot dynamics can be done via ADAMS and
DADS. Researchers and engineers can also solve the problems by writing their own
computational codes via programming languages such as Fortran, Matlab and C++.
Solving these problems numerically or computationally usually involves two major
steps. Firstly, the whole spatial domain of the problem, as enclosed by the geometry,
is broken into discrete elements. These discrete elements are interconnected such that
their assembly represents the problem’s actual continuous spatial domain. By doing
so, one is allowed to create elemental equations that approximate the actual equation
of the problem. This step, known as spatial discretization, transforms the problem’s
actual equation (that is complicated due to its nature of being partial differential) to
a set of ordinary differential equations that is easier to solve. A number of different
spatial discretization methods are available including Finite Element Method, Finite
Difference Method, Finite Volume Method, and Boundary Element Method to name
a few. When the problem is time-dependent, the resulting set of ordinary differential
equations will be time-dependent. Some problems are dependent on time to a first
order, such as parabolic heat conduction problems. Others are second order in time
such as hyperbolic heat conduction problems. Once the problem’s equation is writ-
ten as a set of ordinary differential equations after use of any spatial discretization
method, the next step in the numerical method is to solve such a set of equations
using a solver or method that can give the solutions to the problem at each time
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level and throughout the whole simulation period. This step is called the time dis-
cretization/integration, and the methods used for such a purpose is called the time
discretization/integration methods or time discretized operators. To date, there exists
in the literature a variety of different classes of time integration methods for solving
time-dependent engineering problems, such as the so-called linear multi-step meth-
ods, sub-stepping methods, Runge-Kutta type methods, higher-order time accurate
methods, etc.
1.2 Overview and Scope of Research
The present research is primarily focused on the issues and developments related
to the time discretization part of the computational procedures involved in solving
engineering dynamic systems. The spatial discretization part, on the other hand,
has received almost no special attention, and well-established spatial discretization
methods such as the standard Galerkin and Streamline Upwind Petrov Galerkin
(SUPG) Finite Element Methods (FEM) are readily employed. Turning attention
to the time discretization part, for a robust computational procedure to solve time-
dependent phenomena encountered in engineering, of either first or second order
systems, such as those arising in fluid dynamics, transient parabolic and hyperbolic
heat conduction, structural dynamics, wave propagation, etc., time integration
methods play an important role to properly integrate the consequent time continuous
ordinary differential equations obtained after the spatial discretization. It has long
been recongnized that it is extremely crucial for the equations to be optimally
integrated by the time integration methods such that the resulting numerical
dissipation, dispersion, and algorithm overshoot are only minimal. Additionally,
it is important that shocks can be captured without too much dissipation, stiff
problems can be solved accurately, convergence of nonlinear iteration can be achieved
easily, and more importantly that the completion of the analysis can be accomplished.
Among the many classification of time integration methods, such as the linear
multi-step methods, sub-stepping methods, Runge-Kutta type methods, higher-order
time accurate methods, etc., probably the most popular and widely used in practical
applications and commercial software are those pertaining to the class of single
step single solve due to its practical use and simple computational implementation.
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In this class, the system of equations is solved only once at each time level using
solutions of only one previous time level (i.e., single step single solve). These
characteristics of time integration methods make it probably the simplest of its kind,
which subsequently require the least computational effort. Due to such advantage
and convenience of this class of time integrators, we have been focusing much of
our previous effort on its design and development. In this research, we again focus
our developments and discussions on the time integration methods pertaining to the
class of single step single solve due to the reasons cited above.
The development of a new time integration framework under the particular class
of single step single solve algorithms is the primary focus of the present research.
Additionally this study, which was co-funded by Mighty River Power, one of the
major companies in New Zealand that operate geothermal power stations, was to
be one of several studies in a series of research projects with an overarching goal
of gaining better understanding of the silica particle/colloidal deposition problem, a
problem that is costly yet common in the geothermal power plants. In this regard,
the objective in the present study, apart from the one mentioned above, is also to
develop a computational code to model the particle deposition problem based on the
existing/well-founded numerical model of such a problem. Ultimately, it is hoped
that the employed model can be used to gain more insights into the problem. In
particular, the research sought to understand the effects of the various flow and
physicochemical parameters on the rate of deposition, so that more effective measure
can be developed from such a study. This particle deposition problem is dynamic
in nature and is governed by partial differential equation that is first order in time.
Therefore, solving such a problem requires the time integration technique that is
appropriate for such a system. For this reason, it is important that the development
of the new time integration framework be tailored to suit such a purpose. Therefore, of
particular interest in this research is the development of a time integration framework
encompassing the following scope:
1. Comprise algorithms pertaining to the class of single step single solve only (due
to the advantage and convenience of such a class of algorithms as mentioned
above), and
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2. Taylor the framework for applications pertaining to first order (in time) systems
governed by Partial/Ordinary Differential Equations (PDE/ODE) such as the
heat transfer and flow transport problems (note that the Differential-Algebraic
Equation (DAE) is not considered in the present study since a system governed
by such an equation exhibits fundamental mathematical properties that are dif-
ferent from those of PDE/ODE due to the presence of the algebraic constraint.
Consequently, this type of equation poses additional challenges for their numer-
ical solutions, which requires a thorough investigation and additional attention.
Therefore, this type of systems will be addressed in the future research).
For a complete development of the new time integration framework, under the scope
mentioned above, the research also sought a possible way for the new framework to
be naturally integrated to the existing framework for second order dynamic systems.
Such an existing framework (for second order dynamic systems) has gained much of
our previous effort on its development and improvements. A precise understanding
of the respective frameworks, and how the two are related to each other, has led to
the development of an isochronous integration framework, which enables the use of
the same computational framework for solving both first and second order dynamic
systems without having to resort to the individual framework; hence the practicality
in the computational and implementation aspects. This, therefore, completes the
overall developments in time integration technique, and therefore can be viewed as
another essential part of the research and a breakthrough contribution.
Since the main focus in this research is on the design and development of a new
time integration framework as described above, the most significant aspect of the
research is on investigating and demonstrating the capability and advantage of the
new framework in comparison to the current state-of-the-art methods. Furthermore,
to be able to show consistency of the arguments, it is necessary that the developed
framework be tested on various numerical examples as described throughout the the-
sis, which are benchmark problems with available analytical solutions,1 allowing for
direct comparisons between the performance of the existing/current state-of-the-art
methods and the newly developed time integration framework. As a consequence to
1except for the particle deposition problem, which is a more practical complicated problem in
which analytical solutions are not available
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this, little attention is purposely given to the physics of the benchmark problems with
the intention to primarily highlight the advantages and ability of the newly developed
time integration framework in comparison to the existing and current state-of-the-art
methods. Having achieved this, the discussion in the thesis is then turned to and
focused on the physics of the particle deposition problem as a complement.
1.3 Research Objectives and Contributions
The primary objectives of the present research are the following:
1. Analyze the key restrictions in the existing and current state-of-the-art time
integration methods to solve time-dependent engineering problems pertaining
to first order transient systems and under the particular class of single step
single solve algorithms.
2. Develop a new framework of single step single solve time integration algorithms
for use in first order transient systems with computationally attractive features
which overcomes these existing restrictions, and therefore contributes towards
improving the state-of-the-art of such a class of algorithms. Such a development
involves the design of the new framework and its application to various types of
numerical examples (both linear and nonlinear) governed by first order (in time)
partial/ordinary differential equations to demonstrate the ability and advantage
of the new framework in comparison to the existing methods.
3. Investigate how the new time discretization framework can be naturally inte-
grated with the existing framework for second order dynamic systems, hence
allowing for the development of an isochronous integration framework, which
enables the use of the same computational framework for solving both first and
second order dynamic systems without having to resort to the individual frame-
works; hence the practicality in computational and implementation aspects, and
therefore completes the whole developments of the time integration method.
4. Search for available numerical models of particle deposition from laminar sus-
pension that can be used in this study for gaining more insights into such a
practical problem of interest.
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5. Investigate using the employed particle deposition model the effects of the flow
and physicochemical parameters on the rate of deposition, so that more effec-
tive measure to mitigate the problem can be further developed from such a
preliminary study.
1.4 Thesis Outline
Chapter 1, Introduction, introduces the research topic and highlights the scope and
objectives of the research presented in this thesis.
Chapter 2, Literature Review, reviews the existing and current state-of-the-art
methods and highlights the key restrictions in these methods.
Chapter 3, Design and Development of the New GS4-1 Time Integration Framework,
presents the theoretical developments leading to the design of the new GS4-1 time
integration framework.
Chapter 4, The New GS4-1 Time Integration Framework and the Relevant Details
presents the newly developed GS4-1 framework and provides further relevant details
for a complete description of the new framework, including the general guidelines on
how to use the new framework.
Chapter 5, Application of GS4-1 Framework to Linear First Order Transient Systems,
demonstrates how the new framework with its computationally attractive features
overcomes the restrictions in the existing and current state-of-the-art methods
through applications to various linear first order transient systems.
Chapter 6, Extension of GS4-1 Framework to Nonlinear First Order Transient
Systems, describes how the new framework, originally designed for linear systems,
can be properly extended for use in nonlinear applications pertaining to first order
transient systems. Application to a number of nonlinear systems consistently
demonstrates the ability of the new framework in comparison to the existing/current
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state-of-the-art methods for these nonlinear applications as those seen in the linear
dynamic situations.
Chapter 7, The Relations of the New GS4-1 and the Existing GS4-2 Time Integration
Frameworks: Development of an Isochronous Integration Framework (iIntegrator)
for First/Second Order Dynamic Systems, discusses how the new GS4-1 framework
and the existing GS4-2 framework (for second order dynamic systems) are related
to each other, followed by the description of the iIntegrator. Finally, we show its
applicability and practicality through applications to dynamic thermomechanical
problems involving both first and second order dynamic systems.
Chapter 8, Application of GS4-1 Framework to Silica Particle Deposition, presents
the practical problem of interest, both from physics and computational point of
view. It describes the numerical model of the problem and how the GS4-1 framework
can be applied to solve such a model. Having validated the model, additionally,
it illustrates the effects of the various flow and physicochemical parameters on the
rate of deposition. Some recommendations for the mitigation of the problem are
also given based on the results of such a parametric study. Finally, some illustrative
numerical results of the deposition of silica particles are presented for completeness.
Chapter 9, Concluding Remarks and Future Directions, highlights the fundamental
contributions of the present research and suggests ideas and directions for future
research in this line of approach.
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Chapter 2
Literature Review
The intention of this chapter is to provide readers an overview of the existing time
integration methods that fall under the class of single step single solve algorithms.
Although the scope of the research, as mentioned before, is on the development of
a new time integration method that can be used for applications pertaining to first
order transient systems, we recall that another essential part of the research is also on
the integration of this new framework to the existing framework for the second order
dynamic systems, leading to the development of an isochronous integration framework
that can be used to solve both first and second order systems; hence, completing the
overall developments in time integration techniques. For this reason, it is important
that we provide a review of the existing and current state-of-the-art methods for
both first and second order systems. This review is necessary to understand the key
restrictions in these existing methods, and to understand how the new developments
presented in this thesis fit and overcome these restrictions and therefore contribute to
the state-of-the-art in this field. First, an overview of the single step single solve time
integration methods for second order systems are given, as we have been focusing
much of our previous effort on developments and improvements in this area, and then
followed by the review of existing methods for the first order systems. The review of
literature related to the silica particle deposition, which is the practical problem of
interest, is however presented in Chapter 8 for clarity purpose.
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2.1 Time Integration Methods for Second Order Dynamic Systems
For the second order dynamic systems, such as those encountered in hyperbolic heat
conduction, elastodynamics, and wave propagation, etc., the existing algorithms
of this classification1 include the Newmark method [10] and its variants [11–13] as
well as the Midpoint rule algorithm and its variants [14, 15]. They have similar
stability, accuracy, overshoot behaviour, numerical dissipation, and numerical
dispersion properties. Although these numerically nondissipative algorithms possess
intrinsic energy conserving property which is of particular interest in unconstrained
conservative dynamic systems, they fail to filter out the spatially induced high
frequency modes. On the other hand, in damped dynamic systems, the algorithmic
damping of these algorithms tends to vanish for the high frequency modes. This is a
critical problem especially for large scale multi-degree of freedom dynamic problems
where the semi-dicretized equation of motion may become highly stiff especially
when adaptive mesh is employed in region with concentrated strain and stress. These
spatially induced high frequency modes, when participating in the solution, may
cause ill-conditioned matrix the solution of which may not converge or may destroy
the solution accuracy, often resulting in numerical oscillations. Because of such
circumstances, it has long been recognized that it is extremely important for time
integration methods to possess numerical damping property to enable the completion
of the entire analysis and to give accurate solutions to the problem especially stiff
ones. Numerical damping, also called numerical/algorithmic dissipation, represents
the dissipative effect induced by the algorithm at high frequency limit (hence
sometimes also referred to as the high frequency damping) [16]. It is crucial for
the algorithms to possess this property due to the shortcomings of the numerically
nondissipative schemes. Additionally, it is desirable that the amount of the numerical
dissipation induced by the algorithms can be controlled by the analyst depending
on the needs of the problem at hand. Algorithms imposing numerical damping
in controllable manner are hence referred to in the literature as the controllable
numerically dissipative algorithms.
The first controllable numerically dissipative time integration algorithm with
unconditional stability for structural dynamic problems is the Wilson-θ method [17].
1i.e., single step single solve time integration methods
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Although this method and few others that have since been developed inherently
possess controllable numerical damping that is desired to suppress the numerical
oscillation resulting from the presence of spatial induced high frequency modes,
they appear to suffer from overshoot behaviour. For example, as pointed out by
Goudreau and Taylor [18] (see also Reference [19]), the Wilson-θ method suffers
from second-order displacement overshoot and first-order velocity overshoot be-
haviours due to initial displacement. The Hoff-Pahl-Θ1 method [20], which is also
a numerically dissipative algorithm, suffers from first-order displacement overshoot
and first-order velocity overshoot behaviours due to initial displacement as pointed
out in our previous exposition [16]. Other numerically dissipative algorithms
with zero-order displacement overshoot behaviour exist, but suffer from first-order
velocity overshoot due to initial displacement including the Hilber-Hughes-Taylor
(HHT-α) method [21, 22], the Wood-Bossak-Zienkiewicz (WBZ) method [23], and
the Generalized-α method2 [26]. Besides the issues with overshoot behaviour, these
algorithms, except for the Generalized-α method, do not yield minimal algorithmic
dissipation and dispersion. As compared to these algorithms, the Generalized-α
method can yield minimal numerical dissipation and dispersion with the same value
of the principal root at the high frequency limit (ρ∞), hence the improvement.
However, as mentioned previously, this method suffers from the first-order velocity
overshoot behaviour due to initial displacement [16, 27].
The overview described above indicates that all of these aforementioned time
integration methods lack in terms of overshoot property. Motivated by this, we have
previously explored the development of new framework that, not only overcomes the
overshoot behaviour issue associated with these algorithms, but also encompasses the
broad scope of Linear Multi-Step (LMS) methods. For this purpose, and looking at
the big picture of the time dimension, we have first introduced in a series of papers
[16, 27–30] a new concept that describes how to design time integration methods
from a generalized unified mathematical framework, namely the notion of Algorithms
by Design for structural dynamics problems. Algorithms by design is a relatively
new concept for the design procedure via which one can apriori tailor the design
of a computational algorithm according to pre-determined desirable algorithmic
2The Generalized-α method is identical to the three-parameters optimal schemes presented in
[24, 25].
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attributes (‘wish list’). Such a procedure is in contrast to classical design approach
where one aposteriori studies the algorithmic properties resulting from an ‘idea’
which could be a physical based interpretation or a mathematical representation of
an assumed construct. Employing the Algorithms by Design procedure for linear
structural dynamic problems, it was shown previously that the so-called family of
Generalized Single Step Single Solve (GS4-2)3 time integration framework could
be uniquely designed with computationally attractive features which overcome the
shortcomings of existing methods. The framework provides a wide variety of choices
to the analyst encompassing the entire class of LMS methods [16, 27]. It recovers
most existing algorithms in the literature regardless of the original approach of how
the algorithms were developed. These include numerically nondissipative methods
such as the Mid-Point Rule, Newmark method, and the so-called Velocity Based
Scheme [14]4 as well as numerically dissipative schemes such as the HHT-α method,
WBZ method, Generalized-α method, and the like. More importantly, the framework
also provides new family of optimal controllable numerically dissipative algorithms,
termed U0-V0optimal, with new desirable features. These new features, which are
zero-order displacement overshoot and zero-order velocity overshoot behaviours,
are clearly improvement to the previous algorithms. Additionally, such optimal
algorithms yield only minimal numerical dissipation and numerical dispersion
for damped dynamic systems, and also have the option of energy conserving for
undamped dynamic systems.
The early development of GS4-2 framework was originally focused on the applications
to linear structural dynamic systems [16, 27]. In such a situation, the Midpoint Rule
and Velocity Based Scheme (both can be recovered in the GS4-2 framework with
particular choices of the framework parameters) are both energy, linear and angular
momentum conserving. Assessing stability for linear systems is straightforward as the
stability characteristics can be readily determined by modal analysis. However, such
an approach is not readily applicable for nonlinear dynamic problems [31]. Moreover,
it has been routinely observed over the years that unconditionally stable algorithms
3formerly abbreviated as GSSSS [16]; herein referred to as GS4-2, where ‘2’ stands for second
order dynamic systems
4with the exception of the Newmark method, the other two are energy, and linear and angular
momentum conserving for linear dynamic situations
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for linear dynamic problems often fail to consistently possess this numerical property
when applied to nonlinear dynamic situations. Turning our discussion to nonlinear
second order dynamics problem, with particular attention to the notion of achieving
unconditional stability for such systems, conservation of properties such as energy,
linear and angular momentum is extremely useful for the numerical schemes to
possess. For these nonlinear dynamic situations, conservation or decay of the total
energy has been a criterion for assessing the stability of the algorithms as found
in previous works such as Belytschko and Schoeberle [32], Hughes [31, 33], and
Simo and Tarnow [34, 35] among others, since the modal analysis is not readily
applicable for such situations. This has increased the research interest in developing
time integration schemes that are energy and momentum conserving for nonlinear
second order dynamic situations. For example, Hughes et al. [36] developed the
Constraint Energy Method by extending the Trapezoid rule [10] and enforcing the
energy conservation by introducing Lagrange multipliers. However, this enforced
conservation of energy method does not guarantee stability as described by Kuhl
and Ramm [37]. For the problem investigated, the algorithm failed to converge after
a certain time point, showing that imposing energy constraint alone is not sufficient
for stability in nonlinear dynamic problems. A useful conserving algorithm, the
Energy Momentum Method for unconstrained conservative dynamic systems, has
been developed by Simo and Tarnow [34] following the original idea of LaBudde and
Greenspan [38] for particle dynamics (who first introduced the concept of enforcing
energy constraint). Following the framework of Hughes et al. [36], Kuhl and Ramm
[37] describe the Constraint Energy Momentum Algorithm in an ad hoc manner
by combining the dissipative feature in numerically dissipative algorithms with the
enforcement of not only energy, but also linear and angular momentum constraints.
Although the algorithm is shown to be stable, there is no proof of consistency
or order of accuracy presented; thus the convergence aspects of the algorithm is
ambiguous and needs to be carefully investigated. Related efforts can also be found
in previous works by other researchers including Wood and Odour [39] and Crisfield
and Galvanetto [40] among others.
Despite these previous efforts in developing time integration methods that are energy
and momentum conserving for undamped nonlinear structural dynamic systems, the
13
need for such methods remains. Motivated by this, we have previously described how
the GS4-2 framework, originally developed for linear structural dynamic systems,
can be properly extended for nonlinear situations via a new approach termed the
normalized time weighted residual approach [41, 42], in contrast to all previous
efforts and classical approaches. In the design of computational algorithms for
nonlinear dynamic situations, we proposed that the basic primitive algorithms to
march the solutions in time can indeed be the same as those for the linear dynamic
counterparts (i.e., the algorithms within the original GS4-2 framework), but with
careful and accurate treatment of the nonlinear terms such as the internal force and
consequently, the associated algorithmic strain involved in the semi-discretized equa-
tion of motion. How to naturally achieve unconditional stability and conservation
of energy, linear and angular momentum in a consistent mathematical setting using
the existing GS4-2 algorithms without having to resort to enforcement of constraints
aposteriori, and how to employ the new normalized time weighted residual approach
for such a purpose are described in [41, 42], with particular application to the Saint
Venant-Kirchhoff material for illustration of the basic concepts. The idea behind
the new normalized time weighted residual approach is the individual weighting and
normalization of each term appearing in the semi-discretized equation of motion.
This relatively new approach, in contrast to the classical counterpart, inherently
enables the nonlinear terms in the semi-discretized equation of motion to be treated
specifically. This leads to a more accurate treatment of the nonlinear terms and
thus yields a computational framework for implementation that naturally achieves
conservation of energy (without resorting to additionally enforcing energy constraints
as in all past works to-date), linear, and angular momentum.
Additionally, this new approach naturally allows for all possible treatments of the
nonlinear term to be investigated by the analysts. For the particular problem studied
(i.e., nonlinear structural dynamics with particular application to the Saint Venant-
Kirchhoff material model), two treatments of the nonlinear term are possible leading
to two types of time integration algorithms with different conservation properties:
(1) a family of energy, linear and angular momentum conserving algorithms [41],
and (2) a family of symplectic, linear and angular momentum conserving algorithms
[43, 44]. For both types, the basic primitive algorithms to march the solutions in
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time are those for the linear dynamic situations (i.e., the algorithms within the
original GS4-2 framework [16]), but with careful treatment of the nonlinear terms,
i.e., the internal force and consequently the algorithmic strain. We demonstrated
in [41] the success of this new approach when employed to any basic primitive
algorithm, that is energy and momentum conserving for linear dynamic situations,
by applying to particular model problems with truss elements characterized by
the Green strain. Numerical illustrations demonstrated that by using the GS4-2
algorithms that are energy and momentum conserving (for linear dynamic situations)
to solve nonlinear dynamic problems, implemented via the concepts provided by the
normalized time weighted residual approach, we were indeed able to preserve the
conservation properties of these physical quantities without resorting to imposing
additional constraints, namely, the energy constraint which narrows the scope of the
design space for designing various conserving algorithms.
Although energy and momentum conserving algorithms have a role in a class of
nonlinear dynamic applications, often, a problem that may be encountered is that
the spatial discretization often leads to high frequency participation of the modes
in highly stiff problems. Therefore, it must be pointed out that such situations
require special treatment such as elimination of unwanted high frequencies, and/or
introduction of numerical dissipation, often controllable, to enable the completion
of the simulation without suffering from convergence issues in the Newton iterations
often faced by nondissipative energy momentum conserving schemes. However, some
of the conservation properties of the underlying physical problem will be violated.
A detailed work in this line of approach can also be found in [41]. The numerical
results showed that in contrast to the classical time weighted residual approach, this
new normalized time weighted residual approach yields less numerical oscillations in
the energy and angular momentum thus confirming the effectiveness of the developed
approach. We also demonstrated that among the dissipative schemes considered, the
U0-V0optimal is the preferred choice of the dissipative scheme since it yields the least
energy dissipation and is ideal for any given starting initial conditions in the sense
that it possesses zero-order displacement and velocity overshoot behaviours, both for
linear [16] and nonlinear [42] second order dynamic systems.
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Additionally, from the standpoint of practical engineering applications, there are
classes of problems where long duration simulations are important and of interest.
The traditional development of time integration operators especially those derived
from the Ordinary Differential Equation (ODE) such as the Euler Forward, Euler
Backward, the Newmark method and the like lack the ability to handle these long
term simulations. Because of this deficiency and driven by the need to be able to
handle these types of applications, there has been a research interest in developing
geometric or structure preserving time integration algorithms. In this regard, the
focus has been on symplectic algorithms which possess the numerical properties of
preserving the phase space volume and momentum while the energy is bounded.
For fixed time step algorithms, it is described in the work of Ge and Marsden [45]
that there is a general division of these time integration operators into those that
are energy and momentum preserving and those that are symplectic and momentum
preserving. The work by Simo and Tarnow [34, 35] and by Kuhl and Crisfield [46]
are the examples of those belonging to the former group whereas the latter includes
the paper by Feng [47] and Veselov [48]. A more recent work in this line of approach
can be found in the work of Kane et al. [49, 50] and Marsden and West [51].
Particularly for nonlinear elastodynamics applications, it is reported in the work of
Noels et al. [52] that the energy preserving property and the symplectic preserving
property cannot both co-exist for algorithms with a constant time step and this
is the trade off one has to pay. It is also worth mentioning that the symplectic
integrators have the shortcoming of blowing up the energy for a large time step
size, but for a small enough time step size the energy they yield is bounded [53].
In developing symplectic time integration algorithms, there are various approaches
reported in the literature (see [47–52, 54–58] among others). One approach is called
the Discrete Euler-Lagrangian described in [48]. Alternatively, we have previously
shown [43] that a family of symplectic and momentum preserving time integration
algorithms can be uniquely recovered in the GS4-2 framework when applied to
nonlinear dynamic problems via the concepts provided by the new normalized time
weighted residual approach. To complete the development and to be able to solve
highly stiff or large scale problems, we also demonstrated in another paper [44] how
to introduce dissipation to this such that when the dissipative features are turned
off, the resulting algorithms recover the design of algorithms that are symplectic and
momentum preserving.
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At this point, it is worthy to highlight that the review of the previous works de-
scribed above is related to the second order dynamic system including our recent
developments for such a system. The importance of this review will become apparent
in Chapter 7, where we relate and unify the developments of such time integration
methods for second order dynamic systems to those for the first order transient sys-
tem, consistently, to yield the isochronous integration framework [59] that can be
used for both systems. For now, we turn our attention to review the existing time
integration methods for first order transient systems which is the scope of this thesis.
2.2 Time Integration Methods for First Order Transient Systems
For first order time-dependent systems, such as fluid flow problems governed by the
Navier-Stokes equations, the traditional practice to solve such problems involves the
use of the classical Trapezoidal family of algorithms (also known as the θ-family)
which is the most popular. A number of well-known time integration methods are
contained within the family including the Crank-Nicolson method [60], the Euler
Backward, the Galerkin method and the Euler Forward method. Despite being
popular, these methods are only first order accurate (with the exception of the
Crank-Nicolson method) hence the clear disadvantage in terms of computational
efficiency compared to second order accurate methods. Second order accurate
methods are preferable since when we reduce the time step size the temporal errors
generated by the methods reduce more rapidly than those generated by the first
order accurate methods. Therefore, in terms of the order of accuracy, an analyst
would prefer to use the second order accurate Crank-Nicolson method over the other
methods that are only first order accurate. However, from the stability point of view,
the Crank-Nicolson method suffers oscillatory decay5 for large time step sizes. The
resulting response, although bounded, is oscillatory and will not represent the true
response. Therefore, this method has a clear disadvantage despite the advantage of
being second order accurate method. The Galerkin method also suffers from oscilla-
tory decay range for large time step sizes. The Euler forward difference is far worse as
it may yield results that grow with time and eventually becomes unbounded, in addi-
5In the absence of a forcing function, the response of real systems decays with increasing time
[61]
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tion to being only first order accurate. In terms of stability, only the Euler Backward
method yields response with a smooth decay which is non-oscillatory. However, it is
worthy to recall that this method is only first order accurate. Due to this restriction,
many analysts regard the selection of algorithm from the classical Trapezoidal
family of algorithms as the choice between the Crank-Nicolson method and the Euler
Backward method. Clearly, there is a tradeoff between order of accuracy and stability.
For nonlinear problems, the importance of the second order accuracy of time
integration methods has long been recognized to ensure a higher rate of convergence
of the numerical solutions to the exact solutions. For this reason, research attention
has been geared towards developing methods that are not only second order accurate
but also possess controllable numerical dissipative feature. For first order dynamic
system, such a feature is crucial to overcome the well-known shortcoming of the
second order accurate Crank-Nicolson method. The numerical solutions produced
by such a nondissipative scheme often switch sign on each time step due to its zero
damping property (i.e., no numerical dissipation). This results in a rather unrealistic
solution behaviour which can cause non-physical instabilities and in some cases
can lead to non-convergence of the nonlinear iteration. Controllable numerically
dissipative algorithms with second order accuracy for integrating first order transient
systems, under the class of single step single solve methods, exist [62] and constitute
the current state-of-the-art method. In this method, the analyst has a precise control
of the high frequency damping through a parameter ρ∞ (hence often referred to
in this thesis as the one-parameter method), resulting in a whole family of time
integration algorithms that can be tested for the particular problem at hand. The
user control parameter, ρ∞, may be increased or decreased, i.e., ρ∞ value may be
chosen from the range of 0 ≤ ρ∞ ≤ 1 according to the needs of the problem of
interest. A ρ∞ value of one yields the nondissipative (zero-damping) Crank-Nicolson
method. On the other hand, if ρ∞ value is chosen to be zero, the method is said to
annihilate the highest frequency in one step (only for linear problems) [62] resulting
in an algorithm that has the same spectral stability as the Gear’s method [63].
In between, the method yields algorithms with controllable numerical dissipation
feature for first order transient system.
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Although the one-parameter method [62] seems to overcome the well-known
shortcoming of the second order accurate nondissipative Crank-Nicolson method
via its user control parameter ρ∞, the method’s control of the high frequency
damping via this parameter lacks flexibility. From our investigations based on
the numerical results of various types of linear and nonlinear first order transient
systems, solved using this method, we consistently observed that this method often
yields non-physical instability in the time derivative variable of the systems. This
is due to the fact that the method’s control of the high frequency damping of both
the primary variable and its time derivative is achieved via one parameter only
(ρ∞). In other words, the amounts of the high frequency damping for the two
variables are enforced to be equal (i.e., the high frequency damping of these variables
are controlled indiscriminately, and not selectively, through the one and only user
control parameter ρ∞). In our investigations using various numerical examples,
we consistently observed the following: (1) often a minimal amount of numerical
damping is sufficient to yield realistic numerical solutions of the primary variable;
however, (2) the same amount of numerical damping often may not be sufficient
to suppress the numerical oscillation in the time derivative variable resulting in
oscillatory response that does not represent the true response realistically. This
non-physical instability in the time derivative variable, as a consequence, can lead to
physically incorrect dynamics of the system especially for long term and nonlinear
simulations. From the computational point of view, it is intuitively desirable
that a numerical method yields physically representative solutions of all variables
involved in the system so as to completely capture the problem physics correctly.
Moreover, from a practical point of view, the time derivative variable has significant
importance in experimental works [64, 65]. Therefore, the non-physical instability in
the time derivative variable generated by the current state-of-the-art method places
a limitation to the method. A solution to this limitation is definitely to have a more
flexible control of the high frequency damping, in which the numerical damping for
the two variables can be enforced selectively (i.e., the analyst can select to impose a
certain amount of numerical damping for the primary variable, and impose another
amount of numerical damping for the time derivative variable, and additionally the
two amounts of numerical damping can be the same or different), according to the
needs of these variables so as to obtain physically representative solutions for both
variables, i.e., solutions that correctly capture the dynamics of the problem.
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Recently, we have developed and described in [66] a single step single solve time
integration framework that permits such a flexible control of the high frequency
damping in addition to other desirable features including second order time accuracy,
unconditional stability, and zero-order overshoot behaviour for the time integration
of first order transient systems, termed as GS4-1 Framework.6 Such a family of
time integration algorithms was developed by utilizing in a consistent manner the
design procedure previously introduced for second order dynamic systems, i.e., the
Algorithms by Design procedure [16, 27, 30]. Applications of the newly developed
GS4-1 framework to various types of numerical examples pertaining to first order
transient systems have also been described in [66–68] to demonstrate the ability
and advantage of the new framework. The key step in the design procedure of the
present development is the incorporation of a spurious root ρs∞, in addition to the
principal root ρ∞ that appears alone in the current state-of-the-art method. For the
first order transient system, the principal root of an algorithm is defined in general
as the absolute maximum value of the eigenvalues of the algorithm amplification
matrix. Meanwhile, a spurious root of the algorithm is defined as the absolute
minimum value of the eigenvalues of such a matrix. In particular, the two parameters
(ρ∞ and ρ
s
∞) introduced in the design procedure of the GS4-1 framework represent
the principal and spurious roots at high frequency. These two parameters serve as
the amplification factor for the decoupled primary and time derivative variables,
respectively, in the system eigen space, which numerically represent the controllable
numerical dissipative property of these two variables in high frequency limit. This
key design step is crucial as it allows for a selective and more flexible control of
the high frequency damping for both the primary variable and its time derivative,
respectively; a new feature, not available in existing methods to-date, termed hereby
as the “Selective Control Feature”.
The significance of this new feature is for a successful simultaneous elimination of the
numerical oscillation associated with the primary variable and its time derivative,
yielding physically representative solutions that correctly capture the physics and
6Note that ‘GS4-1’ stands for Generalized Single Step Single Solve for 1st order system, hence
the consistency with the existing Generalized Single Step Single Solve for 2nd order system (GS4-2)
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dynamics of the problem. Such a design thereby yields a two-parameter (ρ∞ and
ρs∞) family of time integration algorithms with a more flexible user control of the
high frequency damping for the two variables, respectively. By allowing the two
parameters to be equal (i.e, ρ∞ = ρ
s
∞), the amount of the high frequency damping
for the two variables is hence equal (i.e., the high frequency damping is controlled
indiscriminately, and not selectively) and the framework naturally recovers the
current state-of-the-art method [62]; hence, the resulting algorithm is herein referred
to as the GS4-1 framework without the selective control feature or the case without
the selective control feature. We illustrate throughout this thesis how such a limited
control results in non-physical instability in the time derivative variable due to
insufficient damping imposed on this variable. This is consistent with our findings
on the key restriction in the current state-of-the-art method (i.e., the one-parameter
method) as previously mentioned; that is, the instability in the time derivative
variable generated by this method is due to the restriction on the control of the
high frequency damping. This restriction, as we discovered from the theoretical
developments of our new GS4-1 framework, is implicitly imposed by this existing
method through the algorithmic condition ρ∞ = ρ
s
∞ (i.e., without the selective
control feature).
To overcome the drawback due to such a key restriction in the current state-of-the-art
method, we allow the new GS4-1 framework to have a more flexible control of the
high frequency damping by imposing different amounts of numerical dissipation in
the two variables through the algorithmic condition ρ∞ 6= ρ
s
∞, which is the new
selective control feature; hence, the resulting algorithm is referred herein as the
GS4-1 framework with the selective control feature or the case with the selective
control feature. Such a feature, which is new and not available in existing methods
to-date, allows the simultaneous elimination of the numerical oscillation associated
with the two variables to yield physically representative solutions that correctly
capture the dynamics of the problem. In general, both cases (with and without the
selective control feature) are contained within the newly developed GS4-1 framework
described in this thesis, which is designed for first order transient systems and
encompasses a family of algorithms with desirable features including second order
accuracy, unconditional stability, zero-order overshoot, and controllable numerical
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dissipation. In this regard, the selective control feature serves as a significant added
value to the newly developed framework in comparison to existing methods in
which such a feature is not available. We demonstrate throughout this thesis the
ability and advantage of the GS4-1 framework via such a feature in comparison
to the current state-of-the-art method using various types of numerical examples
pertaining to first order transient systems. The numerical results demonstrate the
roles played by this new feature in improving the numerical solutions of, not only
the time derivative variable, but also the primary variable, in comparison to the
existing methods without such a feature. Not only that this new feature enables the
attainment of physically representative solutions of these variables, it also provides
the necessary avenue to achieve this without imposing over-dissipation, which may
yield numerical solutions that, although are stable, deviate from the actual dynamics
of the problem as demonstrated in this thesis. Therefore, the significances of this
new feature and the abilities of the newly developed framework in comparison
to existing methods are successfully demonstrated. It is worth mentioning that
for the purpose of demonstrating the ability and advantage of the new method
in comparison to the current state-of-the-art, comparisons with softwares such as
COMSOL are not considered in the thesis. This is due to the fact that COMSOL
uses the one-parameter method [62] which can be recovered by the newly developed
framework with choice of ρ∞ = ρ
s
∞ (i.e., without selective control feature). Since
we successfully demonstrate throughout the thesis how the new method with the
selective control outperforms the one-parameter method using the various numerical
examples considered, comparisons with softwares such as COMSOL are already
successfully represented by these examples. Additionally, comparisons with Euler
Backward and Galerkin methods are not considered as these methods are only
first order accurate, hence the clear disadvantage as compared to the algorithms in
proposed framework which are all second order accurate. Meanwhile, algorithms
pertaining to other classes of time integration method such as Runge-Kutta type
methods are also not included in this thesis as these algorithms do not fall under the
class of single step single solve algorithms, which is the scope of the present research.
More interestingly, the new GS4-1 framework can be naturally recovered from the
existing GS4-2 framework by properly assigning the parameters and matrices, as
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described in this thesis, while preserving the actual governing equations, physical in-
terpretation and criteria of the parameters in both frameworks. This subsequently
allows for the formalism of the GS4-2 framework as an isochronous integration frame-
work that can be used to solve both first and second order dynamic systems without
having to resort to the individual frameworks, hence the practicality in computational
and implementation aspects. Although this may seem to highlight the significant con-
tribution of the GS4-2 framework alone, it is important to note that the discovery of
it being an isochronous integration framework had stemmed from the precise under-
standing of both the individual GS4-1 and GS4-2 frameworks and, in particular, of
how the two frameworks are related to each other. This requires, in the first place, the
successful designs and developments of the two individual frameworks. Therefore, the
significance of the development of the GS4-1 framework, as presented in this thesis,
remains. We now proceed to present the theoretical design and development of this
new framework in the next chapter.
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Chapter 3
Design and Development of the
New GS4-1 Time Integration
Framework
In this chapter, we present the theoretical design and development of the new GS4-1
time integration framework [66] which encompasses a family of algorithms with
desirable features including: (1) second order accuracy, (2) unconditional stability,
(3) zero-order overshoot behaviour, and (4) additionally possessing controllable
numerical dissipation with the new selective control feature, for the time integration
of first order transient system. The new framework was developed by utilizing in
a consistent manner the design procedure previously introduced and successfully
implemented for the second order dynamic systems, namely the Algorithms by
Design procedure.
We recall from Chapter 1, that the research presented in this thesis is primarily
focused on the issues and developments related to the time discretization part of
the computational procedures involved in solving engineering dynamic systems. The
spatial discretization part, on the other hand, is not the focus of this thesis and
well-established spatial discretization methods such as the Galerkin and Stream-
line Upwind Petrov Galerkin (SUPG) Finite Element Methods are readily employed.
Therefore, in the theoretical formulation and developments of the new GS4-1 time
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integration framework to be described in detailed next, we assumed that the relevant
partial differential equation governing the system has been discretized in space (i.e.,
semi-discretized) to yield a system of ordinary differential equations that is first order
in time. How the system can be dicretized in time using the newly developed GS4-1
framework is the core motivation of the thesis, and the design and development of
this new time integration framework is described next. For this purpose, we next
review the Algorithms by Design procedure and then proceed to describe how the
procedure was implemented for developing the new GS4-1 framework.
3.1 Review of Algorithms by Design
Algorithms by Design is a relatively new concept for the design of computational
algorithms based on the unified theory presented in Ref [30] which allows one to tailor
an algorithm according to pre-determined desirable algorithmic attributes, termed
wish list. In general, the notion of Algorithms by Design is formalized by the following
three steps:
1. a priori identify a wish list of desirable algorithmic attributes for the application
at hand,
2. formulate a generalized representation of the algorithmic structure with free
parameters, and
3. impose the wish list to determine the free parameters of the generalized repre-
sentation such that the resulting algorithms possess the desired attributes.
Utilizing the notion of Algorithms by Design as outlined above, we first decide
upon the wish list of the algorithmic properties (i.e., step (1) in the Algorithms by
Design procedure). The measures for the relevant algorithmic properties for first
order transient systems are accuracy, stability, numerical dissipation, and overshoot
behaviour. Therefore, our desirable algorithmic attributes (wish list) are as follows:
second-order accuracy, unconditional stability, zero-order overshoot behaviour, and
controllable numerical dissipation with the new selective control feature. With the
desirable algorithmic properties in mind, one can design the algorithms that satisfy
the desirable properties by imposing the conditions for the desirable properties one
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by one. We shall defer this (i.e., step (3) in the Algorithms by Design procedure)
to the next section. In this section, we first present how the generalized algorithmic
structure of the GS4-1 framework (i.e., with free parameters) is formulated (i.e.,
step (2) in the Algorithms by Design procedure), following our previous approach
in developing the existing GS4-2 framework [16], which is an important step prior
to imposing the conditions for the desirable properties according to the Algorithms
by Design procedure. For this purpose, the existing GS4-2 framework originally
developed for solving structural dynamic problems (second order dynamic system)
is advanced here and re-formulated for use in first order transient applications (i.e.
from a second order dynamic system to a first order dynamic system) leading to the
design and developments of the new GS4-1 framework.
3.2 Theoretical Formulation of the Generalized Algorithmic Structure
of the GS4-1 Framework
Consider a semi-discretized (i.e., upon the spatial discretization) system of ordinary
differential equations describing a first order transient system in a general form,
Mφ˙(t) +Kφ(t) = F(t) (3.2.1)
where M is the mass matrix, K is the stiffness matrix that could be due to convec-
tion, diffusion, and surface reaction, and F is the force vector that could be due to
the Neumann boundary conditions and sink/source terms. The formulations of these
matrices vary for different types of dynamic problems, and therefore only a general
representation is used in equation (3.2.1). However, specific formulations of these
matrices are given in subsequent chapters where we discuss the application of the
newly developed GS4-1 framework to various types of numerical examples. Addition-
ally, in equation (3.2.1), φ(t) and φ˙(t) represent the primary variable and its time
derivative at time t that are involved in the problem (such as temperature for heat
transfer problems, particle concentration in flow transport problems, and velocity in
fluid dynamic problems).
Given the solutions at tn time level (i.e., φn and φ˙n), we wish to find the solutions
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at tn+1 time level (i.e., φn+1 and φ˙n+1) where tn+1 − tn = ∆t the time step size. For
this purpose, we represent equation (3.2.1) using the classical time weighted residual
approach [69] employing arbitrary weighted time field W as follows
∫ ∆t
0
W [Mφ˙(t) +Kφ(t)− F(t)]dt = 0 (3.2.2)
where the weighted time field, W in equation (3.2.2) is assumed to be a degenerated
scalar polynomial function of the form (see Reference [29] for details)
W = 1 + w1Γ + w2Γ
2 (3.2.3)
where Γ = t
∆t
and t ∈ [0,∆t]. Meanwhile, the terms w1 and w2 in equation (3.2.3)
are intermediate parameters to be determined later1 after the derivation of the new
framework.
We next approximate the variables φ˙(t) and φ(t) in equation (3.2.2) using asymptotic
series expansion, whereas the load term, F(t) is approximated using Taylor series
expansion
φ˙(t) = φ˙n + Λ6
∆φ˙
∆t
t (3.2.4)
φ(t) = φn + Λ4φ˙nt + Λ5
∆φ˙
∆t
t2 (3.2.5)
F(t) = Fn +
Fn+1 − Fn
∆t
t (3.2.6)
where
∆φ˙ = φ˙n+1 − φ˙n (3.2.7)
At this point, the newly introduced parameters Λ4, Λ5, and Λ6 are also intermediate
parameters. The notations and labelling of these parameters are chosen as such to
ensure consistency of the new GS4-1 framework with respect to the existing GS4-2
framework allowing for the development of an isochronous integration framework
1see equation (3.3.86)
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that can be used to solve both first and second order dynamic systems without
having to resort to the individual framework (this will become more apparent in
Chapter 7 where we present such a development).
Substituting the approximations, equations (3.2.4) to (3.2.6) into equation (3.2.2)
and defining2 for convenience
Wi =
∫ ∆t
0
W ( t
∆t
)i dt∫ ∆t
0
W dt
(3.2.8)
yields the following generalized algorithmic structure of the GS4-1 framework (in
terms of free parameters, i.e, prior to imposing the wish list)
M(φ˙n + Λ6W1∆φ˙) +K(φn + Λ4W1∆tφ˙n + Λ5W2∆t∆φ˙) = (1−W1)Fn +W1Fn+1
(3.2.9)
Therefore the semi-discretized dynamic system can now be represented in a tempo-
rally discrete form as follows
M˜˙φ +Kφ˜ = F˜ (3.2.10)
where
˜˙
φ = φ˙n + Λ6W1∆φ˙ (3.2.11)
φ˜ = φn + Λ4W1∆tφ˙n + Λ5W2∆t∆φ˙ (3.2.12)
F˜ = Fn +W1(Fn+1 − Fn) (3.2.13)
The associated design for the updates of the primary variable and its time derivative
at the end of each time level (i.e., φn+1 and φ˙n+1) are chosen, from adapting those
2where the subscript i on the left hand side of equation (3.2.8) is a subscript assignment to the
weighted time field W according to the power of the t
∆t
terms contained in the approximations
(equations (3.2.4) to (3.2.6))
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for the second order dynamic system [16], as
φn+1 = φn + λ4φ˙n∆t + λ5∆φ˙∆t (3.2.14)
φ˙n+1 = φ˙n +∆φ˙ (3.2.15)
At this point, the terms Λ6W1, Λ5W2, Λ4W1, W1, λ4, and λ5 are free parameters
that will be defined later in Section 3.3 by imposing the conditions for achieving the
desired algorithmic attributes.
Algorithm 1
Generalized Algorithmic Structure of the GS4-1 Framework (in terms of
free parameters, i.e., prior to imposing the wish list)
Consider a semi-discretized first order transient system in a general form of represen-
tation as follows,
Mφ˙(t) +Kφ(t) = F(t) (3.2.16)
Given φn and φ˙n, we can find the solutions at the next time level φn+1 and φ˙n+1 by
first solving for ∆φ˙ from
(Λ6W1M+ Λ5W2∆tK)∆φ˙ =−Mφ˙n −K(φn + Λ4W1∆tφ˙n)
+ Fn +W1(Fn+1 − Fn) (3.2.17)
followed by updating the variables at the end of each time level according to
φn+1 = φn + λ4φ˙n∆t + λ5∆φ˙∆t (3.2.18)
φ˙n+1 = φ˙n +∆φ˙ (3.2.19)
Remark 3.2.1
1. Algorithm 1 is the structure of the GS4-1 framework in generalized form with
free parameters prior to imposing the conditions for achieving the desired algo-
rithmic attributes.
2. Utilizing the concept of Algorithms by Design, a wish list of the desirable algo-
rithmic properties is decided upon and imposed to the generalized framework
to determine the free parameters.
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3. In Algorithm 1, there is a total of 6 free parameters: Λ6W1, Λ5W2, Λ4W1,
W1, λ4, and λ5. These free parameters are related to Λi and λi contained in the
approximations and updates of the variables, in combination withWi associated
with the weighted time field. Consequently, they entail unique relations which
serve as the discrete numerically assigned [DNA] algorithmic markers which are
the algorithm signature.
Relevant details follow next.
3.3 Tailoring the Generalized Algorithmic Structure of the GS4-1
Framework Towards Achieving Desirable Algorithmic Attributes
In this section, we proceed by demonstrating how the desirable algorithmic properties
(wish list) can be achieved by imposing the appropriate conditions for these desirable
attributes to the generalized algorithmic structure of the GS4-1 framework (Algorithm
1). For this purpose, it is worth highlighting that the algorithmic properties for multi-
degree of freedom (MDOF) problems, such as those represented by equation (3.2.16),
are equivalent to that of single-degree of freedom (SDOF) model problems [16, 62].
This is due to the satisfaction of the mode superposition technique which states that
the response of linear systems governing MDOF problems is the sum of the responses
of each individual mode (i.e., SDOF). That is, equation (3.2.16) can be uncoupled into
many SDOF problems [62], each of which retains the same algorithmic properties as
those for equation (3.2.16). Therefore, for ease of explanation of how the conditions
for the desirable algorithmic properties can be imposed on the generalized framework
(Algorithm 1), we consider in this section the SDOF model problem of equation
(3.2.16), which can be expressed in a general representation as follows
φ˙+ λφ = f (3.3.20)
where λ is the eigenvalue associated with the chosen mode [62]. According to Algo-
rithm 1, this SDOF model problem (equation (3.3.20)) can be solved at each time
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level by first solving for ∆φ˙ from
(Λ6W1 + Λ5W2∆tλ)∆φ˙ =− φ˙n − λ(φn + Λ4W1∆tφ˙n)
+ fn +W1(fn+1 − fn) (3.3.21)
followed by updating the variables at the end of each time level according to
φn+1 = φn + λ4φ˙n∆t+ λ5∆φ˙∆t (3.3.22)
φ˙n+1 = φ˙n +∆φ˙ (3.3.23)
To impose the conditions for the desirable attributes, we first represent the temporally
discrete equation for the model problem in the following form [70]
dn+1 = Adn + Ln (3.3.24)
where
dn = (φn ∆tφ˙n)
T (3.3.25)
dn+1 = (φn+1 ∆tφ˙n+1)
T (3.3.26)
and A is the amplification matrix which will be greatly used in the subsequent design
steps. From equations (3.3.21) to (3.3.23), we can find that A, as defined in equation
(3.3.24), is given as
A =
 1 + λ5A21 λ4 − λ5(1− A22)
A21 A22
 (3.3.27)
where
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A21 = −
Ω
D
(3.3.28)
A22 = 1−
1
D
(1 + Λ4W1Λ) (3.3.29)
D = Λ6W1 + Λ5W2Ω (3.3.30)
Ω = λ∆t (3.3.31)
Meanwhile, Ln is the corresponding load vector. From equations (3.3.21) to (3.3.23),
we can find that Ln, as defined in equation (3.3.24), is given as
Ln =
1
D

λ5∆t[(1−W1)fn +W1fn+1]
∆t[(1−W1)fn +W1fn+1]
 (3.3.32)
We next describe how the conditions for achieving the desirable algorithmic properties
(wish list) can be imposed one by one on the generalized algorithmic structure of the
GS4-1 framework (Algorithm 1).
3.3.1 Second Order Accuracy
In solving dynamic problems numerically/computationally, an important factor to
consider in selecting the time integration method to be used is the method’s order of
accuracy. This is due to the fact that in deriving these methods, approximations are
introduced and, as a consequence, errors are generated. These errors, which are the
difference between the approximations and the exact analytical solutions, depend on
the time step size ∆t. As smaller value of ∆t is used, the errors generated by the
method should also decrease3. The rate at which the temporal error decreases with
∆t is the order of accuracy of the method. If the errors decreases linearly with ∆t,
the method is said to be first order accurate. Meanwhile, a second order accuracy
3theoretically, as ∆t approaches zero the approximations should approach the real solutions and
therefore the errors approach zero. Practically, however, the roundoff error of finite arithmetic
increases as ∆t approaches zero. This means that the numerical error never goes to zero but
reaches a minimum value past which it actually begins to increase as ∆t approaches zero due to the
prominence of the roundoff error
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indicates that the errors generated by the method decreases quadratically with ∆t.
Clearly, a higher-order method is desirable as the error reduces more rapidly with
smaller ∆t.
However, as explained in [16], the algorithmic properties of the single step single solve
classification of algorithms are bounded by the Dahlquist theorem [71]. According
to the Dahlquist theorem, if an algorithm is unconditionally stable, it can be at
most second order accurate. Since unconditional stability is a desirable algorithmic
attribute that we wish to impose on Algorithm 1 to ensure bounded solutions for
any time step sizes (∆t), the algorithms developed in this work will have to be at
most second order accurate due to the limitation of the Dahlquist barrier theorem.
Despite such a limitation, it is worth mentioning that second order accuracy is
a desirable algorithmic attribute, in comparison to the first order accuracy such
as those algorithms of the classical Trapezoidal family (with the exception of the
Crank-Nicolson method which is second order accurate).
We next describe how the second order accuracy can be imposed on Algorithm 1.
In this regard, an expression of interest for the accuracy of an algorithm is the local
truncation error τ(t). It represents the error in the numerical solution produced
by the algorithm for a single time step (i.e., from tn to tn+1 where tn+1 − tn =
∆t). If the numerical solutions dn and dn+1 in equation (3.3.24) are replaced by the
corresponding exact values (d(tn) and d(tn+1)), we obtain the following expression
[70]
d(tn+1)−Ad(tn)− Ln = τ(tn)∆t (3.3.33)
where τ(tn) is called the local truncation error. Therefore, the local truncation error
is defined in general as follows
τ(tn) =
1
∆t
[d(tn+1)−Ad(tn)− Ln] (3.3.34)
An algorithm is pth order accurate if p is the largest integer such that, for all t ∈ [0, T ]
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(where T is the end time of the transient duration) and ∆t > 0,
|τ(t)| ≤ c∆tp = O(∆tp) (3.3.35)
where c is a constant independent of ∆t, and p > 0; p is called the order of accuracy
or rate of convergence [70].
In accordance with equation (3.3.34), we now derive expression for τ(tn) specific for
first order transient systems. Recall from equation (3.3.24) that we have
dn+1 = Adn + Ln (3.3.36)
Likewise, we have
dn = Adn−1 + Ln−1 (3.3.37)
Substituting equation (3.3.37) into equation (3.3.36), we have
dn+1 = A(Adn−1 + Ln−1) + Ln
= A2dn−1 +ALn−1 + Ln (3.3.38)
By the Cayley - Hamilton theorem [72], we have
A2 + A1A+ A2 = 0 (3.3.39)
where
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A1 = −Tr(A)
A2 = Det(A)
Substituting equation (3.3.39) into equation (3.3.38) yields
dn+1 = (−A1A− A2)dn−1 +ALn−1 + Ln
= −A1Adn−1 −A2dn−1 +ALn−1 + Ln (3.3.40)
Using equation (3.3.37) and rearranging, we obtain the following
dn+1 + A1dn + A2dn−1 = (A1I+A)Ln−1 + Ln (3.3.41)
where I is a 2 × 2 identity matrix. Replacing the numerical solutions dn+1, dn and
dn−1 by the corresponding exact values (d(tn+1), d(tn) and d(tn−1)) (in accordance
with equation (3.3.34)) we have the following expression defining the local truncation
error for the first order transient system defined by: φ˙ + λφ = f (i.e., equation
(3.3.20))
τ(tn) =
1
∆t
[φ(tn+1) + A1φ(tn) + A2φ(tn−1)− F ] (3.3.42)
where F is the first row of the vector {(A1I+A)Ln−1 + Ln} and is obtained as
F =
1
D
{(A1 + 1 + λ5A21)λ5∆t[(1−W1)f(tn−1) +W1f(tn)]
+ [λ4 − λ5(1− A22)]∆t[(1−W1)f(tn−1) +W1f(tn)]
+ λ5∆t[(1 −W1)f(tn) +W1f(tn+1)]} (3.3.43)
For the amplification matrix A given by equation (3.3.27), the resulting trace and
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determinant of the matrix are
Tr(A) = I : A = 2−
1
D
[1 + (λ5 + Λ4W1)Ω] (3.3.44)
Det(A) = 1−
1
D
[1 + (λ5 − λ4 + Λ4W1)Ω] (3.3.45)
Additionally, the terms φ(tn+1), φ(tn−1), f(tn+1), and f(tn+1) are expressed using
Taylor series expansion at time tn as follows
φ(tn+1) = φ(tn) + φ˙(tn)∆t +
1
2
φ¨(tn)∆t
2
φ(tn−1) = φ(tn)− φ˙(tn)∆t+
1
2
φ¨(tn)∆t
2
f(tn+1) = f(tn) + f˙(tn)∆t +
1
2
f¨(tn)∆t
2
f(tn−1) = f(tn)− f˙(tn)∆t+
1
2
f¨(tn)∆t
2
Doing the necessary substitutions, performing the arithmetic operations and rear-
ranging, equation (3.3.42) becomes
τ(tn) =
1
D
[φ˙(tn) + λ4λφ(tn)− λ4f(tn)]
+
∆t
D
{(
Λ6W1 −
1
2
)
φ¨(tn) + (λ5 − λ4 + Λ4W1)λφ˙(tn)− [λ5 − λ4(1−W1)]f˙(tn)
}
+
∆t2
D
{
φ¨(tn)λ
[
Λ5W2 −
1
2
(λ5 − λ4 + Λ4W1)
]
+ f¨(tn)
[
λ5W1 +
1
2
[λ4(1−W1)− λ5]
]}
(3.3.46)
Therefore, to achieve second order time accuracy, the following three condi-
tions/constraints need to be imposed on Algorithm 1
λ4 = 1 (3.3.47)
Λ6W1 −
1
2
= λ5 − λ4 + Λ4W1 (3.3.48)
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λ5 − λ4(1−W1) = λ5 − λ4 + Λ4W1 (3.3.49)
By imposing the above conditions, equation (3.3.46) becomes
τ(tn) =
1
D
{
[φ˙(tn) + λφ(tn)− f(tn)] + ∆t(λ5 − 1 + Λ4W1)[φ¨(tn) + λφ˙(tn)− f˙(tn)]
}
(3.3.50)
+
1
D
{
O(∆t2) + ...
}
An observation of equation (3.3.50) and recalling from equation (3.3.20), we can see
that
τ(tn) = O(∆t
2) (3.3.51)
which indicates that second order accuracy is achieved.
3.3.2 Zero-Order Overshoot Behaviour
The overshoot behaviour is a numerically induced property/attribute of a numerical
algorithm at high frequency limit. At this limit, the numerical solution overshoots
the exact solution [16]. For large-scale engineering problems with a wide range of
natural frequency, algorithms with higher than zero-order overshoot behaviour will
exhibit overshoot in the first few time steps as the value of ∆t increases. This may
manifest in the subsequent computations and will lead to an increase in iterations,
especially in the context of large-scale practical nonlinear dynamic problems [16].
Therefore, it is desirable that the algorithms in the GS4-1 framework induces no
more than a zero-order overshoot behaviour on the primary variable. This means
that the overshoot on the solution of the primary variable at high frequency limit is
independent of ∆t. That is, the amount of overshoot does not increase although ∆t
is increased; hence is a desirable feature.
To impose the condition related to the overshoot behaviour, we consider the amplifi-
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cation matrix in the high frequency limit, defined as follows
A∞ = lim
Ω→∞
A (3.3.52)
=
 1−
λ5
Λ5W2
λ4 − λ5
Λ4W1
Λ5W2
− 1
Λ5W2
1− Λ4W1
Λ5W2
 (3.3.53)
Denoting the initial conditions as follows,
d0 =
 φ0
∆tφ˙0
 (3.3.54)
the solutions at the next time level at high frequency limit can be represented as
d1 = A∞d0 (3.3.55)
where
d1 =
 φ1
∆tφ˙1
 (3.3.56)
Therefore, the solution of the primary variable at the high frequency limit is obtained
as follows
φ1 =
(
1−
λ5
Λ5W2
)
φ0 +
(
λ4 − λ5
Λ4W1
Λ5W2
)
∆tφ˙0 (3.3.57)
From equation (3.3.57), therefore, a zero-order overshoot behaviour on the primary
variable requires that
λ4 − λ5
Λ4W1
Λ5W2
= 0 (3.3.58)
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Imposing the condition for second order time accuracy, equation (3.3.47), to equation
(3.3.58) we have the following constraint for the zero-order overshoot behaviour
λ5 Λ4W1 = Λ5W2 (3.3.59)
By imposing the above constraint, equation (3.3.57) becomes
φ1 =
(
1−
λ5
Λ5W2
)
φ0 (3.3.60)
An observation of equation (3.3.60) indicates that the overshoot on the solution of
the primary variable is independent of ∆t, i.e., zero-order overshoot is achieved.
3.3.3 Unconditional Stability
The stability of the time integration methods is another important criterion to
look for when selecting algorithm for solving dynamic problems. This is due to
the fact that the time step size ∆t values that can be used are limited by the
stability property of the algorithm, which can be categorized either being: (1)
unconditional stability, or (2) conditional stability, depending on the eigenvalues (ξ)
of the amplification matrix. The methods with the former stability property would
either ensure a smooth decay (0 ≤ ξ ≤ 1) which is non-oscillatory, or fall under the
oscillatory decay range (−1 ≤ ξ < 0) for large ∆t values (i.e., at the high frequency
limit). In both cases, the transient responses generated by the unconditionally
stable algorithms always remain bounded for any ∆t. However, for methods with
the latter stability property, there is a condition that if ∆t is chosen to be more
than a critical value, the transient response generated by the method not only may
exhibit unrealistic behaviour but also may grow with time and eventually becomes
unbounded (|ξ| > 1). For this reason, it is desirable that the algorithms in the
present development are all unconditionally stable.
Stability can be assessed by looking at the eigenvalues of the amplification matrix, A.
As described above, unconditional stability will be attained so long as the modulus
of each eigenvalue is less than or equal to one.
39
The eigenvalues of A, ξi (i=1,2) can be obtained from
Det(A− ξI) = 0 (3.3.61)
Therefore we have
ξi (i=1,2) =
1
2
(
2−
1
D
[1 + (λ5 + Λ4W1)Ω]
)
±
1
2
√
1
D2
[1 + 2(λ5 + Λ4W1)Ω + (λ5 + Λ4W1)2Ω2]−
4
D
λ4Ω (3.3.62)
where
D = Λ6W1 + Λ5W2Ω
Ω = λ∆t
We will illustrate the stability constraints on the algorithmic parameters through
the limiting values of Ω as follows:
(i) First consider the case when the time step size (∆t) is taken to be very small (i.e.,
low frequency limit). Regardless of the value of λ, Ω vanishes, and the eigenvalues of
A at this limit are
ξ0i = lim
∆t→0
ξi = lim
Ω→0
ξi (3.3.63)
=
1
2
(
2−
1
Λ6W1
±
1
Λ6W1
)
(3.3.64)
Therefore
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ξ0i = lim
∆t→0
ξi =
{
1, 1−
1
Λ6W1
}
(3.3.65)
from which we may deduce that unconditional stability requires
∣∣∣∣1− 1Λ6W1
∣∣∣∣ ≤ 1 (3.3.66)
(ii) We next consider the limit of an infinite ∆t (i.e., high frequency limit). The
eigenvalues of A at this limit are
ξ∞i = lim
∆t→∞
ξi = lim
Ω→∞
ξi
=
1
2
(
2−
λ5 + Λ4W1
Λ5W2
±
λ5 − Λ4W1
Λ5W2
)
(3.3.67)
Therefore
ξ∞i = lim
∆t→∞
ξi =
{
1−
λ5
Λ5W2
, 1−
Λ4W1
Λ5W2
}
(3.3.68)
from which we may deduce that unconditional stability requires
∣∣∣∣1− λ5Λ5W2
∣∣∣∣ ≤ 1, ∣∣∣∣1− Λ4W1Λ5W2
∣∣∣∣ ≤ 1 (3.3.69)
3.3.4 Controllable Numerical Dissipation with the New Selective Control
Feature
Numerical dissipation is also called algorithmic dissipation or algorithmic/numerical
damping, and it represents the dissipative effect induced by the algorithm at high
frequency limit (hence sometimes referred to as the high frequency damping) [16]. It
is an artifact that is added into the system to stabilize the algorithm in order to yield
physically representative/accurate numerical solutions. Algorithms with numerical
dissipation are often called the numerically dissipative algorithms. Whilst on one
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hand numerical dissipation is useful to overcome the shortcomings of nondissipative
schemes (which often yield numerical solutions with non-physical instabilities at
large time step size), the use of it must be done in a strategic manner so as to avoid
imposing over-dissipation (i.e., imposing greater amount of numerical dissipation
than is needed) into the system. The importance of this delicate balancing act re-
quires that the numerical dissipation be controlled smartly by the analyst depending
on the needs of the problem of interest.
The existing one-parameter controllable numerically dissipative algorithms for first
order transient systems [62], however, lack flexibility due to the restriction that the
amount of high frequency damping for the primary variable and its time derivative
is enforced to be equal (i.e., the high frequency damping of these variables are
controlled indiscriminately, and not selectively, through the one and only user
control parameter ρ∞). From our investigations, this restriction often leads to non-
physical instability in the time derivative variable. As previously mentioned, from
a computational point of view, it is intuitively desirable that a numerical method
yields physically representative solutions of all variables involved in the system so
as to completely capture the problem physics correctly. Moreover, from a practical
point of view, the time derivative variable has significant importance in some
experimental works [64, 65]. Therefore, the instability in the time derivative variable
generated by this current state-of-the-art method places a limitation to the method
due to the restriction on the control of the high frequency damping as discussed above.
To overcome this drawback, we allow for a more flexible control of the high frequency
damping, in which the numerical damping for the primary variable and its time
derivative can be enforced selectively, according to the needs of these variables so
as to obtain physically representative solutions of both variables. To achieve this,
we first recall that Algorithm 1 corresponding to the SDOF model equation can be
written in the form of equation (3.3.24), and then the eigenvalues of the algorithm
amplification matrix A can be solved from
Det(A− ξI)X = 0 (3.3.70)
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where X is the unified right eigenvector matrix, and the eigenvalues are given as ξ1
and ξ2 by equation (3.3.62). Mapping the primary variable and its time derivative (φ
and φ˙) onto the eigenspace yields,
(
φ¯
¯˙
φ
)
= X−1
(
φ
φ˙
)
(3.3.71)
from which we obtain the following
φ¯n = ξ
n
1 φ¯0 (3.3.72)
¯˙
φn = ξ
n
2
¯˙
φ0 (3.3.73)
It is to be noted that in the above expressions, we do not consider the coupling be-
tween the two variables as we have considered the mapping of the variables onto the
eigenspace. However, in practice, such coupling is very minor as demonstrated by
the results of the considered numerical examples. By referring to equations (3.3.72)
and (3.3.73), therefore, we can see that the eigenvalues, ξ1 and ξ2, serve as the ampli-
fication factor for the decoupled primary variable and its time derivative, φ and φ˙,
respectively, in the system eigenspace. At high frequency limit (n→∞), the dissipa-
tive effects induced by the algorithm on these variables are related to the eigenvalues
in this limit (ξ∞1 and ξ
∞
2 ) given by equation (3.3.68) [16]. Consequently, to achieve a
selective and more flexible control on the high frequency damping of these variables
(i.e., controllable numerical dissipation with the new selective control feature), we
recall equation (3.3.68) and now introduce two user-control parameters ρ∞ and ρ
s
∞
such that
ξ∞1 = 1−
λ5
Λ5W2
= −ρ∞ (3.3.74)
ξ∞2 = 1−
Λ4W1
Λ5W2
= −ρs∞ (3.3.75)
It is important to note from the above equations that the two newly introduced
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parameters (ρ∞ and ρ
s
∞) are related to the eigenvalues of the amplification matrix at
high frequency (ξ∞1 and ξ
∞
2 ), respectively, and therefore directly influence the amount
of high frequency damping for the primary variable and its time derivative (φ and
φ˙), respectively. By incorporating these two parameters (i.e., ρ∞ and ρ
s
∞) into the
design of the present framework as shown above, the analyst has a selective and more
flexible control on the amount of high frequency damping he or she wishes to impose
on the two variables depending on the selection for the values of these parameters
which are user-control. This selection depends on the needs of the problem at hand
and additionally has to satisfy certain relation. This is discussed next.
Recall that the absolute maximum value of the eigenvalues of the algorithm ampli-
fication matrix defines the so-called principal root of the algorithm. Meanwhile, the
absolute minimum value of the eigenvalues defines the so-called spurious root of the
algorithm. Since ξ∞1 ≤ ξ
∞
2 (see equation (3.3.68)), it follows from equations (3.3.74)
and (3.3.75) that ρ∞ ≥ ρ
s
∞ (due to the effect of the negative sign incorporated into
these equations). Consequently, we have the following relation between the eigenval-
ues and the two user-control parameters
ρ∞ = |ξ
∞
1 | ≥ ρ
s
∞ = |ξ
∞
2 | (3.3.76)
Therefore, ρ∞ represents the principal root of the algorithm at high frequency and
is associated with the numerical dissipation of the primary variable in this limit.
Meanwhile, ρs∞ represents the spurious root of the algorithm at high frequency and
is related to the numerical dissipation of the time derivative variable in this limit.
For convenience, these parameters (ρ∞ and ρ
s
∞) are referred to in this thesis as the
principal and spurious roots of the algorithm, respectively. Due to the definitions of
these roots, accordingly, these parameters must satisfy the condition that ρ∞ ≥ ρ
s
∞
as pointed out above. Additionally, recall from Section 3.3.3 that the modulus of the
eigenvalues must be less than or equal to one in order for the algorithms to achieve
unconditional stability. In particular, at the high frequency limit (i.e., for large ∆t
values) unconditional stability requires that the eigenvalues fall under the range −1 <
ξ∞i < 0 (see Section 3.3.3). Accordingly, the values of the two parameters (ρ∞ and
ρs∞) introduced above also have to range between 1 and 0 (note that the negative sign
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appearing in the range of ξ∞i is already incorporated in equations (3.3.74) and (3.3.75),
and therefore the two parameters (ρ∞ and ρ
s
∞) only take the absolute value between
1 and 0). Putting together, we have the following relation of the two parameters
needed to be satisfied when selecting their values:
0 ≤ ρs∞ ≤ ρ∞ ≤ 1 (3.3.77)
From equations (3.3.72) and (3.3.73), and recalling the relation between the eigenval-
ues and the two user-control parameters as discussed above (see equation (3.3.76)),
we can easily see that for each parameter, a value of unity means that no numerical
dissipation is imposed on the respective variable (i.e., nondissipative). On the other
hand, a value of zero results in imposing maximum numerical dissipation on the
respective variable. Additionally, when different values are selected for the two
parameters satisfying the relation in equation (3.3.77) (i.e., when selecting ρs∞ < ρ∞),
the resulting algorithm is said to impose different amount of numerical dissipation on
the two variables, in which case the selective control feature is enabled. On the other
hand, when the values of the two parameters are selected to be equal (i.e., ρs∞ = ρ∞),
the amount of the numerical dissipation on the two variables is hence equal (i.e., the
numerical dissipation property of the algorithm is controlled indiscriminately and not
selectively) and the resulting algorithm naturally recovers the existing one-parameter
controllable numerically dissipative method described in [62]. Furthermore, when
ρs∞ = ρ∞ = 1, the nondissipative Crank-Nicolson method is recovered, while the
Gear’s method [63] is recovered with selection of ρs∞ = ρ∞ = 0 [62]. The recovery
of these existing methods from the present development is demonstrated in Section
4.2. In other words, the two parameters, ρ∞ and ρ
s
∞, uniquely define particular
algorithms within the GS4-1 framework (therefore the algorithm in the GS4-1
framework is often denoted, for example in illustrative figures and tabulated tables,
as: GS4-1(ρ∞,ρ
s
∞)).
Remark 3.3.1
• ρ∞ represents the principal root of the algorithm at high frequency limit and
is associated with the numerical dissipation property of the primary variable
(φ). Its value may range from 0 to 1; ρ∞ = 1 means that no numerical dissipa-
tion (nondissipative/zero damping) is imposed on φ while ρ∞ = 0 means that
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maximum numerical dissipation is imposed on φ.
• ρs∞ represents the spurious root of the algorithm at high frequency limit and
is associated with the numerical dissipation property of the time derivative
variable (φ˙). Its value may range from 0 to 1; ρs∞ = 1 means that no numerical
dissipation (nondissipative/zero damping) is imposed on φ˙ while ρs∞ = 0 means
that maximum numerical dissipation is imposed on φ˙.
• Additionally, the selection for the values of these parameters must satisfy the
following relation: 0 ≤ ρs∞ ≤ ρ∞ ≤ 1
From this point, all of the free parameters (Λ6W1, Λ5W2, Λ4W1, W1, λ4, and λ5)
appearing in Algorithm 1 will be expressed in terms of these two new parameters
(ρ∞ and ρ
s
∞)
4. This is done as follows.
Substituting equation (3.3.59) into equation (3.3.74) yields
Λ4W1 =
1
1 + ρ∞
(3.3.78)
and substituting equation (3.3.59) into equation (3.3.75) yields
λ5 =
1
1 + ρs∞
(3.3.79)
Using equations (3.3.78) and (3.3.79), we can express all the other free parameters in
terms of ρ∞ and ρ
s
∞ as follows. From equation (3.3.48), we get
Λ6W1 =
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
(3.3.80)
Meanwhile, from equation (3.3.49), we obtain
W1 =
1
1 + ρ∞
(3.3.81)
4except for λ4 since we have already figured out that λ4 = 1 (see equation (3.3.47))
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and finally, from equation (3.3.59) we get
Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
(3.3.82)
By imposing all of the conditions described above, the free parameters (Λ6W1, Λ5W2,
Λ4W1, W1, λ4, and λ5) appearing in Algorithm 1, which is the generalized algorithmic
structure of the GS4-1 framework prior to imposing the wish list, are now expressed
in terms of the two parameters of the framework, ρ∞ and ρ
s
∞, as follows
Λ6W1 =
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
Λ4W1 =
1
1 + ρ∞
W1 =
1
1 + ρ∞
(3.3.83)
λ4 = 1
λ5 =
1
1 + ρs∞
At this point, it is worth clarifying the following:
• In the above design of the new GS4-1 time integration framework, the chosen
algorithmic attributes, namely second-order time accuracy, unconditional sta-
bility, zero-order overshoot, and controllable numerical dissipation with the new
selective control feature, are all desirable attributes to look for when selecting
time integration algorithms to solve dynamic problems as described above. In
particular, the latter is the new and original contribution of the present develop-
ment not available in existing methods for first order transient systems to-date.
This new feature enables the attainment of physically representative solutions
of all variables necessary to completely capture the dynamics of the problem
correctly. Hence, it serves as a significant added value to the new framework
in addition to all the other desirable attributes. Following this, most of the
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discussion in this thesis is focused on the demonstration of the effect and ability
of this new feature. However, for completeness, we also provide demonstration
of the other algorithmic properties although this is discussed only briefly for
proof and illustration purposes.
• The order at which the conditions associated with these desirable attributes
are imposed on the generalized algorithmic structure (Algorithm 1) is chosen as
such to enable the representations of the free parameters (Λ6W1, Λ5W2, Λ4W1,
W1, λ4, and λ5) in terms of the principal and spurious roots (ρ∞ and ρ
s
∞) given
by equation (3.3.83).
• In Algorithm 1, there is a total of 6 free parameters: Λ6W1, Λ5W2, Λ4W1, W1,
λ4, and λ5. The analysis presented here, however, shows that there were 9
conditions needed to be fulfilled. An explanation for this difference is that the
actual number of conditions being imposed directly on Algorithm 1 is only 6,
i.e., 3 conditions for second order accuracy, 1 condition for zero-order overshoot
behaviour, and 2 conditions for controllable numerical dissipation with the new
selective control feature. By fulfilling these 6 conditions, the additional 3 condi-
tions related to the constraints for achieving unconditional stability (equations
(3.3.66) and (3.3.69)) are automatically satisfied.
We now demonstrate here that these constraints for achieving unconditional stability
are indeed satisfied. Substituting equation (3.3.83) into the constraint for uncondi-
tional stability at low frequency limit (equation (3.3.66)) yields
∣∣∣∣1− 1Λ6W1
∣∣∣∣ = ∣∣∣∣1− 2(1 + ρ∞)(1 + ρs∞)3 + ρ∞ + ρs∞ − ρ∞ρs∞
∣∣∣∣ (3.3.84)
Checking on the above value for a few representative algorithms:
• When ρ∞ = ρ
s
∞ = 1, we have
∣∣∣1− 2(1+ρ∞)(1+ρs∞)3+ρ∞+ρs∞−ρ∞ρs∞ ∣∣∣ = | − 1| = 1
• When ρ∞ = ρ
s
∞ = 0, we have
∣∣∣1− 2(1+ρ∞)(1+ρs∞)3+ρ∞+ρs∞−ρ∞ρs∞ ∣∣∣ = |13 | = 13
• When ρ∞ = 1 and ρ
s
∞ = 0, we have
∣∣∣1− 2(1+ρ∞)(1+ρs∞)3+ρ∞+ρs∞−ρ∞ρs∞ ∣∣∣ = 0
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• When ρ∞ = 0.5 and ρ
s
∞ = 0.2, we have
∣∣∣1− 2(1+ρ∞)(1+ρs∞)3+ρ∞+ρs∞−ρ∞ρs∞ ∣∣∣ = |15 | = 15
indicates that the constraint for achieving unconditional stability when the time step
size (∆t) is taken to be very small i.e., at low frequency limit (equation (3.3.66)) is
always satisfied. Likewise, substituting equation (3.3.83) into the two constraints for
unconditional stability at high frequency limit (equation (3.3.69)) yields
∣∣∣∣1− λ5Λ5W2
∣∣∣∣ = | − ρ∞| = ρ∞∣∣∣∣1− Λ4W1Λ5W2
∣∣∣∣ = | − ρs∞| = ρs∞ (3.3.85)
Equation (3.3.85) indicates that the constraint for achieving unconditional stability
in the limit of an infinite time step size i.e., at high frequency limit (equation
(3.3.69)) is always satisfied since the maximum value for the two parameters is unity.
Having arrived at equation (3.3.83), we can now determine the corresponding weighted
time field W used in the derivation process (equation (3.2.3)). Substituting equation
(3.2.3) into equation (3.2.8), and choosing two expressions from equation (3.3.83), we
can easily determine that the intermediate parameters w1 and w2 in equation (3.2.3)
are given by
w1 = −
4(2 + 3ρ∞)
1 + 3ρ∞
, w2 =
10(1 + ρ∞)
1 + 3ρ∞
(3.3.86)
Therefore, the corresponding weighted time field associated with the above algorithms
design can be expressed in closed form as
W = 1−
4(2 + 3ρ∞)
1 + 3ρ∞
t
∆t
+
10(1 + ρ∞)
1 + 3ρ∞
(
t
∆t
)2
(3.3.87)
Note that the above expression for the weighted time field W is not explicitly used in
the computational implementation of the GS4-1 framework (it is given here only for
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the reader’s information). Such a procedure, presented in the next chapter, implicitly
incorporates such a function through the algorithmic parameters Λ6W1, Λ5W2,
Λ4W1, W1, λ4, and λ5 defined in equation (3.3.83). It is also worth mentioning that
although W is independent of the spurious root ρs∞ as seen in equation (3.3.87), this
parameter is contained in the approximations and design updates of the variables
(for example, λ5 is a function of ρ
s
∞, see equation (3.3.83)), hence its participation
in the solution procedure of the developed framework.
The Algorithms by Design procedure is now completed, and we present in the next
chapter the resulting GS4-1 framework with the desirable features including second-
order time accuracy, unconditionally stability, zero-order overshoot, and controllable
numerical dissipation with the new selective control feature, all of which are carefully
imposed on the generalized algorithmic structure (Algorithm 1) via the Algorithms
by Design procedure as described in this chapter. Relevant details including further
description of the new selective control feature and a general guideline on how to use
the new framework is also presented next.
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Chapter 4
The New GS4-1 Time Integration
Framework and the Relevant
Details
This chapter presents the resulting GS4-1 framework, developed via the Algorithms
by Design procedure in Chapter 3, and provides further relevant details to complete
the description of the new framework and explain its implementation.
4.1 The New GS4-1 Time Integration Framework
Now that we have completed the Algorithms by Design procedure to design a family
of algorithms within the GS4-1 framework with desirable features, we present the
resulting framework in two forms: (i) the time derivative (φ˙), and (ii) the primary
variable (φ) forms of representation. That is, the unknowns to be solved are related
to incremental quantities of φ˙ and φ, respectively. In implementing and utilizing the
framework for solving first order transient systems, one can employ either one of the
forms of representation. Both forms yield the same results. The former has a more
general and neat representation of the framework, while the latter is more convenient
to work with for practical first order transient systems such as heat conduction
problems.
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4.1.1 The Time Derivative (φ˙) Form of Representation
Algorithm 2
The New GS4-1 Framework for Time Integration of First Order Tran-
sient System in φ˙-Form of Representation
Consider the linear first order transient system of governing equation and initial
condition in the form
Mφ˙(t) +Kφ(t) = F(t) (4.1.1)
φ(0) = φ0 (4.1.2)
Employing the GS4-1 framework, the above governing equation can be represented
in the incremental quantity of φ˙ (i.e., φ˙-form of representation) as follows
M
˜˙
φ +Kφ˜ = F˜ (4.1.3)
where
˜˙
φ = φ˙n + Λ6W1∆φ˙ (4.1.4)
φ˜ = φn + Λ4W1∆tφ˙n + Λ5W2∆t∆φ˙ (4.1.5)
F˜ = Fn +W1(Fn+1 − Fn) (4.1.6)
Therefore, given φn and φ˙n, one can find φn+1 and φ˙n+1 by first solving for ∆φ˙ from
(Λ6W1M+ Λ5W2∆tK)∆φ˙ =−Mφ˙n −K(φn + Λ4W1∆tφ˙n)
+ Fn +W1(Fn+1 − Fn) (4.1.7)
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followed by updating the variables at the end of each time level according to
φn+1 = φn + λ4φ˙n∆t + λ5∆φ˙∆t (4.1.8)
φ˙n+1 = φ˙n +∆φ˙ (4.1.9)
where
Λ6W1 =
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
Λ4W1 =
1
1 + ρ∞
(4.1.10)
W1 =
1
1 + ρ∞
λ4 = 1
λ5 =
1
1 + ρs∞
while ρ∞ and ρ
s
∞ are the principal and spurious roots at high frequency satisfying the
following relation1
0 ≤ ρs∞ ≤ ρ∞ ≤ 1 (4.1.11)
4.1.2 The Primary Variable (φ) Form of Representation
Algorithm 3
The New GS4-1 Framework for Time Integration of First Order Tran-
sient System in φ-Form of Representation
Consider the linear first order transient system of governing equation and initial
condition in the form
1see Section 3.3.4 for details
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Mφ˙(t) +Kφ(t) = F(t) (4.1.12)
φ(0) = φ0 (4.1.13)
Employing the GS4-1 framework, the above governing equation can be represented
in the incremental quantity of φ (i.e., φ-form of representation) as follows
M
˜˙
φ +Kφ˜ = F˜ (4.1.14)
where 2
˜˙
φ =
(
1−
λ4 Λ6W1
λ5
)
φ˙n +
Λ6W1
λ5 ∆t
∆φ (4.1.15)
φ˜ = φn +
Λ5W2
λ5
∆φ (4.1.16)
F˜ = Fn +W1(Fn+1 − Fn) (4.1.17)
Therefore, given φn and φ˙n, one can find φn+1 and φ˙n+1 by first solving for ∆φ from
(
Λ6W1
λ5∆t
M+
Λ5W2
λ5
K
)
∆φ =−
(
1−
λ4Λ6W1
λ5
)
Mφ˙n −Kφn
+ Fn +W1(Fn+1 − Fn) (4.1.18)
followed by updating the variables at the end of each time level according to
φn+1 = φn +∆φ (4.1.19)
φ˙n+1 =
(
1−
λ4
λ5
)
φ˙n +
1
λ5∆t
∆φ (4.1.20)
where the parameters Λ6W1, Λ5W2, Λ4W1, W1, λ4, and λ5 are defined in terms of the
principal and spurious roots (ρ∞ and ρ
s
∞) by equation (4.1.10).
2note that the following equations can easily be obtained after performing arithmetic operations
on the equations in Algorithm 2
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Remark 4.1.1
1. Algorithms 2 and 3 are the resulting GS4-1 framework when the conditions
for desirable algorithmic attributes (wish list) of second-order accuracy, uncon-
ditional stability, zero-order overshoot behaviour, and controllable numerical
dissipation with the new selective control feature are imposed on the general-
ized structure of the algorithm design (Algorithm 1).
2. Algorithm 2 is the GS4-1 framework in φ˙-form of representation while Algo-
rithm 3 is the GS4-1 framework in φ-form of representation.
3. Algorithms 2 and 3 are controllable by two user-control parameters (ρ∞ and ρ
s
∞)
which represent the principal and spurious roots of the algorithm amplification
matrix, respectively, at high frequency limit. These parameters are associated
with the numerical damping of the primary variable and its time derivative,
respectively, in this limit. Additionally, the selection for the values of these
parameters must satisfy the following relation: 0 ≤ ρs∞ ≤ ρ∞ ≤ 1
4. By introducing the spurious root ρs∞ in addition to the principal root ρ∞ in the
design procedure, we are able to incorporate not only controllable numerical
dissipative feature, but also with a more flexible and selective control of such
a feature, while preserving second order accuracy and unconditional stability.
This is in contrast to the classical Trapezoidal family of algorithms and the one-
parameter controllable numerically dissipative method described in [62], which
does not possess the selective control feature.
5. In Algorithms 2 and 3, the Crank-Nicolson method [60] is recovered for the
selection of ρ∞ = ρ
s
∞ = 1.
6. Algorithms 2 and 3 also recover the one-parameter controllable numerically
dissipative method but without the selective control feature described in [62]
when ρ∞ = ρ
s
∞.
7. Additionally, Algorithms 2 and 3 recover the Gear’s method [63] when ρ∞ =
ρs∞ = 0 [62].
8. With this new framework, the analyst has a precise and selective control of
the high frequency damping associated with the primary variable and its time
derivative through the two user-control parameters, ρ∞ and ρ
s
∞, resulting in a
55
whole family of time integration algorithms that can be tested for a particular
problem at hand to yield physically accurate solutions of the problem. In this
way, the two parameters, ρ∞ and ρ
s
∞, may be increased or decreased according
to the needs of the problem of interest (so long as the condition that 0 ≤ ρs∞ ≤
ρ∞ ≤ 1 is satisfied) until the resulting solutions are physically representative,
i.e., (1) not too much oscillatory, and (2) stable without deviating from the
true solutions, such that the dynamics of the problem is correctly represented.
This process, therefore, needs to be done in a strategic manner and a general
guideline on how to use the new framework to achieve the targeted objectives
is given in Section 4.4.
9. Since the designed framework is restricted to second order accuracy and does
not consider first order conditions, the Forward Euler, Backward Euler, and
Galerkin methods are purposely not to be recovered in Algorithms 2 and 3.
4.1.3 Noteworthy Algorithms with ρ∞ = 1
In this section we illustrate an interesting feature of the developed GS4-1 framework
resulting from the selection of ρ∞=1. Substituting this selection into Algorithm 3
while keeping ρs∞ variable yields
(
M
∆t
+
1
2
K
)
φn+1 =
(
M
∆t
−
1
2
K
)
φn +
1
2
(Fn+1 + Fn) (4.1.21)
φ˙n+1 = (1 + ρ
s
∞)
(
φn+1 − φn
∆t
)
− ρs∞φ˙n (4.1.22)
An observation of equation (4.1.21) shows that the selection of ρ∞=1 and any ρ
s
∞
yields a family of algorithms that replicate the Crank-Nicolson method if only φ is
of interest. From equation (4.1.21), it is clear that for the selection of ρ∞=1, φ˙ does
not participate in the solution procedure to determine φn+1. Therefore, although ρ
s
∞
appears in the update equation of φ˙, equation (4.1.22), it never affects the solution of
φ; hence any selection of ρs∞ gives the same solution of φ. However, since the update
of φ˙ is a function of ρs∞, different selection of ρ
s
∞ results in different solution of φ˙.
In particular, the selection of ρs∞=1 (and ρ∞=1) exactly yields the Crank-Nicolson
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method. On the other hand, the selections of any ρs∞ 6= 1 yield a family of new
algorithms with the selective control feature (all of which are unconditionally stable,
second-order time accurate, and exhibits only zero-order overshoot) not existing in
the past, that replicates the solutions of φ of the Crank-Nicolson method, but result
in different solutions of φ˙ depending on the choice of the spurious root ρs∞. This will
be demonstrated using numerical examples in Sections 5.1 and 5.2. Of noteworthy
importance is the particular algorithm belonging to this family, defined by selection
of ρ∞ = 1 and ρ
s
∞ = 0. The significant contributions of this new algorithm are
demonstrated in some of the numerical examples presented in this thesis, whereby
we show that this algorithm can already yield physically representative solutions of
both variables even without having to impose numerical dissipation on the primary
variable, i.e., with ρ∞ = 1 in contrast to past/existing developments without
the selective control feature whereby numerical dissipation is required to obtain
physically representative solutions of these variables.
Algorithm 4
A Noteworthy Family of GS4-1 Algorithm, with Selection of ρ∞ = 1:
Limiting Case [Crank-Nicolson Method (ρs∞=1)]
Consider the linear first order transient system of governing equation and initial
condition in the form
Mφ˙(t) +Kφ(t) = F(t) (4.1.23)
φ(0) = φ0 (4.1.24)
Given φn and φ˙n, one can find φn+1 from
(
M
∆t
+
1
2
K
)
φn+1 =
(
M
∆t
−
1
2
K
)
φn +
1
2
(Fn+1 + Fn) (4.1.25)
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and update φ˙n+1 from
φ˙n+1 = (1 + ρ
s
∞)
(
φn+1 − φn
∆t
)
− ρs∞φ˙n (4.1.26)
Remark 4.1.2
1. Algorithm 4 is the resulting family of algorithms in the GS4-1 framework in
φ-form of representation (Algorithm 3) for particular selection of ρ∞ = 1.
2. In Algorithm 4, the Crank-Nicolson method [60] is a special case recovered with
the particular selection of ρs∞=1.
3. In Algorithm 4, any selection of ρs∞ yields a family of algorithms that replicates
the Crank-Nicolson method if only φ is of interest; however it results in differ-
ent solutions for φ˙ leading to the design of a new family of GS4-1 algorithms
with selective control feature, imposing no numerical dissipation on the primary
variable (via ρ∞ = 1), and all of which are second order accurate, uncondition-
ally stable, and exhibit only a zero-order overshoot. Of noteworthy mention, is
a particular new algorithm defined by choosing ρ∞ = 1 and ρ
s
∞ = 0, which in
some cases (as illustrated in Sections 6.2 and 6.3) can readily yield physically
representative solutions of both the primary variable and its time derivative even
without having to impose any numerical dissipation on the primary variable.
4.2 Recovery of Existing Methods
Suppose we let ρs∞ = ρ∞ in Algorithms 2 and 3. The algorithmic parameters (equation
(4.1.10)) become
Λ6W1 =
3− ρ∞
2(1 + ρ∞)
, Λ5W2 =
1
(1 + ρ∞)2
Λ4W1 =
1
1 + ρ∞
, W1 =
1
1 + ρ∞
(4.2.27)
λ4 = 1, λ5 =
1
1 + ρ∞
Substituting equation (4.2.27) into equations (4.1.4), (4.1.16) and (4.1.8) yields
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˜˙
φ = φ˙n +
(
3− ρ∞
2(1 + ρ∞)
)
(φ˙n+1 − φ˙n) (4.2.28)
φ˜ = φn +
(
1
1 + ρ∞
)
(φn+1 − φn) (4.2.29)
φn+1 = φn + φ˙n∆t +
(
1
1 + ρ∞
)
∆φ˙∆t (4.2.30)
Comparing equations (4.2.28) to (4.2.30) with the following corresponding equations
from Reference [62],
˜˙
φ = φ˙n + αm(φ˙n+1 − φ˙n) (4.2.31)
φ˜ = φn + αf(φn+1 − φn) (4.2.32)
φn+1 = φn + φ˙n∆t + γ∆φ˙∆t (4.2.33)
we can see that the three so-called free parameters in Reference [62] can be written
here as
αm =
3− ρ∞
2(1 + ρ∞)
(4.2.34)
αf =
1
1 + ρ∞
(4.2.35)
γ =
1
1 + ρ∞
(4.2.36)
which agree with [62]. Therefore, the newly developed GS4-1 framework recovers an
existing method with controllable numerical dissipation but without the new selective
control feature described in [62] when ρs∞ = ρ∞. This condition, as discussed previ-
ously in Section 3.3.4, indicates that the amount of the high frequency damping for
the primary variable and its time derivative are imposed equally, in which case the
selective control feature is turned off. This method is hence referred to, in this thesis,
as the case without the selective control feature. Additionally, when ρs∞ = ρ∞ = 1,
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the new framework recovers the nondissipative Crank-Nicolson method [60] while the
Gear’s method [63] is recovered if ρs∞ = ρ∞ = 0 [62].
4.3 The New Selective Control Feature
The key design step in the present development is the incorporation of a spurious
root (ρs∞), in addition to the principal root (ρ∞), to allow for selective and a more
flexible control of the high frequency damping for the primary variable and its
time derivative (i.e., the selective control feature) in order to obtain physically
representative solutions of those variables, thereby yielding a two-parameter (ρ∞
and ρs∞) family of algorithms. The selective control feature, which is new and is not
available in any existing methods for first order transient system to-date, can be
enabled by choosing ρ∞ 6= ρ
s
∞ so long as the condition that 0 ≤ ρ
s
∞ ≤ ρ∞ ≤ 1 is
satisfied. In this way, the analysts can select to impose certain amount of numerical
damping for the primary variable, and impose another amount of numerical damping
for the time derivative variable so as to obtain physically representative solutions of
both variables that correctly capture the dynamics of the problem.
To demonstrate the effect of the selective control feature within the GS4-1 frame-
work, we compare the results of the algorithms within the GS4-1 framework when
the selective control feature is turned on and off. While having two parameters (ρ∞
and ρs∞) in the GS4-1 framework has a certain appeal, we recall that our aim is to
simultaneously suppress the non-physical instabilities in both the primary variable
and its time derivative to obtain solutions that are not only acceptable but also rep-
resent the dynamics of the problem correctly. For this purpose, we let ρs∞ in the
case when the selective control feature is turned on to take a zero value regardless
of the value of ρ∞. Not only will this ensure the successful elimination of numerical
oscillations associated with the time derivative variable which often requires much
greater amount of numerical dissipation than the primary variable does (as demon-
strated throughout this thesis), such an approach also allows for the widest range of
ρ∞ to be tested (due to the restriction that 0 ≤ ρ
s
∞ ≤ ρ∞ ≤ 1). Given this constraint
on ρs∞ value, the case when the selective control feature is turned on has only one
parameter left to be specified (i.e., ρ∞). For a valid comparison of the performance
between the algorithms when the selective control feature is turned on and off, it is
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necessary that the comparisons of results be made for the same value of ρ∞ for the
two cases. This way, the effect and significance of the new selective control feature
can be demonstrated. The value of ρ∞ may range from 1 (i.e., nondissipative/zero
damping) to 0 (i.e., maximal damping).
Remark 4.3.1
To demonstrate the effect of the selective control feature within the GS4-1 framework,
we compare the solutions of the following two cases of algorithms, given the same ρ∞
values:
1. the GS4-1 framework without the selective control feature (which recovers the
current state-of-the-art method [62]), defined and denoted by: GS4-1(ρ∞, ρ
s
∞ =
ρ∞). This algorithm is often referred to throughout the thesis as “the case
without the selective control feature”.
2. the GS4-1 framework with the selective control feature (which is new algorithm),
defined and denoted by: GS4-1(ρ∞, ρ
s
∞ = 0). Throughout the thesis, this algo-
rithm is often referred to as “the case with the selective control feature”.
Together, the above are often referred to as “the two cases”.
The results from all numerical examples considered in this study consistently indi-
cate that the time derivative variable often requires more numerical damping than
the primary variable does. Without the selective control feature, the solution of this
variable is oscillatory and therefore does not represent the dynamics of the problem
correctly. On the other hand, this requirement can easily be met via the selective
control feature available in the present two-parameter GS4-1 framework, which pro-
vides a more flexible control of the high frequency damping of the two variables. The
ability to generate physically accurate solutions of both the primary and time deriva-
tive variables via this new important feature serves as an added value and is a key
desirable feature of the overall GS4-1 time integration framework; not to mention,
second order accuracy, zero-order overshoot, unconditional stability, and with the
least computational expense due to solving the system of equations only once and
requiring the solutions of only one previous time step.
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4.4 General Guidelines on How to Use the New Framework
In this section, we provide a general guideline on how to use the newly developed GS4-
1 framework to solve a system of ordinary differential equations that is first order in
time, after the matrices involved in the problem of interest (represented in general
form as M, K, and F) are formed using the chosen spatial discretization technique.
According to Algorithms 2 and 3, to use the new GS4-1 framework to solve such a
system of ODEs from the initial time t0 to the end time tend of the simulation, an
analyst has to decide the values of: (1) the two parameters ρ∞ and ρ
s
∞, and (2) the
time step size ∆t
4.4.1 Choosing the Values of the Two Parameters, ρ∞ and ρ
s
∞
The fact that the algorithms within the new GS4-1 framework are defined by two
parameters, ρ∞ and ρ
s
∞ means that the framework yields an infinite number of
algorithms (so long as the condition 0 ≤ ρs∞ ≤ ρ∞ ≤ 1 is satisfied). An important
question that arises is therefore what the optimal or appropriate values of these two
parameters are for a particular problem of interest such that the resulting numerical
solution best represents the dynamics of the problem. In this regard, an equally
important fact to highlight is that in all research works involving the design and
developments of time integration methods with controllable numerical dissipative
feature, such as those described in [16, 26, 30, 62], the formula for such optimal
values of the relevant algorithmic parameters are never provided. An explanation for
this is that such optimal values are very problem-dependent; therefore, it would be
very difficult if not impossible to formulate a generalized formula that works well for
all problems. Hence, rather, the following guidelines on how to use the controllable
numerically dissipative time integration framework is presented here.
In practice, one would typically solve any problem using nondissipative scheme
(ρ∞ = ρ
s
∞ = 1) first, since dissipative algorithms are only employed when the
nondissipative counterpart fails to capture the problem physics. This is due to the
fact that, as mentioned previously, numerical dissipation is an artifact added into the
system to stabilize the algorithm in order to yield physically representative/accurate
numerical solutions. Therefore, while dissipative algorithm is useful when the
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nondissipative scheme fails, the use of it must be done in a strategic manner so as
to avoid imposing over-dissipation. The importance of this delicate balancing act in
imposing the numerical dissipation is demonstrated in this thesis, where we show
in one of the numerical examples (see Section 6.2) how over-dissipation could yield
numerical solutions that, although stable, do not represent the dynamics of the
problem correctly.
The need for such a balancing act can easily be met by the new selective control
feature inherent in the developed GS4-1 framework. We recall that our aim is to
simultaneously suppress the non-physical instabilities in both the primary variable
and its time derivative to obtain solutions that are not only acceptable but also
represent the correct dynamics of the problem. Therefore, as previously mentioned in
Section 4.3, we enforce ρs∞ in the GS4-1 framework to take on a zero value regardless
of the value of ρ∞ to ensure a successful elimination of the numerical oscillation
associated with the time derivative variable as well as to allow for the widest range of
ρ∞ to be tested (due to the restriction that 0 ≤ ρ
s
∞ ≤ ρ∞ ≤ 1). Given this constraint
on ρs∞ value, there is only one parameter left to be specified (i.e., ρ∞). Interestingly,
in our investigations, we observed that in some cases, the GS4-1 framework can
readily yield physically representative solutions of both the primary variable and
its time derivative even without having to impose any numerical dissipation on the
primary variable (i.e., ρ∞ = 1) when ρ
s
∞ = 0, hence demonstrating the ability of
the new selective control feature inherent in the GS4-1 framework. In this case,
the GS4-1 framework yields a new algorithm defined by selection of ρ∞ = 1 and
ρs∞ = 0 (see Remark 4.1.2). This noteworthy algorithm is to be tested if the totally
nondissipative scheme (ρ∞ = ρ
s
∞ = 1) fails to correctly capture the problem physics.
Typically, with the constraint of ρs∞ = 0, the numerical solutions of the time derivative
variable are found to be physically representative regardless of the value of ρ∞. The
quality of the numerical solutions of the primary variable, on the other hand, depends
on the value of ρ∞. In the case where ρ∞ = 1 fails and results in highly oscillatory
solution of the primary variable, dissipative algorithm (ρ∞ < 1) is then used, keeping
in mind the need for the balancing act as mentioned above. For this purpose, we first
employ dissipative algorithm with only a slight amount of numerical dissipation (i.e.,
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ρ∞ < 1 but approaches unity). If the numerical solution of the primary variable is
still not satisfactory, then more numerical dissipation is imposed until the physically
representative solution is obtained, with a maximum possible numerical dissipation
(only if necessary) imposed by choosing ρ∞ = 0.
4.4.2 Choosing the Value of the Time Step Size ∆t
In a numerical simulation involving dynamic systems, the accuracy of the resulting
numerical solutions are dependent on the choice of the time step size ∆t. A relatively
small value of ∆t ensures numerical solutions that better approach the exact solutions
of the problem. However, this would require more computational time and memory.
Hence, there is a tradeoff between accuracy and computational effort. In choosing the
value of ∆t that balances the two, a random value of ∆t is initially chosen (typically
the experience of the analyst in running simulations will become handy in choosing
the initial value of ∆t). After the numerical solutions are obtained, evaluation has to
be made on whether or not the value of ∆t should be further increased or decreased,
so as to obtain physically representative solutions of the problem of interest.
To summarize, Figure 4.1 illustrates the general guidelines on how to solve a linear
transient problem that is first order in time using the newly developed GS4-1 frame-
work. For nonlinear problems, examples of the computational procedure involved in
solving such systems are presented in Sections 6.2.4 and 6.3.5. Note that one could
also use adaptive time-stepping.
4.5 Noteworthy Remarks on the Algorithm Designs and the Corre-
sponding Time Level Issue
By introducing controllable numerical dissipation to the primary variable and its
time derivative in the manner described above, the framework is subject to scrutiny
on the time level evaluation of these variables. This issue on the time level of the two
variables has implication on the construction of the proper convergence plot. Since the
ability of the newly developed framework will be demonstrated partly through such
a plot, which illustrates the order of accuracy of the algorithms, we find it important
to bring up this time level issue for clarification purpose and for completeness of
the discussion. It is worth mentioning that such an issue has been discussed and
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Figure 4.1: Illustration on how to solve a linear first order transient problem using
the newly developed GS4-1 framework
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illustrated for the structural dynamics cases (i.e., second order dynamic systems) in
some earlier work [1, 73]. In this thesis, we focus on the discussion of the time level
issues relevant to the algorithm designs for the first order transient systems, which is
the scope of the present work.
4.5.1 The Correct Time Level for the Time Derivative Variable
We recall that the semi-discretized system of equations can be expressed in a tempo-
rally discrete form according to the GS4-1 framework as follows
M
˜˙
φ +Kφ˜ = F˜ (4.5.37)
To see this time level issue more clearly, we express all variables in equation (4.5.37)
in terms of their respective values between tn and tn+1 time levels as follows:
˜˙
φ = φ˙n + Λ6W1(φ˙n+1 − φ˙n) (4.5.38)
φ˜ = φn + Λ4W1(φn+1 − φn) (4.5.39)
F˜ = Fn +W1(Fn+1 − Fn) (4.5.40)
Equation (4.5.39) can be obtained by using the constraint for zero-order overshoot
behaviour (that is, λ5Λ4W1 = Λ5W2, see equation (3.3.59)) in equation (4.1.16).
Intuitively, all the quantities, namely,
˜˙
φ, φ˜ and F˜ need to be calculated at the
same time level for equation (4.5.37) to be physically meaningful. However, an
observation of equation (4.1.10) indicates that Λ4W1 = W1 6= Λ6W1. It means
that both φ˜ and F˜ are interpolated linearly between time tn and tn+1 at a specific
time point tn+Λ4W1∆t, whereas
˜˙
φ appears to be interpolated at a different time
level tn+Λ6W1∆t instead. To visualize this concept, the reader is directed to see
Figure 4.2. The time-dependent load term (F˜) is interpolated in the same man-
ner as the interpolation of φ˜ (Figure 4.2(a)) since W1 = Λ4W1 (see equation (4.1.10)).
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It is also worthy to note from equation (4.1.10) that Λ6W1∆t ≥ Λ4W1∆t for any ∆t
since
Λ6W1∆t− Λ4W1∆t =
(
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
−
1
1 + ρ∞
)
∆t
=
1− ρs∞
2(1 + ρs∞)
∆t (4.5.41)
is always either zero or a positive number for all ρs∞ ∈ [0, 1]. Therefore, the time
derivative variable (
˜˙
φ) may appear to be interpolated either: (i) at Λ4W1∆t (i.e., at
the same time level as φ˜ and F˜), or (ii) at a time level forward from Λ4W1∆t an
amount of 1−ρ
s
∞
2(1+ρs
∞
)
∆t depending on the value of ρs∞. The former is obtained when
ρs∞ = 1, whereas the latter is attained otherwise.
However, this seemingly inconsistent time level between these variables cannot be real
since equation (4.5.37) requires that they are perfectly aligned at the same algorith-
mic time level for a physically meaningful equation. This conveys us one important
information: a consistent time level between all these variables means that the tn+1
time level for the time derivative variable (φ˙) may not actually lie on this time level.
It may be shifted back to a backward time level by an amount equal to 1−ρ
s
∞
2(1+ρs
∞
)
∆t as
illustrated in Figure 4.3. Therefore, the correct tn+1 time level for φ˙ is given as
tφ˙n+1 = tn+1 − (Λ6W1 − Λ4W1)∆t
= tn+1 −
1− ρs∞
2(1 + ρs∞)
∆t (4.5.42)
An observation of equation (4.5.42) indicates that there will be no shift in φ˙ time
level for ρs∞ value of unity. Under the same train of thought, it is apparent that
the existing one-parameter method with the limited control of the high frequency
damping is also subject to this shift in time level issue. We next discuss the effect of
such a noteworthy issue.
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(a)
(b)
Figure 4.2: A basic linear interpolation of the primary variable and its time derivative
68
Figure 4.3: Time level alignment for the time derivative variable
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4.5.2 The Effects on Proper Construction of the Convergence Plots
The shift in time level in the time derivative variable as described above has
implication on the construction of the proper convergence plots as we shall discuss
next (please refer to our previous expositions [1, 73] for a complete discussion on
related matters for structural dynamics applications).
To better understand how this time level alignment issue affects the construction of
the convergence plots, consider that we have four different time step sizes, ∆ti (i=1−4),
each of which is used to march the solution from t0 to tend for four separate runs. For
the proper construction of the convergence plots, essentially we desire solutions at a
specified time level, say tend obtained using these time step sizes, to be compared to
an ‘exact’ solution (usually taken as the reference solution obtained using a very small
time step size at this same time level) for the computation of the errors. In other
words, the computations of the errors require that the solutions are precisely evaluated
at the same time level. The standard procedure for constructing the convergence plots
randomly chooses the time step sizes without taking into account the possible shift
in time level of the variables. It is worthy to note that because there is a possible
shift in the time derivative variable (φ˙) time level as discussed above and the shift is
a function of the time step size ∆t as seen in equation (4.5.42), the φ˙ values obtained
using the four different time step sizes may not actually be aligned at the same time
level as illustrated in Figure 4.4(a). This may result in inaccurate computations of the
errors and hence may yield a lower order of time accuracy (to be shown in Chapter
5). To circumvent this time level issue in constructing the proper convergence plots,
we have previously defined and demonstrated an alternative way to contruct the plots
such that the solutions of the variable with a time level shift are all aligned at the
same time level, hence allowing for accurate computations of the errors. As illustrated
in Figure 4.4(b), this so-called time level aligned convergence plot correctly aligns the
time level for each case. Such a plot can be properly constructed by choosing the
time step size for each run (∆ti) such that the end time at which φ˙ is evaluated is
the same for all cases (i.e., tφ˙end is correctly aligned). These time step sizes can be
determined from equation (4.5.42) as follows. From equation (4.5.42), we have
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tφ˙end = ∆ti(Ni −∆), i = 1, ..., n (4.5.43)
where tφ˙end is the end time at which φ˙ is evaluated (correctly aligned for all runs), ∆ti
is the time step size for case i, Ni is the total number of time steps for case i, n is the
total number of runs, and ∆ is the shift in the φ˙ time level given by
∆ = Λ6W1 − Λ4W1 =
1− ρs∞
2(1 + ρs∞)
(4.5.44)
Therefore, the time level aligned convergence plot can be properly constructed for
the time derivative variable by choosing the time step size for each case according to
∆ti =
tφ˙end
Ni −∆
, i = 1, ..., n (4.5.45)
(a) (b)
Figure 4.4: Visualization of final time level of φ˙ utilizing: (a) standard convergence
plot, and (b) time level aligned convergence plot [1]
Remark 4.5.1
1. The standard convergence plot, in which the shift in φ˙ time level is not taken
into account, yields second order accuracy for the primary variable φ, whereas
the time derivative variable φ˙ is only first order accurate as a result of incorrect
alignment of φ˙ time level (due to the shift in φ˙ time level).
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2. Taking into account the shift in φ˙ time level, the so-called time level aligned
convergence plot properly yields second order accuracy for φ˙ whereas φ is only
first order accurate (see Chapter 5). Intuitively, the correct alignment of φ˙ time
level also means that φ time level is not correctly aligned.
3. More importantly, second order accuracy can be obtained for both φ and φ˙
if the time level for each of these variables are correctly aligned, that is, by
properly constructing the standard convergence plot for φ and the time level
aligned convergence plot for φ˙ (to take into account the shift in φ˙ time level).
4. There is no shift in φ˙ time level if ρs∞ = 1, hence the two constructions of the
convergence plot (namely the standard and the time level aligned convergence
plots) yield the same results (second order accuracy for both φ and φ˙).
4.6 Demonstration of the Algorithmic Attributes
Having discussed the desirable attributes of the newly developed GS4-1 framework
imposed via the Algorithms by Design procedure in Section 3.3, for completeness
we present in this section a demonstration of these algorithmic attributes. We
first recall that the desirable attributes of the GS4-1 framework are second order
accuracy, unconditional stability, zero-order overshoot, and controllable numer-
ical dissipation with the new selective control feature. In this section, we only
illustrate the unconditional stability and zero-order overshoot properties. The
other two properties, namely second order accuracy and controllable numerical dis-
sipation with selective control, will be discussed and illustrated throughout the thesis.
For the proof of unconditional stability, we consider again the SDOF model equation
(equation (3.3.20)) and demonstrate the spectral radius plot of the algorithms within
the GS4-1 framework for such a problem. To construct the spectral radius plot,
we first determine the eigenvalues ξi (i=1,2) of the algorithm amplification matrix A.
Recall from Section 3.3 that for this particular problem, A is given by equation
(3.3.27) as follows
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A =
 1 + λ5A21 λ4 − λ5(1− A22)
A21 A22
 (4.6.46)
where
A21 = −
Ω
D
(4.6.47)
A22 = 1−
1
D
(1 + Λ4W1Λ) (4.6.48)
D = Λ6W1 + Λ5W2Ω (4.6.49)
Ω = λ∆t (4.6.50)
and the corresponding eigenvalues ξi (i=1,2) are given by equation (3.3.62) as follows
ξi (i=1,2) =
1
2
(
2−
1
D
[1 + (λ5 + Λ4W1)Ω]
)
±
1
2
√
1
D2
[1 + 2(λ5 + Λ4W1)Ω + (λ5 + Λ4W1)2Ω2]−
4
D
λ4Ω (4.6.51)
Recall from Section 3.3.4 that the eigenvalues of the amplification matrix also
represent the principal root ρ∞ and the spurious root ρ
s
∞ (the roots are denoted
in general as ρ) of the algorithms3. The spectral radius plot can therefore be
constructed by plotting these roots (ρ) as a function of λ∆t. By looking at the
ranges of the roots at low and high λ∆t limits as well as in between, the stability
attribute of the algorithms can be assessed as discussed in Section 3.3.3.
For illustrative purpose, we consider λ = 1 and show the spectral radius plots of
a number of algorithms within the new GS4-1 framework in comparison to those
of the classical Trapezoidal family in Figure 4.5. For the classical Trapezoidal
3In particular, ρ∞ represents the principal root of the algorithm amplification matrix at high
frequency and is associated with the numerical dissipation of the primary variable in this limit.
Meanwhile, ρs
∞
represents the spurious root of the algorithm amplification matrix at high frequency
and is related to the numerical dissipation of the time derivative variable in this limit
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family, Figure 4.5(a) shows that only the Euler Backward ensures a smooth decay
(0 ≤ ρ ≤ 1) which is non-oscillatory while both the Crank-Nicolson and Galerkin
methods fall under the oscillatory decay range (−1 ≤ ρ < 0) for large time step sizes
(i.e., at high frequency limit). Although the resulting response may remain bounded,
it is oscillatory and will not represent the true response realistically. The Euler
Forward on the other hand, may yield results that grow with time and eventually
becomes unbounded (|ρ| > 1). Although Euler Backward can give responses with
smooth decay, it is worthy to recall that this method is only first order accurate.
Figures 4.5(b)-(f) show the spectral radius plots of a number of algorithms within the
GS4-1 framework with various ρ∞ and ρ
s
∞ values to represent the newly developed
framework. An observation of these plots indicate that the GS4-1 algorithms are
all unconditionally stable (|ρ| ≤ 1). In addition, it is interesting to note that for
combination of ρ∞=1 and any ρ
s
∞, the resulting GS4-1 algorithm resembles the
spectral radius plot of the Crank-Nicolson method if only the principal root is of
interest as seen in Figures 4.5(b)-(d). As discussed in Algorithm 4, selecting ρ∞ = 1
and any ρs∞ yields a family of algorithms that resemble the Crank-Nicolson method
if only the primary variable is of interest. However, a different selection of ρs∞
results in different solutions of the time derivative variable with different time levels
(recall from Section 4.5 that the actual time level of the time derivative variable is
a function of ρs∞, see equation (4.5.42)). In particular, the selection of ρ
s
∞=1 (and
ρ∞=1) yields exactly the Crank-Nicolson method where the time level of the time
derivative variable is exactly at tn+1. More interestingly, GS4-1 framework with the
choice of ρ∞ = ρ
s
∞ = 0 is L-stable (unconditionally stable with always a smooth
decay, i.e., the roots always fall under the range of 0 ≤ ρ ≤ 1) as seen in Figure
4.5(f). In contrast to the L-stable Euler Backward which is only first order accurate,
the L-stable algorithm in the GS4-1 framework is second-order accurate. Note
that we are able to not only introduce controllable numerical dissipation with the
new selective control feature (in contrast to the existing one-parameter controllable
numerically dissipative method without such a feature [62]), but we are also able to
preserve the order of accuracy (in comparison to the classical Trapezoidal family).
This highlights the clear improvement and advantage of the newly developed GS4-1
framework in comparison to the existing methods.
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Figure 4.5: Spectral radius plots for the SDOF model problem with λ = 1: (a)
Classical Trapezoidal family, (b) GS4-1(ρ∞, ρ
s
∞)=(1,1), (c) GS4-1(ρ∞, ρ
s
∞)=(1,0), (d)
GS4-1(ρ∞, ρ
s
∞)=(1,0.5), (e) GS4-1(ρ∞, ρ
s
∞)=(0.7,0.5), (f) GS4-1(ρ∞, ρ
s
∞)=(0,0)
75
To demonstrate the zero-order overshoot behaviour on the primary variable, we again
consider the SDOF model equation (equation (3.3.20)) with λ = 1 and f = 0. Since
the order of overshoot is a function of the time step size ∆t and can only be seen as
the value of ∆t increases at the high frequency limit, we consider here two different
values of ∆t representing high frequency: (1) ∆t = 100s and (2) ∆t = 1000s (note
from Figure 4.5 that these time step sizes result in λ∆t values that approach the
high frequency limit for this model problem). We solve for the primary variable φ for
initial value of φ0 = 10 and plot the solution as a function of the time level n. By
comparing the solutions of φ generated using the two values of ∆t, we can deduce
on the algorithm order of overshoot on this variable. The illustrative plots of the
overshoot behaviour of the representative algorithms within the GS4-1 framework (in
particular, with ρs∞ = 0) are shown in Figure 4.6 for randomly chosen ρ∞ values:
(a) ρ∞ = 0.9, (b) ρ∞ = 0.7, (c) ρ∞ = 0.4, and (d) ρ∞ = 0.1. From these plots, we
can see that for all algorithms the amount of overshoot on the primary variable is
relatively the same for both values of ∆t. In other words, the amount of overshoot is
independent of ∆t. This demonstrates that the algorithms in the GS4-1 framework
induce only zero-order overshoot behaviour on the primary variable, which is desirable
especially in the context of large-scale practical nonlinear dynamic problems.
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Figure 4.6: Illustrative overshoot behaviour of some randomly chosen algorithms
within the GS4-1 framework (a) (ρ∞ = 0.9, ρ
s
∞ = 0), (b) (ρ∞ = 0.7, ρ
s
∞ = 0), (c)
(ρ∞ = 0.4, ρ
s
∞ = 0), and (d) (ρ∞ = 0.1, ρ
s
∞ = 0)
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Chapter 5
Application of GS4-1 Framework
to Linear First Order Transient
Systems
As the main goal and contribution in this research is on the design and development
of a new time integration framework, the most significant aspect of the research
is upon investigating and demonstrating the ability and advantage of the new
framework in comparison to the existing methods. Following this, it is necessary that
the developed framework be tested on various types of numerical examples pertaining
to first order transient systems to provide proof of consistency of the arguments on
the ability of the new framework. Since the new GS4-1 framework was originally
designed for applications in linear first order transient systems, we demonstrate in
this chapter how this new framework with its computationally attractive features
overcomes the restrictions in existing methods when applied to various linear first
order systems. These include a simple Single Degree-of-Freedom (SDOF) example
in Section 5.1, parabolic heat conduction in Section 5.2, flow transport in Section
5.3, and a convective heat transfer with thermal shock in Section 5.4. These
numerical examples are purposely chosen as benchmark problems with available
analytical solutions to allow for direct comparisons between the performance of the
existing/current state-of-the-art methods and the newly developed GS4-1 framework.
As a consequence to this, little attention is purposely given to the physics of the
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benchmark problems with the intention to primarily highlight the performance of
the time integration methods.
In demonstrating the computationally attractive features of the new framework
through applications to various numerical examples, we recall that the stability and
overshoot attributes of the newly developed GS4-1 framework have been demon-
strated in the previous chapter. In this chapter and the following ones, we demon-
strate the remaining two attributes of the framework, namely the accuracy and con-
trollable numerical dissipation with the new selective control feature. Note again that
the latter is the new and original contribution of the present development in compari-
son to the existing methods. For the demonstration of the ability of this new feature,
on one hand we show that an equal amount of high frequency damping for the two
variables (i.e, ρ∞ = ρ
s
∞) as in the existing and current state-of-the-art methods leads
to non-physical instability in the time derivative variable for a minimal damping re-
quired to obtain acceptable solution of the primary variable. On the other hand, we
demonstrate how this instability can easily be turned off via the new selective control
feature (i.e, ρ∞ 6= ρ
s
∞) offered by our developed framework, thereby, demonstrating
its ability and advantage over the existing methods.
5.1 Single Degree-of-Freedom (SDOF) Example
A Single Degree-of-Freedom (SDOF) numerical example is first presented to provide
sole focus and discussions on time discretization without the need for spatial dis-
cretization arising for Multi-Degree-of-Freedom (MDOF) problems. Additionally, we
highlight via this simple illustrative example the attributes of the newly developed
GS4-1 framework in terms of the roles played by the two parameters, namely, the
principal root ρ∞ and the spurious root ρ
s
∞. These initial illustrations and discus-
sions on the roles of these parameters are important to understand the consequent
key attributes and contributions of the new framework in comparison to the current
state-of-the-art method, which will be demonstrated and discussed in more detailed
in the MDOF examples that follow throughout the thesis.
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Consider a SDOF model equation in the form
y˙ + λy = 10 cos(t/10) (5.1.1)
y0 = 100 (5.1.2)
where the exact solution is given by
y(t) =
(
y0 −
1000 λ
1 + 100 λ2
)
e−λt +
100[10 λ cos(t/10) + sin(t/10)]
1 + 100 λ2
(5.1.3)
We first demonstrate, using this illustrative example, our theoretical finding for
ρ∞ = 1 (see Section 4.1.3). Figure 5.1 shows the solution of the primary variable
y as a function of time for λ = 1 solved using the GS4-1 family of algorithms with
fixed ρ∞ = 1 and a variety of ρ
s
∞ values ranging from 0 to 1. First, it is worthy
to recall that, when ρ∞ = ρ
s
∞ = 1, the GS4-1 framework recovers the traditional
Crank-Nicolson method. An observation of Figure 5.1 shows that the algorithms
with the selection ρ∞ = 1 and any ρ
s
∞ values between 0 and 1 yield the same solution
of y as that given by the Crank-Nicolson method (Figure 5.1(a)). This confirms
our theoretical finding, as discussed before in Section 4.1.3, that for the selection of
ρ∞ = 1 and any ρ
s
∞, the developed GS4-1 framework yields a family of algorithms
that replicates the Crank-Nicolson solutions if only the primary variable is of interest
(see Algorithm 4 and Remark 4.1.2). Recall that this has also been proven by the
spectral radius plot (Figure 4.5) whereby it can be seen that the spectral radius plots
of the GS4-1 algorithms resulting from combination of ρ∞=1 and any ρ
s
∞ (Figure
4.5(b)-(d)) resembles that of the Crank-Nicolson method (Figure 4.5(a)).
Although the solutions of y are the same in this case (i.e, for the selection of ρ∞ = 1),
the solutions of y˙ are different for different selection of ρs∞ as seen in Figure 5.2
which is to be expected. As discussed earlier in Section 4.1.3, since the update of
y˙ is a function of ρs∞, different selection of ρ
s
∞ results in a different solution of y˙
and consequently a different time level of this variable. In particular, the selection
of ρs∞=1 (and ρ∞=1) exactly yields the Crank-Nicolson method where the y˙ time
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level is exactly at tn+1. This completely confirms our theoretical finding (see Remark
4.1.2) that, with the selection of ρ∞=1 and any ρ
s
∞, the developed GS4-1 framework
yields a family of different algorithms that replicates the solution of the primary
variable generated by the Crank-Nicolson method but yields different solution of
the time derivative variable (with its time level ranging between tn+1/2 and tn+1),
all of which are unconditionally stable, second-order accurate, and exhibit only a
zero-order overshoot behaviour.
We next illustrate, using this example, the roles played by the two parameters (i.e.,
the principal root ρ∞ and the spurious root ρ
s
∞) as this is important to understand
the consequent key attributes and contributions of the new GS4-1 framework in
comparison to the current state-of-the-art method (which will be demonstrated
and discussed in more detailed in the MDOF examples that follow throughout the
thesis). For this purpose, we first show the effect of ρ∞ by solving the problem using
the GS4-1 framework with arbitrarily chosen value of ρs∞ = 0.1 and a variety of ρ∞
values ranging from 0.9 to 0.2 (the lower boundary was carefully chosen to satisfy the
relation that ρs∞ ≤ ρ∞, see Remark 3.3.1). The solutions of the primary variable and
its time derivative (y and y˙) are shown in Figures 5.3 and 5.4, respectively. As seen in
Figure 5.3, there is a clear difference in the solution of y generated by the considered
algorithms and this is due to the influence of ρ∞ value in the computation of y.
Meanwhile, Figure 5.4 shows only a slight difference1 in the solution of y˙. The above
analysis demonstrates that ρ∞ has dominant influence on the numerical solution of
the primary variable, but cause only slight effect on the numerical solution of the
time derivative variable.
Remark 5.1.1
1. In general, for the same value of ρs∞ and different value of ρ∞, there is a clear
difference in the solution of the primary variable (see Figure 5.3).
2. On the other hand, there is only a slight difference in the solution of the time
derivative variable for the same value of ρs∞ and different value of ρ∞ (see Figure
5.4).
1Although ρs
∞
, which is associated with the numerical dissipation property of y˙, is kept constant
in this case, there is a subtle difference in the solution of y˙ because the computation of this variable
is influenced by the solution of y which is dependent on ρ∞ value.
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Figure 5.1: y (for the SDOF Example, section 5.1) as a function of time solved using:
(a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b) GS4-1 with (ρ∞,ρ
s
∞)
= (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.5) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.3),
all of which solved using a time-step size ∆t = 10s and are compared to the exact
solution given by equation (5.1.3)
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Figure 5.2: y˙ (for the SDOF Example, section 5.1) as a function of time solved using:
(a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b) GS4-1 with (ρ∞,ρ
s
∞)
= (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.5) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.3),
all of which solved using a time-step size ∆t = 10s and are compared to the exact
solution given by equation (5.1.3)
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Figure 5.3: y (for the SDOF Example, section 5.1) as a function of time solved using:
(a) GS4-1 with (ρ∞,ρ
s
∞) = (0.9,0.1), (b) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.1), (c) GS4-1
with (ρ∞,ρ
s
∞) = (0.5,0.1) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.2,0.1), all of which solved
using a time-step size ∆t = 10s and are compared to the exact solution given by
equation (5.1.3)
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Figure 5.4: y˙ (for the SDOF Example, section 5.1) as a function of time solved using:
(a) GS4-1 with (ρ∞,ρ
s
∞) = (0.9,0.1), (b) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.1), (c) GS4-1
with (ρ∞,ρ
s
∞) = (0.5,0.1) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.2,0.1), all of which solved
using a time-step size ∆t = 10s and are compared to the exact solution given by
equation (5.1.3)
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3. That is, the principal root ρ∞ has dominant influence on the numerical solution
of the primary variable, but has only slight effect on the numerical solution of
the time derivative variable.
4. From the above observations, it is to be noted that the two parameters are not
completely controlling the numerical dissipation of the two variables separately.
In other words, the decoupling of one another is not complete.
We show next the effect of the spurious root ρs∞ by solving the problem using
algorithms within the GS4-1 framework with an arbitrarily chosen value of ρ∞ = 0.7
and a variety of ρs∞ ranging from 0.7 to 0 (the upper boundary was carefully chosen
to satisfy the relation that ρs∞ ≤ ρ∞). The solutions of the two variables are shown
in Figures 5.5 and 5.6, respectively. As seen in Figure 5.5, there is only a subtle
difference in the solution of y owing to the slight influence of ρs∞ value in the
computation of y (note that this is valid only for the case of ρ∞ 6= 1. Recall that
for the case of ρ∞ = 1, any ρ
s
∞ value yields the same solution of y as discussed and
demonstrated before). However, Figure 5.6 shows a clear difference in the solutions
of y˙ for the different values of ρs∞ as expected. This demonstrates that ρ
s
∞ greatly
influences the numerical solution of the time derivative variable and has only subtle
effect on the numerical solution of the primary variable.2
Remark 5.1.2
1. In general, for the same value of ρ∞, different value of ρ
s
∞ results in only subtle
differences in the solution of the primary variable (see Figure 5.5).
2. For different values of ρs∞, however, there is a clear difference in the solution of
the time derivative variable for the same value of ρ∞ (see Figure 5.6).
3. That is, ρs∞ has dominant effect on the numerical solution of the time derivative
variable, but has only subtle influence on the numerical solution of the primary
variable.
Additionally, we can see from Figures 5.3 and 5.6 that in general the oscillation
in the numerical solution of each variable is reduced as the value of the dominant
2However, when ρ∞ = 1, ρ
s
∞
has no effect at all on the numerical solution of the primary variable
as discussed before (see Section 4.1.3 and also Figure 5.1)
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Figure 5.5: y (for the SDOF Example, section 5.1) as a function of time solved using:
(a) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.7), (b) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.5), (c) GS4-1
with (ρ∞,ρ
s
∞) = (0.7,0.3) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.0), all of which solved
using a time-step size ∆t = 10s and are compared to the exact solution given by
equation (5.1.3)
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Figure 5.6: y˙ (for the SDOF Example, section 5.1) as a function of time solved using:
(a) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.7), (b) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.5), (c) GS4-1
with (ρ∞,ρ
s
∞) = (0.7,0.3) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.0), all of which solved
using a time-step size ∆t = 10s and are compared to the exact solution given by
equation (5.1.3)
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parameter for the respective variable is reduced. The decrease in the oscillation is
the effect of imposing more numerical dissipation on the variable via the selection
of smaller value of the dominant parameter (recall that a parameter value of unity
means no numerical dissipation (i.e., nondissipative/zero damping) is imposed on the
respective variable, while a value of zero imposes maximum numerical dissipation on
the variable, see Remark 3.3.1). This demonstrates that numerical dissipation is an
important property of an algorithm that serves to stabilize the algorithm in order to
yield physically representative numerical solutions.
From the analysis presented above, we can see the roles played by the two parameters
ρ∞ and ρ
s
∞ in the developed GS4-1 framework, which demonstrate one important
information; that the two parameters selectively control the numerical dissipation of
the primary variable and its time derivative, respectively, i.e., the selective control
feature which is the new attribute of the developed GS4-1 framework in comparison
to existing methods to-date. This feature can be enabled by selecting ρ∞ 6= ρ
s
∞ so
long as the condition that 0 ≤ ρs∞ ≤ ρ∞ ≤ 1 is satisfied. On the other hand, by
selecting ρ∞ = ρ
s
∞, the selective control feature is turned off and the framework
naturally recovers the current state-of-the-art method (without such a feature) [62].
This new feature enables the analysts to impose different amounts of numerical dis-
sipation on the two variables by choosing ρ∞ 6= ρ
s
∞ to obtain successful simultaneous
elimination of the numerical oscillations associated with these two variables towards
obtaining physically representative solutions of the problem. This is in contrast
to the existing method without such a feature (i.e., ρ∞ = ρ
s
∞), which often yields
numerical instabilities in the time derivative variable. This is not desirable since
the time derivative variable may have practical importance in some experimental
work [64, 65]; therefore, obtaining solutions that are representative is important
in this regard. This requirement can easily be met by the GS4-1 framework via
the new selective control feature. Such an ability of the newly developed frame-
work will be demonstrated in the following numerical examples throughout the thesis.
It is also worthy to recall that the developed GS4-1 framework can recover the
L-stable feature contained in the existing Euler Backward and Gear’s methods by
choosing ρ∞ = ρ
s
∞ = 0 (see Figure 4.5). Figure 5.7 shows the solutions (y and
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y˙) obtained using GS4-1 with (ρ∞,ρ
s
∞) = (0,0) which is the L-stable algorithm
contained in the GS4-1 framework. It is also worth mentioning that although the
classical Euler Backward method is L-stable, it is only first order accurate while the
present development is second order accurate and hence the obvious improvement in
comparison to the Euler Backward method.
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Figure 5.7: The solution of SDOF Example (section 5.1) as a function of time solved
using GS4-1 with (ρ∞,ρ
s
∞) = (0,0) with a time-step size ∆t = 10s and are compared
to the exact solution given by equation (5.1.3): (a) y, (b) y˙
Remark 5.1.3
1. With particular selection of ρ∞ = ρ
s
∞ = 0, the developed GS4-1 framework
naturally recovers an L-stable algorithm (see also Figure 4.5).
2. The L-stable algorithm is second order accurate, and hence has a clear advantage
over the classical Euler Backward method which is only first order accurate
(although it is also L-stable).
Just to give a flavour of the resulting solutions when the time step size ∆t is taken
to be small enough, we solve the problem using few algorithms within the GS4-1
framework: (a) ρ∞ = ρ
s
∞ = 1 (i.e., the traditional Crank-Nicolson method), (b)
ρ∞ = 1,ρ
s
∞ = 0, (c) ρ∞ = 0.7,ρ
s
∞ = 0.5, and (d) ρ∞ = ρ
s
∞ = 0 (i.e., the L-stable
algorithm). For this purpose, we employ a smaller ∆t of 0.5s, and the results are
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compared to the exact solution (equation (5.1.3)). Figures 5.8 and 5.9 show the
solutions (y and y˙ respectively) as a function of time. It is worthy to note that all
plots in these figures show excellent agreement with the exact solution when the
time step size is small enough.
Remark 5.1.4
1. All algorithms in the GS4-1 framework yield excellent approximations to the
exact solution when the time step size is small enough (see Figures 5.8 and 5.9).
2. More importantly, when larger time step sizes are used, the algorithms yield
significant improvements by minimizing the numerical oscillations via the con-
trollable numerical dissipation feature with the new selective control, while
preserving other desirable attributes including second order accuracy, uncon-
ditional stability, and zero-order overshoot behaviour.
We next show and prove that the algorithms within the newly developed GS4-1
framework are second order accurate. For this purpose, we show the convergence
plots of the L-stable algorithm contained in our GS4-1 framework, namely GS4-1
with (ρ∞,ρ
s
∞) = (0,0), and the convergence plots of GS4-1 algorithm with arbitrarily
chosen value of (ρ∞,ρ
s
∞) = (0.7,0.5). Figures 5.10 and 5.11 show the convergence
plots for both variables generated by these algorithms. Note that the slope values
shown in these figures represent the convergence rate (i.e., the order of accuracy)
of the algorithms. For each algorithm, the total numbers of time steps (Ni, see
equation (4.5.45)) used to construct the plots are chosen as 500000, 5000, 500, and
50, where the solutions generated with Ni = 500000 are used as the reference to
calculate the errors for the construction of the convergence plots. Meanwhile, the
end time at which the solutions are evaluated is tend = 5s. We demonstrate the effect
of the shift in y˙ time level (as discussed in Section 4.5) by constructing: (a) the
standard convergence plot for both y and y˙, (b) the time level aligned convergence
plot for both y and y˙, and (c) the standard convergence plot for y and the time level
aligned convergence plot for y˙. As discussed earlier, the standard convergence plot
does not take into account any shift in the time level. Since y does not have any
time level shift, the standard convergence plot yields second order accuracy for y as
expected. However, it yields only first order accuracy for y˙ because of the shift in y˙
time level as depicted in Figures 5.10(a) and 5.11(a). On the other hand, the time
91
0 20 40 60 80 100
−20
0
20
40
60
80
100
Time (s)
S
o
lu
ti
o
n
y
 
 
GS4-1(ρ∞=1, ρ
s
∞
=1)
Exact solution
(a)
0 20 40 60 80 100
−20
0
20
40
60
80
100
Time (s)
S
o
lu
ti
o
n
y
 
 
GS4-1(ρ∞=1, ρ
s
∞
=0)
Exact solution
(b)
0 20 40 60 80 100
−20
0
20
40
60
80
100
Time (s)
S
o
lu
ti
o
n
y
 
 
GS4-1(ρ∞=0.7, ρ
s
∞
=0.5)
Exact solution
(c)
0 20 40 60 80 100
−20
0
20
40
60
80
100
Time (s)
S
o
lu
ti
o
n
y
 
 
GS4-1(ρ∞=0, ρ
s
∞
=0)
Exact solution
(d)
Figure 5.8: y (for the SDOF Example, section 5.1) as a function of time solved using:
(a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b) GS4-1 with (ρ∞,ρ
s
∞)
= (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.5) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0,0),
all of which solved using a time-step size ∆t = 0.5s and are compared to the exact
solution given by equation (5.1.3)
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Figure 5.9: y˙ (for the SDOF Example, section 5.1) as a function of time solved using:
(a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b) GS4-1 with (ρ∞,ρ
s
∞)
= (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.5) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0,0),
all of which solved using a time-step size ∆t = 0.5s and are compared to the exact
solution given by equation (5.1.3)
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level aligned convergence plot takes into account the shift in time level. Therefore,
it readily yields second order accuracy for y˙ whereas y is only first order accurate
(the correct alignment of y˙ time level also means that y time level is not correctly
aligned) as shown in Figures 5.10(b) and 5.11(b). Meanwhile, Figures 5.10(c) and
5.11(c) show that one could get second order accuracy for both y and y˙ provided
that the time level for each of these variables is correctly aligned, and it can be
achieved by constructing the standard convergence plot for y and the time level
aligned convergence plot for y˙.
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Figure 5.10: Convergence plot of the solution of SDOF Example (section 5.1) solved
using the developed GS4-1 framework with (ρ∞,ρ
s
∞) = (0,0) utilizing: (a) the standard
convergence plot for both y and y˙, (b) the time level aligned convergence plot for
both y and y˙, and (c) the standard convergence plot for y and the time level aligned
convergence plot for y˙
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Figure 5.11: Convergence plot of the solution of SDOF Example (section 5.1) solved
using the developed GS4-1 framework with (ρ∞,ρ
s
∞) = (0.7,0.5) utilizing: (a) the
standard convergence plot for both y and y˙, (b) the time level aligned convergence
plot for both y and y˙, and (c) the standard convergence plot for y and the time level
aligned convergence plot for y˙
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5.2 Parabolic Heat Conduction
The heat conduction problems describe the transfer of thermal energy between regions
of an object due to differences in temperature. The problem could become time-
dependent if given an imposed change in temperature at the object’s boundary, or
when a source (or sink) of heat is suddenly applied within the object and subsequently
causes change in the nearby temperatures. In heat conduction problems, the analyst
seeks to know the temperature distribution throughout the object from which all
other secondary quantities can be determined including the rate of transfer of the
thermal energy across an area (called the flux).
5.2.1 Governing Equation
For materials with constant specific heat capacity (c), density (ρ) and conductivity
(k), the temperature distribution within the object, in the absence of sink/source
term, is described by the following partial differential equation
ρc T˙ = k∇2T (5.2.4)
where T = T (x, y, z, t) represents the temperature at point (x, y, z) and time t.
Following reference [2], we consider in this section a two-dimensional rectangular slab
with initial temperature of unity which is uniform over the entire domain. One the
left boundary (x = 0), the Dirichlet boundary condition for the temperature is set to
zero (cooled side) while all other boundaries are insulated (null heat flux) as depicted
in Figure 5.12(a). The physical properties of the material are: ρ = 1.0 kg/m3, c =
1.0 J/(kg K) and k = 1.0 W/(mK).
5.2.2 Spatial Discretization by the Finite Element Method
Applying the method of weighted residuals to discretize the governing equation (equa-
tion (5.2.4)), we choose m linearly independent weighting functions Wi to satisfy
∫
Ω
Wi(ρc T˙ − k∇
2T )∂Ω = 0, i = 1, 2, ..., m (5.2.5)
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Figure 5.12: 2D rectangular slab [2]: (a) geometry and boundary conditions; (b) finite
element mesh and the selected node
where Ω is the entire solution domain. However, since equation (5.2.5) holds for any
point in the solution domain, it also holds for any collection of points defining an
arbitrary element within the whole domain. Consequently, equation (5.2.5) can be
written for an individual element (e) having r nodes as follows
∫
Ω(e)
W
(e)
i (ρc T˙
(e) − k∇2T (e))∂Ω = 0, i = 1, 2, ..., r (5.2.6)
where Ω(e) represents the domain of the element. By the usual procedure, we approx-
imate the temperature within the element as follows
T (e)(x, y, t) =
r∑
i=1
N
(e)
i (x, y)T
(e)
i (t) (5.2.7)
where N
(e)
i (x, y) is the shape function for the element and T
(e)
i (t) is the nodal temper-
ature. Applying the Green-Gauss theorem to the diffusion term in equation (5.2.6),
and substituting the approximation (equation (5.2.7)) into equation (5.2.6), we have
the following system of first order (in time) ordinary differential equations upon im-
posing the null heat flux boundary conditions
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M(e)T˙(e) +K(e)T(e) = F(e) (5.2.8)
where
M
(e)
ij = ρc
∫
Ω(e)
W
(e)
i N
(e)
j ∂Ω (5.2.9)
K
(e)
ij = k
∫
Ω(e)
∇W
(e)
i ∇N
(e)
j ∂Ω (5.2.10)
F
(e)
i = 0 (5.2.11)
There are various weighted residual techniques giving different forms of the weighting
function W
(e)
i . For this example, we use the Bubnov-Galerkin method (i.e., the stan-
dard Galerkin method), in which the weighting functions are chosen to be the same
as the shape functions used to approximate the variable, that is W
(e)
i = N
(e)
i . The
entire solution domain Ω is divided into 64 quadrilateral elements as shown in Figure
5.12(b). Upon the assembly of all elements, we obtain the following global system of
equations
MT˙ +KT = F (5.2.12)
where
M =
64∑
1
M(e) (5.2.13)
K =
64∑
1
K(e) (5.2.14)
F = 0 (5.2.15)
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5.2.3 Time Integration by the GS4-1 Framework
To solve equation (5.2.12), we employ the developed GS4-1 framework to march
the solutions from t0 = 0s to tend = 20s with a time step size of ∆t = 1s. For the
illustration of the numerical results, we consider a point A defined by x = 0.25m
and y = 0.5m as shown in Figure 5.12(b). The corresponding analytical solutions
of the primary variable and its time derivative as a function of time are given in [2]
and shown in Figure 5.13. For this problem, we repeat the same analysis as done in
the SDOF example (Section 5.1), i.e.,: (1) the results of the noteworthy family of
GS4-1 algorithms with ρ∞ = 1 (Algorithm 4), (2) the roles of the two parameters
(ρ∞ and ρ
s
∞), and (3) the results of the L-stable algorithm, to show consistency of
such attributes of the developed GS4-1 framework for this Multi-Degree-of-Freedom
(MDOF) problem as those seen in the SDOF example. The relevant results are
presented in Figures 5.14 to 5.20. It is worthy to note from these numerical results
that similar remarks as those in the SDOF example can be drawn. Therefore, the
consistency of the argument is proven. Such remarks are not presented in this
example to avoid unnecessary repetition.
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Figure 5.13: Plot of analytical solutions T and T˙ (for the parabolic heat conduction
problem, Section 5.2) as a function of time for node A (see Figure 5.12) as given in
[2]
Meanwhile, Figures 5.21 and 5.22 show the convergence plots of the solutions of node
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Figure 5.14: T (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b)
GS4-1 with (ρ∞,ρ
s
∞) = (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.5) and (d) GS4-1 with
(ρ∞,ρ
s
∞) = (1,0.3)
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Figure 5.15: T˙ (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) Crank-Nicolson method / GS4-1 with (ρ∞,ρ
s
∞) = (1,1), (b)
GS4-1 with (ρ∞,ρ
s
∞) = (1,0), (c) GS4-1 with (ρ∞,ρ
s
∞) = (1,0.5) and (d) GS4-1 with
(ρ∞,ρ
s
∞) = (1,0.3)
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Figure 5.16: T (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.7), (b) GS4-1 with (ρ∞,ρ
s
∞) =
(0.7,0.5), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.3) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.0)
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Figure 5.17: T˙ (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.7), (b) GS4-1 with (ρ∞,ρ
s
∞) =
(0.7,0.5), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.3) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.7,0.0)
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Figure 5.18: T (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) GS4-1 with (ρ∞,ρ
s
∞) = (0.9,0.1), (b) GS4-1 with (ρ∞,ρ
s
∞) =
(0.7,0.1), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.5,0.1) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.2,0.1)
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Figure 5.19: T˙ (for the parabolic heat conduction problem, Section 5.2) as a function
of time solved using: (a) GS4-1 with (ρ∞,ρ
s
∞) = (0.9,0.1), (b) GS4-1 with (ρ∞,ρ
s
∞) =
(0.7,0.1), (c) GS4-1 with (ρ∞,ρ
s
∞) = (0.5,0.1) and (d) GS4-1 with (ρ∞,ρ
s
∞) = (0.2,0.1)
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Figure 5.20: The solutions T and T˙ of the parabolic heat conduction problem (section
5.2) as a function of time solved using GS4-1 with (ρ∞,ρ
s
∞) = (0,0)
A solved using the developed GS4-1 framework with (ρ∞,ρ
s
∞) = (0.7,0.5) and (ρ∞,ρ
s
∞)
= (0,0), respectively, which demonstrate the order of accuracy of these algorithms.
The total number of time steps (Ni, see equation (4.5.45)) used to construct the
plots are chosen as 500000, 5000, 500, and 50, where the solutions generated with
Ni = 500000 are used as the reference to calculate the errors for the construction of
the convergence plots. Meanwhile, the end time at which the solutions are evaluated
is tend = 5s. As done in the SDOF example (section 5.1), we demonstrate in each
figure the effect of shift in T˙ time level by constructing: (a) the standard convergence
plot for both T and T˙ , (b) the time level aligned convergence plot for both T and T˙ ,
and (c) the standard convergence plot for T and the time level aligned convergence
plot for T˙ . Similar observations and conclusions about the convergence rate as those
seen in the SDOF example (Figures 5.10 and 5.11) can be seen in Figures 5.21 and
5.22, and hence demonstrate the consistency.
We now proceed to illustrate using this numerical example the effect of the new
selective control feature of the newly developed GS4-1 framework. For this purpose,
we solve the problem using the two cases under investigation (see Remark 4.3.1) i.e.,:
(1) the GS4-1 framework without the selective control feature which recovers the
existing method [62], and (2) the GS4-1 framework with the new selective control
feature, with a time step size (∆t) of 1s and an end time of 20s. For illustration
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Figure 5.21: Convergence plot of the solutions of node A (for the parabolic heat
conduction problem, Section 5.2) solved using the developed GS4-1 framework with
(ρ∞,ρ
s
∞) = (0.7,0.5) utilizing: (a) the standard convergence plot for both T and T˙ ,
(b) the time level aligned convergence plot for both T and T˙ , and (c) the standard
convergence plot for T and the time level aligned convergence plot for T˙
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Figure 5.22: Convergence plot of the solutions of node A (for the parabolic heat
conduction problem, Section 5.2) solved using the developed GS4-1 framework with
(ρ∞,ρ
s
∞) = (0,0) utilizing: (a) the standard convergence plot for both T and T˙ ,
(b) the time level aligned convergence plot for both T and T˙ , and (c) the standard
convergence plot for T and the time level aligned convergence plot for T˙
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purpose, we compare the performance of the two cases for a randomly chosen ρ∞
value of 0.4. The comparison of the performance between these cases is done by first
looking at the solutions of T and T˙ as a function of time for node A. Recall that the
analytical solutions, as given in [2], are shown in Figure 5.13. Meanwhile, the numeri-
cal solutions of T and T˙ as a function of time for this node generated by the two cases
are shown in Figure 5.23. An observation of this figure reveals the improvement in
the numerical solutions of both T and T˙ made by the case with the selective control
feature (i.e., the GS4-1 algorithm with ρ∞ = 0.4 and ρ
s
∞ = 0), in contrast to the case
without such a feature (i.e., ρ∞ = ρ
s
∞ = 0.4) for the same value of the principal root
(i.e., ρ∞ = 0.4). This difference in performance between the two cases highlights
the role played by the new selective control feature of the developed GS4-1 framework.
For a complete investigation, we then compute and compare the errors in both T and
T˙ generated by these two cases for ρ∞ values ranging from 1 (nondissipative/zero
damping) to 0 (maximal damping) in decrements of 0.1. The error is defined as
Error = |Numerical − Analytical| (5.2.16)
Tables 5.2.1 and 5.2.2 compare the maximal and total errors in the solutions of T and
T˙ , respectively, as generated by the two cases (i.e., the GS4-1 framework with and
without the selective control feature) for all ρ∞ values considered. By looking at Table
5.2.1, it is obvious that the errors in T generated by the two cases are very small. In
other words, we can say that both cases perform well to obtain acceptable solutions
of T . On the other hand, Table 5.2.2 shows that the errors in T˙ (both maximal and
total) generated by the case without the selective control feature are large except
for large amount of numerical dissipation (0 ≤ ρ∞ ≤ 0.6) which is undesirable (due
to possible over-dissipation). Interestingly, these errors are significantly reduced by
the GS4-1 framework when the selective control feature is enabled. Therefore, we
conclude that the GS4-1 framework with the selective control feature provides an
improvement over the case without such a feature as in past development. This will
be demonstrated in the following numerical examples throughout the thesis to prove
consistency of the conclusion.
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Figure 5.23: Plot of T and T˙ as a function of time for node A (for the parabolic heat
conduction problem, Section 5.2) generated by: (i) GS4-1(ρ∞ = 0.4, ρ
s
∞ = 0) i.e., the
case with the selective control feature, and (ii) GS4-1(ρ∞ = 0.4, ρ
s
∞ = 0.4) i.e., the
case without the selective control feature
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ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 0.0850 0.0850 0.3275 0.3275
0.9 0.0203 0.0101 0.1062 0.0479
0.8 0.0026 8.6609x10−4 0.0217 0.0156
0.7 5.6841x10−4 6.8083x10−4 0.0117 0.0138
0.6 5.9327x10−4 7.3724x10−4 0.0121 0.0150
0.5 6.2957x10−4 8.0159x10−4 0.0128 0.0163
0.4 6.8459x10−4 8.7569x10−4 0.0139 0.0178
0.3 7.6622x10−4 9.6192x10−4 0.0156 0.0196
0.2 8.8666x10−4 0.0011 0.0180 0.0216
0.1 0.0011 0.0012 0.0217 0.0241
0 0.0013 0.0013 0.0271 0.0271
Table 5.2.1: Comparison of error in T (for the parabolic heat conduction problem, Sec-
tion 5.2) between: (i) the case without the selective control feature (SCF)(i.e., GS4-1
framework with ρs∞ = ρ∞), and (ii) the case with the selective control feature (i.e.,
GS4-1 framework with ρs∞ = 0), for ρ∞ values ranging from 1 (nondissipative/zero
damping) to 0 (maximal damping) in decrements of 0.1.
ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 70.2769 0.1757 226.9521 0.6587
0.9 8.5440 0.0222 24.6318 0.0843
0.8 0.8102 0.0022 48.7307 0.0091
0.7 0.0561 1.5954x10−4 0.1437 0.0018
0.6 0.0026 6.7106x10−5 0.0082 0.0014
0.5 8.236610−5 7.1950x10−5 0.0018 0.0015
0.4 8.5200x10−5 7.7475x10−5 0.0017 0.0016
0.3 8.8950x10−5 8.3826x10−5 0.0018 0.0017
0.2 9.4064x10−5 9.1198x10−5 0.0019 0.0019
0.1 1.0097x10−4 9.9841x10−5 0.0021 0.0020
0 1.1008x10−4 1.1008x10−4 0.0022 0.0022
Table 5.2.2: Comparison of error in T˙ (for the parabolic heat conduction problem, Sec-
tion 5.2) between: (i) the case without the selective control feature (SCF)(i.e., GS4-1
framework with ρs∞ = ρ∞), and (ii) the case with the selective control feature (i.e.,
GS4-1 framework with ρs∞ = 0), for ρ∞ values ranging from 1 (nondissipative/zero
damping) to 0 (maximal damping) in decrements of 0.1.
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5.3 Flow Transport Problems
Flow transport is the movement of a constituent (mass, energy, a component in a
mixture, solid particles, etc) of a carrying fluid due to the combination of the forces
acting on the constituent and the movement of the carrying fluid. Typical applica-
tions of this phenomenon include the deposition of fine solid particles from a liquid
suspension onto the walls of the equipments encountered in industrial processes and
manufacturing technologies. For instance, deposition mechanism is applied in the
preparation of magnetic tapes and in purification of water using packed-bed filters.
On the other hand, there is a great concern in geothermal power plant to reduce
this mechanism, which commonly occurs due to the presence of silica or magnesium
in the geothermal brine from which heat is transferred to the working fluid in a
heat exchanger device. A better understanding and knowledge of these mechanisms
can be used to tackle or improve practical design of these processes and devices.
Flow transport also governs the transport of viruses and associated pollutants in
soils and ground water, as well as sediment transport which occurs in rivers, oceans,
lakes, seas, and other bodies of water due to currents and tides. Mass transport is
common in adsorption and absorption processes such as in carbon filtration, in the
separation of chemical components such as distillation columns, and in cooling towers.
5.3.1 Governing Equation
The equations describing these problems are usually linear in nature, and are com-
posed of two components: (1) convective transport, and (2) diffusive transport.
Therefore, such equations are usually known as the convection-diffusion equations
due to the presence of these two components. The convective transport accounts for
the transport of the constituent due to the existence of the velocity field. Meanwhile,
the diffusive transport represents the random motions of the huge number of the
constituent molecules (that make up the carrying fluid) from regions of higher con-
centration to regions of lower concentration as driven by the concentration gradient.
In general, it is necessary to account for both components to describe flow transport
problems. For such linear cases, the time-dependent convection-diffusion equation
can be written in the following form (in the absence of the sink/source term)
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∂φ(x, t)
∂t
+ v · ∇φ(x, t) = ∇ · κ∇φ(x, t), ∀x ∈ Ω ⊂ Rd, t > 0 (5.3.17)
with conditions on the boundary Γ as
φ(x, t) = φΓ(x, t) ∀x ∈ Γ1 (5.3.18)
κ∇φ(x, t).~n = q(x) ∀x ∈ Γ2 (5.3.19)
Γ = Γ1 + Γ2 (5.3.20)
and initial condition
φ(x, t = 0) = φ0(x) ∀x ∈ Ω (5.3.21)
where φ(x, t) is the primary variable representing the constituent concentration at
position x and time t, v = (v1, v2, ...., vd) is the velocity vector of the carrying fluid,
κ is the diffusion coefficient tensor, x = (x1, x2, ...., xd) is the position vector, d is the
dimension of the problem, Ω is a bounded domain in Rd, Γ is the boundary of Ω,
and φΓ(x, t), q(x), and φ0 are known boundary and initial conditions.
Equation (5.3.17) can be written in dimensionless form by introducing dimensionless
primary variable φˆ =
φ−φref1
φref2−φref1
, velocity vˆi =
vi
U
, time tˆ = Ut
L
and coordinate xˆi =
xi
L
,
where L is the specific length of the domain, U is the characteristic velocity of the flow,
while φref1 and φref2 are the lower and upper reference values of the primary variables,
respectively. From the use of these dimensionless variables, equation (5.3.17) can be
represented in a dimensionless form as follows
∂φˆ(xˆ, tˆ)
∂tˆ
+ vˆ · ∇φˆ(xˆ, tˆ) =
1
Pe
∇2φˆ(xˆ, tˆ) (5.3.22)
where Pe = UL
κ
is the global Peclet number. Throughout this section, we shall
consider this dimensionless governing equation (equation (5.3.22)), however with the
superscript (ˆ) omitted in the notations for simplicity.
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5.3.2 Spatial Discretization by the Finite Element Method
To discretize the spatial domain using the Finite Element Method, we apply the
method of weighted residuals to equation (5.3.22) for an arbitrary element (e) with r
nodes
∫
Ω(e)
W
(e)
i
(
∂φ(e)(x, t)
∂t
+ v · ∇φ(e)(x, t)−
1
Pe
∇2φ(e)(x, t)
)
∂Ω = 0 i = 1, 2, ..., r
(5.3.23)
where W
(e)
i is the weighting function and Ω
(e) is the domain for the element. We next
apply Gauss’s theorem to the diffusive term as follows
∫
Ω(e)
W
(e)
i
(
1
Pe
∇2φ(e)(x, t)
)
∂Ω =
1
Pe
(∫
Γ(e)
W
(e)
i (∇φ
(e)(x, t).~n) ∂Γ
)
−
1
Pe
(∫
Ω(e)
∇W
(e)
i · ∇φ
(e)(x, t) ∂Ω
)
(5.3.24)
where ~n is the normal direction at the boundary Γ(e) for this element. Substituting
equation (5.3.24) into equation (5.3.23) yields
∫
Ω(e)
W
(e)
i
(
∂φ(e)(x, t)
∂t
+ v · ∇φ(e)(x, t)
)
∂Ω +
1
Pe
(∫
Ω(e)
∇W
(e)
i · ∇φ
(e)(x, t)∂Ω
)
=
1
Pe
(∫
Γ(e)
W
(e)
i (∇φ
(e)(x, t).~n) ∂Γ
)
(5.3.25)
We next approximate the primary variable for this element φ(e)(x, t) as follows
φ(e)(x, t) =
r∑
i=1
N
(e)
i (x)φ
(e)
i (t) (5.3.26)
where N
(e)
i (x) is the element shape function and φ
(e)
i (t) is the nodal solution of the
element at time t. Substituting equation (5.3.26) into equation (5.3.25) yields the
115
following system of first order ordinary differential equations
M(e)φ˙
(e)
+ (Kc
(e) +Kd
(e))φ(e) = F(e) (5.3.27)
where
M
(e)
ij =
∫
Ω(e)
W
(e)
i N
(e)
j ∂Ω,
K
(e)
c ij =
∫
Ω(e)
W
(e)
i v · ∇N
(e)
j ∂Ω, (5.3.28)
K
(e)
d ij =
1
Pe
(∫
Ω(e)
∇W
(e)
i · ∇N
(e)
j ∂Ω
)
,
F
(e)
i =
1
Pe
(∫
Γ(e)
W
(e)
i (∇φ
(e)(x, t).~n) ∂Γ
)
,
are the mass matrix, stiffness matrix due to convection, stiffness matrix due to diffu-
sion, and force vector due to the Neumann boundary condition, respectively. Upon
the assembly of all NE elements, we obtain the following global system of first order
(in time) ordinary differential equations
Mφ˙ + (Kc +Kd)φ = F (5.3.29)
where
M =
NE∑
e=1
M(e), Kc =
NE∑
e=1
Kc
(e)
Kd =
NE∑
e=1
Kd
(e), F =
NE∑
e=1
F(e)
5.3.3 Time Integration by the GS4-1 Framework
In this section, we will provide more detailed validations on the robustness of the
newly developed GS4-1 framework via the new selective control feature for applica-
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tions of the convection-diffusion type. Using two numerical examples in one- and
two-dimension governed by a linear transient convection-diffusion equation, we will
show the importance of selectively controlling the numerical dissipation of the pri-
mary variable and its time derivative, which is a desirable attribute inherent to the
GS4-1 framework in addition to the second order accuracy, zero-order overshoot, un-
conditional stability, and reduced computational expense due to solving the system
of equations only once and requiring the solutions of only one previous time step.
5.3.3.1 1D Linear Convection-Diffusion
The first example is a one-dimensional convection-diffusion problem. The simplicity of
the problem eliminates the need for upwinding in the spatial discretization procedure.
The problem has the following initial and boundary conditions (in dimensionless form)
φ(x, 0) = exp
{
Pe
2
(x− 1)
}
(5.3.30)
φ(0, t) = exp
{
−
Pe
2
−
Pe
4
t
}
(5.3.31)
∂φ
∂x
(1, t) =
Pe
2
exp
{
−
Pe
4
t
}
(5.3.32)
The analytical solutions in dimensionless form are given by [74]
φ(x, t) = exp
{
Pe(x− 1)
2
−
Pe
4
t
}
φ˙(x, t) = −
Pe
4
exp
{
Pe(x− 1)
2
−
Pe
4
t
}
(5.3.33)
The problem parameters (in dimensionless form) are chosen as: v = 1 and Pe = 0.1.
For this problem, we use 1D linear elements, whose element shape functions are given
by
N
(e)
i =
[
1−
x
l
x
l
]
(5.3.34)
where l is the length of each element. We discretize the spatial domain using
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50 elements to yield a cell Peclet number of 0.002, in which case the Bubnov-
Galerkin FEM can appropriately be used. In this method, the weighting function
in equation (5.3.28) takes the same form as the element shape function (i.e.,
W
(e)
i = N
(e)
i ) given by equation (5.3.34). We substitute this equation into equation
(5.3.28) and assemble for all elements to form the global matrices of equation (5.3.29).
We solve the problem using the two cases under investigation with a time step size
∆t = 2 and an end time t = 20. We first compare the performance of the two
cases by looking at both the solutions of φ and φ˙ as a function of time for a specific
node. For illustration purpose, we randomly choose a ρ∞ value of 0.8 and a node
at x = 0.02. Figure 5.24 shows the plots of analytical solutions (both φ and φ˙ as
given by equation (5.3.33)) as a function of time for this node. Meanwhile, Figure
5.25 shows the plots of φ and φ˙ as a function of time for this node as generated by
the GS4-1 framework with and without the selective control feature for the chosen
ρ∞ value. We can see from this figure that both cases yield good results for the
primary variable (φ). However, it is clear from such a figure that the case without
the selective control feature (i.e., algorithm with ρ∞ = ρ
s
∞ = 0.8 which recovers
the algorithm of the one-parameter method [62]) results in large oscillation in the
solution of the time derivative variable (φ˙). The GS4-1 framework with the selective
control feature, on the other hand, can suppress such oscillation and yields good
agreement with the analytical solution for the same ρ∞ value (see Figure 5.25(b)).
This is possible due to its new selective control feature which allows the selection of
different values for the parameters controlling the numerical dissipation of the two
variables. By allowing the ρs∞ to take on a zero value via such a feature, regardless
of the choice of ρ∞ value, the GS4-1 framework guarantees that sufficient numerical
damping is given to the time derivative variable such that the large oscillation is
successfully eliminated and the algorithm yields physically representative solution
as seen in Figure 5.25(b). This, however, cannot be achieved using the case with a
single parameter (i.e., without the selective control feature) since this representation
controls the numerical damping of both φ and φ˙ indiscriminately; hence, a ρ∞ value
of 0.8 means a corresponding ρs∞ value of 0.8 as well. This clearly demonstrates the
advantage of GS4-1 framework with the new selective control feature in contrast to
the one-parameter method (i.e., the case without the selective control feature).
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Figure 5.24: Plot of analytical solutions φ and φ˙ (for the 1D convection-diffusion
problem, Section 5.3.3.1) as a function of time for a specific node at x = 0.02 as given
by equation (5.3.33)
In addition to this solution history plots, we also look at the solutions of both φ and φ˙
for the whole spatial domain at a specific time. For this purpose, we again choose ρ∞
value of 0.8 for consistency and a specific time of t = 20. Figure 5.26 shows the plots
of analytical solutions of these variables (as given by equation (5.3.33)) as a function
of the spatial domain at this specific time. Comparisons of the performance between
the two cases in generating the φ and φ˙ solutions are shown in Figure 5.27. From
this figure, we can see that the same observations as those seen in Figure 5.25 are
repeated here, i.e., that (1) both cases yield good results for φ, (2) the one-parameter
case (i.e., without the selective control feature) results in large oscillation in φ˙, and
(3) the GS4-1 framework with the new selective control feature could yield good
agreement with the analytical solution for the same ρ∞ value. This, again, illustrates
the importance of and the role played by the new feature introduced in the GS4-1
framework, which is the selective control of the numerical dissipation for φ and φ˙ not
available in any existing methods for first order transient system to-date.
Since the previous observations seen in Figures 5.25 and 5.27 are based on the results
generated using only one ρ∞ value, we next compute and compare the errors in φ and φ˙
generated by these two cases for a set of ρ∞ values ranging from 1 (nondissipative/zero
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Figure 5.25: Plot of φ and φ˙ (for the 1D convection-diffusion problem, Section 5.3.3.1)
as a function of time for a specific node at x = 0.02 generated by: (i) GS4-1(ρ∞ =
0.8, ρs∞ = 0), and (ii) GS4-1(ρ∞ = 0.8, ρ
s
∞ = 0.8), i.e., the case without selective
control features
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Figure 5.26: Plot of analytical solutions φ and φ˙ (for the 1D convection-diffusion
problem, Section 5.3.3.1) as a function of x for a specific time of t = 20 as given by
equation (5.3.33)
damping) to 0 (maximal numerical damping) in decrements of 0.1 for completion of
the investigation. The error is defined as
Error = |Numerical − Analytical| (5.3.35)
Table 5.3.3 first shows the comparison of maximal and total errors in the primary
variable (φ) between the two cases for all ρ∞ values considered. From this table,
we can see that both cases perform well in generating numerical solution of φ.
Meanwhile, Table 5.3.4 shows the comparison of the maximal and total errors in the
time derivative variable (φ˙) between the two cases for all ρ∞ values considered. In
this table, the difference in performance between the two representations is obvious.
The case without the selective control feature yields large errors (both maximal
and total) for almost all ρ∞ values considered except for large amount of numerical
dissipation (0 ≤ ρ∞ ≤ 0.3) which is less desirable. These large errors indicate that
this method is not capable of eliminating the numerical oscillation associated with
φ˙ for the given amount of numerical dissipation. This is due to the restriction of
equal numerical dissipation for both φ and φ˙ imposed by this representation. It is
apparent that the specified amount of the numerical dissipation is not sufficient to
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Figure 5.27: Plot of φ and φ˙ (for the 1D convection-diffusion problem, Section 5.3.3.1)
as a function of x for a specific time of t = 20 generated by: (i) GS4-1(ρ∞ = 0.8, ρ
s
∞ =
0) i.e., the case with the selective control feature, and (ii) GS4-1(ρ∞ = 0.8, ρ
s
∞ = 0.8)
i.e., the case without the selective control feature
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suppress the numerical oscillation in φ˙ although the same amount of dissipation
is enough to yield acceptable solution of φ. Such an observation indicates that
different amounts of numerical dissipation are needed for these two variables. This
requirement can easily be met by the two-parameter GS4-1 framework via the new
selective control feature, which provides a more flexible and selective control of the
numerical dissipation for φ and φ˙, respectively. As seen in Table 5.3.4, the case
with the selective control feature successfully reduces the error in φ˙ to an acceptable
level (×10−6 for maximal error and ×10−5 for total error) for all ρ∞ values considered.
ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 3.9843x10−8 3.9843x10−8 1.1475x10−6 1.1475x10−6
0.9 4.2057x10−7 3.8863x10−7 1.4304x10−5 1.3424x10−5
0.8 5.2262x10−7 3.5253x10−7 1.8027x10−5 1.2157x10−5
0.7 3.6626x10−7 2.9354x10−7 1.2729x10−5 1.0041x10−5
0.6 2.3980x10−7 2.8144x10−7 8.3074x10−6 9.5509x10−6
0.5 2.0673x10−7 3.0492x10−7 7.0651x10−6 1.0305x10−5
0.4 2.2992x10−7 3.4643x10−7 7.7878x10−6 1.1690x10−5
0.3 2.7970x10−7 3.9812x10−7 9.4465x10−6 1.3426x10−5
0.2 3.5293x10−7 4.5924x10−7 1.1906x10−5 1.5481x10−5
0.1 4.6029x10−7 5.3200x10−7 1.5516x10−5 1.7927x10−5
0 6.2006x10−7 6.2006x10−7 2.0887x10−5 2.0887x10−5
Table 5.3.3: Comparison of error in φ (for the 1D convection-diffusion problem, Sec-
tion 5.3.3.1) between: (i) the case without selective control with ρ∞ = ρ∞, and (ii) the
GS4-1 framework with selective control features with ρs∞ = 0, for ρ∞ values ranging
from 1 (zero damping) to 0 (maximal damping) in decrements of 0.1.
These observations are reflected in Figures 5.28 through 5.32, which show the plots
of errors in φ and φ˙ versus the spatial domain x generated by the two cases for all
ρ∞ values considered
3. As seen in these figures, the large numerical oscillation in
φ˙ generated by the case without the selective control feature can easily be turned
off by the GS4-1 framework via the new selective control feature with the choice of
ρs∞ = 0. The ability to generate these physically representative solutions of both φ
and φ˙ with small amount of numerical dissipation (ρ∞ approaches unity) is a key
3except for ρ∞ = 0 since the two cases yield the same algorithm, and therefore comparison of
the errors is irrelevant
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ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 82.3789 1.5406x10−6 112.5317 7.6500x10−5
0.9 28.7237 1.8570x10−6 39.2378 8.8870x10−5
0.8 8.8454 1.7989x10−6 12.0832 8.6881x10−5
0.7 2.3270 1.6990x10−6 3.1789 8.3390x10−5
0.6 0.4981 1.6409x10−6 0.6805 8.1343x10−5
0.5 0.0805 1.6181x10−6 0.1100 8.0536x10−5
0.4 0.0086 1.6115x10−6 0.0119 8.0298x10−5
0.3 4.8819x10−4 1.6094x10−6 7.4774x10−4 8.0224x10−5
0.2 9.4825x10−6 1.6078x10−6 6.4129x10−5 8.0169x10−5
0.1 2.0424x10−8 1.6059x10−6 8.3418x10−7 8.0107x10−5
0 1.6036x10−6 1.6036x10−6 8.0031x10−5 8.0031x10−5
Table 5.3.4: Comparison of error in φ˙ (for the 1D convection-diffusion problem, Sec-
tion 5.3.3.1) between: (i) the case without selective control with ρ∞ = ρ∞, and (ii) the
GS4-1 framework with selective control features with ρs∞ = 0, for ρ∞ values ranging
from 1 (zero damping) to 0 (maximal damping) in decrements of 0.1.
desirable attribute of the GS4-1 framework via the new selective control feature. In
this regard, we conclude that the GS4-1 framework with the selective control feature
outperforms the existing method without such a feature.
5.3.3.2 2D Linear Convection-Diffusion
This problem serves to further provide a consistent observation for the two-
dimensional case as well. The problem is defined in dimensionless form as follows:
∂φ
∂t
=
1
Pe
(
∂2φ
∂x2
+
∂2φ
∂y2
)
+ vx
∂φ
∂x
+ vy
∂φ
∂y
(5.3.36)
on Ω = {(x, y)|0 ≤ x, y ≤ 1}, t > 0, with the following Dirichlet type boundary and
initial conditions (in dimensionless form)
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Figure 5.28: Comparison of error in φ and φ˙ (for the 1D convection-diffusion problem,
Section 5.3.3.1) between: (i) GS4-1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective
control feature, and (ii) GS4-1(ρ∞, ρ
s
∞ = 0), i.e., the case with the selective control
feature, for ρ∞ values of 1 and 0.9
125
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6 x 10
−7
x
E
rr
o
r
φ
 
 
GS4-1(ρ∞=0.8, ρ
s
∞
=0.8)
GS4-1(ρ∞=0.8, ρ
s
∞
=0)
(a)
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
8
9
x
E
rr
o
r
φ˙
 
 
GS4-1(ρ∞=0.8, ρ
s
∞
=0.8)
GS4-1(ρ∞=0.8, ρ
s
∞
=0)
(b)
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
4 x 10
−7
x
E
rr
o
r
φ
 
 
GS4-1(ρ∞=0.7, ρ
s
∞
=0.7)
GS4-1(ρ∞=0.7, ρ
s
∞
=0)
(c)
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
x
E
rr
o
r
φ˙
 
 
GS4-1(ρ∞=0.7, ρ
s
∞
=0.7)
GS4-1(ρ∞=0.7, ρ
s
∞
=0)
(d)
Figure 5.29: Comparison of error in φ and φ˙ (for the 1D convection-diffusion problem,
Section 5.3.3.1) between: (i) GS4-1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective
control feature, and (ii) GS4-1(ρ∞, ρ
s
∞ = 0), i.e., the case with the selective control
feature, for ρ∞ values of 0.8 and 0.7
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Figure 5.30: Comparison of error in φ and φ˙ (for the 1D convection-diffusion problem,
Section 5.3.3.1) between: (i) GS4-1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective
control feature, and (ii) GS4-1(ρ∞, ρ
s
∞ = 0), i.e., the case with the selective control
feature, for ρ∞ values of 0.6 and 0.5
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Figure 5.31: Comparison of error in φ and φ˙ (for the 1D convection-diffusion problem,
Section 5.3.3.1) between: (i) GS4-1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective
control feature, and (ii) GS4-1(ρ∞, ρ
s
∞ = 0), i.e., the case with the selective control
feature, for ρ∞ values of 0.4 and 0.3
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Figure 5.32: Comparison of error in φ and φ˙ (for the 1D convection-diffusion problem,
Section 5.3.3.1) between: (i) GS4-1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective
control feature, and (ii) GS4-1(ρ∞, ρ
s
∞ = 0), i.e., the case with the selective control
feature, for ρ∞ values of 0.2 and 0.1
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φ(0, y, t) = αeβt(1 + e−cyy)
φ(x, 0, t) = αeβt(1 + e−cxx)
φ(1, y, t) = αeβt(e−cx + e−cyy) (5.3.37)
φ(x, 1, t) = αeβt(e−cxx + e−cy)
φ(x, y, 0) = α(e−cxx + e−cyy)
where the analytical solutions are given by [75] (in dimensionless form)
φ(x, y, t) = αeβt(e−cxx + e−cyy),
φ˙(x, y, t) = βαeβt(e−cxx + e−cyy), (5.3.38)
cx =
Pe
2
(
vx +
√
v2x + 4β/Pe
)
cy =
Pe
2
(
vy +
√
v2y + 4β/Pe
)
The constant physical properties and problem parameters (in dimensionless form) are
chosen as: vx = vy = 10, Pe = 10, α = 1, and β = 0.1. For this problem, we use 2D
linear elements of width 2b and height 2h whose shape function is given by
N
(e)
i = [N1 N2 N3 N4] (5.3.39)
N1 =
(b− x)(h− y)
4bh
N2 =
(b+ x)(h− y)
4bh
N3 =
(b+ x)(h + y)
4bh
N4 =
(b− x)(h + y)
4bh
We discretize the spatial domain using 20 x 20 elements. Because the resulting cell
Peclet number is larger than 2, we use upwinding method in the spatial discretization.
For this purpose, we employ the Streamline upwind/Petrov-Galerkin (SUPG) FEM
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[76] in which the weighting function in equation (5.3.28) is given by
W
(e)
i = N
(e)
i +
kˆ
v2x + v
2
y
(
vx
∂N
(e)
i
∂x
+ vy
∂N
(e)
i
∂y
)
(5.3.40)
where kˆ is chosen to be [76]
kˆ =ζˆvxb+ ηˆvyh
ζˆ = (coth αζ)− 1/αζ , ηˆ = (coth αη)− 1/αη
αζ = vxbPe, αη = vyhPe (5.3.41)
We substitute equations (5.3.39) and (5.3.40) into equation (5.3.28) and assemble for
all elements to form the global matrices of equation (5.3.29). We solve the problem
using the two cases with a time step size of ∆t = 1 and an end time of t = 20. The
analytical solutions of φ and φ˙ for the entire spatial domain at this time are shown
graphically in Figure 5.33.
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Figure 5.33: 3D shaded surface plot of analytical solutions φ and φ˙ (for the 2D
convection-diffusion problem, Section 5.3.3.2) at t = 20 as given by equation (5.3.38)
For this problem, we again compare the performance of these two cases by first
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looking at the solutions of φ and φ˙ as a function of time for a specific node. For
this purpose, we choose a ρ∞ value of 0.8 and a node at x = 0.05 and y = 0.15.
The analytical solutions, as given by equation (5.3.38), are shown in Figure 5.34.
Meanwhile, the corresponding numerical solutions generated by the two cases are
illustrated in Figure 5.35, which shows that both representations yield good results
for φ. However, this figure also shows that the case without the selective control
feature results in large oscillation in the time derivative variable (φ˙). This is due
to the restriction in this representation which can only allow the same amount of
numerical dissipation for both φ and φ˙, through the condition that ρs∞ is always equal
to ρ∞. Although the solution of φ may require only minimal numerical dissipation
(ρ∞ approaches 1), often, the solution of φ˙ requires more numerical dissipation.
Therefore, although this representation could yield good result for φ, often, it may
not be able to eliminate the numerical oscillation associated with φ˙ given the minimal
numerical dissipation. The GS4-1 framework with the selective control feature, on
the other hand, yields good agreement with the analytical solutions for both φ and
φ˙ with the same ρ∞ value. It is achieved via its new selective control feature as
previously explained. This is clearly the advantage of the GS4-1 framework involving
such a new feature over the existing method without such a feature.
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Figure 5.34: Plot of analytical solutions φ and φ˙ (for the 2D convection-diffusion
problem, Section 5.3.3.2) as a function of time for a specific node at x = 0.05 and
y = 0.15 as given by equation (5.3.38)
We repeat the same procedure to determine the errors in φ and φ˙ as previously done
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Figure 5.35: Plot of φ and φ˙ (for the 2D convection-diffusion problem, Section 5.3.3.2)
as a function of time for a specific node at x = 0.05 and y = 0.15 generated by: (i)
GS4-1(ρ∞ = 0.8, ρ
s
∞ = 0), i.e., the case with the selective control feature, and (ii)
GS4-1(ρ∞ = 0.8, ρ
s
∞ = 0.8), i.e., the case without the selective control feature
133
in the 1D case (Section 5.3.3.1) and show the results in Table 5.3.5 and 5.3.6. An
observation of Table 5.3.5 indicates that the errors in φ generated by the two cases
are of the same order of magnitude and are small (10−5 for maximal error and 10−3
for total error). This supports our previous observations that both cases (i.e., the
GS4-1 framework with and without the selective control feature) work well to yield
physically representative solutions of the primary variable (φ). On the other hand,
the errors in φ˙ (both maximal and total) generated by the case without the selective
control feature are large as seen in Table 5.3.6, except for large amount of numerical
dissipation (0 ≤ ρ∞ ≤ 0.5) which is less desirable (due to possible over-dissipation as
discussed before). These errors are significantly reduced to an acceptable level (10−4
for maximal error and 10−2 for total error) by the case with the selective control
feature. It is hence apparent that the previous observations seen in the 1D case are
also valid in this two-dimensional case. This provides validation on the consistency
of the argument. Therefore, we again conclude that the GS4-1 framework with the
new selective control feature is better than the existing methods in the same class
(without such a feature).
ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 7.7101x10−5 7.7101x10−5 0.0014 0.0014
0.9 8.2838x10−5 8.4817x10−5 0.0015 0.0015
0.8 8.5482x10−5 8.5802x10−5 0.0015 0.0015
0.7 8.5896x10−5 8.5883x10−5 0.0015 0.0015
0.6 8.5925x10−5 8.5866x10−5 0.0015 0.0015
0.5 8.5911x10−5 8.5840x10−5 0.0015 0.0015
0.4 8.5887x10−5 8.5810x10−5 0.0015 0.0015
0.3 8.5853x10−5 8.5775x10−5 0.0015 0.0015
0.2 8.5804x10−5 8.5736x10−5 0.0015 0.0015
0.1 8.5735x10−5 8.5689x10−5 0.0015 0.0015
0 8.5635x10−5 8.5635x10−5 0.0015 0.0015
Table 5.3.5: Comparison of error in φ (for the 2D convection-diffusion problem, Sec-
tion 5.3.3.2) between: (i) the case without the selective control feature (ρs∞ = ρ∞),
and (ii) GS4-1 framework with the selective control feature (with ρs∞ = 0), for ρ∞
values ranging from 1 (zero damping) to 0 (maximal damping) in decrements of 0.1.
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ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 843.7890 5.8580x10−4 1.7808x104 0.0126
0.9 102.5860 5.8580x10−4 2.1651x103 0.0123
0.8 9.7294 5.8580x10−4 205.3404 0.0124
0.7 0.6744 5.8580x10−4 14.2336 0.0124
0.6 0.0319 5.8580x10−4 0.6737 0.0124
0.5 0.0018 5.8580x10−4 0.0375 0.0124
0.4 8.6103x10−4 5.8580x10−4 0.0183 0.0124
0.3 6.5438x10−4 5.8580x10−4 0.0140 0.0124
0.2 3.7513x10−4 5.8580x10−4 0.0081 0.0124
0.1 2.0577x10−5 5.8580x10−4 5.7624x10−4 0.0124
0 5.8580x10−4 5.8580x10−4 0.0124 0.0124
Table 5.3.6: Comparison of error in φ˙ (for the 2D convection-diffusion problem, Sec-
tion 5.3.3.2) between: (i) the case without the selective control feature (ρs∞ = ρ∞),
and (ii) GS4-1 framework with the selective control feature (with ρs∞ = 0), for ρ∞
values ranging from 1 (zero damping) to 0 (maximal damping) in decrements of 0.1.
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5.4 Convective Heat Transfer with Thermal Shock
Convective heat transfer is one of the major modes of heat transfer, other than
conduction and radiation. It is a mechanism of heat transfer occurring because of
bulk fluid motion. The heat energy being transferred between the moving fluid and
a surface at different temperatures is known as convection. Such a mechanism is
governed by the convection-diffusion equation described previously in Section 5.3
(hence, the governing equation for this problem as well as the spatial discretization
procedure will not be repeated here). In particular, for the convective heat transfer,
heat (temperature) is the entity of interest being advected (carried), and diffused
(dispersed). Heat transfer by convection occurs in numerous examples of naturally
occurring fluid flow, such as: wind, oceanic currents, and movements within the
Earth’s mantle. In engineering practices, it is used to provide desired temperature
changes, as in heating of homes, industrial processes, cooling of equipment, etc. Due
to its importance in various natural and engineering applications, we consider in this
section an application of the newly developed GS4-1 framework to a particularly
challenging problem arising in these contexts.
In particular, we consider an example involving a thermal shock due to a sudden
change in the temperature at the boundary. For such a case, the primary variable
(temperature) would typically exhibit numerical oscillations due to the presence of
the thermal shock. Note that this is in contrast to the previous examples in Section
5.3 which do not involve thermal shock and therefore the numerical solutions of the
primary variable in these cases agree well with the analytical solution even without or
with little numerical dissipation (see Figures 5.25, 5.27, and 5.35). Consequently, for
the problems involving thermal shock, typically the nondissipative scheme fails and
numerically dissipative schemes are employed to stabilize the numerical solution of the
primary variable. With such a requirement, this problem serves as a good numerical
example to fully illustrate the ability and advantage of the newly developed GS4-1
framework and in particular the role played by the new selective control feature.
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5.4.1 Time Discretization by the GS4-1 Framework
As done previously, we solve the problem using the two cases, i.e., (i) GS4-1
framework with the selective control feature, and (ii) GS4-1 framework without the
selective control feature, as defined in Remark 4.3.1. For each case, we solve the
one-dimensional problem of convective heat transfer (in dimensionless form, where
the governing equation is that described in Section 5.3, i.e., equation (5.3.22)) using
a time step size of ∆t = 0.1 and an end time of t = 1. The problem parameters (in
dimensionless form) are: v = 1 and Pe = 1, with an initial temperature of T0 = 0.
To impose a thermal shock to the problem, we enforce a sudden change in the
temperature at the right boundary (x = 1) through a Dirichlet boundary condition
T (x = 1, t > 0) = 1. The spatial domain is discretized using the Galerkin Finite
Element Method with a total of 30 elements. Figure 5.36 shows the corresponding
analytical solutions of the primary variable (T ) and the time derivative variable (T˙ ),
as given in [77].
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Figure 5.36: Analytical solution of T and T˙ (for the convective heat transfer problem
with thermal shock, Section 5.4) as a function of x at t = 1
As previously described in Section 4.4, in solving any transient problem of interest,
one would first use the nondissipative algorithm since numerical dissipation should
be imposed only if such nondissipative algorithm fails or, in other words, results
in highly oscillatory solutions. With this in mind, we first solve the problem using
ρ∞ = 1. This means that the case without the selective control feature is defined
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as: GS4-1(ρ∞ = ρ
s
∞ = 1), in which case the framework recovers the existing
nondissipative algorithm for first order transient systems, i.e., the Crank-Nicolson
method. Meanwhile, the other case with the selective control feature is defined
as: GS4-1(ρ∞ = 1,ρ
s
∞ = 0). The former definition of the algorithm indicates that
no numerical dissipation is imposed on both the primary variable and its time
derivative, i.e., the resulting algorithm is totally nondissipative (the Crank-Nicolson
method). Meanwhile, the latter definition of the algorithm means that no numerical
dissipation is imposed on the primary variable but the time derivative variable is
intentionally given maximal numerical dissipation due to the reasons cited previously.
We first compare the performance of the two cases by looking at the solutions of T
and T˙ generated by these two cases for the whole spatial domain (i.e., as a function
of x) for a specific time of t = 1. The numerical solutions generated by the two cases
defined above are illustrated in Figure 5.37. As expected, the numerical solution of
the primary variable (T ) generated by the nondissipative algorithm (i.e., ρ∞ = 1)
4
is oscillating (see Figure 5.37(a)), due to the sudden change in the temperature
at the right boundary (i.e., thermal shock). In this situation, therefore, numerical
dissipation for this variable is needed to obtain physically representative solution.
An observation of Figure 5.37(b) indicates that imposing no numerical dissipation
on the time derivative variable (T˙ ) by the case without the selective control feature
(i.e., by selecting ρs∞ = 1) also results in numerical instabilities in this variable. On
the other hand, the case with the selective control feature is able to eliminate such
numerical instabilities as seen in Figure 5.37(b)5. It is worthy to note here that
although the physically representative solution of T˙ can be obtained using such a
representation, the generated numerical solution of T is still not satisfying with the
current choice of ρ∞ = 1.
Therefore, we now proceed to solve the problem using dissipative algorithms,
4note from Figure 5.37(a) that both cases yield the same solution of T since ρ∞ = 1, in which
case the ρs
∞
value does not have any effect at all on the numerical solution of T as discussed before
(see Section 4.1.3), hence demonstrates the consistency.
5it is to be noted that due to the automatic scale generated by the plotting routine employed,
although not representative, this oscillation makes the numerical solutions generated by the case
with the selective control feature simply appear as a straight line due to the different ranges on the
T˙ solution values
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Figure 5.37: Plot of T and T˙ (for the convective heat transfer problem with thermal
shock, Section 5.4) as a function of x at t = 1 using ∆t = 0.1, generated by: (i)
GS4-1(ρ∞ = 1, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii)
GS4-1(ρ∞ = ρ
s
∞ = 1) i.e., the case without the selective control feature.
which are available within the GS4-1 framework by choosing ρ∞ value of less than
unity (i.e., 0 ≤ ρ∞ < 1).
6 As previously highlighted, this however must be done
in a strategic manner as outlined in Section 4.4 since we do not wish to impose
over-dissipation that may deviate the numerical solutions from the actual dynamics
of the problem. For this purpose, we consider solving the problem using the two
cases with ρ∞ = 0.9. This choice of ρ∞ means that a slight numerical dissipation
is imposed on the primary variable. For the case without the selective control
feature, an equal amount of numerical dissipation is imposed on the time derivative
variable, which indicates the disadvantage of the method since Figure 5.37(b)
clearly indicates that this variable needs greater amount of numerical dissipation
to eliminate the oscillation. The results are shown in Figure 5.38. By introducing
numerical dissipation to the primary variable, we can see from Figure 5.38(a) that
the oscillation in this variable is reduced as compared to the case when no numerical
dissipation is imposed (see Figure 5.37(a)). More interestingly, it is to be noted
from Figure 5.38(a) that the oscillation in T generated by the case with the selective
control feature is less than that generated by the case without such a feature. This
demonstrates that the new selective control feature plays a role towards obtaining
6Recall that a value of 1 means nondissipative/zero damping, while a value of zero means maximal
numerical damping.
139
accurate solutions of, not only the time derivative variable, but also the primary
variable. Meanwhile, the solution of T˙ generated by the case without the selective
control feature is still greatly oscillating as seen in Figure 5.38(b). This is as expected
since this method only imposes slight numerical dissipation on this variable with
a choice of ρ∞ = ρ
s
∞ = 0.9 whilst it is clear from Figure 5.37(b) that this variable
needs greater amount of numerical dissipation.
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Figure 5.38: Plot of T and T˙ (for the convective heat transfer problem with thermal
shock, Section 5.4) as a function of x at t = 1 using ∆t = 0.1, generated by: (i)
GS4-1(ρ∞0.9, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞ = ρ
s
∞ = 0.9) i.e., the case without the selective control feature
As the numerical oscillation in T is still present with the current choice of ρ∞
value, we further increase the numerical dissipation on this variable by reducing ρ∞
value until a physically representative solution is obtained. Figure 5.39 shows the
results for T and T˙ generated by the two cases, i.e., the GS4-1 framework with and
without the selective control feature, for ρ∞ values of 0.8 and 0.7. Similar trends
of performance of the two cases, as described previously for the case of ρ∞ = 0.9
(Figure 5.38), can be seen from this figure, however with the oscillations in both T
and T˙ being reduced (as expected) as more numerical dissipation is imposed. From
our investigations, the physically representative solutions of the primary variable T
can be obtained with a minimal numerical dissipation of ρ∞ = 0.6 as depicted in
Figure 5.40(a). It is to be noted, however, that the oscillation in T˙ is still present
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for the case without the selective control feature as seen in Figure 5.40(b). The
present development with the selective control feature, on the other hand, is able to
yield physically representative solutions of, not only the primary variable, but also
the time derivative one from the choice of ρs∞ = 0. The results shown and discussed
above demonstrate the significant importances and effects of the selective control
feature in both the primary variable and its time derivative, towards obtaining
physically representative solutions, in contrast to the other existing methods.
For completeness of the analysis, we next explicitly demonstrate the rate of conver-
gence in time (i.e., the order of accuracy) of the algorithms in the GS4-1 framework
for the example presented in this section. For this purpose and for consistency,
we show the convergence plots of some of the algorithms used in obtaining the
numerical results shown above, namely, GS4-1 framework with: (i) ρ∞ = 1, ρ
s
∞ = 0,
(ii) ρ∞ = 0.9, ρ
s
∞ = 0, (iii) ρ∞ = 0.7, ρ
s
∞ = 0, and (iv) ρ∞ = 0.6, ρ
s
∞ = 0. The
total number of time steps (Ni, see equation (4.5.45)) used to construct the plots are
chosen as 10000, 500, 200, and 50, where the solutions generated with Ni = 10000 are
used as the reference to calculate the errors for the construction of the convergence
plots. Meanwhile, the end time at which the solutions are evaluated is tend = 1.
Figure 5.41 shows the convergence plots for T and T˙ generated by these GS4-1
algorithms. In contructing these convergence plots, we use the standard convergence
plot for T and the time level aligned convergence plot for T˙ , which is the proper
construction of the convergence plot as discussed in Section 4.5. We can see from
the convergence plots in this figure that these algorithms are all second order accu-
rate; hence demonstrate such a desirable attribute of the developed GS4-1 framework.
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Figure 5.39: Plot of T and T˙ (for the convective heat transfer problem with thermal
shock, Section 5.4) as a function of x at t = 1 using ∆t = 0.1, generated by: (i)
GS4-1(ρ∞, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞, ρ
s
∞ = ρ∞) i.e., the case without the selective control feature, for ρ∞ = 0.8 and
0.7
142
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
x
S
o
lu
ti
o
n
T
 
 
GS4-1(ρ∞=0.6, ρ
s
∞
=0.6)
GS4-1(ρ∞=0.6, ρ
s
∞
=0)
Analytical
(a)
0 0.2 0.4 0.6 0.8 1−30
−20
−10
0
10
20
x
S
o
lu
ti
o
n
T˙
 
 
GS4-1(ρ∞=0.6, ρ
s
∞
=0.6)
GS4-1(ρ∞=0.6, ρ
s
∞
=0)
Analytical
(b)
Figure 5.40: Plot of T and T˙ (for the convective heat transfer problem with thermal
shock, Section 5.4) as a function of x at t = 1 using ∆t = 0.1, generated by: (i)
GS4-1(ρ∞ = 0.6, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii)
GS4-1(ρ∞ = ρ
s
∞ = 0.6) i.e., the case without the selective control feature
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Figure 5.41: Convergence plot (for the convective heat transfer problem with thermal
shock, Section 5.4) of the GS4-1 framework with: (a) ρ∞ = 1, ρ
s
∞ = 0, (b) ρ∞ = 0.9,
ρs∞ = 0, (c) ρ∞ = 0.7, ρ
s
∞ = 0, and (d) ρ∞ = 0.6, ρ
s
∞ = 0, utilizing the standard
convergence plot for T and the time level aligned convergence plot for T˙
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Chapter 6
Extension of GS4-1 Framework to
Nonlinear First Order Transient
Systems
6.1 Introduction
The presence of nonlinearities in dynamic problems for most engineering applications
has long been recognized to cause a demand for robust computational methods for
obtaining stable and acceptable numerical solutions. In the previous chapter, we
have primarily focused on the application of the newly developed GS4-1 framework
to linear first order transient systems. Alternatively, in this chapter, we wish to
tackle the challenges of applications pertaining to nonlinear first order transient
systems that frequently arise in fluid dynamics problems. Here, our primary
objective is to show how the GS4-1 framework, originally developed for linear
first order transient system, can be properly extended for nonlinear applications.
Additionally, using a number of numerical examples, we consistently demonstrate
the abilities of the GS4-1 framework for such applications as those seen in the
linear dynamic counterparts; i.e., whilst on one hand we show that an equal
amount of numerical dissipation (i.e, ρ∞ = ρ
s
∞) as in the existing methods leads
to non-physical instability in the time derivative variable for a minimal numerical
dissipation required to obtain acceptable solution of the primary variable, on the
other hand, we demonstrate how this instability can easily be turned off via the
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selective control feature (i.e, ρ∞ 6= ρ
s
∞). Not only that this new feature enables the
attainment of physically representative solutions of both variables, it also provides
the necessary avenue to avoid imposing over-dissipation (i.e., imposing greater
amount of numerical dissipation than is needed) to the variables. More importantly,
we demonstrate in this chapter how imposing over-dissipation may yield numerical
solution that, although is stable, deviates from the actual dynamics of the problem;
hence demonstrate the crucial need to avoid such an issue, a requirement that
can easily be achieved by the new selective control feature. For completeness, we
also demonstrate the order of accuracy of the algorithms in the new framework
when properly applied to nonlinear applications. The analysis presented in this
chapter, therefore, further and consistently demonstrates the ability and advan-
tages of the newly developed GS4-1 framework in comparison to the existing methods.
Turning attention to issues and challenges related to solving nonlinear dynamic
problems, typical procedures that are routinely employed often take the linear
algorithms (referred to as the “basic primitive algorithm”) and simply apply an
iterative process such as the Newton-Raphson method to account for the nonlinear
effects. How the nonlinearity of the problem can be properly taken into account in the
Newton-Raphson iteration is subject to scrutiny to ensure physically representative
solutions as well as convergence of the nonlinear iterations and completion of the
entire simulation. Therefore, such an important issue will be addressed in this
chapter. One way of doing it is by employing the classical time weighted residual
approach [69] that was originally used when designing the GS4-1 framework for
linear cases. One important question that arises is whether this classical approach
can readily serve the purpose of extending the developed GS4-1 framework to
nonlinear dynamic situations such that the targeted objectives are met, or, do
we need to look into other new alternatives that can provide a sound theoretical
basis for extending the basic primitive algorithm (i.e., the algorithms for the linear
cases) to nonlinear dynamic applications? Toward this end, we wish to put forth
similar theoretical ideas that we have developed in the past for nonlinear structural
dynamics systems (second order dynamic systems); that is, we employ the new
normalized time weighted residual approach for applicability in nonlinear first order
transient systems. To understand the importance of and the contribution of such a
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theoretical approach, we next briefly review and highlight the essential concepts.
We have previously presented a new theoretical idea, termed as the normalized
time weighted residual approach, to accurately model nonlinear structural dynamic
problems (second order dynamic systems) [41–44]. The accurate treatment of the
nonlinear terms present in the governing equation can be accomplished via the
theoretical features emanating from such an approach, unlike the classical time
weighted residual approach. The key idea behind this new approach, in comparison
to the classical counterpart, was to provide the necessary avenue to individually
weigh and normalize each term in the nonlinear semi-discretized equations of motion
which consequently enables the nonlinear terms in the equation of motion to be
treated specifically, allowing for more appropriate treatments of such terms. More
noteworthy is the fact that the normalized time weighted residual approach can lead
to all possible ways of how the nonlinear terms can be accurately treated. In general,
for any nonlinear problems, the number of distinct nonlinear treatments that can be
derived from the normalized time weighted residual approach depends on the degree
of nonlinearity of the problem. As seen in our previous studies [41–44], employing
such approach for structural dynamics problem (second order dynamic system) with
Saint Vernant-Kirchhoff material model yields two different nonlinear treatments,
both of which have significant advantages over the classical approach. Due to this
achievement, we wish to employ the normalized time weighted residual approach for
solving the nonlinear first order systems considered in this chapter. Furthermore,
this approach also naturally and consistently reverts to the classical counterpart
when applied to linear dynamic situations; hence, it is the proper way to handle
nonlinear dynamic situations.
While our previous works involving the normalized time weighted residual approach
were focused on applications in structural dynamic problems (second order dynamic
systems), in this study we wish to employ the same conceptual approach to provide
accurate treatment of the nonlinear terms that may arise in applications pertaining
to nonlinear first order transient systems. The description of how this can be ac-
complished is presented in this chapter where we discuss the extension of the newly
developed GS4-1 framework from applications in linear first order transient systems
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to their nonlinear counterparts, with illustrations to radiation heat transfer and sim-
plified fluid dynamic problems.
6.2 Radiation Heat Transfer
6.2.1 Governing Equation
To describe how the present GS4-1 framework, originally developed for linear first
order transient systems [66] (see also [67]), can properly be extended for use in
nonlinear problems, we shall consider from the start an application to a transient
radiation heat transfer problem. For ease of explanation, we consider for this partic-
ular problem a Single-Degree-Of-Freedom (SDOF) example to reduce the complexity
of such a nonlinear problem (by eliminating the need for spatial discretization). Such
a SDOF example represents the radiation heat transfer occurring in an isothermal
body (i.e., having uniform temperature). In this way, the discussions here can be
focused solely on how the GS4-1 framework can be used to solve the problem, and in
particular, how the normalized time weighted residual approach can be employed to
properly treat the nonlinear term involved in the problem. In this regard, the present
example is of great interest due to its high degree of nonlinearity, which allows for
a complete description of all the possible approaches (of how the nonlinear term
can be treated according to the normalized time weighted residual approach) that
can be employed in the computational procedure (this will be described in detailed
in Sections 6.2.2, 6.2.3 and 6.2.4). We next present the governing equation of interest.
For surfaces at high temperature T being exposed to a surrounding medium with
lower temperature T∞, radiation is emitted by the matter and it may be attributed
to changes in the electric configuration of the constituent atoms or molecules. The
radiative heat transfer loss (q′′) can be calculated according to
q′′ = σǫ(T 4 − T 4∞) (6.2.1)
where σ is the Stefan-Boltzmann’s constant and ǫ is the emissivity of the surface.
When the problem is time-dependent, we have the following governing equation
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T˙ + σǫ(T 4 − T 4∞) = 0 (6.2.2)
with initial temperature
T (t = 0) = T0 (6.2.3)
As seen in equation (6.2.2), this illustrative problem is highly nonlinear due to the
presence of the nonlinear term T 4. Therefore, although being only SDOF, solving
equation (6.2.2) is a non-trivial matter. Obtaining physically representative and ac-
curate solutions, and in some cases, the convergence of the nonlinear iterations within
a time step require an accurate treatment of the nonlinear term in the computational
procedure. This is described next.
6.2.2 Classical Time Weighted Residual Approach
As previously mentioned, one way the nonlinear term can be treated is by employing
the classical time weighted residual approach [69], that was originally used in devel-
oping the GS4-1 framework for linear cases as described in Chapter 3. Representing
the ordinary differential equation considered in this section (equation (6.2.2)) using
such an approach with an arbitrary weighted time field W requires the following
∫ ∆t
0
W [T˙ + σǫP − F ]dt = 0 (6.2.4)
where W is assumed, as previously, to be a degenerated scalar polynomial function
of the form (see Reference [29] for details)
W = 1 + w1Γ + w2Γ
2 (6.2.5)
where Γ = t
∆t
and t ∈ [0,∆t]. Meanwhile, the terms w1 and w2 are intermediate
parameters given by equation (3.3.86).
In equation (6.2.4), the term P represents the nonlinear term (T 4) in equation (6.2.2).
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It is worthy to note here that using the classical time weighted residual approach,
the whole nonlinear term is represented by another single variable, denoted as P .
Meanwhile, F = σǫT 4∞. The time derivative variable (T˙ ) and the nonlinear term (P )
in equation (6.2.4) are then approximated in the same manner as done when deriving
the GS4-1 framework for linear cases (see Chapter 3), i.e., by using asymptotic series
expansions, whereas the load term (F ) is approximated using Taylor series expansion
as follows
T˙ = T˙n + Λ6
∆T˙
∆t
t (6.2.6)
P = Pn + Λ4P˙nt+ Λ5
∆P˙
∆t
t2 (6.2.7)
F = Fn +
Fn+1 − Fn
∆t
t (6.2.8)
where
∆T˙ = T˙n+1 − T˙n (6.2.9)
∆P˙ = P˙n+1 − P˙n (6.2.10)
and, in general, for any time level
P = P (T ) = T 4 (6.2.11)
P˙ =
∂
∂t
P (T ) = 4T 3T˙ (6.2.12)
Recall from Chapter 3 that the notations and labelling of the parameters Λ4, Λ5,
and Λ6 introduced above are chosen as such to ensure consistency of the new
GS4-1 framework with respect to the existing GS4-2 framework allowing for the
development of an isochronous integration framework that can be used to solve both
first and second order dynamic systems without having to resort to the individual
framework (this will become more apparent in Chapter 7 where we present such a
development).
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Substituting the approximations, equations (6.2.6) to (6.2.8), into equation (6.2.4),
dividing the resulting equation by
∫ ∆t
0
Wdt and defining for convenience (as done
previously in Chapter 3, hence the consistency)
Wi =
∫ ∆t
0
W ( t
∆t
)i dt∫ ∆t
0
Wdt
(6.2.13)
yields the following temporally discrete governing equation
T˙n+Λ6W1∆T˙ + σǫ(Pn+Λ4W1∆tP˙n+Λ5W2∆t∆P˙ ) = Fn+W1(Fn+1−Fn) (6.2.14)
The above formulation can be represented as
˜˙T + σǫP˜+ = F˜ (6.2.15)
where
˜˙T = T˙n + Λ6W1∆T˙ (6.2.16)
P˜ = Pn + Λ4W1∆tP˙n + Λ5W2∆t∆P˙ (6.2.17)
F˜ = Fn +W1(Fn+1 − Fn) (6.2.18)
The associated expressions for the updates of the variables at the end of each time
level are chosen as (adapting those for the linear cases, see Chapter 3)
Tn+1 = Tn + λ4T˙n∆t + λ5∆T˙∆t (6.2.19)
Pn+1 = Pn + λ4P˙n∆t + λ5∆P˙∆t (6.2.20)
T˙n+1 = T˙n +∆T˙ (6.2.21)
P˙n+1 = P˙n +∆P˙ (6.2.22)
At this point, it is worth noting that the above formulation involves the same
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algorithmic parameters, namely the terms Λ6W1, Λ5W2, Λ4W1, W1, λ4, and λ5,
that appear in the derivations of the original GS4-1 framework (i.e., for linear
cases) described in Chapter 3. One important point to recall here is that in solving
nonlinear problems, typical procedures that are routinely applied often use the
algorithms for linear cases as the basic primitive algorithm to march the solutions in
time, and simply apply an iterative process such as the Newton-Raphson method to
account for the nonlinear dynamic effects. This can be achieved by approximating
the variables and expressing the updates of these variables in the same manner as
done for the linear cases (as shown above). This allows the computational procedure
for solving the nonlinear problems to employ the original GS4-1 framework (described
and employed previously in Chapter 3 to 5 for linear cases) as the basic primitive
algorithm to march the solutions in time. How the nonlinearity of the problem
is taken into account in the computational procedure depends on the nonlinear
approach employed. In particular, the above formulation is the description of how
the nonlinear term is treated by the classical time weighted residual approach.
Other/alternative treatments for the nonlinear term are also available, as described
later in Section 6.2.3. The differences between these nonlinear treatments in the
computational procedure will become apparent in Section 6.2.4 where we present
the complete computational procedures for these approaches to solve the nonlinear
problem of interest.
Accordingly, from Chapter 3, the above algorithmic parameters can be expressed in
terms of the principal root (ρ∞) and the spurious root (ρ
s
∞) as follows
Λ6W1 =
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
, Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
,
Λ4W1 =
1
1 + ρ∞
, W1 =
1
1 + ρ∞
, λ4 = 1, λ5 =
1
1 + ρs∞
(6.2.23)
Upon rearrangements, equations (6.2.16) to (6.2.21) can also be represented in an-
other form as follows (note that in the computational procedures described in Section
6.2.4, we may for convenience choose to use the equations from either of these repre-
sentations)
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˜˙T = (1− λ4
λ5
Λ6W1
)
T˙n +
Λ6W1
λ5
∆T
∆t
(6.2.24)
P˜ = Pn +
Λ5W2
λ5
∆P (6.2.25)
where
∆P = Pn+1 − Pn (6.2.26)
Pn = P (Tn) = T
4
n (6.2.27)
Pn+1 = P (Tn+1) = T
4
n+1 (6.2.28)
with the corresponding expressions for the update of the variables at the end of each
time level as follows
Tn+1 = Tn +∆T (6.2.29)
T˙n+1 =
1
λ5
∆T
∆t
+
(
1−
λ4
λ5
)
T˙n (6.2.30)
6.2.3 Normalized Time Weighted Residual Approach
We now proceed in this section to describe how the nonlinear term can be treated by
other nonlinear treatments emanating from the normalized time weighted residual
approach. For this purpose, we first review the concept of such a new approach that
has previously been shown to provide an improvement for second order nonlinear
dynamic systems [41–44].
The first necessary step in the normalized time weighted residual approach is to
represent the nonlinear ordinary differential equation1 in all different possible forms.
1semi-discretized if the problem is spatially dependent
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For the present example, equation (6.2.2) can be represented in four different forms
as follows
1. T˙ + σǫT 4 = F (i.e., the original form)
2. T˙ + σǫζT = F where ζ = T 3
3. T˙ + σǫζ2 = F where ζ = T 2
4. T˙ + σǫζT 2 = F where ζ = T 2
where F = σǫT 4∞. At a first glance, the above four forms seem to yield the same
equation (i.e., equation (6.2.2)). Whilst that is true, it is worth to carefully notice
that in the above four forms, the nonlinear term (T 4) is represented differently for
each form, i.e.,
• for (1), the nonlinear term is kept at its original form, T 4
• for (2), the nonlinear term is represented by the product of ζ and T where
ζ = T 3
• for (3), the nonlinear term is represented by the square of ζ where ζ = T 2
• for (4), the nonlinear term is represented by the product of ζ and T 2 where
ζ = T 2
These different representations of the nonlinear term will lead to all the possible
different nonlinear treatments according to the normalized time weighted residual
approach as described in detailed in the following section.
For each representation, the normalized time weighted residual approach is then
employed as follows [41–44]. Each term (denoted in general by χi, for example
χi = T˙ , T, ζ, F etc) appearing in such a representation is weighted individually by
using the time weighted function W . Additionally, each term is also normalized in-
dividually by using the same time weighted function. This is illustrated in general
form as follows:
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∫ ∆t
0
Wχi dt∫ ∆t
0
Wdt
(6.2.31)
If χi is a constant, then ∫ ∆t
0
Wχi dt∫ ∆t
0
Wdt
= χi (6.2.32)
Such a theoretical idea provides the necessary avenue to represent the nonlinear
ordinary differential equation by a time weighted residual representation in order to
discretize the equation in time.
The next step in the normalized time weighted residual approach is to approximate
and update the variables involved in the representation in the same manner as done
previously for the linear cases. This, hence, allows the original GS4-1 framework
to be used as the basic primitive algorithm to march the solutions in time. Note
that this particular step is similar to that for the classical time weighted residual
approach described previously in Section 6.2.2.
We now illustrate this procedure for each of the four different forms listed above (all
of which represent the considered radiation heat transfer problem), which leads to the
four different nonlinear treatments for such a problem. Meanwhile, the complete com-
putational procedures for all these nonlinear treatments will be presented in Section
6.2.4.
6.2.3.1 Nonlinear Treatment 1
For this first option, we recall that the nonlinear ordinary differential equation for
the radiation heat transfer problem can be represented in its original form as
T˙ + σǫT 4 = F (6.2.33)
where
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F = σǫT 4∞ (6.2.34)
We next employ the normalized time weighted residual approach described in Section
6.2.3 to equation (6.2.33) as follows
∫ ∆t
0
WT˙dt∫ ∆t
0
Wdt
+
∫ ∆t
0
Wσdt∫ ∆t
0
Wdt
∫ ∆t
0
Wǫdt∫ ∆t
0
Wdt
∫ ∆t
0
WTdt∫ ∆t
0
Wdt
∫ ∆t
0
WTdt∫ ∆t
0
Wdt
∫ ∆t
0
WTdt∫ ∆t
0
Wdt
∫ ∆t
0
WTdt∫ ∆t
0
Wdt
−
∫ ∆t
0
WFdt∫ ∆t
0
Wdt
= 0 (6.2.35)
which can be simplified (using equation (6.2.32)) and subsequently represented in a
more convenient form as follows
∫ ∆t
0
WT˙dt∫ ∆t
0
Wdt
+ σǫ
(∫ ∆t
0
WTdt∫ ∆t
0
Wdt
)4
−
∫ ∆t
0
WFdt∫ ∆t
0
Wdt
= 0 (6.2.36)
We next approximate the variables (T˙ , T, F ) appearing in equation (6.2.36) in the
same manner as done previously when deriving the original GS4-1 framework (for
linear cases, described in Chapter 3), i.e.,
T˙ = T˙n + Λ6
∆T˙
∆t
t (6.2.37)
T = Tn + Λ4T˙nt + Λ5
∆T˙
∆t
t2 (6.2.38)
F = Fn +
Fn+1 − Fn
∆t
t (6.2.39)
Substituting the above approximations into equation (6.2.36) and making use of equa-
tion (6.2.13), equation (6.2.36) becomes
˜˙T + σǫT˜ 4 = F˜ (6.2.40)
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where
˜˙T = T˙n + Λ6W1∆T˙ (6.2.41)
T˜ = Tn + Λ4W1∆tT˙n + Λ5W2∆t∆T˙ = Tn +
Λ5W2
λ5
∆T (6.2.42)
F˜ = Fn +W1(Fn+1 − Fn) (6.2.43)
and with the same expressions for the updates of the variables at the end of each time
level.
6.2.3.2 Nonlinear Treatment 2
In this alternative treatment, we represent the nonlinear ordinary differential equation
of the radiation heat transfer problem (equation (6.2.2)) as follows
T˙ + σǫζT = F (6.2.44)
where ζ = T 3 (and F = σǫT 4∞ as before). We next employ the normalized time
weighted residual approach to equation (6.2.44) and simplify to yield
∫ ∆t
0
WT˙dt∫ ∆t
0
Wdt
+ σǫ
∫ ∆t
0
Wζdt∫ ∆t
0
Wdt
∫ ∆t
0
WTdt∫ ∆t
0
Wdt
−
∫ ∆t
0
WFdt∫ ∆t
0
Wdt
= 0 (6.2.45)
We proceed next by approximating the variables (T˙ , ζ, T, F ) appearing in equation
(6.2.45) in the same manner as done for the other approaches
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T˙ = T˙n + Λ6
∆T˙
∆t
t (6.2.46)
ζ = ζn + Λ4ζ˙nt + Λ5
∆ζ˙
∆t
t2 (6.2.47)
T = Tn + Λ4T˙nt + Λ5
∆T˙
∆t
t2 (6.2.48)
F = Fn +
Fn+1 − Fn
∆t
t (6.2.49)
with the associated updates
Tn+1 = Tn + λ4T˙n∆t + λ5∆T˙∆t (6.2.50)
ζn+1 = ζn + λ4ζ˙n∆t+ λ5∆ζ˙∆t (6.2.51)
T˙n+1 = T˙n +∆T˙ (6.2.52)
ζ˙n+1 = ζ˙n +∆ζ˙ (6.2.53)
As previously highlighted, it is to be noted that in this treatment, the nonlinear
term is represented as a product of ζ and T , where ζ represents T 3. However, as
compared to the first nonlinear treatment of this normalized time weighted residual
approach (Section 6.2.3.1) where the nonlinear term is represented by T 4 (i.e., the
original form), in this second treatment both ζ and T are approximated and updated
independently as shown above. This yields a different nonlinear treatment (as here
ζ represents T 3, so we are actually approximating and updating ‘ T 3 ’ and ‘ T ’
independently).
Upon substitution of the above approximations into equation (6.2.45) and with the
use of equation (6.2.13), equation (6.2.45) can now be represented as follows
˜˙T + σǫζ˜T˜ = F˜ (6.2.54)
where
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˜˙T = T˙n + Λ6W1∆T˙ (6.2.55)
ζ˜ = ζn + Λ4W1∆tζ˙n + Λ5W2∆t∆ζ˙ (6.2.56)
T˜ = Tn + Λ4W1∆tT˙n + Λ5W2∆t∆T˙ (6.2.57)
F˜ = Fn +W1(Fn+1 − Fn) (6.2.58)
Using equations (6.2.51) and (6.2.56), we can express ζ˜ in a more convenient form as
follows
ζ˜ = ζn +
Λ5W2
λ5
∆ζ (6.2.59)
where
∆ζ = ζn+1 − ζn, ζn+1 = T
3
n+1, ζn = T
3
n (6.2.60)
6.2.3.3 Nonlinear Treatment 3
Alternatively, we can represent the considered nonlinear ordinary differential equation
(equation (6.2.2)) in the following form
T˙ + σǫζ2 = F (6.2.61)
where, for this option, ζ = T 2. Employing the normalized time weighted residual ap-
proach to equation (6.2.61), and further simplification (from use of equation (6.2.32))
yields
∫ ∆t
0
WT˙dt∫ ∆t
0
Wdt
+ σǫ
(∫ ∆t
0
Wζdt∫ ∆t
0
Wdt
)2
−
∫ ∆t
0
WFdt∫ ∆t
0
Wdt
= 0 (6.2.62)
Approximating the variables (T˙ , ζ, F ) appearing in equation (6.2.62) in the same
manner as done for the other treatments (as described before), and substituting these
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approximations to equation (6.2.62) yields the following algorithmic equation (with
the use of equation (6.2.13))
˜˙T + σǫζ˜ 2 = F˜ (6.2.63)
where
˜˙T = T˙n + Λ6W1∆T˙ (6.2.64)
ζ˜ = ζn +
Λ5W2
λ5
∆ζ (6.2.65)
F˜ = Fn +W1(Fn+1 − Fn) (6.2.66)
while, for this option,
∆ζ = ζn+1 − ζn, ζn+1 = T
2
n+1, ζn = T
2
n (6.2.67)
Again, it is easy to note that the resulting algorithmic equation in this option (equa-
tion (6.2.63)) is different from that for the other treatments due to the different
representation of the nonlinear term, which leads to the different approximation and
update and subsequently different algorithmic equation to be solved in the computa-
tional procedure.
6.2.3.4 Nonlinear Treatment 4
Finally, we describe the last option that can be derived from the normalized time
weighted residual approach. For this purpose, we first express the nonlinear ordinary
differential equation of interest (equation (6.2.2)) in the following form
T˙ + σǫζT 2 = F (6.2.68)
where, again, ζ = T 2 (it is to be noted here that, although ζ in this treatment also
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represents T 2 as in the previous treatment, the ordinary differential equation for this
option is not expressed in the same manner as that for the previous one (see equation
(6.2.61))). From the use of the normalized time weighted residual approach and
further simplification yields
∫ ∆t
0
WT˙dt∫ ∆t
0
Wdt
+ σǫ
∫ ∆t
0
Wζdt∫ ∆t
0
Wdt
(∫ ∆t
0
WTdt∫ ∆t
0
Wdt
)2
−
∫ ∆t
0
WFdt∫ ∆t
0
Wdt
= 0 (6.2.69)
Approximating the variables (T˙ , ζ, T, F ) appearing in equation (6.2.69) in the same
manner as done for the other treatments, substituting these approximations to equa-
tion (6.2.69), and making use of equation (6.2.13) yield
˜˙T + σǫζ˜T˜ 2 = F˜ (6.2.70)
where
˜˙T = T˙n + Λ6W1∆T˙ (6.2.71)
ζ˜ = ζn +
Λ5W2
λ5
∆ζ (6.2.72)
T˜ = Tn + Λ4W1∆tT˙n + Λ5W2∆t∆T˙ (6.2.73)
F˜ = Fn +W1(Fn+1 − Fn) (6.2.74)
where, as in the previous treatment,
∆ζ = ζn+1 − ζn, ζn+1 = T
2
n+1, ζn = T
2
n (6.2.75)
Remark 6.2.1
For any nonlinear dynamic problems, the number of distinct nonlinear treatments
that can be derived from the normalized time weighted residual approach depends on
the degree of nonlinearity of the problem:
• For the particular nonlinear problem considered in this section, the normalized
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time weighted residual approach yields four different nonlinear treatments as
described above. This is due to the fact that the nonlinear term is to the fourth
power of the primary variable.
• When the nonlinear term is to the third power of the primary variable, this
approach yields two different nonlinear treatments (see [41–44]).
• Meanwhile, when the nonlinear term is only to the second power of the primary
variable, this approach yields only one nonlinear treatment (see Section 6.3).
Consistently, when the problem is linear, this approach reverts to the classical coun-
terpart.
6.2.4 Computational Procedures for All Approaches
We have previously described and presented in Sections 6.2.2 and 6.2.3 the different
time weighted residual approaches to discretize the governing equation of the
radiation heat transfer problem which is nonlinear. These include the classical time
weighted residual approach (Section 6.2.2) and the four distinct nonlinear treatments
emanating from the normalized time weighted residual approach (Section 6.2.3).
From a close observation of these different nonlinear treatments, the underlying
differences between them lie in the approximation of the nonlinear term (denoted in
general for all treatments as P ), and subsequently, in the algorithmic representation
of this nonlinear term (P˜ ) in the resulting algorithmic equation. It is also to be
noted that the above descriptions for all approaches are to be completed by the
description of an iterative process such as the Newton-Raphson method to obtain
the full description of the computational procedures needed to solve the problem. In
this section, we present such a description (i.e., the iterative process) and for this
purpose, we employ the Newton-Raphson method. To improve the clarity of the
following description, we present these computational procedures in a general form
that is common to all approaches described above, and additionally, we mention the
differences in the approaches as they arise.
In short, in the computational procedures to be described next, the distinct ap-
proaches will have different definitions of: (1) the algorithmic nonlinear term (i.e.,
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P˜ ) involved in the calculation of the residual at each nonlinear iteration within one
time level, and (2) the corresponding tangential stiffness (= ∂P˜
∂T˜
) involved in the
calculation of the jacobian at each nonlinear iteration within one time level. The
different definitions of these two terms for all aproaches will be made clear in the
following description of the computational procedures. Unless otherwise stated, all
the other steps involved hold for all approaches. The complete description of the
computational procedures for solving the nonlinear problem of interest follows next.
Algorithm 5
Computational Procedures (All Approaches) for Solving the Radiation
Heat Transfer Problem, Section 6.2
Given/knowing the solutions at previous time level tn (i.e., Tn and T˙n), we seek the
solutions of the primary variable and its time derivative at the next time level tn+1
(i.e., Tn+1 and T˙n+1). At the beginning of tn+1 time level, we initially predict the
solutions using known values at previous time level as follows 2
T kn+1 = Tn
T˙ kn+1 =
(
1−
λ4
λ5
)
T˙n (6.2.76)
where the superscript k is the nonlinear iteration counter. We then calculate the
algorithmic variables T˜ k and ˜˙T k in terms of the predicted values T kn+1 and T˙ kn+1 as
follows
T˜ k = Tn +
Λ5W2
λ5
(T kn+1 − Tn) (6.2.77)˜˙T k = T˙n + Λ6W1(T˙ kn+1 − T˙n) (6.2.78)
while the algorithmic load term F˜ k is determined from its known values at tn and
2the latter equation is taken from equation (6.2.30)
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tn+1 as follows
F˜ k = Fn +W1(Fn+1 − Fn) (6.2.79)
We next enter the nonlinear iteration loop. This is done as follows:
(i) In this nonlinear iteration loop, we first calculate the residual resulting from using
the predicted algorithmic variables at the k-th iteration. The residual at the k-th
iteration R˜k can be represented in a general form that is common to all approaches
as follows
R˜k = ˜˙T k + σǫP˜ k − F˜ k (6.2.80)
where P˜ k represents the algorithmic nonlinear term (in general form) at the k-th
iteration. However, as previously mentioned and described in the preceeding section,
the distinct approaches have different definitions of this term due to the different
ways of how the actual nonlinear term is represented in these approaches as described
before. This is summarized as follows:
• For the classical time weighted residual approach (Section 6.2.2), the algorithmic
nonlinear term (P˜ k) is given by equation (6.2.25) as follows
P˜ k = Pn +
Λ5W2
λ5
(P kn+1 − Pn) (6.2.81)
where
Pn = (Tn)
4, P kn+1 = (T
k
n+1)
4 (6.2.82)
• For the normalized time weighted residual approach with the first nonlinear
treatment (Section 6.2.3.1), this term can be determined from equation (6.2.40)
to be
P˜ k = (T˜ k)4 (6.2.83)
164
• Meanwhile, for the normalized time weighted residual approach with the sec-
ond nonlinear treatment (Section 6.2.3.2), this term can be determined from
equation (6.2.54) to be
P˜ k = ζ˜kT˜ k (6.2.84)
where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
3, ζkn+1 = (T
k
n+1)
3 (6.2.85)
• For the third nonlinear treatment emanating from the normalized time weighted
residual approach (Section 6.2.3.3), this term can be determined from equation
(6.2.63) to be
P˜ k = (ζ˜k)2 (6.2.86)
where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
2, ζkn+1 = (T
k
n+1)
2 (6.2.87)
• Finally, for the fourth/last nonlinear treatment emanating from the normalized
time weighted residual approach (Section 6.2.3.4), this term can be determined
from equation (6.2.70) to be
P˜ k = ζ˜k(T˜ k)2 (6.2.88)
where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
2, ζkn+1 = (T
k
n+1)
2 (6.2.89)
(ii) We next linearize the residual using Taylor expansion, truncate after the linear
term and set the residual to vanish. This step yields the following equation
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∂R˜k
∂T˜ k
∆T˜ = −R˜k (6.2.90)
where ∆T˜ = T˜ k+1 − T˜ k, and ∂R˜
k
∂T˜ k
is the Jacobian given by (from the use of equation
(6.2.80))
∂R˜k
∂T˜ k
=
∂ ˜˙T k
∂T˜ k
+ σǫ
∂P˜ k
∂T˜ k
−
∂F˜ k
∂T˜ k
=
Λ6W1
Λ5W2∆t
+ σǫ
∂P˜ k
∂T˜ k
(6.2.91)
The term ∂P˜
k
∂T˜ k
in equation (6.2.91) is the tangential stiffness. Since P˜ k is different
for the distinct approaches as given by equations (6.2.81), (6.2.83), (6.2.84), (6.2.86),
and (6.2.88), respectively, the corresponding tangential stiffness for each approach is
also different. This is summarized as follows
• For the classical approach (Section 6.2.2), the tangential stiffness (∂P˜
k
∂T˜ k
) can be
expressed (from the use of equation (6.2.81)) as follows
∂P˜ k
∂T˜ k
= 4(T kn+1)
3 (6.2.92)
• For the normalized time weighted residual approach with the first nonlinear
treatment (Section 6.2.3.1), this term is given by (from the use of equation
(6.2.83))
∂P˜ k
∂T˜ k
= 4(T˜ k)3 (6.2.93)
• Meanwhile, for the normalized time weighted residual approach with the second
nonlinear treatment (Section 6.2.3.2), this term is given by (from the use of
equation (6.2.84))
∂P˜ k
∂T˜ k
= ζ˜k + 3T˜ k(T kn+1)
2 (6.2.94)
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where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
3, ζkn+1 = (T
k
n+1)
3 (6.2.95)
• For the third nonlinear treatment emanating from the normalized time weighted
residual approach (Section 6.2.3.3), this term is given by (from the use of equa-
tion (6.2.86))
∂P˜ k
∂T˜ k
= 4ζ˜kT kn+1 (6.2.96)
where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
2, ζkn+1 = (T
k
n+1)
2 (6.2.97)
• And finally, for the normalized time weighted residual approach with the fourth
nonlinear treatment (Section 6.2.3.4), this term is given by (from the use of
equation (6.2.88))
∂P˜ k
∂T˜ k
= 2(T˜ k)2T kn+1 + 2ζ˜
kT˜ k (6.2.98)
where
ζ˜k = ζn +
Λ5W2
λ5
(ζkn+1 − ζn), ζn = (Tn)
2, ζkn+1 = (T
k
n+1)
2 (6.2.99)
Equation (6.2.90) can be rearranged to the following form
T˜ k+1 =
(
∂R˜k
∂T˜ k
)−1(
−R˜k +
∂R˜k
∂T˜ k
T˜ k
)
(6.2.100)
(iii) If the problem had been spatially dependent (i.e., initial boundary value problem),
in the next step we impose the Dirichlet boundary condition (if any) to the respective
nodes in equation (6.2.100). This can be done via the use of equation (6.2.77), i.e.,
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by imposing that T˜ k+1 in equation (6.2.100) at the respective nodes (corresponding
to the boundary) takes the following value
T˜ k+1 = Tn +
Λ5W2
λ5
(TΓn+1 − Tn) (6.2.101)
where TΓn+1 is the known prescribed temperature at the boundary Γ at time tn+1
(note that, however, the particular radiation heat transfer problem considered here
is not spatially dependent, therefore, no boundary conditions need to be imposed).
(iv) We then solve for T˜ k+1 from equation (6.2.100) after imposing the boundary
conditions appropriately.
(v) Subsequently, we correct the algorithmic time derivative variable as follows 3
˜˙T k+1 = (1− λ4
λ5
Λ6W1
)
T˙n +
Λ6W1
Λ5W2
(T˜ k+1 − Tn)
∆t
(6.2.102)
and also correct the predicted value of T for the tn+1 time level as follows
4
T k+1n+1 = Tn +
λ5
Λ5W2
(T˜ k+1 − Tn) (6.2.103)
(vi) Upon obtaining the above algorithmic variables, we then check if convergence of
the solution is achieved
|T˜ k+1 − T˜ k| = tol (6.2.104)
where T˜ k is the value of the algorithmic primary variable at the previous nonlinear
iteration (i.e., k-th iteration) and tol is the user-specified tolerance value (i.e.,
convergence criterion for the Newton-Raphson iteration).
3equation (6.2.102) can be obtained from the use of equations (6.2.24) and (6.2.42)
4equation (6.2.103) can be obtained from equation (6.2.42)
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We repeat the nonlinear iteration (i.e., steps (i) to (vi) described above) until the
solutions are converged (i.e., until equation (6.2.104) is satisfied). Upon convergence,
we update the variables at the end of tn+1 time level as follows
5
Tn+1 = Tn +
λ5
Λ5W2
(T˜ k+1 − Tn)
T˙n+1 =
(Tn+1 − Tn)
λ5∆t
+
(
1−
λ4
λ5
)
T˙n (6.2.105)
6.2.5 Numerical Illustrations
In this section, we first demonstrate the performance of the different nonlinear
approaches described in Sections 6.2.2 and 6.2.3 when solving the nonlinear problem
of interest, i.e., the radiation heat transfer problem described in Section 6.2.1.
As previously said, in solving nonlinear problems, typical procedures that are
routinely applied often take algorithms for linear cases and simply apply an iterative
process such as the Newton-Raphson method to account for the nonlinear dynamic
effects. Therefore, we will employ the algorithms in the GS4-1 framework, that
is originally developed for linear cases, as the basic primitive algorithm to march
the solution in time. How the nonlinearity of the problem is taken into account
in the computational procedure depends on the nonlinear approach employed,
either the classical one or the distinct nonlinear treatments emanating from the
normalized time weighted residual approach. For the particular nonlinear problem
considered in this section, the complete and detailed computational procedures for
all approaches are described in Section 6.2.4. Upon illustrating the performance
of the different nonlinear approaches, we proceed by demonstrating the advan-
tage and ability of the present development via the new selective control feature
for this nonlinear problem, in contrast to the existing methods without such a feature.
To demonstrate the performance of the different nonlinear treatments, we solve
the radiation heat transfer problem using all approaches via the computational
procedures presented in Section 6.2.4. The problem parameters are chosen as
5the latter is taken from equation (6.2.30)
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follow: σ = 5.6703 × 10−8W/m2/K4, ǫ = 0.64 (typical of oxidized Iron), T∞ = 0K,
and T0 = 200 K, with a time step size (∆t) of 5s and an end time tend of 50s.
Meanwhile, the convergence criterion (tolerance) for the Newton-Raphson iteration
is tol = 1× 10−12.
The exact solution for the case with T∞ = 0K is given by (in unit of K. Please also
note that in all plots, T is in unit of K)
T (t) =
T0
(3σǫT 30 t+ 1)
1/3
(6.2.106)
To evaluate the performance of these different nonlinear approaches, additionally, we
compute the errors generated by these approaches. The error is defined as
Error =
∣∣∣∣Numerical − ExactExact
∣∣∣∣× 100% (6.2.107)
Following the guidelines given in Section 4.4, the basic primitive algorithm used to
march the solutions in time is first chosen as the nondissipative algorithm, which
can be recovered in the GS4-1 framework with particular choice of ρ∞ = ρ
s
∞ = 1.
The results of the primary variable (T ) and its time derivative (T˙ ) as well as the
corresponding errors generated by the different nonlinear treatments are shown in
Figure 6.1. Looking at the solutions of T and the corresponding errors (Figures
6.1(a) and 6.1(c)), we can see that the classical approach is not able to capture the
solutions of T correctly, and yields large deviation from the exact solution. On the
other hand, the four different nonlinear treatments derived from the normalized
time weighted residual approach are able to yield solutions of T that approach the
exact solution. In particular, we can see that the first nonlinear treatment of such
approach (Section 6.2.3.1) yields the best results in this case. However, looking
at the solutions of T˙ and the corresponding errors (Figures 6.1(b) and 6.1(d)), the
opposite trends than those seen for the solution of T are observed; the classical
approach seems to perform the best in generating the solution of T˙ and yields the
least error. Although this seems to highlight the ability of the classical approach,
it is important to recall that the solution of T generated by this approach greatly
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deviates from the exact solution as seen in Figure 6.1(a). Therefore, the classical
approach is not reliable in this case due to such an inconsistency. Meanwhile, the
solutions of T˙ generated by the nonlinear treatments derived from the normalized
time weighted residual approach are oscillatory as seen in Figure 6.1(b) and yields
increasing errors in T˙ (see Figure 6.1(d)). However, we claim that such solution
behaviours are due to the algorithmic property of the nondissipative algorithm that
was used as the basic primitive algorithm to march the solutions in time. Due to
the zero-damping property of such a totally nondissipative algorithm, the solutions
of the time derivative variable are often oscillatory (as demonstrated in the previous
chapter). In other words, we claim that such results are not the effects of the
nonlinearity.
To prove this, we solve the problem again using another GS4-1 algorithm defined
by ρ∞ = 1 and ρ
s
∞ = 0 as the basic primitive algorithm to march the solutions in
time. This particular algorithm imposes maximal numerical dissipation on the time
derivative variable (by choosing ρs∞ = 0), in contrast to the previous nondissipative
algorithm (i.e., ρs∞ = 1/zero-damping). As we claim that the inconsistent results
seen in Figure 6.1 is due to the zero-damping property of the totally nondissipative
algorithm, and not due to the nonlinear approaches employed, we suppose that
consistent performance of the nonlinear approaches can now be seen with the new
basic primitive algorithm defined by ρ∞ = 1 and ρ
s
∞ = 0. The results of T and T˙ and
the corresponding errors generated by the different nonlinear approaches, employing
this algorithm as the basic primitive algorithm to march the solution in time, are
shown in Figure 6.2. An observation of this figure indicates that the solutions of T
generated by this algorithm is more or less the same as those generated by the totally
nondissipative algorithm (see Figures 6.2(a) and 6.1(a)). This is to be expected since
in both cases, ρ∞ (which has dominant influence on the primary variable) is the same
(i.e., ρ∞ = 1). However, comparison of Figures 6.2(b) and 6.1(b) indicates that, with
another GS4-1 algorithm defined by ρ∞ = 1 and ρ
s
∞ = 0 used as the basic primitive
algorithm to march the solution in time, the classical approach yields the largest
error while the normalized time weighted residual approach with the first nonlinear
treatment yields the least error. This explains that the oscillatory solutions of T˙
and the corresponding errors seen in Figures 6.1(b) and 6.1(d), respectively, are due
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Figure 6.1: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2)
and the corresponding errors as a function of time generated with ∆t = 5s by the
nondissipative scheme/GS4-1(ρ∞ = ρ
s
∞ = 1) using: ⊲ the classical approach (Section
6.2.2), and the normalized time weighted residual approach (Section 6.2.3) with: +
the first nonlinear treatment, ◦ the second nonlinear treatment, ⋄ the third nonlinear
treatment, and ⋆ the fourth nonlinear treatment. − is the exact solution
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to the zero-damping property of the totally nondissipative scheme, and not due to
the failure of the normalized time weighted residual approach. When the numerical
dissipation is imposed on the time derivative variable (by choosing ρs∞ = 0 via the
selective control feature), we can see from Figure 6.2(b) that the different nonlinear
treatments derived from the normalized time weighted residual approach perform
well to yield physically representative solutions of T˙ and subsequently yield less
errors. It is also to be noted that the normalized time weighted residual approach
with the first nonlinear treatment consistently yields the best results in comparison
to the other nonlinear treatments. From this analysis, we can say that as long as
the appropriate basic primitive algorithm is used to march the solutions in time,
the normalized time weighted residual approach with the first nonlinear treatment
performs the best among all possible approaches, for this particular problem.
To validate the trends and conclusions observed so far, we again solve the problem
but using smaller time step size of ∆t = 2.5s and repeat the above analysis.
Results are shown in Figure 6.3 for the solutions generated by the GS4-1 framework
with ρ∞ = 1 and ρ
s
∞ = 0 (i.e., with the selective control feature). Similar trends
are observed, and we again conclude that the normalized time weighted residual
approach with the first nonlinear treatment performs the best among all possible
approaches, provided that the appropriate basic primitive algorithm is used to march
the solution in time. It is also worth mentioning that these different approaches
yield the same computational efficiencies, such as the required CPU time and the
number of nonlinear iterations required for the solutions to converge. The difference
in performance between them is only in terms of the accuracy of the solutions as
illustrated above.
Additionally, it is to be noted that the conclusion drawn here is specific for the
particular problem considered in this section, which serves as an illustrative example
to demonstrate how the GS4-1 framework can be used to solve nonlinear problems,
and in particular, how the normalized time weighted residual approach can be
employed to properly treat the nonlinear terms involved in the problems. The
observations and conclusions may vary for different nonlinear problems. In general,
for any nonlinear problems, the analysts have to investigate the following: (1) what
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Figure 6.2: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2)
and the corresponding errors as a function of time generated with ∆t = 5s by the
GS4-1 framework with ρ∞ = 1 and ρ
s
∞ = 0 using: ⊲ the classical approach (Section
6.2.2), and the normalized time weighted residual approach (Section 6.2.3) with: +
the first nonlinear treatment, ◦ the second nonlinear treatment, ⋄ the third nonlinear
treatment, and ⋆ the fourth nonlinear treatment. − is the exact solution
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the possible different nonlinear treatments are (i.e., of how the nonlinear term can
be treated, using the classical and normalized time weighted residual approaches),
and subsequently, (2) which nonlinear treatment performs the best among all the
possible different approaches for the nonlinear problem of interest. In the absence
of analytical solutions, (2) can be done by looking at the resulting conservation
properties of quantities such as energy, mass, and momentum [41–44].
Now that we have demonstrated which nonlinear approach yields the best results
among all the possible approaches, which is the normalized time weighted residual
approach with the first nonlinear treatment described in Section 6.2.3.1, we next
employ this approach and proceed to demonstrate the ability and advantage of the
newly developed GS4-1 framework via the selective control feature for the present
nonlinear application. For this purpose, we solve the problem using the two cases
(see Remark 4.3.1), i.e., (1) the GS4-1 framework without the selective control
feature (i.e., ρ∞ = ρ
s
∞) and (2) the GS4-1 framework with the selective control
feature (i.e., ρ∞ 6= ρ
s
∞, with ρ
s
∞ = 0). As explained previously, we start off by
imposing no numerical dissipation on the primary variable, i.e., by choosing ρ∞ = 1.
The resulting solutions of T and T˙ generated by the two cases are shown in Figure
6.4. From Figure 6.4(a), we can see that both cases yield accurate solutions of
T . However, as expected from the above discussion, the former case without the
selective control feature results in numerical oscillation in the solution of T˙ as seen in
Figure 6.4(b). The latter case with the selective control feature, on the other hand, is
able to yield physically representative solutions of such a variable via the new feature.
Since the case without the selective control feature requires that ρ∞ = ρ
s
∞, the only
way the method can reduce and eliminate the numerical oscillations in the solutions
of T˙ is by imposing numerical dissipation on both variables. This can be achieved
by choosing ρ∞ = ρ
s
∞ < 1. However, in doing this, caution has to be practised, i.e.,
not to impose over-dissipation (as discussed before). For purpose of illustration, in
Figure 6.5 we show the results generated by this method when the parameters are
chosen to be ρ∞ = ρ
s
∞ = 0.9, which means that a slight numerical dissipation is
imposed on both the primary variable and its time derivative. For completeness,
we also show the results generated by the case with the selective control feature,
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Figure 6.3: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2)
and the corresponding errors as a function of time generated with ∆t = 2.5s by the
GS4-1 framework with ρ∞ = 1 and ρ
s
∞ = 0 using: ⊲ the classical approach (Section
6.2.2), and the normalized time weighted residual approach (Section 6.2.3) with: +
the first nonlinear treatment, ◦ the second nonlinear treatment, ⋄ the third nonlinear
treatment, and ⋆ the fourth nonlinear treatment. − is the exact solution
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Figure 6.4: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2)
as a function of time generated with ∆t = 2.5s by: (1) the GS4-1 framework with
ρs∞ = ρ∞ = 1 (i.e., the case without the selective control feature), and (2) the GS4-1
framework with ρ∞ = 1 and ρ
s
∞ = 0 (i.e., the case with the selective control feature),
employing the normalized time weighted residual approach with the first nonlinear
treatment (Section 6.2.3.1)
using the same ρ∞ value and in particular, with ρ
s
∞ = 0. Figure 6.5(b) shows that
the case without the selective control feature still results in numerical oscillations
in T˙ even after imposing numerical dissipation. The present development with
the new selective control feature, on the other hand, can readily yield physically
representative solutions of both T and T˙ even without having to impose numerical
dissipation on the primary variable, i.e., with ρ∞ = 1 (and ρ
s
∞ = 0) as seen earlier in
Figure 6.4.
The only way the case without the selective control feature can have ρs∞ = 0 is by
selecting ρ∞ = 0 as well (since this method requires that ρ∞ = ρ
s
∞). This means
that the algorithm is imposing maximal numerical dissipation on both the primary
variable and its time derivative. However, we next demonstrate using this particular
example that such a choice may result in imposing over-dissipation on the variables
which consequently may yield numerical solution that, although is stable, deviates
from the actual dynamics of the problem (in other words, the solution cannot
capture the dynamics correctly despite being stable) Figure 6.6 shows the results of
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Figure 6.5: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2)
as a function of time generated with ∆t = 2.5s by: (1) the GS4-1 framework with
ρs∞ = ρ∞ = 0.9 (i.e., the case without the selective control feature), and (2) the GS4-
1 framework with rho∞ = 0.9 and ρ
s
∞ = 0 (i.e., the case with the selective control
feature), employing the normalized time weighted residual approach with the first
nonlinear treatment (Section 6.2.3.1)
T and T˙ generated by the case without the selective control feature when maximal
numerical dissipation is imposed (i.e., by choosing ρ∞ = ρ
s
∞ = 0). This figure
clearly indicates that, although the solution of T˙ is now physically representative,
the solution of T on the other hand deviates from the exact solution. Such an issue
arises when over-dissipation is imposed on the variable. As seen in Figure 6.4(a)
and 6.5(a), the solutions of T generated by this method is already acceptable when
no or slight numerical dissipation is imposed on this variable. Therefore, imposing
maximal numerical dissipation on this variable (i.e., by selecting ρ∞ = 0) means that
the algorithm is over-dissipative, and therefore leads to incorrect dynamics of the
problem as seen in Figure 6.6(a). The case with the selective control feature, on the
other hand, is able to obtain acceptable results for both T and T˙ by choosing ρ∞ = 1
and ρs∞ = 0 that is achievable via the selective control feature. This, therefore,
demonstrates the ability and advantage of such a new feature inherent in the present
developments.
For completeness of the analyses for this nonlinear application, we next explicitly
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Figure 6.6: Plot of T and T˙ (for the radiation heat transfer problem, Section 6.2) as a
function of time generated with ∆t = 2.5s by the GS4-1 framework with ρ∞ = ρ
s
∞ =
0 (i.e., the case without the selective control feature, imposing maximal numerical
dissipation), employing the normalized time weighted residual approach with the
first nonlinear treatment (Section 6.2.3.1)
demonstrate the rate of convergence in time (i.e., the order of accuracy) of the GS4-1
framework employing the computational procedures described in Section 6.2.4. For
this purpose and for consistency, we show the convergence plots of the algorithm
that yields the best results for the particular problem considered in this section,
namely, GS4-1 framework with ρ∞ = 1 and ρ
s
∞ = 0. Additionally, we show results of
this algorithm employing the normalized time weighted residual approach with the
four different nonlinear treatment as described in Section 6.2.3. The total number
of time steps (Ni, see equation (4.5.45)) used to construct the plots are chosen as
100000, 1000, 200, and 50, where the solutions generated with Ni = 100000 are used
as the reference to calculate the errors for the construction of the convergence plots.
Meanwhile, the end time at which the solutions are evaluated is tend = 50s. Figure 6.7
shows the convergence plots of T and T˙ generated by this GS4-1 algorithm employing
the different nonlinear treatments derived from the normalized time weighted residual
approach. In contructing these convergence plots, we use the standard convergence
plot for T and the time level aligned convergence plot for T˙ , which is the proper
construction of the convergence plot as described in Section 4.5.
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Figure 6.7: Convergence plot (for the radiation heat transfer problem, Section 6.2)
of the GS4-1 framework with ρ∞ = 1 and ρ
s
∞ = 0 employing the normalized time
weighted residual approach with: (a) nonlinear treatment 1 (Section 6.2.3.1), (b)
nonlinear treatment 2 (Section 6.2.3.2), (c) nonlinear treatment 3 (Section 6.2.3.3),
and (d) nonlinear treatment 4 (Section 6.2.3.4), utilizing the standard convergence
plot for T and the time level aligned convergence plot for T˙
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6.3 Fluid Dynamics
Fluid dynamics is an engineering discipline that deals with the natural science of liq-
uids and gases (so-called fluids) in motion. In this field, most problems are described
by the Navier-Stokes equations which are time-dependent in general. Research in this
field allows researchers and engineers to handle a wide range of applications, includ-
ing calculating forces on aircraft, determining the rate of flow of petroleum through
pipelines, and predicting the deposition of small particles from liquid suspension onto
the pipe wall. Due to its importances, we consider in this section an application
of the developed GS4-1 framework to a numerical example that is representative of
fluid dynamics applications. This illustrative example serves to provide additional
illustrations of how the present GS4-1 framework, originally developed for linear first
order transient systems, can be properly extended for use in nonlinear applications
with the use of the normalized time weighted residual approach to provide accurate
treatment of the nonlinear terms that may appear in this example. Note that the
Navier-Stokes equations are very challenging to solve. Therefore, demonstrating the
superiority of the new framework for such applications is a significant breakthrough.
6.3.1 Governing Equation
For fluid dynamics type of applications, we consider for purpose of illustration, the
application of the GS4-1 framework to the time-dependent Burgers equation, which
is well-known to serve as a simplified model of fluid dynamics combining nonlinear
advection and linear diffusion. Note that the only missing term in this equation
compared to the Navier-Stokes equations is the pressure gradient which is linear.
Therefore, the challenge of solving such nonlinear equations remain.6
The two dimensional Burgers equation in dimensionless form7 is given by
6Note that since the pressure term does not appear in the Burgers equation, solving such an
equation is relatively easier as compared to solving the full Navier-Stokes equations (due to the
less number of variables to be solved). For this reason, we consider this simplified model of fluid
dynamics in this work. Note that, however, the nonlinearity of the problem remains due to the
reason cited above.
7note that all variables involved and discussed in the text and figures throughout this section are
in dimensionless form
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∂ui
∂t
+
2∑
j=1
uj
∂ui
∂xj
=
1
Re
2∑
j=1
∂2ui
∂x2j
, ∀xi ∈ Ω ⊂ R
2 i = 1, 2, t > 0 (6.3.108)
where ui is the i
th component of the velocity, Re is the Reynold number, and Ω is
a bounded domain in R2. The physical problem may be specified on the boundary,
denoted Γ, by Dirichlet and/or Neumann boundary conditions
ui = uiΓ ∀xi ∈ Γ1 i = 1, 2, (6.3.109)
1
Re
2∑
j=1
∂ui
∂xj
nj = qi ∀xi ∈ Γ2 i = 1, 2, (6.3.110)
Γ = Γ1 + Γ2 (6.3.111)
where nj is the outer normal on Γ2 while uiΓ and qi are the known vectors of the
prescribed velocities on Γ1 and flux on Γ2, respectively. Furthermore, a known initial
velocity must be specified to complete the problem description
ui = ui0 ∀xi ∈ Ω i = 1, 2, t = 0 (6.3.112)
6.3.2 Spatial Discretization by the Finite Element Method
To discretize the described problem in space using the standard Galerkin Finite El-
ement Method, we apply the method of weighted residuals to equation (6.3.108) for
an arbitrary element (e) with N nodes bounded by Ω(e) domain. The velocities of
the element are approximated by a linear combination of time-independent element
shape functions ψ
(e)
in (i = 1, ..., N)
u
(e)
i =
N∑
n=1
u
(e)
in ψ
(e)
in , i = 1, 2 (6.3.113)
The shape functions ψ
(e)
in are used as the weighting functions in the weighted residual
equation. Employing equation (6.3.113), we obtain the following system of nonlinear
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ordinary differential equations in time
M(e)u˙(e) +P(u(e)) +K(e)u(e) = F(e) (6.3.114)
where u(e) a vector of length 2N containing the nodal velocities u
(e)
in (i = 1, 2;n =
1, ....N), while u˙(e) is the time derivative of u(e). Furthermore, M(e) is the element
mass matrix defined as (p = 1, ..., N and q = 1, ..., N)
M(e) =
 M
(e)11 0
0 M(e)22
 (6.3.115)
where
M(e)ij(p, q) =
∫
Ω(e)
ψ
(e)
ip ψ
(e)
jq ∂Ω (6.3.116)
Meanwhile, P(u(e)) is a vector of length 2N containing the nonlinear convection term
and is defined as
P(u(e)) =
{
P(e)1
P(e)2
}
(6.3.117)
where (p = 1, ..., N and i = 1, 2)
P(e)i(p) =
2∑
j=1
∫
Ω(e)
[
N∑
n=1
u
(e)
jnψ
(e)
jn
N∑
l=1
u
(e)
il
∂ψ
(e)
il
∂xj
]
ψ
(e)
ip ∂Ω (6.3.118)
Note that K(e) is the diffusion matrix defined as (p = 1, ..., N and q = 1, ..., N)
K(e) =
 K
(e)11 0
0 K(e)22
 (6.3.119)
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where
K(e)ij(p, q) =
1
Re
∫
Ω(e)
2∑
r=1
∂ψ
(e)
ip
∂xr
∂ψ
(e)
jq
∂xr
∂Ω (6.3.120)
and F(e) is the force vector of length 2N resulting from integration by parts of the
diffusive term in the governing equation. It is defined as
F(e) =
{
F(e)1
F(e)2
}
(6.3.121)
where (p = 1, ..., N and i = 1, 2)
F(e)i(p) =
∫
Ω(e)
q
(e)
i ψ
(e)
ip ∂Ω (6.3.122)
Equation (6.3.114) is then assembled for all elements to yield the following global
system of first order (in time) ordinary differential equations
Mu˙+P(u) +Ku = F (6.3.123)
Equation (6.3.123) is nonlinear due to the presence of the nonlinear term, P(u)
(defined in equation (6.3.118)), arising from the nonlinear convection that appears
in the Burgers equation. This nonlinear term requires an accurate treatment
in the computational procedure to ensure physically representative and accurate
solutions, and in some cases, the convergence of the nonlinear iterations within a
time step. As the detailed descriptions of how nonlinear first order transient systems
can be discretized in time using both the classical and normalized time weighted
residual approaches have been presented in Section 6.2, with particular application
to radiation heat transfer problem, in this section, we briefly describe how these
approaches can be consistently employed to solve the considered fluid dynamics
model to provide additional illustration of the essential concepts. More importantly,
our focus in this section is to demonstrate the consistent algorithmic properties of
the GS4-1 framework for this nonlinear application as those seen previously.
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6.3.3 Classical Time Weighted Residual Approach
Employing the classical time weighted residual approach to equation (6.3.123) in the
same manner as done for the linear case, with the GS4-1 framework used as the basic
primitive algorithm to march the solutions in time, yields the following temporally
discrete equation (for relevant details, please refer to Section 6.2)
M˜˙u+ P˜+Ku˜ = F˜ (6.3.124)
where
˜˙u = u˙n + Λ6W1∆u˙ (6.3.125)
u˜ = un + Λ4W1∆tu˙n + Λ5W2∆t∆u˙ (6.3.126)
P˜ = Pn + Λ4W1∆tP˙n + Λ5W2∆t∆P˙ (6.3.127)
F˜ = Fn +W1(Fn+1 − Fn) (6.3.128)
The associated expressions for the update of the variables at the end of each time
level are chosen as
un+1 = un + λ4u˙n∆t+ λ5∆u˙∆t (6.3.129)
u˙n+1 = u˙n +∆u˙ (6.3.130)
Pn+1 = Pn + λ4P˙n∆t+ λ5∆P˙∆t (6.3.131)
P˙n+1 = P˙n +∆P˙ (6.3.132)
The above formulation is the resulting framework to solve the time-dependent Burgers
equation employing the classical time weighted residual approach; and with the GS4-
1 framework used as the basic primitive algorithm to march the solutions in time.
The algorithmic parameters (Λ6W1, Λ5W2, Λ4W1, W1, λ4, and λ5) can be expressed
in terms of ρ∞ and ρ
s
∞ as given by equation (6.2.23). Upon rearrangement, equations
(6.3.125) to (6.3.130) can also be represented in another form as follows:
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˜˙u = (1− λ4
λ5
Λ6W1
)
u˙n +
Λ6W1
λ5
∆u
∆t
(6.3.133)
u˜ = un +
Λ5W2
λ5
∆u (6.3.134)
P˜ = Pn +
Λ5W2
λ5
∆P (6.3.135)
F˜ = Fn +W1(Fn+1 − Fn) (6.3.136)
where
∆P = Pn+1 −Pn, Pn = P (un) , Pn+1 = P (un+1) (6.3.137)
with the corresponding expressions for the updates of the variables at the end of each
time level
un+1 = un +∆u (6.3.138)
u˙n+1 =
1
λ5
∆u
∆t
+
(
1−
λ4
λ5
)
u˙n (6.3.139)
6.3.4 Normalized Time Weighted Residual Approach
We next describe in this section how to employ the normalized time weighted
residual approach for the fluid dynamics model considered in this section. Since the
nonlinear term involved (P defined in equation (6.3.118)) is only a square of the
primary variable (u), this approach yields only one nonlinear treatment which is
described next.
Employing the normalized time weighted residual approach to equation (6.3.123),
with the GS4-1 framework used as the basic primitive algorithm to march the solutions
in time, yields the following temporally discrete equation
M˜˙u+P(u˜) +Ku˜ = F˜ (6.3.140)
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where
˜˙u = u˙n + Λ6W1∆u˙ (6.3.141)
u˜ = un + Λ4W1∆tu˙n + Λ5W2∆t∆u˙ (6.3.142)
F˜ = Fn +W1(Fn+1 − Fn) (6.3.143)
The associated expressions for the update of the variables are consistently chosen as
un+1 = un + λ4u˙n∆t + λ5∆u˙∆t (6.3.144)
u˙n+1 = u˙n +∆u˙ (6.3.145)
The above formulation is the resulting framework to solve the time-dependent Burgers
equation employing the normalized time weighted residual approach and with the
GS4-1 framework used as the basic primitive algorithm to march the solutions in
time. As done previously for the classical approach, equations (6.3.141) to (6.3.145)
can also be represented in another form as follows:
˜˙u = (1− λ4
λ5
Λ6W1
)
u˙n +
Λ6W1
λ5
∆u
∆t
(6.3.146)
u˜ = un +
Λ5W2
λ5
∆u (6.3.147)
F˜ = Fn +W1(Fn+1 − Fn) (6.3.148)
with the corresponding update equations
un+1 = un +∆u (6.3.149)
u˙n+1 =
1
λ5
∆u
∆t
+
(
1−
λ4
λ5
)
u˙n (6.3.150)
6.3.5 Computational Procedures for Both Approaches
The above descriptions for both approaches (i.e., the classical and normalized
time weighted residual approaches) are to be completed by the description of an
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iterative process such as the Newton-Raphson method to obtain a full description
of the computational procedures needed to solve the considered problem. For this
problem, we again employ the Newton-Raphson method and present the complete
computational procedures in this section. Also, as previously done, we describe these
computational procedures in a general form that is common to both approaches
described above, and additionally, we mention the differences in the approaches as
they arise, in order to improve the clarity of such a description. We now employ the
Newton-Raphson method to iteratively solve the equation at each time level. The
computational details follow next.
Algorithm 6
Computational Procedures (Both Approaches) for Solving the Burgers
Equation, Section 6.3
Given/knowing the solutions at previous time level tn (i.e., un and u˙n), we seek the
solutions of the nodal primary variable and its time derivative at the next time level
tn+1 (i.e., un+1 and u˙n+1). At the beginning of tn+1 time level, we initially predict
the solutions using known values at previous time level as follows:
ukn+1 = un
u˙kn+1 =
(
1−
λ4
λ5
)
u˙n (6.3.151)
where the superscript k is the nonlinear iteration counter. We then calculate the
algorithmic variables u˜k and ˜˙uk in terms of the predicted values ukn+1 and u˙kn+1 using
equations (6.3.134) and (6.3.125), respectively, as follows
u˜k = un +
Λ5W2
λ5
(ukn+1 − un) (6.3.152)˜˙uk = u˙n + Λ6W1(u˙kn+1 − u˙n) (6.3.153)
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while the algorithmic load term F˜ k is determined from its known values at tn and
tn+1 as follows
F˜ k = Fn +W1(Fn+1 − Fn) (6.3.154)
We next enter the nonlinear iteration loop. This is done as follows:
(i) In this nonlinear iteration loop, we first calculate the residual resulting from using
the predicted algorithmic variables at the k-th iteration. The residual at the k-th
iteration R˜k can be represented in a general form that is common to all approaches
as follows
R˜k =M˜˙uk + P˜k +Ku˜k − F˜k (6.3.155)
where P˜k represents the algorithmic nonlinear term (in general form) at the k-th
iteration. However, as previously mentioned and described in the preceeding section,
the two different nonlinear approaches have different definitions of this term due to
the different ways this term is represented in these approaches. This is summarized
as follows:
• For the classical time weighted residual approach (Section 6.3.3), the algorithmic
nonlinear term (P˜k) is given by
P˜k = Pn +
Λ5W2
λ5
∆P (6.3.156)
where
∆P = Pkn+1 −Pn, Pn = P (un) , P
k
n+1 = P
(
ukn+1
)
(6.3.157)
• For the normalized time weighted residual approach (Section 6.3.4), this term
is given by
P˜k = P(u˜k) (6.3.158)
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(ii) We next linearize the residual using Taylor series expansion, truncate after the
linear term and set the residual to vanish. This step yields the following equation
∂R˜k
∂u˜k
∆u˜ = −R˜k (6.3.159)
where ∆u˜ = u˜k+1 − u˜k, and ∂R˜
k
∂u˜k
is the Jacobian given by
∂R˜k
∂u˜k
=M
∂ ˜˙uk
∂u˜k
+
∂P˜k
∂u˜k
+K
∂u˜k
∂u˜k
−
∂F˜k
∂u˜k
=M
(
Λ6W1
Λ5W2∆t
)
+
∂P˜k
∂u˜k
+K (6.3.160)
The term ∂P˜
k
∂u˜k
in equation (6.3.160) is the tangential stiffness. Since P˜k is different for
the two different nonlinear approaches as given by equations (6.3.156) and (6.3.158),
respectively, the corresponding tangential stiffness for each approach is also different.
This is summarized as follows
• For the classical approach, the tangential stiffness (∂P˜
k
∂u˜k
) can be expressed from
the use of equation (6.3.156) as follows
∂P˜k
∂u˜k
=
∂P(ukn+1)
∂ukn+1
(6.3.161)
Note that the term
∂P(ukn+1)
∂ukn+1
in equation (6.3.161) is the derivative of the nonlin-
ear vector P(equation (6.3.118) in terms of the predicted value of the primary
variable for tn+1 time level, u
k
n+1) with respect to u
k
n+1. Because the evalu-
ation of P depends on the choice of the element shape function (see equation
(6.3.118)), a closed form expression for this term will also depend on this choice;
and therefore will be given in Section 6.3.6 where we discuss the benchmark
numerical examples governed by the time-dependent Burgers equation that is
described in this section.
• Meanwhile, for the normalized time weighted residual approach, the tangential
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stiffness can be expressed as (from use of equation (6.3.158))
∂P˜k
∂u˜k
=
∂P(u˜k)
∂u˜k
(6.3.162)
Here, the term ∂P(u˜
k)
∂u˜k
is the derivative of the nonlinear vector P(equation
(6.3.118) in terms of the algorithmic primary variable, u˜k) with respect to u˜k.
A closed form expression for this term will also be given in Section 6.3.6 due to
the reason cited above.
Equation (6.3.159) can be rearranged to the following form
u˜k+1 =
(
∂R˜k
∂u˜k
)−1(
−R˜k +
∂R˜k
∂u˜k
u˜k
)
(6.3.163)
(iii) We next impose the Dirichlet boundary condition (if any) to equation (6.3.163),
and this can be done from the use of equation (6.3.152), i.e., by imposing the u˜k+1 of
the prescribed nodes to take the following value
u˜k+1 = un +
Λ5W2
λ5
(uΓn+1 − un) (6.3.164)
where uΓn+1 is the known (prescribed) velocity at the boundary Γ (see equation
(6.3.109)) at time tn+1.
(iv) We then solve for u˜k+1 from equation (6.3.163) after imposing the boundary
conditions appropriately.
(v) Subsequently, we correct the algorithmic time derivative variable and the predicted
value of the primary variable using equations (6.3.133) and (6.3.134), respectively, as
follows:
˜˙uk+1 = (1− λ4
λ5
Λ6W1
)
u˙n +
Λ6W1
Λ5W2
(u˜k+1 − un)
∆t
(6.3.165)
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uk+1n+1 = un +
λ5
Λ5W2
(u˜k+1 − un) (6.3.166)
(vi) Upon obtaining the above algorithmic variables, we then check if convergence of
the solution is achieved
|u˜k+1 − u˜k| = tol (6.3.167)
where u˜k is the value of the algorithmic primary variable at the previous nonlinear
iteration, and tol is the user-specified tolerance value (i.e., convergence criterion for
the Newton-Raphson iteration).
We repeat the nonlinear iteration (i.e., steps (i) to (vi) described above) until the
solutions are converged (i.e., until equation (6.3.167) is satisfied). Upon convergence,
we update the variables at the end of tn+1 time level as follows
8
un+1 = un +
λ5
Λ5W2
(u˜k+1 − un)
u˙n+1 =
(un+1 − un)
λ5∆t
+
(
1−
λ4
λ5
)
u˙n (6.3.168)
Remark 6.3.1
In the computational procedures presented above, it is worthy to note that the two
nonlinear approaches (i.e., the classical approach described in Section 6.3.3, and the
normalized time weighted residual approach described in Section 6.3.4) have a com-
mon computational procedure to solve the nonlinear problem of interest using the
GS4-1 framework as the basic primitive algorithm to march the solutions in time,
and using the Newton-Raphson method to iteratively arrive at the solutions at each
time level. However, it is to be noted that the two approaches treat the nonlinear
terms differently as seen in equations (6.3.156) and (6.3.158), respectively. Subse-
quently, the two approaches also have different definitions of the tangential stiffness
involved in the computational procedure as seen in equations (6.3.161) and (6.3.162),
8note that the latter is taken from equation (6.3.150)
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respectively.
6.3.6 Numerical Illustrations
In this section, we illustrate the significance of the selective control feature (i.e., by
allowing ρ∞ 6= ρ
s
∞) inherent in the GS4-1 framework as compared to the case without
such a feature (i.e., ρ∞ = ρ
s
∞) by solving two benchmark numerical examples governed
by the transient Burgers equation which is representative of the fluid dynamics type
of applications. This is described next.
6.3.6.1 1D Burgers Equation
The first example is the one-dimensional transient Burgers equation described in [78].
We intentionally simplify the problem by choosing small Re number to eliminate any
need for upwinding in the spatial discretization procedure.
The problem is governed by equation (6.3.108) (in one-dimensional) and has the
following initial and boundary conditions (in dimensionless form)
u(x, 0) =
1
1 + exp
(
Re
4
(2x)
) (6.3.169)
u(0, t) =
1
1 + exp
(
Re
4
(−t)
) (6.3.170)
u(1, t) =
1
1 + exp
(
Re
4
(2− t)
) (6.3.171)
where the exact solution is given by [78] (in dimensionless form)
u(x, t) =
1
1 + exp
(
Re
4
(2x− t)
) (6.3.172)
For this problem, we choose Re = 0.1, and we use 1D linear elements whose element
shape function is given by
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ψ(e) =
[
1−
x
l
x
l
]
(6.3.173)
where l is the length of each element. We discretize the spatial domain using 30
elements such that the Galerkin FEM can be appropriately used. This choice of
element shape function results in the following elemental nonlinear vector (P, defined
in equation (6.3.118)) for this particular problem
P(e) =
1
6
{
−2u21 + u1u2 + u
2
2
−u21 − u1u2 + 2u
2
2
}
(6.3.174)
where u1 and u2 are the values of the nodal primary variable at nodes 1 and 2,
respectively, for each element. Using equation (6.3.174), we can find the derivative of
this vector with respect to the primary variable (in a general form) as follows
∂P(u)
∂u
(e)
=
1
6
 −4u1 + u2 u1 + 2u2
−2u1 − u2 −u1 + 4u2
 (6.3.175)
From the use of equation (6.3.175), therefore, we have the following for the computa-
tion of the Jacobian in the Newton-Raphson iteration for the classical approach (see
equation (6.3.161))
∂P(ukn+1)
∂ukn+1
(e)
=
1
6
 −4(u1)
k
n+1 + (u2)
k
n+1 (u1)
k
n+1 + 2(u2)
k
n+1
−2(u1)
k
n+1 − (u2)
k
n+1 −(u1)
k
n+1 + 4(u2)
k
n+1
 (6.3.176)
where (u1)
k
n+1 and (u2)
k
n+1 are the predicted values of the nodal primary variable at
nodes 1 and 2, respectively, for each element. Meanwhile, for the normalized time
weighted residual approach, we have
∂P(u˜k)
∂u˜k
(e)
=
1
6
 −4u˜
k
1 + u˜
k
2 u˜
k
1 + 2u˜
k
2
−2u˜k1 − u˜
k
2 −u˜
k
1 + 4u˜
k
2
 (6.3.177)
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where u˜k1 and u˜
k
2 are the nodal values of the algorithmic primary variable at nodes 1
and 2, respectively, for each element.
For this problem, we first demonstrate the effect of the selective control feature in
the GS4-1 framework. For this purpose, we solve the problem using the two cases
(i.e., the GS4-1 framework with and without the selective control feature) defined in
Remark 4.3.1 as the basic primitive algorithm to march the solutions in time, with
a time step size of ∆t = 1 and an end time of t = 10. Meanwhile, the convergence
criterion (tolerance) for the Newton-Raphson iteration is tol = 1 × 10−12. For the
purpose of this investigation, we choose to employ the normalized time weighted
residual approach described in Section 6.3.4. The performance of the two cases is
first evaluated by comparing the solutions of u and u˙ generated by these two cases as
a function of time for a specific node at x = 0.2667. We first look at the numerical
solutions when no numerical dissipation is imposed on the primary variable, i.e.,
with ρ∞ = 1. Figure 6.8 illustrates the analytical solutions of these variables as a
function of time for this particular node as given by equation (6.3.172). Meanwhile,
Figure 6.9 shows the numerical solutions generated by the two algorithms. It is clear
from Figures 6.9(a) and 6.9(c) that the numerical solutions of the primary variable
(u) generated by both cases agree well with the analytical solution even when no
numerical dissipation is imposed on the primary variable (i.e., ρ∞ = 1). This is
to be expected since the illustrative problem considered here does not involve any
shock/sudden change at the boundaries. Instead, the initial and boundary conditions
are both derived directly from the analytical solution (see equation (6.3.169) to
(6.3.172)). However, Figure 6.9(d) indicates that the numerical solution of the time
derivative variable (u˙) generated by the case without the selective control feature
(i.e., ρ∞ = ρ
s
∞ = 1 in this case) results in large oscillations
9. On the other hand,
Figure 6.9(b) shows that the GS4-1 framework with the selective control feature
(i.e., ρ∞ = 1, ρ
s
∞ = 0 in this case) is able to yield good agreement with the analytical
solution10 with the same ρ∞ value. In other words, the GS4-1 framework with the
selective control feature is able to successfully suppress the numerical oscillations in
9it is to be noted that due to the automatic scale generated by the plotting routine employed,
although not representative, this oscillation makes the analytical solution simply appears as a straight
line due to the different ranges of the u˙ solution values; see Figure 6.9(d)
10hence is capable to capture the analytical solution curve; see Figure 6.9(b)
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both u and u˙ hence is capable of capturing the dynamics of the problem correctly
via such an important and useful feature that is newly introduced in the present
development.
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Figure 6.8: Plot of analytical solutions u and u˙ (for the 1D Burgers equation, Section
6.3.6.1) as a function of time for a specific node at x = 0.2667 as given by equation
(6.3.172)
Since the method without the selective control feature (i.e., ρ∞ = ρ
s
∞) yields
numerical oscillation in the time derivative variable when no numerical dissipation is
imposed (i.e., ρ∞ = ρ
s
∞ = 1), the only way the method can reduce and subsequently
eliminate this oscillation is by imposing numerical dissipation on this variable (i.e.,
by choosing ρs∞ < 1). However, imposing numerical dissipation on the time derivative
variable also means that the same amount of numerical dissipation is imposed on the
primary variable due to the limited control feature of such a method, which requires
that ρ∞ = ρ
s
∞. As discussed before, in doing this, precaution has to be practised by
imposing only minimal amount of numerical dissipation that is required to eliminate
the numerical oscillation. This is to avoid imposing over-dissipation to these variables
as it may yield numerical solutions that incorrectly represent the dynamics of the
systems as demonstrated previously in Section 6.2. We show, for illustration purpose
only, the solutions generated by the method when a slight numerical dissipation is
imposed by choosing ρ∞ = ρ
s
∞ = 0.9 with the same time step size and end time,
and for completeness, we also show solutions generated by the present development
(i.e., the GS4-1 framework with ρ∞ = 0.9 and ρ
s
∞ = 0). The results are shown in
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Figure 6.9: Plot of u and u˙ (for the 1D Burgers equation, Section 6.3.6.1) as a
function of time for a specific node at x = 0.2667 and ∆t = 1 generated by: (i)
GS4-1(ρ∞ = 1, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞ = 1, ρ
s
∞ = 1) i.e., the case without the selective control feature, employing the
normalized time weighted residual method (Section 6.3.4)
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Figure 6.10. From this figure, we can see that the solutions of u generated by the
two cases agree well with the analytical solution (see Figures 6.10(a) and 6.10(c)).
Focusing on the numerical solution of u˙, we can see that the solutions generated
by the case with the selective control feature is acceptable (see Figure 6.10(b)),
while the solution generated by the case without the selective control feature is still
oscillating (see Figure 6.10(d)) although the amount of oscillation is slightly reduced
(as compared to Figure 6.9(d)) due to the effect of imposing numerical dissipation
into the algorithm.
Further attempt is made to investigate the performance of the algorithm without the
selective control feature (i.e., GS4-1 framework with ρ∞ = ρ
s
∞) when the numerical
dissipation is further increased to approach the maximal value (i.e. ρ∞ → 0).
For this purpose, we solve the problem using ρ∞ = 0.1 with the same time step
size and show results of u and u˙ generated by the two cases in Figure 6.11. As
expected, the numerical solution of u generated by the two cases consistently agree
well with the analytical solution as seen in Figure 6.11(a) and 6.11(c). However,
Figure 6.11(d) shows that the algorithm without the selective control feature (i.e.
ρ∞ = ρ
s
∞ = 0.1 in this case) still yields oscillation in the numerical solution of u˙
even with almost maximal numerical dissipation (i.e., ρ∞ = ρ
s
∞ = 0.1). It is only
when this method strictly imposes the maximal numerical dissipation on both u
and u˙ (i.e., ρ∞ = ρ
s
∞ = 0) that it can eliminate such an oscillation. However,
imposing maximal numerical dissipation on the primary variable u means imposing
over-dissipation, since the numerical solution of this variable can already/easily be
obtained with good accuracy without having to impose any numerical dissipation
(i.e., with choice of ρ∞ = 1, see Figures 6.9(a) and 6.9(c)). In this regard, caution
has to be exercised since numerical dissipation is only an artifact; while it is handy
in one way if one could control it smartly, in another way over-dissipation may also
lead to obtaining numerical results that incorrectly represent the dynamics of the
system as demonstrated before. Such an issue does not rise in the present GS4-1
framework with the new selective control feature, since the numerical dissipation
is selectively imposed, as deemed necessary, on the primary variable and its time
derivative, respectively, to yield physically representative solutions of these variables
without imposing over-dissipation. For this particular problem, the present approach
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is capable of yielding accurate solutions of both the primary variable and its time
derivative, even without having to impose numerical dissipation on the primary
variable (i.e., ρ∞ = 1). This can easily be achieved by the newly developed GS4-1
framework via the new selective control feature, hence demonstrating the clear
improvement and advantage over the current state-of-the-art method (without such
a feature).
We next demonstrate that the numerical solutions generated by the GS4-1 framework
with the selective control feature, in particular with ρ∞ = 1 and ρ
s
∞ = 0, indeed
are physically accurate. For this purpose, we show the solutions of both u and u˙
for the whole spatial domain at a specific time of t = 10 and using a time step
size of ∆t = 1. Figure 6.12 shows the analytical solutions of these variables as a
function of x at this specific time as given by equation (6.3.172). For comparison
purpose, we also show the numerical solutions of these variables as generated by
the method without the selective control feature. The results are illustrated in
Figure 6.13, from which a comparison of the performance between these two different
algorithmic structures can be made. We can see from this figure that the present
approach with the selective control feature does yield numerical results that correctly
represent the actual dynamics of the problem (see Figures 6.13(a) and 6.13(b)).
On the other hand, the case without the selective control feature results in oscil-
lation in the numerical solution of the time derivative variable u˙ (see Figure 6.13(d)).11
Having demonstrated the effect of the selective control feature for this problem, we
next investigate the performance of the different nonlinear treatments (i.e., the clas-
sical and normalized time weighted residual approaches described in Sections 6.3.3
and 6.3.4, respectively). For this purpose, we use the GS4-1 framework with the
selective control feature (i.e., with particular choice of ρs∞ = 0 while ρ∞ is chosen for
illustration purpose as 1, 0.9, 0.8, 0.7, 0.6, and 0.5) as the basic primitive algorithm
to march the solutions in time. We solve the problem using a time step size of ∆t = 1
and an end time of t = 10. For comparison purpose, we look at the errors in u and u˙
generated by both nonlinear treatments for the whole spatial domain at the end time
11it is to be noted again that the oscillation generated by this case makes the analytical solution
simply appears as a straight line due to the different ranges of the u˙ solution values
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Figure 6.10: Plot of u and u˙ (for the 1D Burgers equation, Section 6.3.6.1) as a
function of time for a specific node at x = 0.2667 and ∆t = 1 generated by: (i) GS4-
1(ρ∞ = 0.9, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞ = 0.9, ρ
s
∞ = 0.9) i.e., the case without the selective control feature, employing
the normalized time weighted residual method (Section 6.3.4)
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Figure 6.11: Plot of u and u˙ (for the 1D Burgers equation, Section 6.3.6.1) as a
function of time for a specific node at x = 0.2667 and ∆t = 1 generated by: (i) GS4-
1(ρ∞ = 0.1, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞ = 0.1, ρ
s
∞ = 0.1) i.e., the case without the selective control feature, employing
the normalized time weighted residual method (Section 6.3.4)
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Figure 6.12: Plot of analytical solutions u and u˙ (for the 1D Burgers equation, Section
6.3.6.1) as a function of x for a specific time of t = 10 as given by equation (6.3.172)
(t = 10). The error is defined as
Error =
∣∣∣∣Numerical − ExactExact
∣∣∣∣ (6.3.178)
The errors generated by the two nonlinear treatments are shown in Figures 6.14
to 6.16. These figures show that the normalized time weighted residual approach
yields slightly less errors than the classical approach. For the particular nonlinear
problem considered in this section, the two distinct approaches perform almost
equally. However, it is to be noted that, for other types of nonlinear applications, the
normalized time weighted residual approach outperforms the classical counterpart
such as those observations seen in the context of structural dynamics problem [41–44]
and the radiation heat transfer (Section 6.2). Therefore, in a general sense, the
normalized time weighted residual approach can be seen to serve as a good approach
to naturally extend the use of time integration methods, that were originally
developed for linear systems, for use in nonlinear dynamic problems.
For completeness of the analysis, we explicitly demonstrate here the rate of con-
vergence in time (i.e., the order of accuracy) of the GS4-1 framework employing
the normalized time weighted residual approach for this particular problem. For
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Figure 6.13: Plot of u and u˙ (for the 1D Burgers equation, Section 6.3.6.1) as a
function of x for a specific time of t = 10 with ∆t = 1 and generated by: (i) GS4-
1(ρ∞ = 1, ρ
s
∞ = 0) i.e., the case with the selective control feature, and (ii) GS4-
1(ρ∞ = 1, ρ
s
∞ = 1) i.e., the case without the selective control feature, employing the
normalized time weighted residual method (Section 6.3.4)
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Figure 6.14: Comparison of errors in u and u˙ (for the 1D Burgers equation, Section
6.3.6.1) using GS4-1 framework with the selective control feature (i.e., ρs∞ = 0) be-
tween the different nonlinear treatments: (i) classical time weighted residual approach
(Section 6.3.3), and (ii) normalized time weighted residual approach (Section 6.3.4),
for ρ∞ values of 0.9 and 1
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Figure 6.15: Comparison of errors in u and u˙ (for the 1D Burgers equation, Section
6.3.6.1) using GS4-1 framework with the selective control feature (i.e., ρs∞ = 0) be-
tween the different nonlinear treatments: (i) classical time weighted residual approach
(Section 6.3.3), and (ii) normalized time weighted residual approach (Section 6.3.4),
for ρ∞ values of 0.7 and 0.8
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Figure 6.16: Comparison of errors in u and u˙ (for the 1D Burgers equation, Section
6.3.6.1) using GS4-1 framework with the selective control feature (i.e., ρs∞ = 0) be-
tween the different nonlinear treatments: (i) classical time weighted residual approach
(Section 6.3.3), and (ii) normalized time weighted residual approach (Section 6.3.4),
for ρ∞ values of 0.5 and 0.6
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this purpose, we choose the algorithms defined by: (a) ρ∞ = 1, ρ
s
∞ = 0, and (b)
ρ∞ = 0.6, ρ
s
∞ = 0, and show the convergence plots in Figure 6.17. The total number
of time steps (Ni, see equation (4.5.45)) used to construct the plots are chosen
as 10000, 500, 200, and 100, where the solutions generated with Ni = 10000 are
used as the reference to calculate the errors for the construction of the convergence
plots. Meanwhile, the end time at which the solutions are evaluated is tend = 5. In
contructing these convergence plots, we use the standard convergence plot for u and
the time level aligned convergence plot for u˙, which is the proper construction of
the convergence plot as discussed previously. Figure 6.17 demonstrates that these
algorithms are second order accurate, hence the consistency.
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Figure 6.17: Convergence plot (for the 1D Burgers equation, Section 6.3.6.1) of the
GS4-1 framework employing the normalized time weighted residual approach (Section
6.3.4) with: (a) ρ∞ = 1, ρ
s
∞ = 0, and (b) ρ∞ = 0.6, ρ
s
∞ = 0, both of which using the
standard convergence plot for u and the time level aligned convergence plot for u˙
6.3.6.2 2D Burgers Equation
Next, a two dimensional case is of interest to validate the above arguments and
to provide consistent observations. The problem has the following Dirichlet type
boundary and initial conditions (in dimensionless form)
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ux(0, y, t) =
3
4
−
1
4[1 + exp((4y − t)Re/32)]
ux(x, 0, t) =
3
4
−
1
4[1 + exp((−4x− t)Re/32)]
ux(1, y, t) =
3
4
−
1
4[1 + exp((−4 + 4y − t)Re/32)]
(6.3.179)
ux(x, 1, t) =
3
4
−
1
4[1 + exp((−4x+ 4− t)Re/32)]
ux(x, y, 0) =
3
4
−
1
4[1 + exp((−4x+ 4y)Re/32)]
and
uy(0, y, t) =
3
4
+
1
4[1 + exp((4y − t)Re/32)]
uy(x, 0, t) =
3
4
+
1
4[1 + exp((−4x− t)Re/32)]
uy(1, y, t) =
3
4
+
1
4[1 + exp((−4 + 4y − t)Re/32)]
(6.3.180)
uy(x, 1, t) =
3
4
+
1
4[1 + exp((−4x+ 4− t)Re/32)]
uy(x, y, 0) =
3
4
+
1
4[1 + exp((−4x+ 4y)Re/32)]
where the exact solution is given by [79] (in dimensionless form)
ux(x, y, t) =
3
4
−
1
4[1 + exp((−4x+ 4y − t)Re/32)]
uy(x, y, t) =
3
4
+
1
4[1 + exp((−4x+ 4y − t)Re/32)]
(6.3.181)
For this problem, we again choose Re = 0.1 (to eliminate any need for upwinding
in the spatial discretization procedure). Since it is a 2D problem, we use 2D linear
elements with typical element width 2b and height 2h, whose element shape function
is given by
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ψ(e) = [ψ1 ψ2 ψ3 ψ4]
ψ1 =
(b− x)(h− y)
4bh
ψ2 =
(b+ x)(h− y)
4bh
ψ3 =
(b+ x)(h + y)
4bh
ψ4 =
(b− x)(h+ y)
4bh
(6.3.182)
We discretize the spatial domain using 10x10 elements and use the Galerkin FEM
to discretize the spatial domain. For this problem, we again investigate whether
the same algorithmic properties of the GS4-1 framework with the selective control
feature observed in the previous numerical examples also hold in this case. For
this purpose, we solve the problem using the two cases (i.e., the GS4-1 framework
with and without the selective control feature) as the basic primitive algorithms
to march the solutions in time, employing the normalized time weighted residual
approach described in Section 6.3.4 with a time step size ∆t = 1 and an end time
t = 10. The analytical solutions at this end time, as given by equation (6.3.181),
are shown in Figure 6.18. Meanwhile, the convergence criterion (tolerance) for the
Newton-Raphson iteration is tol = 1× 10−12.
To compare the performance of the two cases, we look at the solutions of the
primary variable (u) and its time derivative (u˙) as a function of time for a specific
node at x = 0.1 and y = 0.1. For this purpose, we again choose ρ∞ = 1 since the
numerical solution of the primary variable for this particular problem is expected
to be smooth even without imposing any numerical dissipation (due to the reason
cited previously for the 1D example). Figure 6.19 shows the analytical solutions as
given by equation (6.3.181). Meanwhile, Figure 6.20 shows the numerical solutions
of u = (ux, uy) and u˙ = (u˙x, u˙y) as a function of time for this node generated by the
two cases. From Figures 6.20(a) and 6.20(c), we can see that both cases yield good
results for the two components of the velocity vector. However, the case without
the selective control feature results in oscillations in the numerical solutions of both
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Figure 6.18: Vector plot of analytical solutions (u and u˙) (for the 2D Burgers equa-
tion, Section 6.3.6.2) at t = 10 as given by equation (6.3.181)
components of u˙, whereas the case with such a feature yields good agreement with
the analytical solutions for the same ρ∞ value as seen in Figures 6.20(b) and 6.20(d).
These observations are consistent with those previously seen in all the previous
numerical examples. Therefore, this 2D problem illustrates the consistency of the
argument made previously, i.e., that the GS4-1 framework with the selective control
feature has the advantage over the past and existing developments (in which the
numerical dissipation is of limited control) through its ability to generate physically
representative results for both the primary variable and its time derivative via such
a new feature.
In addition, next, we determine the errors in u and u˙ (as defined in equation
(6.3.178)) generated by the two cases for the whole spatial domain at a specific
time of t = 10 and using a time step size of ∆t = 1. For this purpose, we again
employ the normalized time weighted residual approach (Section 6.3.4) while
ρ∞ is varied from 1 (nondissipative/zero damping) to 0 (maximal damping) in
decrements of 0.1. The results are shown in Tables 6.3.1 and 6.3.2. As seen in
Table 6.3.1, the two cases yield satisfactory results for the solution of u with
only very small errors. Again, we can conclude that the two cases perform well
in generating solutions of u. Turning attention to the results of u˙, Table 6.3.2
shows that the case without the selective control feature yields very large errors
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Figure 6.19: Plot of analytical solutions (ux, uy, u˙x and u˙y) (for the 2D Burgers
equation, Section 6.3.6.2) as a function of time for a specific node at x = 0.1 and
y = 0.1 as given by equation (6.3.181)
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Figure 6.20: Plot of numerical solutions (ux, uy, u˙x and u˙y) (for the 2D Burgers
equation, Section 6.3.6.2) as a function of time for a specific node (x = 0.1, y = 0.1)
generated by: (i) GS4-1(ρ∞ = 1, ρ
s
∞ = 0) i.e., with the selective control feature,
and (ii) GS4-1(ρ∞ = ρ
s
∞ = 1), i.e., the case without the selective control feature,
employing the normalized time weighted residual approach described in Section 6.3.4
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especially at minimal numerical dissipation (ρ∞ approaches 1). These errors are
significantly reduced to an acceptable level by the GS4-1 framework when the
selective control feature is enabled. This is again a repeated observation as seen
in the previous numerical examples considered in this thesis, hence demonstrates
the consistency of the argument. In this regard, we can state that the GS4-1
framework with the selective control feature is a definite improvement as compared
to the existing and past developments to-date in which such a feature is not available.
Additionally, an investigation on the performance of the two nonlinear approaches,
employing the GS4-1 framework with the selective control feature as the basic primi-
tive algorithm to march the solutions in time, reveals that the same trends observed for
the one-dimensional problem (Section 6.3.6.1) are repeated for this two-dimensional
case, hence the consistency. Finally, it is worth mentioning that, although the effect
of the selective control feature on the primary variable is not observed in the examples
considered in this section, such effect has been demonstrated in Section 5.4, where the
new GS4-1 framework is applied to a convective heat transfer problem with a thermal
shock on the boundary, in which case the numerical solution of the primary variable
is oscillating and therefore, the effect of the selective control feature on this variable
is apparent (note that this will again be demonstrated in the numerical examples
discussed in the next chapter).
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ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 1.9651x10−6 1.9651x10−6 1.5362x10−4 1.5362x10−4
0.9 4.3395x10−6 7.0316x10−6 3.7284x10−4 6.2423x10−4
0.8 7.3149x10−6 8.9924x10−6 6.4887x10−4 8.0663x10−4
0.7 8.9981x10−6 9.6679x10−6 8.0603x10−4 8.6960x10−4
0.6 9.6758x10−6 9.8683x10−6 8.6983x10−4 8.8835x10−4
0.5 9.8786x10−6 9.9171x10−6 8.8915x10−4 8.9293x10−4
0.4 9.9214x10−6 9.9260x10−6 8.9330x10−4 8.9378x10−4
0.3 9.9269x10−6 9.9271x10−6 8.9385x10−4 8.9388x10−4
0.2 9.9272x10−6 9.9272x10−6 8.9389x10−4 8.9389x10−4
0.1 9.9272x10−6 9.9272x10−6 8.9389x10−4 8.9389x10−4
0 9.9272x10−6 9.9272x10−6 8.9389x10−4 8.9389x10−4
Table 6.3.1: Comparison of error in u (for the 2D Burgers equation, Section 6.3.6.2)
between: (i) the case without the selective control feature (SCF), i.e., with ρs∞ = ρ∞,
and (ii) GS4-1 framework with the selective control feature, i.e., with ρs∞ = 0, for
ρ∞ values ranging from 1 (nondissipative/zero damping) to 0 (maximal damping) in
decrements of 0.1, employing the normalized time weighted residual approach (Section
6.3.4)
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ρ∞ Max Error Total Error
without SCF with SCF without SCF with SCF
1 2.7785x103 0.0723 1.4047x105 5.7736
0.9 968.8014 0.0278 4.8976x104 2.2233
0.8 298.3381 0.0096 1.5081x104 0.7687
0.7 78.4853 0.0029 3.9672x103 0.2322
0.6 16.8004 7.2077x10−4 849.1277 0.0593
0.5 2.7133 1.4145x10−4 137.1317 0.0126
0.4 0.2913 3.7219x10−5 14.7253 0.0028
0.3 0.0164 2.5607x10−5 0.8295 0.0014
0.2 2.8438x10−4 2.4719x10−5 0.0150 0.0012
0.1 2.4511x10−5 2.4701x10−5 0.0012 0.0012
0 2.4701x10−5 2.4701x10−5 0.0012 0.0012
Table 6.3.2: Comparison of error in u˙ (for the 2D Burgers equation, Section 6.3.6.2)
between: (i) the case without the selective control feature (SCF), i.e., with ρs∞ = ρ∞,
and (ii) GS4-1 framework with the selective control feature, i.e., with ρs∞ = 0, for
ρ∞ values ranging from 1 (nondissipative/zero damping) to 0 (maximal damping) in
decrements of 0.1, employing the normalized time weighted residual approach (Section
6.3.4)
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Chapter 7
The Relations of the New GS4-1
and the Existing GS4-2 Time
Integration Frameworks:
Development of an Isochronous
Integration Framework
(iIntegrator) for First/Second
Order Dynamic Systems
7.1 Introduction
For a complete development of the new GS4-1 time integration framework, the
research presented in this thesis also sought a possible way for the new framework
to be naturally integrated into the existing GS4-2 framework (second order system).
A precise understanding of the respective frameworks, and how the two are related
to each other, has led to the development of an isochronous integration framework
[59], which enables the use of the same computational framework for solving both
first and second order dynamic systems without having to resort to the individual
216
framework hence the practicality in computational and implementation aspects.
Therefore, this completes the whole developments of the time integration framework,
and can be viewed as another essential part of the research leading to a significant
breakthrough. This is the focus in this chapter.
In this regard, of fundamental interest are: 1) first order transient systems such as
those encountered in parabolic heat conduction, first order hyperbolic systems such
as fluid flow, etc., and 2) second order dynamic systems such as those encountered in
hyperbolic heat conduction, hyperbolic second order systems such as elastodynamics
and wave propagation, etc. After spatial discretization using methods such as finite
differences, finite volumes, finite elements, and the like, the subsequent proper
integration of the time continuous ordinary differential equations is extremely
important. In particular, the physical quantities of interest may need to be preserved
and/or the equations should be optimally integrated so that there is only a minimal
numerical dissipation and a minimal order of algorithm overshoot. Additionally,
shocks (if any) should be captured without too much dissipation and stiff problems
should be solved successfully.
From the overviews of the existing methods to-date described in Chapter 2, Literature
Review, it is worth highlighting the following:
1. For linear second order dynamic systems, the existing time integration meth-
ods developed by various researchers may appear as totally separate families
of algorithms derived from altogether totally different numerical approximation
techniques; however, the GS4-2 framework was designed such that it recovers
these existing algorithms regardless of the original approach of how the algo-
rithms were developed (both numerically dissipative and nondissipative).
2. More importantly, the GS4-2 framework contains the family of optimal control-
lable numerically dissipative algorithms with new desirable features. These new
features, which are zero-order displacement overshoot and zero-order velocity
overshoot, are clearly improvement to the previous developments. Additionally,
such optimal algorithms yield only minimal numerical dissipation and numeri-
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cal dispersion for damped dynamic systems, and also have the option of energy
conserving for undamped dynamic systems.
3. For nonlinear second order dynamic systems, the GS4-2 framework implemented
via the normalized time weighted residual approach yields two types of compu-
tational framework with different conservation properties (i) a family of algo-
rithms that can naturally achieve the conservation of the energy and momentum
(both linear and angular) without having to enforce energy constraints (which is
in contrast to all past works to-date), and/or alternatively (ii) a family of algo-
rithms that are symplectic and momentum (both linear and angular) conserving
for practical use in long-term simulation.
4. For first order transient systems, not only that the newly developed GS4-1
framework can recover the existing single step single solve algorithms, but it
could also suppress most of the numerical oscillations associated with the pri-
mary variable and its time derivative via the new selective control feature to
yield physically representative solutions that correctly capture the dynamics of
the problem completely, which is in contrast to previous and existing algorithms
without such a feature.
In a nutshell, both the GS4-1 and GS4-2 frameworks can be seen as the best state of
the art time integration methods for first and second order dynamic systems, respec-
tively, under the class of single step single solve methods. For a complete development
of the time integration frameworks, we wish to further extend the success of the GS4-1
and GS4-2 frameworks by integrating/linking the two towards developing a unified
time integration framework that can be used to solve both first and second order
dynamic systems, hereby termed the isochronous integration framework (iIntegrator).
Additionally, the following describes the motivation for the development of the
iIntegrator, which is the crux of the present chapter. From the overviews of the
existing time integration methods to-date described in Chapter 2, it is worth noticing
that these methods are developed for either first or second order dynamic systems,
respectively. This means that an analyst has to resort to this individual framework
when solving either of these systems. It would be very convenient for the analyst,
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especially when the computational procedure and implementation has to be done by
himself, if there exists a single framework that can be used to solve both systems,
leaving out the need to implement the separate/individual frameworks when there
is a need to switch from one system to another. In this regard, Zienkiewicz and
co-workers [12] have in the past developed the so-called SSpj method, which is
a general time integration algorithm with a single step for use in second or first
order transient systems, presented in a general universal form for all orders of
approximation. Although this method may seem to meet the need for a unified time
integration framework suitable for use in both systems, it is worth to note that such
a method is not up-to-date and lacks in terms of the optimal algorithms not yet
available at the time of its development. Hence, the need for such an isochronous
integration framework containing updated and current state-of-the-art optimal
algorithms remains.
This has motivated us in this research to seek a possible way for the newly developed
GS4-1 framework to be naturally integrated into the existing GS4-2 framework. If
this could be accomplished, the outcome would therefore be of a novel breakthrough
which completes the whole developments in the time integration field, and fills in the
need for such an isochronous integration framework consisting of updated optimal
algorithms that can be used to solve both first and second order systems without
having to resort to the individual framework hence the practicality in computational
and implementation aspects. This goal requires a precise understanding of the
respective GS4-1 and GS4-2 frameworks, a thorough research of how the two are
related to each other, and a key idea of how the relations can lead to the development
of such an isochronous integration framework.
The isochronous integration framework presented here contains
1. For first order transient systems: the GS4-1 framework with its desirable fea-
tures including second order accuracy, zero-order overshoot, unconditional sta-
bility, and controllable numerical dissipation with the new selective control fea-
ture.
2. For second order dynamic systems: the GS4-2 framework with its desirable
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features including second order accuracy, unconditional stability and with the
options of:
(a) conservation of properties (such as energy, symplectic, linear and angular
momentum) for undamped system, and
(b) optimal controllable numerically dissipative algorithms with desirable fea-
tures (zero-order displacement overshoot and zero-order velocity overshoot
with only a minimal numerical dissipation and numerical dispersion) for
damped or stiff systems.
Therefore, this is clearly a significant improvement to the state-of-the-art.
7.2 Reviews of GS4-2 and GS4-1 Frameworks
The key observations leading to the formalism of the iIntegrator rise from a precise
understanding of the respective frameworks, and how the two are related to each
other, which further leads to the understanding of how the existing GS4-2 framework
can be consistently adapted to yield the GS4-1 framework allowing for its use in both
first and second order dynamic systems as an iIntegrator. Therefore, it is important
that we first review in this section the algorithmic structure of the individual GS4-2
and GS4-1 frameworks (note that although the algorithmic structure of the GS4-1
framework has been presented in Chapter 3, it is briefly repeated here to enhance the
clarity of the descriptions and discussions regarding the relations between the two
individual frameworks).
7.2.1 GS4-2 Framework for Time Integration of Second Order Dynamic
System
Consider the semi-discretized linear second order dynamic system of the following
governing equation and initial conditions
Mu¨(t) +Cu˙(t) +Ku(t) = F(t) (7.2.1)
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u(0) = u0
u˙(0) = u˙0
The above governing equation can be represented in the temporally discrete form by
the GS4-2 framework as follows
M˜¨u+C˜˙u+Ku˜ = F˜ (7.2.2)
where
˜¨u = u¨n + Λ6W1∆u¨ (7.2.3)˜˙u = u˙n + Λ4W1∆tu¨n + Λ5W2∆t∆u¨ (7.2.4)
u˜ = un + Λ1W1∆tu˙n + Λ2W2∆t
2u¨n + Λ3W3∆t
2∆u¨ (7.2.5)
F˜ = Fn +W1(Fn+1 − Fn) (7.2.6)
Moreover, it is worth recalling that the GS4-2 framework can be divided into two
sub-frameworks based on the overshoot behaviour: (1) the U0 family of algorithms,
in which the displacement overshoot is zero-order (while the velocity overshoot is
either zero or first order), and (2) the V0 family of algorithms, in which the velocity
overshoot is zero-order (while the displacement overshoot is either zero or first order).
For clarity, we provide the details of these two sub-frameworks separately as follows
Algorithm 7
The U0 Family of GS4-2 Algorithms for Second Order Dynamic System
Given un, u˙n, and u¨n, one can find un+1, u˙n+1, and u¨n+1 by first solving for ∆u¨ from
(Λ6W1M+ Λ5W2∆tC+ Λ3W3∆t
2K)∆u¨ =−Mu¨n −C(u˙n + Λ4W1∆tu¨n)
−K(un + Λ1W1∆tu˙n + Λ2W2∆t
2u¨n)
+ Fn +W1(Fn+1 − Fn) (7.2.7)
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followed by updating the variables at the end of each time level as follows
un+1 = un + λ1u˙n∆t+ λ2u¨n∆t
2 + λ3∆u¨∆t
2 (7.2.8)
u˙n+1 = u˙n + λ4u¨n∆t+ λ5∆u¨∆t
2 (7.2.9)
u¨n+1 = u¨n +∆u¨ (7.2.10)
where
Λ1W1 =
1
1 + ρs∞
, λ1 = 1
Λ2W2 =
1
2(1 + ρs∞)
, λ2 = 1/2
Λ3W3 =
1
(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
, λ3 =
1
(1 + ρmin∞ )(1 + ρ
max
∞ )
Λ4W1 =
1
1 + ρs∞
, λ4 = 1 (7.2.11)
Λ5W2 =
3 + ρmin∞ + ρ
max
∞ − ρ
min
∞ ρ
max
∞
2(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
, λ5 =
3 + ρmin∞ + ρ
max
∞ − ρ
min
∞ ρ
max
∞
2(1 + ρmin∞ )(1 + ρ
max
∞ )
Λ6W1 =
2 + ρmin∞ + ρ
max
∞ + ρ
s
∞ − ρ
min
∞ ρ
max
∞ ρ
s
∞
(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
W1 =
1
1 + ρs∞
The user control parameters (ρmin∞ , ρ
max
∞ , and ρ
s
∞) are the principal and spurious roots
at the high frequency limit satisfying the following relation [27]
0 ≤ ρs∞ ≤ ρ
min
∞ ≤ ρ
max
∞ ≤ 1 (7.2.12)
Algorithm 8
The V0 Family of GS4-2 Algorithms for Second Order Dynamic System
Given un, u˙n, and u¨n, one can find un+1, u˙n+1, and u¨n+1 by first solving for ∆u¨ from
equation (7.2.7), followed by updating the variables at the end of each time level using
equations (7.2.8) to (7.2.10). Meanwhile, the parameters for this family are defined
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in terms of the principal and spurious roots as follows
Λ1W1 =
3 + ρmin∞ + ρ
max
∞ − ρ
min
∞ ρ
max
∞
2(1 + ρmin∞ )(1 + ρ
max
∞ )
, λ1 = 1
Λ2W2 =
1
(1 + ρmin∞ )(1 + ρ
max
∞ )
λ2 = 1/2
Λ3W3 =
1
(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
, λ3 =
1
2(1 + ρs∞)
Λ4W1 =
3 + ρmin∞ + ρ
max
∞ − ρ
min
∞ ρ
max
∞
2(1 + ρmin∞ )(1 + ρ
max
∞ )
, λ4 = 1 (7.2.13)
Λ5W2 =
2
(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
, λ5 =
1
1 + ρs∞
Λ6W1 =
2 + ρmin∞ + ρ
max
∞ + ρ
s
∞ − ρ
min
∞ ρ
max
∞ ρ
s
∞
(1 + ρmin∞ )(1 + ρ
max
∞ )(1 + ρ
s
∞)
,
W1 =
3 + ρmin∞ + ρ
max
∞ − ρ
min
∞ ρ
max
∞
2(1 + ρmin∞ )(1 + ρ
max
∞ )
For the two families of the GS4-2 framework, namely the U0 and V0 families,
with certain choices of the algorithmic parameters, the framework recovers existing
methods as given in Tables 7.2.1 and 7.2.2. All algorithms belonging to the U0
and V0 families of the GS4-2 framework are second order accurate, unconditionally
stable with minimal numerical dissipation and dispersion, and exhibit: (1) zero-order
displacement overshoot and no more than first order velocity overshoot behaviours
for the U0 family, and (2) no more than first order displacement overshoot and
zero-order velocity overshoot behaviours for the V0 family. More importantly, when
selecting ρmax∞ = 1, both the U0 and V0 families of the GS4-2 framework exhibit
no overshoot behaviour in both displacement and velocity; these are termed as
(U0-V0) family of algorithms, which is a clear improvement to the past/existing
controllable numerically dissipative algorithms including the method described in [26].
Additionally, applying the GS4-2 framework as the basic primitive algorithm to march
the solutions in time for nonlinear second order dynamic systems (structural dynamics
with Saint Vernant-Kirchhoff material model), implemented via the normalized time
weighted residual approach yields computational frameworks that: (i) can naturally
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achieve the conservation of the energy and momentum (both linear and angular) with-
out having to enforce energy constraints which is in contrast to all past works to-date
[41], and/or alternatively (ii) can yield algorithms that are symplectic and momen-
tum (both linear and angular) conserving for practical use in long-term simulation
[43, 44].
7.2.2 GS4-1 Framework for Time Integration of First Order Transient
System
Consider the semi-discretized linear first order transient system of the following gov-
erning equation and initial condition
Mu˙(t) +Ku(t) = F(t) (7.2.14)
u(0) = u0 (7.2.15)
The above governing equation can be represented in the temporally discrete form by
the GS4-1 framework as follows
M˜˙u+Ku˜ = F˜ (7.2.16)
where
˜˙u = u˙n + Λ6W1∆u˙ (7.2.17)
u˜ = un + Λ4W1∆tu˙n + Λ5W2∆t∆u˙ (7.2.18)
F˜ = Fn +W1(Fn+1 − Fn) (7.2.19)
Therefore, one can solve such a problem using the GS4-1 framework as follows
Algorithm 9
The GS4-1 Framework for First Order Transient System
Given un and u˙n, one can find un+1 and u˙n+1 by first solving for ∆u˙ from
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No. Parameters Algorithms
1 ρmin∞ = ρ
max
∞ = ρ
s
∞ = 1 Mid-point rule
2 ρmin∞ = ρ
max
∞ = 1, ρ
s
∞ = 0 Newmark method [10]
3 ρmax∞ = 1 and ρ
min
∞ = ρ
s
∞ optimal algorithms with zero-order
displacement and zero-order velocity
overshoot behaviours and yield only
minimal numerical dissipation and
dispersion for damped dynamic
systems (U0-V0optimal) [16]
4 ρmax∞ = 1 and ρ
s
∞ = 0 discontinuous acceleration zero-order
displacement and zero-order velocity
overshoot behaviours (U0-V0DA)
family of algorithms [16].
5 ρmax∞ = 1 and continuous acceleration zero-order
ρs∞ =
1−ρmin
∞
ρmax
∞
ρmin
∞
+ρmax
∞
+ρmin
∞
ρmax
∞
displacement and zero-order velocity
overshoot behaviours (U0-V0CA)
family of algorithms [16]
6 ρmax∞ = 1, ρ
s
∞ 6= ρ
min
∞ , family of optimal algorithms with a
ρs∞ 6= 0 and zero-order displacement and zero-order
ρs∞ 6=
1−ρmin
∞
ρmax
∞
ρmin
∞
+ρmax
∞
+ρmin
∞
ρmax
∞
velocity overshoot behaviours
presented in [27]
7 ρmin∞ = ρ
max
∞ = ρ
s
∞ optimal numerically dissipative family
of algorithms with zero-order
displacement and first-order velocity
overshoot behaviours (U0-V1optimal)
[16], wherein the Generalized-α
algorithm [26] is naturally recovered
8 ρmin∞ = ρ
max
∞ discontinuous acceleration zero-order
and ρs∞ = 0 displacement and first-order velocity
overshoot behaviours (U0-V1DA) family
of algorithms [16], wherein the WBZ
algorithm [23] is naturally recovered
9 ρmin∞ = ρ
max
∞ and continuous acceleration zero-order
ρs∞ =
1−ρmin
∞
ρmax
∞
ρmin
∞
+ρmax
∞
+ρmin
∞
ρmax
∞
displacement and first-order velocity
overshoot behaviours (U0-V1CA) family
of algorithms [16], wherein the HHT
algorithm [21, 80, 70] is naturally recovered
10 Otherwise new family of algorithms with zero-order
displacement and first-order velocity
overshoot behaviours [27].
Table 7.2.1: The new and existing algorithms contained in the U0 family of the GS4-2
framework
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No. Parameters Algorithms
1 ρmin∞ = ρ
max
∞ = ρ
s
∞ = 1 Mid-point rule
2 ρmin∞ = ρ
max
∞ = 1, and ρ
s
∞ = 0 Velocity Based Scheme [14, 53].
3 ρmax∞ = 1 and ρ
min
∞ = ρ
s
∞ optimal algorithms with zero-order
displacement and zero-order velocity
overshoot behaviours and yield only
minimal numerical dissipation and
dispersion for damped dynamic
systems (U0-V0optimal) [16]
4 ρmax∞ = 1, and ρ
s
∞ = 0 discontinuous acceleration zero-order
displacement and zero-order velocity
overshoot behaviours (U0-V0DA)
family of algorithms [16].
5 ρmax∞ = 1, and continuous acceleration zero-order
ρs∞ =
1−ρmin
∞
ρmax
∞
ρmin
∞
+ρmax
∞
+ρmin
∞
ρmax
∞
displacement and zero-order velocity
overshoot behaviours (U0-V0CA)
family of algorithms [16]
6 ρmax∞ = 1, ρ
s
∞ 6= ρ
min
∞ , ρ
s
∞ 6= 0, family of optimal algorithms with a
and ρs∞ 6=
1−ρmin
∞
ρmax
∞
ρmin
∞
+ρmax
∞
+ρmin
∞
ρmax
∞
zero-order displacement and zero-
order velocity overshoot behaviours
presented in [27].
7 Otherwise a new family of algorithms with first-
order displacement and zero-order
velocity overshoot behaviours [27].
Table 7.2.2: The new and existing algorithms contained in the V0 family of the GS4-2
framework
(Λ6W1M+ Λ5W2∆tK)∆u˙ =−Mu˙n −K(un + Λ4W1∆tu˙n)
+ Fn +W1(Fn+1 − Fn) (7.2.20)
followed by updating the variables at the end of each time level as follows
un+1 = un + λ4u˙n∆t + λ5∆u˙∆t (7.2.21)
u˙n+1 = u˙n +∆u˙ (7.2.22)
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where
Λ6W1 =
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)(1 + ρs∞)
, W1 =
1
1 + ρ∞
Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
, λ5 =
1
1 + ρs∞
(7.2.23)
Λ4W1 =
1
1 + ρ∞
, λ4 = 1
The user control parameters (ρ∞ and ρ
s
∞) are the principal and spurious roots at the
high frequency limit satisfying the following relation
0 ≤ ρs∞ ≤ ρ∞ ≤ 1 (7.2.24)
The corresponding GS4-1 framework in another form of representation is also available
and presented in Chapter 3. All algorithms in the GS4-1 framework are second-order
accurate, unconditional stable, zero-order overshoot, and controllable numerically
dissipative, with the option of the selective control feature, which is a practically
useful new feature to yield physically representative solutions of both variables, as
described and demonstrated in Chapters 3 to 6. The existing and new algorithms
contained in this framework is given in Table 7.2.3.
No. Parameters Algorithms
1 ρ∞ = ρ
s
∞ = 1 Crank-Nicolson method [60]
2 ρ∞ = ρ
s
∞ = 0 Gear’s method [63]
3 ρ∞ = ρ
s
∞ existing algorithms without selective control feature [62]
4 ρ∞ 6= ρ
s
∞ new algorithms with selective control feature [66]
Table 7.2.3: The new and existing algorithms contained in the GS4-1 framework
In this chapter, our primary aim is to demonstrate that the GS4-2 framework can
be consistently adapted to yield the GS4-1 framework, allowing for its use in both
first and second order systems as an iIntegrator. Before presenting how this can
be achieved, it is important to highlight the relations between the two individual
frameworks, which is the necessary ingredients for the formalism of the iIntegrator.
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7.3 The Relations between the GS4-2 and GS4-1 Frameworks
Close observations and comparisons of equations (7.2.3)-(7.2.6) and equations
(7.2.17)-(7.2.19) indicate that the algorithmic variables of the GS4-2 and GS4-1 frame-
works are related as follows
• ˜¨u in GS4-2 (equation (7.2.3)) takes similar form as ˜˙u in GS4-1 (equation
(7.2.17))
• ˜˙u in GS4-2 (equation (7.2.4)) takes similar form as u˜ in GS4-1 (equation
(7.2.18))
• F˜ in GS4-2 (equation (7.2.6)) takes similar form as F˜ in GS4-1 (equation
(7.2.19))
Furthermore, if we let ρmax∞ = 1 and ρ
min
∞ = ρ∞ in the GS4-2 framework, it is easy to
verify that the parameters (ΛiWj , λk) appearing in the GS4-2 framework become those
of the GS4-1 framework (however, note that for the U0 family of GS4-2 framework,
it is further required that ρmin∞ = ρ
s
∞). This means that by assigning ρ
max
∞ = 1 and
ρmin∞ = ρ∞,
• ˜¨u in GS4-2 (equation (7.2.3)) is exactly ˜˙u in GS4-1 (equation (7.2.17))
• ˜˙u in GS4-2 (equation (7.2.4)) is exactly u˜ in GS4-1 (equation (7.2.18))
• F˜ in GS4-2 (equation (7.2.6)) is exactly F˜ in GS4-1 (equation (7.2.19))
This provides one important information: the GS4-2 framework that was originally
developed for solving second order dynamic systems, can also be used to solve first
order transient systems by properly assigning ρmax∞ = 1 and ρ
min
∞ = ρ∞ as discussed
above. Furthermore, these assignments have to be complemented with the following
additional assignments on the matrices so as to preserve the actual governing equation
of the first order transient system
• Assign M in the GS4-2 framework as M in the first order transient system
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• Assign C in the GS4-2 framework as K in the first order transient system
• Set K in the GS4-2 framework to equal 0 1
• Assign F in the GS4-2 framework as F in the first order transient system
The above can be viewed as the requirements in using the GS4-2 framework as the
time integration solver for the first order transient systems. For convenience, such
requirements will be summarized in the following section, and hereby termed as the
‘Adapting Formula’, through which the GS4-2 framework can be properly adapted to
consistently yield the GS4-1 framework, allowing for the formalism of the isochronous
integration framework that can be used to solve both first and second order dynamic
systems. The Adapting Formula, which relates the two individual frameworks consis-
tently, explains how one can appropriately switch from one framework to the other.
This important formula is discussed next.
7.4 The Formalism of iIntegrator via the Adapting Formula
Figure 7.1 illustrates the concept of the iIntegrator and, in particular, how the GS4-2
framework can be properly adapted to consistently yield the GS4-1 framework via the
Adapting Formula. Using this formula, we have essentially interpreted the (n + 1)st
order derivative and its corresponding coefficient matrix as the nth order derivative
and its corresponding coefficient matrix. Performing the set of assignments described
by the Adapting Formula yields the GS4-1 family of algorithms exactly as presented
in Section 7.2.2 (also described in detailed in Chapter 3). That is, this formula is
carefully formulated using the knowledge of how the two frameworks are related to
each other, such that the GS4-2 framework can be correctly adapted to yield the
corresponding GS4-1 framework while preserving the physical interpretation and
criteria of the algorithmic parameters in both frameworks. It correctly explains
the relations or links that exist between the two frameworks, which subsequently
allows for the formalism of the isochronous integration framework (iIntegrator). It
1Note that because of this assignment, the variable u in the GS4-2 framework no longer partici-
pates in the solution procedure. Hence, this variable becomes a ‘dummy variable’ whose presence in
the solution procedure is to be neglected. This way, the actual governing equation of the first order
system is preserved and the GS4-2 framework consistently yields the GS4-1 framework
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is therefore another significant contribution of the work presented in this thesis.
The Adapting Formula is given in Table 7.4.4. It is to be referred to as one wishes
to use the GS4-2 framework for solving a first order transient system. Meanwhile,
for use in second order dynamic system, the original GS4-2 framework can be used
without any needs for adjustments. In this regard, we can view the GS4-2 framework
as being the iIntegrator, containing both the original GS4-2 framework and the newly
developed GS4-1 framework. Although this may highlight the significant contribution
of the GS4-2 framework alone, it is important to recall that the discovery of it being
an isochronous integration framework had stemmed from the precise understanding
of both the individual GS4-1 and GS4-2 frameworks and, in particular, of how the two
frameworks are related to each other. This requires, in the first place, the successful
designs and developments of the two individual frameworks. Therefore, the signifi-
cance of the development of the GS4-1 framework, as presented in this thesis, remains.
Figure 7.1: Illustration of the isochronous integration framework (iIntegrator) con-
cept
The physical interpretations of assigning the parameters (ρmin∞ , ρ
max
∞ , ρ
s
∞) according
to the Adapting Formula (Table 7.4.4) are as follows: The principal roots (ρmin∞
and ρmax∞ ) in the GS4-2 framework are related to the principal root in the GS4-1
framework (ρ∞). These principal roots control the numerical dissipation associated
with the primary variables in both frameworks, respectively. Since the GS4-1
framework has only one principal root, this root is represented by the parameter
ρmin∞ in the GS4-2 framework, while it is required that ρ
max
∞ = 1 so as to satisfy
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For matrices Assign M in the GS4-2 framework as M in the first order system
Assign C in the GS4-2 framework as K in the first order system
Set K in the GS4-2 framework to equal 0
Assign F in the GS4-2 framework as F in the first order system
For variables Treat u¨ in the GS4-2 framework as u˙ in the first order system
Treat u˙ in the GS4-2 framework as u in the first order system
Neglect u in the GS4-2 framework (i.e., dummy variable)
For parameters Set ρs∞ in the GS4-2 framework as ρ
s
∞ in the GS4-1 framework
Set ρmax∞ in the GS4-2 framework to equal 1
Set ρmin∞ in the GS4-2 framework as ρ∞ in the GS4-1 framework
For U0 Family Additionally require ρs∞ = ρ
min
∞ ∈ [0, 1] and yield the GS4-1
framework without the selective control feature
For V0 Family Choose ρs∞ ≤ ρ
min
∞ ∈ [0, 1] and yield the GS4-1 framework
with/without the selective control feature
Table 7.4.4: The ‘Adapting Formula’ for properly using the GS4-2 framework as the
GS4-1 framework (see also Figure 7.1)
the required condition in the GS4-2 framework that 0 ≤ ρs∞ ≤ ρ
min
∞ ≤ ρ
max
∞ ≤ 1.
Meanwhile, the spurious roots ρs∞ in both frameworks are consistently related to
each other, and they control the numerical dissipation associated with the highest
order time derivative variables in both framework, respectively.
Remark 7.4.1
1. The requirement that ρmax∞ = 1 in the Adapting Formula is crucial for the
recovery of the GS4-1 framework from the GS4-2 framework while preserving
the physical meaning and criteria of the parameters in both frameworks as
described above.
2. It is worthy to note that due to this requirement (ρmax∞ = 1), the Generalized-α
method (which is contained in the U0 family of the GS4-2 framework) cannot
readily be adapted to yield the corresponding algorithms for the first order
transient systems since in this method, ρmax∞ = ρ
min
∞ = ρ
s
∞ 6= 1 (see Table
7.2.1). This highlights the disadvantage of the Generalized-α method, i.e., that
it cannot be used as an isochronous integration framework in comparison to the
GS4-2 framework. The same holds for the HHT-α and the WBZ methods.
3. Additionally, the Newmark method, which is also contained in the U0 family
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of the GS4-2 framework, also cannot be adapted to yield the corresponding
algorithm for first order transient systems since in this method ρs∞ 6= ρ
min
∞ (for
this method, although the requirement that ρmax∞ = 1 is satisfied, recall from
Table 7.4.4 that for the U0 family of GS4-2 framework, the Adapting Formula
requires that ρs∞ = ρ
min
∞ ).
4. On the other hand, the Velocity Based Scheme, the U0-V0optimal algorithm,
and the variations of the U0-V0 algorithms contained in the V0 family of the
GS4-2 framework can readily be adapted for use in first order transient system
since in this methods ρmax∞ = 1 (see Table 7.2.2 and also recall from Table 7.4.4
that for the V0 family of GS4-2 framework, the Adapting Formula does not
require that ρs∞ = ρ
min
∞ ). More importantly, these methods recover algorithms
in the GS4-1 framework with the selective control feature, which is a new feature
not available in existing methods to-date for obtaining physically accurate and
representative solutions of all variables.
7.5 Numerical Illustrations: Classical Thermoelasticity Problems
We present in this section the application of the developed iIntegrator to solve classi-
cal thermoelasticity problem which involves both the first and second order dynamic
systems. The problem is described next.
7.5.1 Governing Equations
Interdisciplinary problems involving thermal sciences and structural dynamics,
especially in hostile thermal environments, has long received considerable attention
in widespread research activities [81]. The fusion of both fields of heat conduction
in solids and continuum mechanics results in the field of dynamic thermoelasticity.
The interdisciplinary nature and the complexity of the problem require robust,
reliable, efficient and practical computational methods for interfacing the individ-
ual disciplines into a unified analysis. This is where the present iIntegrator [59] fits in.
We shall first present the general theory of classical linear thermoelasticity problems.
For homogeneous and isotropic continuum, the governing equations for the tempera-
ture and displacement fields are the following coupled differential equations [82]
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E2(1 + ν)
(
ui, kk +
1
1− 2ν
uk, ki
)
+ ρfi − ρu¨i −
Eα
1− 2ν
T,i= 0, (7.5.25)
λT,kk+ r − ρcvT˙ −
EαT0
1− 2ν
u˙k, k = 0, (7.5.26)
where E is the Young’s modulus; ν is Poisson’s ratio; ui and fi are the Cartesian
components of displacement and body force vector, respectively; ρ is the mass
density; α is the coefficient of linear thermal expansion; T is the absolute temper-
ature; λ is the thermal conductivity; r is the heat source; cv is the specific heat at
constant strain and T0 is the reference temperature of the natural, stress-free state.
Meanwhile, superposed dots ˙( ) and commas ( ),i denote time differentiation and
partial differential with respect to Cartesian co-ordinates xi(i = 1, 2, 3), respectively.
The equation of motion for the displacement field (equation (7.5.25)) is a hyperbolic,
second order (in time) system. Meanwhile, the governing equation for the temper-
ature field (equation (7.5.26)) is parabolic, first order (in time) system. Since the
developed iIntegrator presented here is meant to be used to solve the first and second
order dynamic systems, such classical thermoelasticity problems governed by the
above equations are well suited for consideration in this chapter to truly illustrate the
method’s ability to solve both systems. Although non-classical thermoelastic models
frequently appear in the technical literature [81], the governing equations for the
displacement and temperature fields in this non-classical category are both second
order in time, hence are not appropriate for consideration here. The discussion from
here onwards will therefore be focused on the classical thermoelasticity problems
involving first and second order dynamic systems.
In the theoretical studies as well as engineering practice of thermoelasticity problems,
simplifications to the above fully coupled equations are usually made, from which ad-
equate results can be obtained relatively more easily. These simplifications involve
neglecting the inertia term in the equation of motion (equation (7.5.25)) to arrive
at a quasi-static model, and/or eliminating the coupling term from the heat conduc-
tion equation (equation (7.5.26)) to arrive at an uncoupled model. Only the latter
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is of interest here due to the reason cited above. Furthermore, analytical solutions
to the uncoupled classical thermoelastic model are available in the literatures, en-
abling the validation of the developed numerical method. For the uncoupled classical
thermoelastic model, the heat conduction equation (equation (7.5.26)) becomes
λT,kk+ r − ρcvT˙ = 0, (7.5.27)
In particular, we consider here a thermal shock problem of a half-space, which is
frequently used as a test example for thermoelastic problems due to its relative sim-
plicity. Analytical solutions of such a problem have been reported since 1950, with
the pioneer work due to Danilovskaya2 as well as Sternberg and Chakravorty3 [85],
who were the first to give closed-form, uncoupled, dynamic solutions for the tempera-
ture and stress fields. The former, which involves a sudden, step-jump heating on the
boundary, was later named after her as ‘Danilovskaya’s First Problem’, whereas the
latter involves a ramp-type surface heating and is often referred to as the ‘Sternberg
and Chakravorty’s Problem’. In this work, these problems were considered and the
statement of the problems is given next.
7.5.2 Statement of Problems
Take an (x, y, z) Cartesian coordinate system and consider a homogeneous, isotropic,
thermoelastic solid occupying the half-space x ≥ 0. Supposed that the solid is initially
at rest, in stress-free state, at a uniform temperature of T = T0. At time t = 0
+,
however, the temperature at the boundary of the solid (x = 0) is changed from
T = T0 to T = T1 by either a sudden, step-jump heating (for the Danilovskaya’s First
Problem) or a ramp-type surface heating (Sternberg and Chakravorty’s Problem), and
is maintained steadily at this value (i.e., T1 is a stationary value). The boundary is free
to move without any restrictions (i.e., is maintained stress-free). The temperature,
displacement, and stress fields after the surface heating can be expressed as follows
2Note that the original work by Danilovskaya is described in [83]
3Meanwhile, the original work by Sternberg and Chakravorty is described in [84]
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ux = ux(x, t), uy = 0, uz = 0, T = T (x, t), (7.5.28)
σx =
E(1− ν)
(1 + ν)(1− 2ν)
∂ux
∂x
−
Eα
1− 2ν
(T − T0), (7.5.29)
σy = σz =
ν
1− ν
σx −
Eα
1− ν
(T − T0) (7.5.30)
An observation of equations (7.5.28) to (7.5.30) indicate that the determination of the
temperature (T ), x-direction displacement (ux) and normal stress (σx) are of interest
for a complete analysis. From the value of the temperature and normal stress, the
stresses σy and σz can be determined from equation (7.5.30). For this case, and in
the absence of body forces (fi) and heat source (r), equations (7.5.25) and (7.5.27)
can be expressed as
∂2ux
∂x2
−
(1 + ν)(1− 2ν)ρ
(1− ν)E
∂2ux
∂t2
−
(1 + ν)α
1− ν
∂T
∂x
= 0, (7.5.31)
∂2T
∂x2
−
ρcv
λ
∂T
∂t
= 0 (7.5.32)
To complete the description of the problem, the associated initial and boundary
conditions can be expressed as follows
ux(x, 0) = 0,
∂
∂t
ux(x, 0) = 0, T (x, 0) = 0,
ux(x→∞, t)→ 0,
∂
∂x
ux(x→∞, t)→ 0, T (x→∞, t)→ T0, (7.5.33)
σx(0, t) = 0, T (0, t) = f(t)
where, for the Danilovskaya First Problem (sudden heating case), f(t) in equation
(7.5.33) is given by
f(t) = T0 + (T1 − T0)H(t) (7.5.34)
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while for the Sternberg-Chakravorty Problem (ramp-type surface heating), it is given
by
f(t) = T0 +
(T1 − T0)t
t0
[H(t)−H(t− t0)] + (T1 − T0)H(t− t0) (7.5.35)
where H(t) is the Heaviside unit step-function and t0 represents the time-lag for the
surface temperature to reach the stationary value T1. Now, we define the following
parameters
κ =
λ
ρcv
, c =
[
(1− ν)E
(1 + ν)(1 − 2ν)ρ
]1/2
(7.5.36)
ξ =
cx
κ
, τ =
c2t
κ
(7.5.37)
where κ is the thermal diffusivity and c is the velocity of the isothermal elastic wave
(first sound), while ξ and τ are the dimensionless space and time coordinates. Using
these parameters, it is expedient to define dimensionless temperature, displacement
and normal stress as follows
θ =
T − T0
T0
, u =
(1− ν)c
κ(1 + ν)αT0
ux, σ =
(1− 2ν)
EαT0
σx (7.5.38)
By the use of these dimensionless variables, the governing equations of the displace-
ment and temperature fields can be represented in dimensionless form, together with
the normal stress, as follows
∂2u
∂ξ2
−
∂2u
∂τ 2
−
∂θ
∂ξ
= 0 (7.5.39)
∂2θ
∂ξ2
−
∂θ
∂τ
= 0 (7.5.40)
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σ =
∂u
∂ξ
− θ (7.5.41)
or, in a more concise form
u′′ − u¨− θ′ = 0 (7.5.42)
θ′′ − θ˙ = 0 (7.5.43)
σ = u′ − θ (7.5.44)
the primes ()′ and superposed dots (˙) denote partial differentiations with respect to
the dimensionless variables ξ and τ , respectively. Likewise, the intial and boundary
conditions can be expressed in dimensionless forms as follows
u(ξ, 0) = 0, u˙(ξ, 0) = 0, θ(ξ, 0) = 0, (7.5.45)
u(ξ →∞, τ)→ 0, u′(ξ →∞, τ)→ 0, θ(ξ →∞, τ)→ 0 (7.5.46)
σ(0, τ) = 0, θ(0, τ) = ϕ(τ) (7.5.47)
For simplification purpose, we suppose that T1 = 2T0, in which case ϕ(τ) can be
expressed for the Danilovskaya’s First Problem as
ϕ(τ) = H(τ) (7.5.48)
while for the Sternberg-Chakravorty boundary condition as
ϕ(τ) =
τ
τ0
[H(τ)−H(τ − τ0)] +H(τ − τ0) (7.5.49)
Equations (7.5.42) and (7.5.43) indicate that the equation of motion describing the
displacement field is a second order dynamic system, while the heat conduction equa-
tion describing the temperature field is a first order transient system. Solving such
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problem would require appropriate time integration solvers for both the second and
first order transient systems, respectively. Therefore, this illustrative example serves
well to demonstrate the applicability of the present isochronous integration frame-
work. The descriptions of how this example (or any problems involving first and
second order systems) can be solved effectively and practically using the present
iIntegrator will be presented in Section 7.5.4 where we discuss the time discretiza-
tion of such problem. In the next section, we first present the spatial discretization
procedures for the problem, employing the Finite Element Method.
7.5.3 Spatial Discretization by the Finite Element Method
Observation of the governing equations, equations (7.5.42) and (7.5.43), indicates
that the equation of motion describing the displacement field (equation (7.5.42)) is
dependent on the temperature field that is to be solved from the heat conduction
equation (equation (7.5.43)). Therefore, in the following computational procedures,
we first discuss the heat conduction model, followed by the discussion on the equation
of motion describing the displacement field.
7.5.3.1 Heat Conduction Equation for the Temperature Field
To discretize the heat conduction equation using the Galerkin Finite Element Method,
we apply the method of weighted residual to equation (7.5.43) for an arbitrary element
(e) with N nodes bounded by Ω(e) domain. The temperature field of the element is
approximated by a linear combination of time dependent nodal temperatures θ
(e)
n (n =
1, ..., N) and time independent element shape functions ψ
(e)
n (n = 1, ..., N)
θ(e) =
N∑
n=1
θ(e)n ψ
(e)
n (7.5.50)
The shape function ψ
(e)
n is used as the weighting function in the weighted residual
equation. After use of equation (7.5.50), we obtain the following system of linear
ordinary differential equations that is first order in time
M(e)θ˙
(e)
+K(e)θ(e) = F(e) (7.5.51)
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where θ(e) is a vector of length N containing the nodal temperatures θ
(e)
n (n = 1, ....N),
θ˙
(e)
is the time derivative of θ(e), while M(e) is the mass matrix of size N x N and is
defined by (p = 1, ..., N and q = 1, ..., N)
M (e)(p, q) =
∫
Ω(e)
ψ(e)p ψ
(e)
q dΩ (7.5.52)
Furthermore, K(e) is the stiffness matrix of size N x N and is defined by (p = 1, ..., N
and q = 1, ..., N)
K(e)(p, q) =
∫
Ω(e)
dψ
(e)
p
dξ
dψ
(e)
q
dξ
dΩ (7.5.53)
Meanwhile, F(e) is zero vector of length N . The system of ordinary differential equa-
tions (7.5.51) is consistently assembled for all elements in the spatial domain to yield
a global system of linear ordinary differential equations that is first order in time. For
this problem, we discretize the spatial domain using 2000 1D elements with a total
length of 40 in the ξ direction to represent the half-space (i.e., ξ →∞).
7.5.3.2 Equation of Motion for the Displacement Field
Employing the Finite Element Method to equation (7.5.42) for an arbitrary element
(e) with N nodes bounded by Ω(e) domain, following the same procedure as done
for the heat conduction equation (Section 7.5.3.1), we obtain for the displacement
equation of motion the following linear ordinary differential equation that is second
order in time
M(e)u¨(e) +K(e)u(e) = F(e) (7.5.54)
where u(e) is a vector of length N containing the nodal displacements
u
(e)
n (n = 1, ....N), u¨(e) is the time derivative of u(e), while M(e) and K(e) are
the mass and stiffness matrices of size N x N defined by equations (7.5.52) and
(7.5.53), respectively.
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Meanwhile, for this model, F(e) is the force vector of length N defined as (p = 1, ..., N
and q = 1, ..., N)
F (e)(p) =
(∫
Ω(e)
N∑
q=1
dψ
(e)
p
dξ
ψ(e)q dΩ
)
θ(e)p (7.5.55)
where θ(e)p is the nodal temperature value at node p (p = 1, ..., N) of this element to
be obtained from solving equation (7.5.51) using the present iIntegrator. The system
of ordinary differential equations (7.5.54) is consistently assembled for all elements in
the spatial domain to yield a system of linear ordinary differential equations that is
second order in time, to be solved using the specially tailored iIntegrator to effectively
capture the problem physics. This is described next.
7.5.4 Time Discretization by the iIntegrator
In this section, we demonstrate how the present iIntegrator can be used to solve the
considered thermoelasticity problems.
7.5.4.1 Danilovskaya’s First Problem
The heat conduction model results in a system of ordinary differential equations
that is first order in time (see equation (7.5.51)). For such a system, we recall from
Section 7.4 that one needs to impose the Adapting Formula described in Table 7.4.4
to correctly adapt the GS4-2 framework to yield the corresponding GS4-1 framework
suitable for solving such a first order transient system. For the particular heat
conduction model considered in this section, the Adapting Formula can be imposed
as follows.
From equation (7.5.51), we have the following global system (upon the assembly of
all elements)
Mθ˙ +Kθ = F (7.5.56)
By referring to the Adapting Formula (Table 7.4.4), and in accordance with to equa-
tion (7.5.56), one performs the following assigments in the computational procedure
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(input part) of the GS4-2 framework:
1. Assign M in the GS4-2 framework as M in equation (7.5.56)
2. Assign C in the GS4-2 framework as K in equation (7.5.56)
3. Set K in the GS4-2 framework to equal 0
4. Assign F in the GS4-2 framework as F in equation (7.5.56)
Additionally, we treat the variables in the GS4-2 framework as follows
1. Treat u¨ in the GS4-2 framework as θ˙ in equation (7.5.56)
2. Treat u˙ in the GS4-2 framework as θ in equation (7.5.56)
3. Neglect u in the GS4-2 framework (i.e., dummy variable)
Finally, we set the algorithmic parameters in the GS4-2 framework according to the
Adapting Formula as follows
1. Set ρs∞ in the GS4-2 framework as ρ
s
∞ in the GS4-1 framework (that controls
the numerical dissipation of θ˙ in equation (7.5.56))
2. Set ρmax∞ = 1 in the GS4-2 framework
3. Set ρmin∞ in the GS4-2 framework as ρ∞ in the GS4-1 framework (that controls
numerical dissipation of θ in equation (7.5.56))
This transforms the GS4-2 framework exactly to the GS4-1 framework suitable
for solving equation (7.5.56) that governs the heat transfer model. This way, the
original GS4-1 framework needs not be programmed directly. In other words, the
computational implementation of the GS4-1 framework can make use of the same
computational code as for the GS4-2 framework by performing the assignments
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outlined above (i.e., as described by the Adapting Formula).4 This demonstrates the
practicality of the iIntegrator, that enables the use of the same computational code
to solve both first and second order systems.
We employ the iIntegrator for solving the heat transfer model as described above
(in which case the framework recovers the original GS4-1 framework) using a di-
mensionless time step size (∆τ) of 0.1 and a dimensionless end time of τ = 2 (see
equation (7.5.37) for definition of the dimensionless time, τ). Additionally, we demon-
strate the ability of the selective control feature inherent in the framework. As pre-
viously described, such a feature can be enabled by choosing ρmin∞ 6= ρ
s
∞ (in the
GS4-2/iIntegrator), in which case the iIntegrator recovers the GS4-1 framework with
the selective control feature (i.e., with ρ∞ 6= ρ
s
∞). To achieve this, we choose the V0
family of the GS4-2 framework since the U0 family does not allow ρmin∞ 6= ρ
s
∞ (see
Table 7.4.4). On the other hand, when ρmin∞ = ρ
s
∞ the framework recovers the GS4-1
framework without such a feature as in the existing/past methods. Figures 7.2 to
7.5 show the plots of θ and θ˙ as a function of time for a specific node at ξ = 0.02
employing the two cases, i.e., the GS4-1 framework with and without the selective
control feature (see Remark 4.3.1) for ρ∞ values of 1, 0.9, 0.8, and 0.7. It can be seen
from these figures that the case without the selective control feature results in large
numerical oscillations in the solutions of θ˙ for all the ρ∞ values considered. Mean-
while, these oscillations can be easily reduced when the selective control feature is
enabled (i.e., by choosing ρs∞ = 0 via the selective control feature). In terms of the
numerical solution of θ, these figures show that for a particular value of ρ∞, both
cases yield almost similar results (there is however a slight difference). However, the
selective control feature does play role in improving the numerical solution of this
variable. To see this clearly, additionally, we plot the error in θ generated by the two
cases for the different ρ∞ values considered. The error is defined as
Error =
∣∣∣∣Numerical − ExactExact
∣∣∣∣× 100% (7.5.57)
4However, as previously highlighted, the development of the original GS4-1 framework as pre-
sented in this thesis is crucial since the development of the iIntegrator requires the precise under-
standing of both the individual GS4-1 and GS4-2 frameworks and, in particular, of how the two are
related to each other.
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Figure 7.2: Plot of θ and θ˙ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as
a function of time for a specific node at ξ = 0.02 employing: (i) GS4-1(ρ∞ = ρ
s
∞ = 1)
i.e., the case without selective control feature, and (ii) GS4-1(ρ∞ = 1, ρ
s
∞ = 0) i.e.,
the case with selective control feature
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Figure 7.3: Plot of θ and θ˙ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as a
function of time for a specific node at ξ = 0.02 employing: (i) GS4-1(ρ∞ = ρ
s
∞ = 0.9)
i.e., the case without selective control feature, and (ii) GS4-1(ρ∞ = 0.9, ρ
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the case with selective control feature
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Figure 7.4: Plot of θ and θ˙ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as a
function of time for a specific node at ξ = 0.02 employing: (i) GS4-1(ρ∞ = ρ
s
∞ = 0.8)
i.e., the case without selective control feature, and (ii) GS4-1(ρ∞ = 0.8, ρ
s
∞ = 0) i.e.,
the case with selective control feature
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Figure 7.5: Plot of θ and θ˙ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as a
function of time for a specific node at ξ = 0.02 employing: (i) GS4-1(ρ∞ = ρ
s
∞ = 0.7)
i.e., the case without selective control feature, and (ii) GS4-1(ρ∞ = 0.7, ρ
s
∞ = 0) i.e.,
the case with selective control feature
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Figure 7.6 shows the error in θ as a function of time for a specific node at ξ = 0.02
employing the two cases for ρ∞ values of 1, 0.9, 0.8, and 0.7. Figure 7.6(a) indicates
that, for ρ∞ = 1, the error in θ generated by the two cases are the same. This is to
be expected; as discussed before, the selection of ρ∞=1 and any ρ
s
∞ ∈ [0, 1] result
in the same numerical solution of the primary variable (i.e., θ for this problem) (see
Section 4.1.3). However, observation of Figures 7.6(b) to 7.6(d) reveals that the
case with the selective control feature yields slightly less error in θ as compared to
the case without such a feature. This shows that the selective control feature also
plays role towards improving the accuracy of the numerical solution of the primary
variable, in addition to yielding physically accurate solutions of the time derivative
variable.
We next solve the system of ordinary differential equations describing the displace-
ment field as given by equation (7.5.54), i.e., (upon the assembly of all elements)
Mu¨+Ku = F (7.5.58)
In this case, the system is second order in time, and therefore we employ the
iIntegrator in its natural form without having to apply the Adapting Formula, in
which case the framework recovers the original GS4-2 framework. Particularly, in
accordance with equation (7.5.58), we do the following
1. Assign M in the GS4-2 framework as M in equation (7.5.58)
2. Set C in the GS4-2 framework to equal 0 5
3. Assign K in the GS4-2 framework as K in equation (7.5.58)
4. Assign F in the GS4-2 framework as F in equation (7.5.58)
Finally, we choose the values of the parameters in the GS4-2 framework as follows
1. Choose ρs∞ value in the GS4-2 framework that controls the numerical dissipation
of the acceleration (u¨)
5since equation (7.5.58) does not have the C component
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Figure 7.6: Plot of error in θ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as
a function of time for a specific node at ξ = 0.02 employing: (i) GS4-1 with ρs∞ = ρ∞
i.e., the case without selective control feature, and (ii) GS4-1 with ρs∞ = 0 i.e., the
case with selective control feature, for ρ∞ = 1, 0.9, 0.8, and 0.7
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2. Choose ρmax∞ value in the GS4-2 framework that controls the numerical dissipa-
tion of the velocity (u˙)
3. Choose ρmin∞ value in the GS4-2 framework that controls the numerical dissipa-
tion of the displacement (u)
At this point, it is worthy to recall that the primary objective in this chapter is
to describe the iIntegrator that can be used to solve both first and second order
dynamic systems, and to demonstrate how to switch from one system to the other
via the Adapting Formula. Consequently, we intentionally put aside the investigation
and discussion on applying various algorithms in the GS4-2 framework for the
second order dynamic system as this has been demonstrated in our previous works
[16, 27, 41, 43, 44]. For this reason, we only employ here the U0-V0optimal defined
by GS4-2:V0(ρmin∞ = 0, ρ
max
∞ = 1, ρ
s
∞ = 0). Since the computational procedure
to solve this system requires the solution of the heat conduction model (the first
order transient system), we use the solution of θ generated by the GS4-1 framework
with the selective control feature defined by ρ∞ = 0.7 and ρ
s
∞ = 0 as this algorithm
provides the least errors in both θ and θ˙ as shown above. The numerical results
on the dimensionless displacement (u) and stress (σ) as a function of the spatial
coordinate ξ at τ = 2 are shown in Figures 7.7 and 7.8 for ∆τ values of 0.1 and 0.01,
respectively.6 From these figures, it can be seen that the numerical solutions of these
variables employing the U0-V0optimal are satisfactory.
7.5.4.2 Sternberg-Chakravorty’s Problem
This problem serves to provide additional illustrations of the previous observations.
First, it is worthy to note that this problem can be solved by the iIntegrator in the
same manner as done for the previous numerical example. Figures 7.9 to 7.12 show
the plots of θ and θ˙ as a function of time for the specific node at ξ = 0.02 employing
the two cases, i.e., the GS4-1 framework with and without selective control feature
for ρ∞ values of 1, 0.9, 0.8, and 0.7, using ∆τ = 0.1. It can be seen from these figures
that the two cases yield good results of θ. However, for the solutions of θ˙, the case
6Note that in these figures, only the numerical solutions for the spatial domain ξ ∈ [0, 5] are
shown to clearly highlight the results at the point of discontinuity (i.e., ξ = 2)
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Figure 7.7: Plot of u and σ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as
a function of the spatial coordinate ξ at τ = 2 employing GS4-2: V0(ρmin∞ = 0, ρ
max
∞ =
1, ρs∞ = 0) i.e., the U0-V0optimal with ∆τ = 0.1
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Figure 7.8: Plot of u and σ (for the Danilovskaya’s First Problem, Section 7.5.4.1) as
a function of the spatial coordinate ξ at τ = 2 employing GS4-2: V0(ρmin∞ = 0, ρ
max
∞ =
1, ρs∞ = 0) i.e., the U0-V0optimal with ∆τ = 0.01
without the selective control feature results in large numerical oscillations. These
oscillations can easily be reduced when the selective control feature is enabled (i.e.,
by choosing ρs∞ = 0). This consistently shows the advantage of the GS4-1 framework
with the selective control feature in contrast to the existing method without such a
feature. Additionally, the numerical results of the dimensionless displacement (u)
and stress (σ) as a function of the spatial coordinate ξ at τ = 2 are shown in Figures
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7.13 and 7.14 for ∆τ values of 0.1 and 0.01, respectively. From these figures, it can
be seen that the numerical solutions of these variables employing the U0-V0optimal
are satisfactory.
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Figure 7.9: Plot of θ and θ˙ (for the Sternberg-Chakravorty’s Problem, Section 7.5.4.2)
as a function of time for specific node at ξ = 0.02 employing: (i) GS4-1(ρ∞ = ρ
s
∞ = 1)
i.e., the case without selective control feature, and (ii) GS4-1(ρ∞ = 1, ρ
s
∞ = 0) i.e.,
the case with selective control feature
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Figure 7.10: Plot of θ and θ˙ (for the Sternberg-Chakravorty’s Problem, Section
7.5.4.2) as a function of time for specific node at ξ = 0.02 employing: (i) GS4-
1(ρ∞ = ρ
s
∞ = 0.9) i.e., the case without selective control feature, and (ii) GS4-
1(ρ∞ = 0.9, ρ
s
∞ = 0) i.e., the case with selective control feature
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Figure 7.11: Plot of θ and θ˙ (for the Sternberg-Chakravorty’s Problem, Section
7.5.4.2) as a function of time for specific node at ξ = 0.02 employing: (i) GS4-
1(ρ∞ = ρ
s
∞ = 0.8) i.e., the case without selective control feature, and (ii) GS4-
1(ρ∞ = 0.8, ρ
s
∞ = 0) i.e., the case with selective control feature
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Figure 7.12: Plot of θ and θ˙ (for the Sternberg-Chakravorty’s Problem, Section
7.5.4.2) as a function of time for specific node at ξ = 0.02 employing: (i) GS4-
1(ρ∞ = ρ
s
∞ = 0.7) i.e., the case without selective control feature, and (ii) GS4-
1(ρ∞ = 0.7, ρ
s
∞ = 0) i.e., the case with selective control feature
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Figure 7.13: Plot of u and σ (for the Sternberg-Chakravorty’s Problem, Section
7.5.4.2) as a function of the spatial coordinate ξ at τ = 2 employing GS4-2: V0(ρmin∞ =
0, ρmax∞ = 1, ρ
s
∞ = 0) i.e., the U0-V0optimal with ∆τ = 0.1
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Figure 7.14: Plot of u and σ (for the Sternberg-Chakravorty’s Problem, Section
7.5.4.2) as a function of the spatial coordinate ξ at τ = 2 employing GS4-2: V0(ρmin∞ =
0, ρmax∞ = 1, ρ
s
∞ = 0) i.e., the U0-V0optimal with ∆τ = 0.01
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Chapter 8
Application of GS4-1 Framework
to Silica Particle Deposition
As previously mentioned in Chapter 1, Introduction, part of the research in this study
is to conduct a preliminary investigation on silica scaling, which is the practical prob-
lem of interest that is costly yet common in the geothermal power plants. Therefore,
in this chapter, we turn our attention to the application of the newly developed GS4-1
framework to silica scaling, in particular that is due to the deposition of silica parti-
cles (i.e., silica in particulate/colloidal form), hence termed silica particle deposition.
Unlike previous chapters, the discussion in this chapter is focused on the physics of
the problem with the objective to gain more insights into the problem, and in par-
ticular into the effects of the flow and physicochemical parameters on the rate of
deposition, so that more effective measure can be further developed from this study
for the mitigatation of the problem. Of worth mentioning is that this problem is
governed by a partial differential equation which is first order in time and therefore
suits the purpose of the development of the GS4-1 framework presented in this thesis.
8.1 Introduction
Silica scaling is a major problem in the geothermal power industry which provides
about 13% of New Zealand’s total power generation [86]. It is particularly a
problem in heat exchangers, re-injection pipelines, well casings and re-injection
formation rocks of the power plant. The problem is a complex phenomenon involving
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multidisciplinary areas and several strongly coupled mechanisms such as chemistry,
heat transfer, and hydrodynamics. The problem occurs in geothermal power plants
due to the presence of large quantities of quartz (SiO2) in the permeable rocks of
the geothermal reservoir. This quartz dissolves into the hot geothermal fluid, source
of thermal energy subsequently converted in the power generation process, until it
reaches an equilibrium concentration. As the geothermal fluid is brought to the
surface from the hot geothermal reservoir, the pressure and temperature of the fluid
decreases and the fluid becomes two-phase; steam and liquid. At the separator in
the power plant, steam is separated from the geothermal fluid to provide sources
for the turbine in the steam cycle, while leaving behind the liquid phase, often
called the brine. Due to this process and the decrease in pressure and temperature,
the quartz may then become super-saturated in the brine. At this point, colloidal
particles of amorphous silica are formed instead of crystalline quartz. As they pass
through the mild steel pipe, these colloidal particles are deposited to the walls
forming deposit layers that eventually reduces the efficiency of the power generation.
How this deposition occurs, how to model such process, and how the various flow
and physicochemical parameters affect such process is the focus of the present
study and will be discussed in this chapter. Another type of deposition due to
the monomeric amorphous silica is also possible, but is beyond the scope of this thesis.
The costs incurred by silica deposition are significant. As large quantities of the brine
are passed through the power station each day, the deposit build-up increases at a
growth rates that can be quite significant, potentially blocking up the entire pipeline.
Due to the presence of the deposit layers, greater pumping pressure is required to
re-inject the geothermal fluid back to the reinjection well. Additionally, there is a
large maintenance cost involving mechanical clean, chemical clean, and process clean.
The most significant cost is due to the replacement of the re-injection well which can
cost up to 10 million dollars [87]. The problem also results in loss of power generation
during downturn time. Due to the large costs imposed by the silica deposition, the
problem has gained great attention, both in research and technical implementations.
The geothermal power station developers in New Zealand as well as around the world
have been investigating methods for controlling the problem for decades. The most
common methods used for such a purpose are:
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1. Processing the brine at temperatures that prevent silica saturation.
2. Diluting the brine with fresh water to prevent silica saturation.
3. Reducing the pH of the brine to slow the polymerisation kinetics of silica.
4. Treating the brine with agents to prevent reaction of silica deposition co-
products.
5. Removing silica from brine using precipitants such as lime.
6. Controlled precipitation of silica to prevent monomeric and polymerising silica
deposition.
7. Cooling or rapid thermal quenching of geothermal brine.
8. Treating brine with silica scale inhibitors and dispersants.
In New Zealand, silica scaling has traditionally been mitigated by method (1), which
can be achieved by keeping the geothermal brine at a temperature that is high
enough to prevent supersaturation to occur. Although this may provide a solution to
the problem, it is a less effective measure as the useable heat is not fully utilised and
therefore the power output is not maximal. Additionally, method (3) has also been
used in New Zealand as another prevention measure by acid-dosing the geothermal
fluid before it is passed through the power station. By doing this, the polymerisation
process of the amorphous silica is slowed down to a time scale that is long enough
for the brine to be re-injected without scaling occurring in the plant. However, the
acidification may lead to corrosion in the pipework due to the reaction with the acid
if not carefully controlled.
This study, which is co-funded by Mighty River Power, one of the major power
companies in New Zealand that operate geothermal power stations, is to be one
of several studies in a series of research projects with an overarching goal of
gaining a better understanding of the silica scaling process to ultimately be able
to mitigate the problem more effectively. The objective in the present study is
to develop a numerical model of colloidal deposition, based on a well-founded
theoretical framework, that can be used to gain more insights into the problem, and
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in particular into the effects of the flow and physicochemical parameters on the rate
of deposition, so that more effective measures can be developed from such a study.
The scope of the numerical model is, however, on the colloidal deposition only,
leaving out the deposition of monomeric amorphous silica as the two processes are
completely different from both the hydrodynamic and physicochemical point of view.
Additionally, the numerical model developed in this study considers the colloidal
deposition from a laminar, isothermal suspension only, as the case of turbulent flow,
although more representative of the actual problem occuring at the power plant,
is more complicated both theoretically and numerically. This work can therefore
be viewed as a preliminary study to a more complicated, holistic research and de-
velopment that will be undertaken in the near future in this series of research projects.
This part of the thesis describes the theory of particle deposition and the numerical
modelling of such a process, which, upon validation using available experimental and
numerical results from the literature, is employed to investigate the effect of the flow
and physicochemical parameters involved in the deposition problem. The outline of
the rest of the chapter is as follows. In Section 8.2, the literature on modelling silica
colloid deposition in geothermal energy utilization as well as on modelling of colloidal
deposition in general setting is first reviewed. Section 8.3 presents the theory of time
dependent particle deposition problem including the governing equation, hydrody-
namic interactions and colloidal interactions. In Section 8.4, the numerical model of
particle deposition through parallel plate channel is presented. This is followed by
the description of the computational procedure to perform the spatial discretization
of the numerical model using the Finite Element Method (FEM) in Section 8.5.1.
As previously mentioned, this first step in solving the time dependent problems nu-
merically or computationally transforms the continuous partial differential equation
to a set of ordinary differential equations that is easier to solve. The description of
boundary conditions used in the numerical model is also presented. This is followed
by the description of how the developed GS4-1 framework can be employed to solve
the resulting system of ordinary differential equations in Section 8.5.2. In Section
8.6, we provide validation data of the particle deposition model developed in this
study and solved using the described computational framework (i.e., FEM for spatial
discretization and GS4-1 framework for time discretization). Having validated the
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model, we then show in Section 8.7 the effect of the selective control feature of the
GS4-1 framework for this problem to demonstrate the consistency of the performance.
The validated model is then employed to investigate the effects of the various flow and
physicochemical parameters on the rate of the deposition (i.e., parametric studies),
and the results of the parametric studies are discussed in Section 8.8. Finally, we
provide recommendations to mitigate the deposition problem based on the results of
the parametric studies undertaken in this work. Note that some recommendations
for future work in this subject matter are given in Chapter 9, Concluding Remarks
and Future Directions.
8.2 Literature Review
8.2.1 Previous Work on Modeling Silica Particle Deposition in Geother-
mal Energy Utilization
Among the early work in modeling geothermal scaling is the work by Schroeder [88]
where a simple model for modeling temperature-dependent scale deposition from
geothermal brine was developed using a simple heat-transfer model with implicit
formulation that is solved directly using matrix inverse methods appropriate for
banded matrices. In this work, the problem is treated as a moving boundary
problem. However, the hydrodynamic effects on the scale deposition are not taken
into account which reduces the actual phenomenon to a simple static heat diffusion
problem. Results show that the total deposition strongly depends on the deposition
curve used in the model. Although temperature plays an important role in silica
deposition from geothermal brines, it is important to include the hydrodynamic
effects on the scale deposition model since the geothermal brine in which the silica
colloids are suspended is not static, but rather is flowing, often in turbulent state.
Therefore, hydrodynamic effects play an important role on the deposition mechanism
and has been linked to the formation of ripples on the deposit surface as evidence in
a study by Gudmundsson and Bott [89] who run fouling trials at two Icelandic fields,
Hveragerdi and Svartsengi. Although the time-dependent scale deposition model
developed by Schroeder may have the importance of representing initial modeling
work on geothermal scaling, it is far from presenting the detailed phenomenological
description of the scale deposition mechanism.
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In another study, Jamieson [90] developed a model based on general logic to evaluate
what happens to silica colloids as they flow along the length of a tube/duct. The aim
was to predict silica deposition rate in tubes, noncircular ducts, or open drains for
comparisons with actual field results. In this model, the transport of silica colloids
from bulk suspension onto the deposit walls were represented by four transport
processes, namely turbulent diffusion to the sublayer, inertial projection across
sublayer, convection across sublayer by turbulent burst, and Brownian diffusion in
the sublayer. Subsequently, the mass transfer coefficients for all these processes were
combined to give an effective overall mass transfer coefficient for the deposition.
Free flight models were used to determine the mass transfer coefficient for the
inertial projection and convection across sublayer. These models are among the
earliest attempts in modeling the deposition mechanism in an Eulerian framework
and date back to 1957 with the Friedlander and Johnstone’s landmark paper [91].
Although these models have contributed to the understanding of the deposition
process, they have fundamental difficulties and are physically not satisfactory [92]
including their piecemeal nature and the required empirical tuning, which hinder
extrapolation to two- or three-dimensional flows with great confidence. In determin-
ing the effective overall mass transfer coefficient corresponding to the four distinct
transport processes, Jamieson used a network model analogous to electrical circuit
with four different resistances. Although this work provides an early exposition of
computational model to predict silica deposition rate in geothermal applications,
it lacks theoretical justification of the general logic used to represent the physical
processes.
A model to determine the amount of deposited material due to scaling on geothermal
heat exchanger has also been developed by Fryer [93] following a general fouling
model developed initially in [94] based on the ideas of deposition and removal
balance by Kern and Seaton [95]. However, such an analytical model lacks physical
interpretation not only of the mechanisms responsible for both the deposition and
removal of the deposited materials, but also the hydrodynamic effects on these
processes. Motivated by the lack of understanding of the hydrodynamic effects on
the silica deposition process, Pott and co-workers [96] derived equations leading to
a numerical simulation of the initial deposition of silica colloids onto a flat plate in
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laminar parallel flow. The objective was to investigate hydrodynamic effects on silica
deposition process by numerically simulating the process using a computational
fluid dynamic software package called PHEONICS with additional coding named
GENTRA, to take into account the forces involved in transporting the colloids from
the bulk fluid to the deposit surface. The continuous phase of the fluid is solved
within the main module of PHOENICS using equations of fluid motion including
conservation laws for mass and momentum, while the motion of the silica colloids
representing the discrete phase is solved by a particle tracking approach in the
subroutine GENTRA. The particle individual trajectory is solved using the particle
position and momentum equations. In this work, concentration force, as given by
van de Ven [97], is assumed to be responsible for the initial scaling of silica colloids.
Following this, an important assumption used in this work is the form of the velocity
and concentration profiles needed to determine the concentration force. These pro-
files, which take power series, were derived using a boundary layer concept. However,
this power series assumption was not justified, hence its appropriateness is ambiguous.
Motivated by the need to develop nondestructive and noninterfering magnetic water
treatment as a technique for scale prevention and removal, Chan and Moussa [98]
developed a model using Lagrangian analysis to predict the trajectories and deposi-
tion of silica colloids onto two cylindrical probes under the influence of nonuniform
magnetic field force and other relevant surface forces including London-van der Waals
forces, viscous force, and added mass force. The developed model was used to explain
findings from experimental investigation of magnetic effects on silica scale deposition
on cylindrical surface in a crossflow. Although the predictions using the developed
model were in qualitative agreement with experimental results, its practicality
in terms of computational cost is ambigous since the model was developed in
Lagrangian approach, which is known to be a good research tool for understanding
the flow physics but is unlikely to be used as a design tool or a practical method
for engineering calculations due to its intensive and expensive computations [92] as
compared to the Eulerian approach. In this regard, it is profitable to develop the
deposition model in the Eulerian framework since all practical CFD computations for
a single-phase fluid in complex geometries are performed in this way, thus allowing
easy integration of the model with established CFD codes.
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The overview described above indicates that the previous modeling works on the
deposition of silica colloids in geothermal utilization lacks theoretical basis and phys-
ical explanation of the various mechanisms involved in the deposition process. They
also fail to accurately account for the hydrodynamic effects despite its importance.
Therefore, there remains a need to develop a deposition model that not only takes into
account these various mechanisms and hydrodynamic effects, but also is described in
a consistent theoretical setting based on the conservation laws of physics that will
naturally provide correct physical interpretations for a better understanding of the
deposition phenomenon as well as the effects of the various flow and physicochemi-
cal parameters on the rate of the deposition. To this end, an overview of previous
modeling works on colloidal deposition in a general theoretical setting is described
next.
8.2.2 Previous Work on Modeling Particle Deposition in General
Understanding the mechanism of how particles of colloidal size (1nm − 1µm),
suspended in a flowing liquid, deposit on walls, is not only of significant impor-
tance in geothermal energy utilization, but also of widespread interest in various
situations/applications including manufacturing and process industries, natural
aquatic environments, and medical sector. Research in this field has been focused on
developing numerical models from which the deposition kinetics and the effects of the
various flow and physicochemical parameters can be used to predict and control the
deposition rate. The real problems of colloidal deposition, such as the silica colloids
deposition onto heat exchangers, pipelines and reinjection wells in geothermal power
plant, are often very complex due to the nature of such real problems. For instance,
the colloidal particles may not be of uniform spherical shape, the suspension may
be polydispersed, the wall may be far from being a smooth surface, and the physic-
ochemical properties of the particles and wall such as the surface charge may be
heterogenous in nature. These nonuniformities among others result in systems that
are very difficult if not impossible to describe in sufficient detail to enable a complete
theoretical/numerical analysis to be undertaken. Therefore, model studies inevitably
have to consider ’ideal’ systems defined by: (1) a number of simplifying assumptions,
such as uniform spherical particles, smooth wall surfaces, constant physicochemical
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properties, and dilute suspension in which case the interactions between the colloidal
particles are negligible and only the interaction between the colloidal particles and
the wall surface needs to be considered, (2) simpler/ideal and well-defined collector
geometry such as parallel plate channels, rotating disc system, stagnation-point flow,
and spherical collector, and (3) laminar flow, for which analytical solutions of the
flow fields of the carrying fluid are available, reducing the degree of complexity of
an already complicated problem. Ideal collector configurations such as parallel-plate
and cylindrical channels have been extensively used in colloidal deposition studies
[99–103] for a long time due to its significant importance. Although these ideal
systems may not be fully representative of the real problems, such model studies
may provide useful and valuable information leading to a better understanding of the
real situations. Furthermore, studies of colloidal deposition involving experimental
work often use such ideal systems due to their well-defined nature. Therefore,
comparisons of the theoretical and experimental results can easily be undertaken
to validate the accuracy of the numerical model and theoretical findings. The
validated numerical model can then be used to investigate the effects of the various
flow and physicochemical parameters on the rate of the deposition. From these
results, a qualitative physical interpretation of the real situations can at least be made.
Earlier theoretical works in modeling colloidal deposition ([104, 105] among others),
took into account various external forces such as gravity and electrostatic forces in
the model but were unable to capture the deposition kinetics due to the absence
of surface/colloidal interactions in the developed models. It has since then been
recognized that these surface-colloid interactions play an important role in adsorpt-
ing the colloidal particles onto the surface of the deposit wall once the colloids
arrive in the vicinity of the wall. Because of the significance of the interactions,
numerous research works to quantify them have been undertaken and published in
the literature, pioneered by well-known DLVO theory [106]. According to this theory,
the total colloidal interaction between the colloids and deposit wall, which leads to
the adsorption of the colloids onto the surface of the wall, is the sum of a dispersion
force, known as the van der Waals interaction [107–109] and the electrical double
layer interaction. The latter can lead to significantly different deposition behaviours,
depending on the surface charge of both the particles and the wall surface. When the
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two have similar charge, the electrical double layer potential is repulsive in nature,
giving rise to an energy barrier that hinders the attachment of the particles to the
wall surface, reducing the deposition rate. In such case, the deposition problem
is often said to be under unfavorable chemical condition. On the other hand, the
electrical double layer is attractive in nature when the particles and wall surface are
oppositely charged, in which case the deposition rate is enhanced and the problem
is usually referred to as being under favorable chemical condition. The reviews and
detailed discussions of the DLVO theory are available in [97, 100, 106] among others.
In particular, the applications of the theory to colloidal deposition problems can be
found in [100].
The particle deposition problem is, in general, governed by a convection-diffusion
equation, which describes the concentration and transport of the suspended particles
due to: (1) convection by the carrying fluid flow field, (2) DLVO interactions and
other external forces involved such as gravity and magnetic force, (3) Brownian
diffusion resulting from the colloidal size of the particles, and (4) effect of any sink or
source term if available. The particle deposition rate can be determined by solving
such equation, mostly numerically due to the presence of the DLVO interactions and
hydrodynamic effects which hinder the derivation of analytical solutions. However,
under certain/simplified physicochemical conditions, analytical approximations for
the deposition rate can be derived such as the Smoluchowski-Levich approximations
[99, 110] for the particle deposition problems under favorable chemical conditions
(i.e., when the electrical double layer is attractive). This approximation simplifies
the complex problem by assuming that the hydrodynamic interaction between the
particles and the wall surface is counterbalanced by the van der Waals attraction
between the two surfaces, and that all other colloidal interactions and external forces
are absent/negligible. With such simplifying assumptions and under steady state
condition, analytical solutions to the resulting governing equation can be derived and
are available in the literature for some well-defined/ideal geometries, such as rotating
disc or stagnation-point flow collector [99], plate in a uniform flow [99], cylinder in
a uniform flow [99], parallel-plate or cylindical channels [100–102], and moving wire
or plate [103]. These analytical solutions can be used for testing the accuracy of
a numerical solution. In solving the governing equation numerically, appropriate
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boundary condition at the wall surface must be used. Due to the limitation in the
present understanding about the hydrodynamics and physicochemical conditions
near the wall surface, researchers in this field have made various simplifying
assumptions about the wall boundary condition to allow for a complete description
of the numerical model of the particle deposition. One of the commonly used
boundary conditions at the wall surface is the so-called perfect-sink model, which
assumes that all particles arriving at or close enough to the wall surface will be
irreversibly adsorbed immediately and subsequently disappear from the sytem. Such
simplified wall boundary condition model is appropriate for use in particle deposition
problem under favorable chemical conditions (i.e., when the electrical double layer
is attractive). On the other hand, for the deposition case under the unfavorable
chemical condition (i.e., when the electrical double layer is repulsive), other types
of wall boundary condition have been proposed including the constant migration
flux [111] and non-penetration model [112]. Numerical procedure for solving the
complete numerical model was presented in [113] including the boundary condition,
numerical discretization, mesh refinement, operational criteria for numerical stability,
and allocation of the mesh grids. The developed models allow for useful studies
of the principal mechanisms involved in the deposition process and are useful for
investigating the effects of the various flow and physicochemical parameters, such
as ionic strength, particle size, surface potentials, Hamaker constant, double layer
interaction mode, and fluid velocity, on the rate of the deposition [113–115].
For particle deposition problem with repulsive electrical double layer potential,
resulting from the particle and wall surfaces being similarly charged, and leading to
the presence of an energy barrier that reduces the deposition rate, approximation
model is also available such as the Surface/ Interaction Force Boundary Layer
Approximation (SFBLA or IFBLA) model. This model was developed and applied
originally by Ruckenstein and Prieve [116] and Spielman and Friedlander [117] for
spherical and cylindrical collectors, and later was extended to parallel plate and
cylindrical channels by Bowen and co-workers [118]. The simplifying assumption
underlying the model is that the surface/colloidal forces act only in a very small
region in the vicinity of the wall surface as compared to the region/thickness of
diffusion boundary layer. This allows for the decoupling of the convection effect
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due to the carrying fluid flow field and the surface/colloidal force effects, hence
simplifying the governing equation. Subsequently, the mathematical formulation of
the model leads to the incorporation of the surface force effects as a wall boundary
condition, which takes the form of a first order reaction, with the reaction rate
constant representing the surface force effects. In this way, the model was hoped
to tackle the challenge of numerically solving the particle deposition problem when
repulsive electrical double layer potential is present. Although the model was claimed
to revert to the favorable deposition case (i.e., when the particle and wall surfaces
are oppositely charged) by the choice of infinite reaction rate constant and yield
good agreement with experimental results, the consistency of such an argument
is ambigious. As shown previously by Adamczyk and co-workers [119, 120], the
reaction rate constant for such a case takes a negative value instead of infinite,
losing its physical interpretation [102] and consistency of the arguments. Moreover,
the model neglects the effect of a secondary energy minimim [102] despite possible
accumulation of particles in this region [102].
Since the SFBLA approximation cannot be used to model particle deposition problem
when there exists coupling between the electrical double layer interaction and the
fluid convection, Song and Elimelech [111] proposed a sophisticated numerical
procedure employing additional operational criteria for a stable numerical solution of
such deposition problem. A new boundary condition, called the constant migration
flux was also proposed, claiming that the classical Perfect-Sink boundary condition
is not suitable for the numerical model of particle deposition when repulsive colloidal
interactions are present. A semi-empirical approach has also been developed based
on dimensional analysis [121] as an alternative approach to predict particle deposi-
tion rate in terms of collision efficiency for unfavorable deposition with particular
application in porous media. Although the SFBLA model was developed for the
unfavorable deposition case, large discrepancies between the numerical solutions
and the experimental results were observed for such cases [122]. Additionally, the
combination of a numerical method and SFBLA approximation has been used by
Sjollema and Busscher [9] to solve particle deposition in a parallel plate channel. In
contrast to the original SFBLA model by Ruckenstein and Prieve [116], Spielman
and Friedlander [117], and Bowen and co-workers [118], the model by Sjollema and
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Busscher [9] yields satisfactory results that agree well with experimental data for
most of the experimental cases.
It is worthy to note that the previous efforts in developing a numerical model of
particle deposition as described above consider only the initial stage of the deposition
process, in which case steady state has been commonly and appropriately assumed.
The results from such efforts can be used as basic studies to gain an understanding
of the particle deposition problem such as the interactions at the interface between
the colloidal particles and the wall surface, and the effects of the various flow and
physicochemical parameters, such as ionic strength, particle size, surface potentials,
Hamaker constant, double layer interaction mode, and fluid velocity, on the rate of
the deposition. However, the initial deposition stage, which is linear and steady state
in nature, is usually short-lasting. The real deposition problem, as we know it, is a
dynamic process, as evident by the ripple-shape pattern of typical deposition surface,
resulting from the accumulation of particles at the particle/wall interface during the
deposition period. Such dynamic process is, however, very complex which prohibits
any exact mathematical treatment or analytical solutions to the problem. In this
regard, numerous efforts in the past to model and capture the dynamic part of depo-
sition problem usually involve drastically simplified models such as the Langmuirian
and the Random Sequential Adsorption (RSA) approaches (see Reference [123–126]
among others), which rely on the use of stochastic methods such as Monte-Carlo
simulation technique. In this work, however, we wish to view the particle deposition
problem as a dynamic process from a consistent mathematical setting and physics of
continuum mechanics, without having to resort to any stochastic methods. For this
purpose, the deposition problem is expressed in its general form as a time-dependent
(first order) problem involving convection and diffusion transports. We next describe
the theory and computational procedure to solve such a problem.
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8.3 Theory of Particle Deposition
8.3.1 Governing Equations
We shall consider from the start the particular case of particle deposition in laminar,
isothermal, incompressible flow, through ideal collector for the reasons cited above.
For this purpose, we choose a parallel plate channel of depth 2b as shown in Figure 8.1
through which a dilute suspension of spherical particles is flowing. The suspension is
further assumed to be stable such that all interactions between the colloidal particles
can be neglected. Let us choose a fixed Cartesian coordinate system (x, y, z) having its
origin (x = 0) at a point sufficiently far from the entrance region that the carrying fluid
velocity can be assumed as being fully developed. At this point, the concentration
of the particles must be specified (i.e., quasi-initial condition). It is futher assumed
that no deposition occurs prior to this point. The general continuity equation, which
governs the transport and deposition of the particles, under such conditions can be
written as follows
∂n
∂t
+∇ · ~J = Q (8.3.1)
where n is the particle number concentration, Q is a sink/source term, and ~J =
(Jx, Jy, Jz) is the particle flux given by
Jx = −D‖
∂n
∂x
+ Uxn,
Jy = −D‖
∂n
∂y
+ Uyn, (8.3.2)
Jz = −D⊥
∂n
∂z
+ Uzn,
where (Jx, Jy, Jz) are the respective components of the particle flux vector ( ~J), D||,
D⊥ are the tangential and normal components of the Brownian diffusion tensor, and
Ux, Uy, Uz are the components of the particle velocity vector due to all forces and
torques acting on the particles. These components of the velocity vector can be
expressed as follows [102]
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Ux =
1
µ
Kr,‖(Kt,‖Kr,‖ −K
2
c,‖)
−1
(
−
∂φ
∂x
)
+ Fh(z)Vx,
Uy =
1
µ
Kr,‖(Kt,‖Kr,‖ −K
2
c,‖)
−1
(
−
∂φ
∂y
)
, (8.3.3)
Uz =
1
µ
K−1t,⊥
(
−
∂φ
∂z
)
,
where µ is the dynamic viscosity of the carrying fluid, Kt,‖, Kt,⊥ are the tangential
and normal components of the particle translational resistance dyadic, Kc,‖ is the
tangential component of the coupling dyadic, Kr,‖ is the tangential component of
the rotation dyadic, φ is the total interaction potential acting on the particles, which
include the external and wall-particle colloidal potential, Vx =
3
2
Vm
z
b
(
2− z
b
)
is the
x−component of the fluid velocity vector (which, in this particular case, equals the
magnitude of the fluid velocity itself, |V|), Vm is the mean/average velocity, and
Fh(z) is a hydrodynamic correction function for the deviation of the particle velocity
from the carrying fluid velocity resulting from hydrodynamic disturbance due to the
presence of the bounding walls. In equation (8.3.3), external torques on the particles
are assumed small and thus neglected. Furthermore, in the theoretical analyses of
particle deposition problem under the above circumstances, it is commonly assumed
that the tangential component of the Brownian diffusion tensor D|| is neglegible [106].
Assuming that the width of the channel is much larger than the diffusion boundary
layer thickness in which case edge effects are negligible and that the y component of
the external force is independent of the y coordinate, Equation (8.3.1) to (8.3.3) can
be reduced to a two-dimensional form. However, it is still very inconvenient to solve
the resulting two-dimensional partial differential equation using numerical methods
because of the great number of physical variables involved in the problem. Therefore,
a further simplification is necessary and this can be achieved by transforming the
equation into dimensionless form by use of dimensionless variables defined as
H =
z
a
−1, x¯ =
x
b
, c =
n
n∞
, A =
a
b
, Pe =
3Vma
3
2b2D∞
, φ¯ =
φ
kT
, t =
t D∞
a2
(8.3.4)
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Figure 8.1: Parallel plate channel configuration. Flow is laminar, assumed fully
developed. Particle deposition occurs at x ≥ 0
where H is the dimensionless separation distance between the surfaces of the wall
and the particle, c the dimensionless particle concentration, n∞ the particle number
concentration in the bulk at the origin (inlet), Pe the Peclet number, D∞ the parti-
cle diffusion coefficient in the bulk, φ¯ the dimensionless potential, k the Boltzmann
constant, and T the absolute temperature (in K). Substituting these dimensionless
variables into the partial differential equation yields the two-dimensional governing
equation in dimensionless form as follows (in the absence of sinks or sources, i.e.,
Q = 0)
∂c
∂t
+
∂
∂x¯
[
−A2M¯‖
∂c
∂x¯
+ PeFh(H)(H + 1)× [2− (H + 1)A]c− M¯‖
∂φ¯
∂x¯
Ac
]
+
∂
∂H
[
K¯−1t,⊥
(
−
∂c
∂H
−
∂φ¯
∂H
c
)]
= 0 (8.3.5)
where M¯‖ = 6πaKr,‖(Kt,‖Kr,‖ − K
2
c,‖)
−1 and K¯t,⊥ = Kt,⊥/6πa. For typical exper-
imental conditions, A ≪ 1, and therefore A2 → 0 and can be neglected, and the
coefficients K¯−1t,⊥ and Fh(H) can be approximated by the universal hydrodynamic cor-
rection functions F1(H) and F3(H), respectively. Making use of these simplifications,
the dimensionless governing equation, equation (8.3.5), can be expressed in final form
as follows
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∂c
∂t
+
∂c
∂x¯
(PeF3(H)(H + 1)(2− (H + 1)A))−
∂
∂H
[
F1(H)
(
∂c
∂H
+
∂φ¯
∂H
c
)]
= 0
(8.3.6)
8.3.2 Hydrodynamic Interactions
In this section, we describe the theory of the hydrodynamic interactions that are rele-
vant to the particle deposition described above. Note that such interactions have been
included in the formulation of the governing equations described in the preceeding
section. Here, the objective is to highlight briefly these interactions in a general sense.
When subjected to a flow, a freely moving particle follows the streamlines and the
velocity of the particle ~U is equal to the local fluid velocity ~V . However, when a rigid
interface is present, the particle velocity differs from the local fluid velocity at the
same point in the vicinity of the interface. The presence of the solid interface causes
viscous resistance to the fluid motion. As a results, the particle lags the fluid flow
due to such an increased hydrodynamic drag [8]. To account for this hydrodynamic
interactions near the interface, the particle velocity needs to incorporate the correction
to the particle mobility for the movement in the vicinity of the wall surface using the
so-called hydrodynamic correction functions. These functions have been derived in
[3–5, 7] for small spherical particles of a dilute suspension when in a slow streaming
motion past a large obstacle. The derivations of these functions involve setting out
the solutions of the Stokes equations satisfying the equation of continuity and non-slip
condition on the interface, followed by the computation of the resulting mechanical
action on the particles from which the hydrodynamic forces and consequently the
hydrodynamic correction functions can be determined. Using these functions, the
particle velocity in the vicinity of the interface can be expressed as follows [8, 106]
U ‖ = F3(H)V ‖ (8.3.7)
U⊥ = F1(H)F2(H)V⊥ (8.3.8)
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where ‖ and ⊥ indicate the parallel and normal/perpendicular components of the
particle and carrying fluid velocity vectors. Note that in the particular particle de-
position described above, there is only a parallel component of the carrying fluid
velocity, i.e., V ‖ = Vx as illustrated in Figure 8.1. Meanwhile, the Brownian diffusion
tensor D¯ in the bulk suspension is a scalar (denoted by D∞), which is equivalent to
the Brownian diffusion coefficient of a single particle of radius a given by
D∞ =
kT
6πµa
(8.3.9)
where µ is the dynamic viscosity of the carrying fluid. Similarly, in the vicinity of
the wall surface, the diffusion tensor has to be adjusted to account for the reduction
of particle mobility in such region using the hydrodynamic correction functions as
follows
D‖ = F4(H)D∞ (8.3.10)
D⊥ = F1(H)D∞ (8.3.11)
where ‖ and ⊥ indicate the parallel and normal/perpendicular components of
the particle Brownian diffusion tensor, respectively. In the above equations,
F1(H), F2(H), F3(H), and F4(H) are the hydrodynamic correction functions origi-
nally derived and described in [3–5, 7]. Analytical expressions of these functions are
given in [8] as follows
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F1(H) =
19H2 + 4H
19H2 + 26H + 4
(8.3.12)
F2(H) = 1 +
1.79
(0.828 +H)1.167
(8.3.13)
F3(H) =
{
1
0.754−0.256 ln(H)
H < 0.137
1− 0.304
(1+H)3
H ≥ 0.137
}
(8.3.14)
F4(H) =
{
1
1.062−0.516 ln(H)
H < 0.11(
H
2.639+H
)1/4
H ≥ 0.11
}
(8.3.15)
whereH is the dimensionless separation distance between the particle and wall surface
as given by equation (8.3.4). The values of these hydrodynamic correction functions
are shown graphically in Figure 8.2. The above expressions describe the mobility of
the particle close to a solid wall which take into account the hydrodynamic drag on
the particle motion due to the viscous resistance to the fluid motion exerted by the
solid interface. Figure 8.2 shows that the hydrodynamic interactions with the wall
starts to influence the motion of the particle at separation distance H < 3 and the
reduction in the mobility of the particle is greater as the particle moves closer towards
the wall.
8.3.3 Colloidal Interactions
Understanding how the particles, suspended in the flowing fluid, deposit on the
wall surface requires a detailed understanding of the solid-liquid interfacial region,
particularly the interaction/colloidal potentials (φ) between these surfaces. These
colloidal potentials consist of several components, the main ones being the electrical
double layer and the van der Waals potential as described by the DLVO theory
[127, 128, 106]. These principal potentials act over relatively short separation
distance between the particle and wall surfaces, and are dependent on the surface
properties of both the particles and the wall.
Following [9], the total colloidal potential is thought to be composed of the Lifshitz-
van der Waals interaction φLW and the electrostatic double layer potential φEDL as
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Figure 8.2: Universal hydrodynamic correction functions as a function of the dimen-
sionless separation distance between a particle and a surface for a suspended particle
in motion near an impermeable rigid wall [3–8]
described by DLVO theory, i.e.,
φ = φLW + φEDL (8.3.16)
φ¯ =
φ
kT
(8.3.17)
where these potentials are defined as [9]
φLW =
−A132
6H
, H ≪ 1, (8.3.18)
φEDL = πǫǫ0a(ζ
2
1 + ζ
2
2)
[
2ζ1ζ2
ζ21 + ζ
2
2
ln
(
1 + exp−τH
1− exp−τH
)
+ ln(1− exp−2τH)
]
(8.3.19)
In the above expressions for the potentials, A132 is the Hamaker constant for
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interactions of particle 1 in medium 3 with a planar surface 2, ζ1, ζ2 are the electrical
potential (i.e., the zeta potential at shear plane) of the particle and wall, ǫ is the
relative permittivity or dielectric constant of the medium and ǫ0 is the permittivity
under vaccum, τ = κa is the dimensionless Debye-Huckel reciprocal length, and
κ =
√
2e2n∞z2
ǫkT
, where e is the electron charge, z is the valence, and n∞ = 1000NACs
is the bulk number density of ions (ion number concentration), NA is the Avogadros
number, and Cs is the electrolyte molar concentration (ionic strength of the solution
in Molar).
In addition, there is also a potential due to gravity and buoyancy φGR, defined as
φGR =
4
3
πa4(ρp − ρl)gH (8.3.20)
where ρp, ρl are the material densities of the particles and the carrying fluid, respec-
tively.
8.4 The Numerical Model
The particle deposition problem, as described in Section 8.3, is not only complicated
due to the multidisciplinary nature of the problem involving several strongly coupled
mechanisms such as chemistry, heat transfer, and hydrodynamics, but is further
complicated in the computational implementation aspects due to the nature of the
colloidal potentials involved, namely the Lifshitz-van der Waals interaction φLW and
the electrostatic double layer potential φEDL. These potentials, especially in the case
of repulsive φEDL potential, have large gradients over a very narrow range (in the
order of hundreds nanometer) along the direction perpendicular to the wall. From a
computational implementation perspective, the nature of the potentials requires that
the region where these potentials act is discretized in space using elements that are
small enough to capture the gradients of the potentials. As a result, the number of
elements required to represent such a very small region is tremendous. This mades
the model computationally expensive, both in terms of memory capacity, but also in
terms of the required running time. Because of this issue, it is not computational
efficient to model the deposition problem by implementing the theory, as described
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in Section 8.3, directly without enforcing some sort of simplification that enables the
computation while still representing the complicated theory of the problem.
For this reason, in this work, we employed the numerical model of Sjollema and
Busscher [9] which has been shown to provide good approximations to the exper-
imental results of the deposition rate for some physicochemical conditions. This
model follows the idea of Surface Force Boundary Layer Approximation (SFBLA)
model originally developed by Ruckenstein and Prieve [116] and Spielman and
Friedlander [117] and later extended to other application types by Bowen and
co-workers [118]. The idea behind these models is to divide the flow channel into two
regions (wall and core regions), from which the analytical solution to the wall region
is used as the boundary condition to the core region that is to be solved numerically.
However, unlike the SFBLA model which completely decouples the two regions
(i.e., the convection term is neglected in the wall region, whereas the potential
energy and hydrodynamic interaction terms are neglected in the core region), the
model of Sjollema and Busscher considers solving the exact convection diffusion
equation in the core region which includes the potential energy and hydrodynamic in-
teraction terms. This way, the physics of the problem can be captured more correctly.
According to the model by Sjollema and Busscher, the governing equation (equation
(8.3.6)) will be numerically solved for the core region (H ≫ δ) where δ is the dimen-
sionless thickness of the diffusion boundary layer [9]. Meanwhile, for the wall region,
0 ≤ H < δ, convective transport is neglected according to the SFBLA method, and
the mass transport in this region toward the wall surface is governed by a diffusion
equation which can be written, assuming steady state, as follows
−
∂
∂H
[
F1(H)
(
∂c
∂H
+
∂φ¯
∂H
c
)]
= 0 (8.4.21)
It is assumed that the particle deposits on the wall as a perfect-sink, i.e., c = 0 at
h = 0, while on the top boundary (H = δ) we have c = cδ which is a function
of the dimensionless length x¯. Using integrating factor, equation (8.4.21) together
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with the boundary conditions can be solved analytically to yield the following initial
dimensionless deposition rate Sh0(x¯) at H = δ as a function of the dimensionless
length x¯
J¯0(x¯) = Sh0(x¯) =
[
F1(H)
(
∂c
∂H
+
∂φ¯
∂H
c
)]
|H=δ
=
cδ(x¯)
exp(−φ¯(δ))
∫ δ
0
exp(φ¯(H))
F1(H)
dH
(8.4.22)
In equation (8.4.22), cδ(x¯) is the dimensionless particle concentration at H = δ
(unknown) that is to be solved numerically. Equation (8.4.22) will be used as the
boundary condition at H = δ for the core region, δ ≤ H ≤ b
a
− 1 governed by
equation (8.3.6). This way, only the core region needs to be solved numerically
while the colloidal interactions are taken into account using equation (8.4.22) as the
boundary condition. Figure 8.3 shows the boundary and initial conditions for the
numerical model of silica particle deposition employed in this study.
Figure 8.3: Boundary and initial conditions for the employed numerical model
8.5 Computational Procedures
8.5.1 Spatial Discretization
As previously mentioned, solving any time dependent problems such as the parti-
cle deposition problem governed by equation (8.3.6) numerically or computationally
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usually involves two major steps. This section describes the first step, which is the
spatial discretization. For this purpose, we choose the Finite Element Method for
consistency with the rest of the thesis.
8.5.1.1 The Finite Element Method
In this study, we employ the Finite Element Method (FEM) to discretize the
problem’s spatial domain, and such procedure can be accomplished as follows.
Employing the method of weighted residuals to the dimensionless governing equation
(equation (8.3.6)), for an arbitrary element (e) of r nodes bounded by Ω(e) domain,
requires that
∫
Ω(e)
W
(e)
i
{
∂c(e)
∂t
+
∂c(e)
∂x¯
(PeF3(H)(H + 1)(2− (H + 1)A))
}
∂Ω
−
∫
Ω(e)
W
(e)
i
{
∂
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]}
∂Ω = 0, i = 1, 2, ..., r (8.5.23)
where W
(e)
i is the element weighting function. Integrating the diffusion term in equa-
tion (8.5.23) using Gauss theorem yields
∫
Ω(e)
W
(e)
i
∂
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Ω
=
∮
Γ(e)
W
(e)
i
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Γ
−
∫
Ω(e)
∂W
(e)
i
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Ω (8.5.24)
where the boundary Γ(e) of the element is the surface at H = δ in the core region.
Therefore, using the boundary condition according to the SFBLA method as given
by equation (8.4.22), we have
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∫
Ω(e)
W
(e)
i
∂
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Ω
=
∮
H=δ
W
(e)
i
 c(e)δ
exp(−φ¯(δ))
∫ δ
0
exp(φ¯(H))
F1(H)
dH
 ∂Γ
−
∫
Ω(e)
∂W
(e)
i
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Ω (8.5.25)
Substituting equation (8.5.25) into equation (8.5.23) yields
∫
Ω(e)
W
(e)
i
[
∂c(e)
∂t
+
∂c(e)
∂x¯
(PeF3(H)(H + 1)(2− (H + 1)A))
]
∂Ω
−
∮
H=δ
W
(e)
i
 c(e)δ
exp(−φ¯(δ))
∫ δ
0
exp(φ¯(H))
F1(H)
dH
 ∂Γ
+
∫
Ω(e)
∂W
(e)
i
∂H
[
F1(H)
(
∂c(e)
∂H
+
∂φ¯
∂H
c(e)
)]
∂Ω = 0 (8.5.26)
In this method, the primary variable c(e) in equation (8.5.26) is approximated as
follows
c(e) =
r∑
i=1
N
(e)
i (x¯, H)c
(e)
i (t) (8.5.27)
where N
(e)
i (x¯, H) is the element shape function and c
(e)
i (t) is the nodal solution of
the element at dimensionless time (t). Substituting equation (8.5.27) into equation
(8.5.26) yields the following system of first order ordinary differential equations
M(e)c˙(e) + (Kc
(e) +Kd
(e) +Kφ
(e) +KK
(e))c(e) = F(e) (8.5.28)
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where
M
(e)
ij =
∫
Ω(e)
W
(e)
i N
(e)
j ∂Ω,
K
(e)
cij =
∫
Ω(e)
W
(e)
i (PeF3(H)(H + 1)(2− (H + 1)A))
∂N
(e)
j
∂x¯
∂Ω,
K
(e)
dij =
∫
Ω(e)
∂W
(e)
i
∂H
F1(H)
∂N
(e)
j
∂H
∂Ω, (8.5.29)
K
(e)
φij =
∫
Ω(e)
∂W
(e)
i
∂H
(
F1(H)
∂φ¯
∂H
)
N
(e)
j ∂Ω
K
(e)
Kij =
(
−
∮
H=δ
W
(e)
wi KN
(e)
wj ∂Γ
)
F
(e)
i = 0,
are the mass matrix, stiffness matrix due to convection, stiffness matrix due to dif-
fusion, stiffness matrix due to the total potential and the stiffness matrix due to the
flux boundary condition on the wall, respectively. In the computational procedure,
these matrices are formed using the Gauss integration technique. This is described
in the next section. Meanwhile, W
(e)
wi and N
(e)
wj are the element weighting and shape
functions appropriate for the wall surface (we have used the 1D linear element for
these functions), and
K =
1
exp(−φ¯(δ))
∫ δ
0
exp(φ¯(H))
F1(H)
dH
(8.5.30)
representing the constant associated with the dimensionless flux on the wall according
to the SFBLA method. Equation (8.5.31) is then assembled for all m elements to
yield the following global system of first order (in time) ordinary differential equations
Mc˙+ (Kc +Kd +Kφ +KK)c = F (8.5.31)
where
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M =
m∑
e=1
M(e), Kc =
m∑
e=1
Kc
(e), Kd =
m∑
e=1
Kd
(e), (8.5.32)
Kφ =
m∑
e=1
Kφ
(e), KK =
m∑
e=1
KK
(e), F =
m∑
e=1
F(e)
8.5.1.2 Gauss Integration Technique to Form Matrices
This section describes the Gauss integration technique used to form the matrices
given by equation (8.5.29). In this work, the Galerkin method is used in the FEM
spatial discretization technique described in Section 8.5.1.1. In this method, the
element weighting function W
(e)
i in equation (8.5.29) takes the same form as the
element shape function (i.e., W
(e)
i = N
(e)
i ). Furthermore, using the Gauss integration
technique, and in accordance with equation (8.5.29) (with W
(e)
i = N
(e)
i , i.e., the
Galerkin FEM method), the matrices can be formed as follows
M(e) =
ngp∑
i=1
ngp∑
j=1
wiwjN
(e)TN(e)|J(e)|
Kc
(e) =
ngp∑
i=1
ngp∑
j=1
wiwjN
(e)T (N(e)α)
∂N(e)
∂x¯
|J(e)|
Kd
(e) =
ngp∑
i=1
ngp∑
j=1
wiwj
∂N(e)
∂H
T
(N(e)F1)
∂N(e)
∂H
|J(e)| (8.5.33)
Kφ
(e) =
ngp∑
i=1
ngp∑
j=1
wiwj
∂N(e)
∂H
T
(N(e)β)N(e)|J(e)|
KK
(e) = −
ngp∑
i=1
wiN
(e)T
w KN
(e)
w |J
(e)|
where ngp is the number of Gauss points used for the element, while wi and wj are
the weights of the ij Gauss point. For each element, the column vector α represents
the value of the convection parameter PeF3(H)(H+1)(2− (H+1)A) at each node of
the element (see equation (8.5.29)), while the column vector F1 represents the value
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of F1 at each node of the element. Meanwhile, the column vector β represents the
value of F1(H)
∂φ¯
∂H
at each node of the element (see equation (8.5.29)). The vector
N(e) in equation (8.5.33) is the vector of the element shape functions, but is in terms
of the Gaussian coordinate (γ, η). In this coordinate system, this vector for a 4-node
isoparametric element is given by
N(e) = [N
(e)
1 N
(e)
2 N
(e)
3 N
(e)
4 ] (8.5.34)
where
N
(e)
1 =
1
4
(γ − 1)(η − 1)
N
(e)
2 =
1
4
(γ + 1)(1− η) (8.5.35)
N
(e)
3 =
1
4
(γ + 1)(η + 1)
N
(e)
4 =
1
4
(1− γ)(η + 1)
Meanwhile, |J (e)| is the determinant of a matrix defined by
J(e) =

∂x¯
∂γ
∂H
∂γ
∂x¯
∂η
∂H
∂η
 =

∂(N
(e)
i x¯i)
∂γ
∂(N
(e)
i Hi)
∂γ
∂(N
(e)
i x¯i)
∂η
∂(N
(e)
i Hi)
∂η
 =

[
∂N(e)
∂γ
]
{x¯}
[
∂N(e)
∂γ
]
{H}
[
∂N(e)
∂η
]
{x¯}
[
∂N(e)
∂η
]
{H}

(8.5.36)
where {x¯} and {H} are the vectors of the nodal values of the dimensionless coor-
dinates. Meanwhile,
[
∂N(e)
∂γ
]
and
[
∂N(e)
∂η
]
are the vectors of the nodal derivative of
the element shape function given in equation (8.5.35) with respect to the Gaussian
coordinate (γ, η) as follows
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[
∂N (e)
∂γ
]
=
[
∂N
(e)
1
∂γ
∂N
(e)
2
∂γ
∂N
(e)
3
∂γ
∂N
(e)
4
∂γ
]
=
1
4
[(η − 1) (1− η) (η + 1) − (η + 1)]
(8.5.37)[
∂N (e)
∂η
]
=
[
∂N
(e)
1
∂η
∂N
(e)
2
∂η
∂N
(e)
3
∂η
∂N
(e)
4
∂η
]
=
1
4
[(γ − 1) − (γ + 1) (γ + 1) (1− γ)]
The derivative of the element shape function (N(e), given by equation (8.5.35)) with
respect to the dimensionless coordinates (x¯, H) appearing in equation (8.5.33) can be
obtained using Chain rule as follows
∂N (e)
∂γ
=
∂N (e)
∂x¯
×
∂x¯
∂γ
+
∂N (e)
∂H
×
∂H
∂γ
(8.5.38)
∂N (e)
∂η
=
∂N (e)
∂x¯
×
∂x¯
∂η
+
∂N (e)
∂H
×
∂H
∂η
In matrix form, the above can be presented as follows

∂N(e)
∂γ
∂N(e)
∂η
 =

∂x¯
∂γ
∂H
∂γ
∂x¯
∂η
∂H
∂η


∂N(e)
∂x¯
∂N(e)
∂H
 = [ J(e) ]

∂N(e)
∂x¯
∂N(e)
∂H
 (8.5.39)
Therefore

∂N(e)
∂x¯
∂N(e)
∂H
 = [ J(e) ]−1

∂N(e)
∂γ
∂N(e)
∂η
 (8.5.40)
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8.5.2 Time Integration by GS4-1 Framework
Once the governing equation of the particle deposition problem is written as a set of
ordinary differential equations (i.e., equation (8.5.31)) after the spatial discretization
described in Section 8.5.1.1, the next step in the computational procedure is to solve
such set of equations using an appropriate time integration solver. Therefore, in this
section, we apply the new GS4-1 time integrator framework to solve the problem and
give solutions at each time level, and throughout the whole simulation period. This
procedure can be done, in summary, as follows:
GS4-1 Framework for Time Integration of Particle Deposition Ordinary
Differential Equation (ODE):
Consider semi-discretized linear transient convection-diffusion equation of the
following form
Mc˙ +Kc = F (8.5.41)
where M is the mass matrix, and K = Kc +Kd +Kφ +KK is the stiffness matrix
due to convection, diffusion, total potential, and the flux boundary condition on the
wall, respectively, while F is the force vector (see equation (8.5.29)). Meanwhile, c
and c˙ are the primary variable and its time derivative to be solved as follows
Given cn and c˙n at time tn, find cn+1 and c˙n+1 at tn+1 from
{(
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)
)
M
∆t
+
(
1
1 + ρ∞
)
K
}
cn+1
=
{(
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)
)
M
∆t
+
(
1
1 + ρ∞
)
K
}
cn (8.5.42)
+
{(
3 + ρ∞ + ρ
s
∞ − ρ∞ρ
s
∞
2(1 + ρ∞)
)
− 1
}
Mc˙n −Kcn
+ Fn +
(
1
1 + ρ∞
)
(Fn+1 − Fn)
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with the expression for the associated update at the end of each time level
c˙n+1 = (1 + ρ
s
∞)
(
cn+1 − cn
∆t
)
− ρs∞c˙n (8.5.43)
8.6 Validation of the Model
Prior to performing the parametric studies, it is of significant importance to first val-
idate the computational code to be used for this particular problem. Such validation
process can be accomplished by comparing the numerical results to experimental
data of the same problem available in the literature such as those given in [9, 122].
However, it is to be noted that such data was obtained for specific parameter values
used in the deposition experiments. Often, some of these parameter values are not
given in these papers and therefore, the comparison is subject to difference due to
the unknown parameters.
For the purpose of validating the particle deposition model developed in this study,
we solve the model described in Section 8.4 for the particular deposition problem
considered in the work of Sjollema and Busscher [9], which considers the deposition
of polystyrene latex particles toward polymethylmethacrylate (PMMA) in a parallel
plate flow cell. Their work was chosen for the purpose of validating the particle depo-
sition model presented in this study since the comprehensive problem parameters and
experimental data are given in [9]. It is important to highlight here that, although
the particle type considered in [9] is polystyrene latex, and not silica, the physics of
the particle deposition problem remains the same. Therefore, the deposition problem
and the numerical results discussed here are still representative of the silica particle
deposition, at least qualitatively. Note that the comprehensive experimental param-
eters and data for silica is not yet available and is currently undertaken by another
study which investigates the problem experimentally. For completeness of the present
study, we present in Section 8.10 some results of silica particle deposition using lim-
ited experimental paramaters. However, for the purpose of validating the model and
investigating the effects of the various physicochemical parameters on the rate of de-
position, the particular deposition problem considered in the work of Sjollema and
Busscher [9] will be used due to the comprehensive data set. We next describe this
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problem and the values of the parameters used.
8.6.1 Model Parameters
In [9], two types of polystyrene latices with different surface charge densities were
considered: (1) type UV-82, with diameter of 736 nm, and (2) UV-148, with a
diameter of 820 nm, both of which having a material density (ρp) of 1.05×10
3kg/m3.
These latex particles were suspended in potassium phosphate buffers at pH of 7.0
with ionic strengths ranging from 10 to 100 mM at ambient temperature, flowing
with two different flow rates: 0.15ml/s (Re = 4.0) and 0.04ml/s (Re = 1.1), which
represent laminar conditions. Although these Re numbers are not representative
of the pipeline flow in a geothermal power plant (which is typically of turbulent
nature), we recall that the objective here is to validate the particle deposition model
presented in this work, which considers the deposition of particles in a laminar,
isothermal, and incompressible flow. The idea of how the model can be developed
further in the future to consider the case of turbulent flow is described briefly in
Chapter 9.
As previously mentioned, for the purpose of validating the particle deposition
model presented here, we have to rely on available experimental data such as those
obtained by Sjollema and Busscher [9], which are described in this section. In their
experiments, the values of the zeta potential for both particles as well as the PMMA
substratum (wall) were determined as shown in Figure 8.4. The configuration of the
parallel plate flow cell, as shown in Figure 8.5, was composed of two PMMA plates
of size 5.5 cm× 3.8 cm with separation distance of 0.06 cm. Additionally, a Hamaker
constant (A132) value of 7.0 × 10
21J [9] was considered in the calculation of the
Lifshitz-van der Waals interaction potential in the numerical model. Meanwhile, the
dimensionless thickness of the diffusion boundary layer is given in [9] as δ = 0.018.
For validation purpose, we consider the results given in [9] corresponding to the
deposition rate on the bottom plate of the cell at a particular location of x¯ = 100.
It is however to be noted that the dynamic viscosity µ, density ρl and dielectric
constant ǫ of the suspending medium (which is potassium phosphate buffers) were
not given in [9], and therefore the values of these quantities are assumed to be those
of water. The differences between the results given in [9] and our numerical results
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are assumed to be due to these approximated values.
Figure 8.4: Zeta potentials of the polystyrene latex particles and the PMMA fillings
suspended in potassium phosphate buffers at pH 7.0 as a function of the ionic strength
value as given in [9] (bars denote the standard error of the mean value of the four
independent measurements)
Figure 8.5: The configuration of the parallel plate flow cell employed in [9]
In our numerical model, the spatial domain is discretized (meshed) using commercial
software ANSYS with 3661 4-node elements, giving a total of 3888 nodes for the
UV-82 latex particle, and with 3859 4-node elements, giving a total of 4096 nodes for
the UV-148 latex particle, both with refined mesh at regions close to the inlet and
wall surface. The mass and stiffness matrices of these elements are formed using the
Gauss integration technique described in Section 8.5.1.2. The model is then solved
using the developed computational framework with a time step size of ∆t = 120s and
end time of t = 3600s at which the steady state has been attained.
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8.6.2 Numerical Results
Table 8.6.1 shows the experimental and numerical results of the particle deposition
problem considered in [9] in terms of dimensionless deposition rate Sh0 at a specific
location x¯ = 100, and comparison to the values obtained by our numerical results.
As seen in this table, we were able to reproduce the results given in [9], which agree
with the experimental values for about 50% of the cases considered. According to
[9], such a discrepancy between the numerical and experimental results is most likely
due to the inhomogeneities and roughness of the wall surface which can affect the
Hamaker constant value. Furthermore, the large standard error in the zeta potential
measured (see Figure 8.4) indicates another heterogeneity, which can also contribute
to the increase in the deposition rate at low ionic strengths. For mesh sensitivity
analysis, we solve the problem again using greater number of total elements for the
spatial discretization (the meshes were again generated using commercial software
ANSYS), i.e., with 6565 4-node elements, giving a total of 6802 nodes for the UV-82
latex particle, and with 8467 4-node elements, giving a total of 8716 nodes for the
UV-148 latex particle. In this case, similar results as those shown in Table 8.6.1
were obtained hence the consistency. This provides some confidence in the numerical
method used in this study to solve the particle deposition model. It is worthy to point
out that although the model by Sjollema and Busscher [9] was not able to yield good
approximation to the experimental results for low ionic strength values, the work is
of great improvement over the previously developed SFBLA method of Bowen and
co-workers [118, 122], which was not able to give good results for all cases considered
under the unfavorable deposition condition (i.e., in the presence of repulsive electrical
double layer interaction as in the present discussions).
8.7 Effect of Selective Control Feature
In this section, the effect of the selective control feature of the developed GS4-1
Framework is presented for the particle deposition problem considered in this
chapter. Since the focus of this chapter is on the particle deposition problem
itself, including its physics and the effects of the various flow and physicochemical
parameters on the rate of deposition, less attention is given to the discussion on the
effect of the selective control feature. The brief discussion of this feature is solely
aimed to demonstrate the consistent algorithmic attributes of the GS4-1 framework.
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Latex type Flow rate Ionic Strength Sh0,exp Sh0,Sjollema Sh0,present
(ml/s) (mM) ×10−3 ×10−3 ×10−3
UV-82 0.04 10 4.0 0 0
20 7.0 0 0
40 8.4 14.6 13.9
100 7.8 14.6 13.9
0.15 10 3.2 0 0
20 10 0 0
40 14 23 23
100 7.6 23 23.4
UV-148 0.04 10 7.2 0 0
20 8.4 0 0
40 14 17 13.6
100 14 17 14.5
0.15 10 7.2 0 0
20 15 0 0
40 22 26 25
100 9.9 26 24.7
Table 8.6.1: Comparisons of experimental and theoretical values of dimensionless
initial deposition rate: Sh0,exp and Sh0,Sjollema represent the experimental and theo-
retical (numerical) Sherwood numbers (i.e., dimensionless initial deposition rate) as
given in [9], while Sh0,present represents the numerical Sherwood number obtained in
the current study
For this purpose, we solve the problem using the two cases, i.e., (i) GS4-1 framework
with the selective control feature and (ii) GS4-1 framework without such a feature
(see Remark 4.3.1). For each case, we solve the particle deposition model as described
in Section 8.4 using the GS4-1 framework described and outlined in Section 8.4 with a
time step size of ∆t = 120s and an end time of tend = 3600s. Figure 8.6(a) and 8.6(b)
show the dimensionless particle concentration and its time derivative generated by
the two cases with ρ∞ = 1, as a function of time (dimensionless) for a specific node at
a location defined by coordinates x¯ = 3.436, H = 0.018. These figures show that both
cases yield the same results on c, but the case without the selective control feature
yields some numerical oscillations in the time derivative variable c˙. The case with
the selective control feature, on the other hand, yields relatively smaller numerical
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oscillations. Attempt was then made to investigate the performance of the two cases
when numerical damping is imposed on the primary variable. Figure 8.7 to 8.9 show
the results generated by the two cases when ρ∞ was chosen as 0.9, 0.8, 0.7, 0.6,
0.5, and 0.4. As seen in these figures, repeated and consistent observations on the
effect of the selective control feature as those seen in the previous numerical examples
were obtained for the particle deposition model considered in this chapter. This
demonstrates the consistency of the arguments presented in the previous chapters.
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Figure 8.6: Plot of c and c˙ as a function of time for node at x¯ = 3.436, H = 0.018
employing: (i) GS4-1 Framework with ρ∞ = ρ
s
∞ = 1 (the case without selective
control feature), and (ii) GS4-1 Framework with ρ∞ = 1, ρ
s
∞ = 0 (the case with
selective control feature)
8.8 Parametric Studies
In this section, we present the numerical results (in terms of dimensionless initial
deposition rate Sh0) employing the above particle deposition model to investigate
the effects of the various flow and physicochemical parameters on the rate of the
particle deposition. For this purpose, the variable parameters are: (1) the velocity of
the flow (2) temperature of the carrying fluid, (3) the ionic strength of the solution,
and (4) the particle size. Due to the lack of comprehensive data and parameter
values of the deposition of silica particles, we used the values for the particle type
employed in the work of Sjollema and Busscher [9] as this reference paper is the most
comprehensive. For this parametric study, the particle deposition model described
above was solved using the GS4-1 Framework with the selective control feature, in
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Figure 8.7: Plot of c and c˙ as a function of time for node at x¯ = 3.436, H = 0.018
employing: (i) GS4-1 Framework with ρ∞ = ρ
s
∞ (the case without selective control
feature), and (ii) GS4-1 Framework with ρs∞ = 0 (the case with selective control
feature), for ρ∞ value of 0.9 and 0.8
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Figure 8.8: Plot of c and c˙ as a function of time for node at x¯ = 3.436, H = 0.018
employing: (i) GS4-1 Framework with ρ∞ = ρ
s
∞ (the case without selective control
feature), and (ii) GS4-1 Framework with ρs∞ = 0 (the case with selective control
feature), for ρ∞ value of 0.7 and 0.6
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Figure 8.9: Plot of c and c˙ as a function of time for node at x¯ = 3.436, H = 0.018
employing: (i) GS4-1 Framework with ρ∞ = ρ
s
∞ (the case without selective control
feature), and (ii) GS4-1 Framework with ρs∞ = 0 (the case with selective control
feature), for ρ∞ value of 0.5 and 0.4
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particular with choice of ρ∞ = 0.9 and ρ
s
∞ = 0, which was shown in Section 8.7 to
yield satisfactory results.
8.8.1 Flow Velocity
We first look at the effect of the flow velocity. For this purpose, we consider, for
the two types of particles considered in [9]: (a) UV-82, and (b) UV-148, for four
colloidal suspensions of different flow velocities: v = 0.004, 0.04, 0.4 and 4ml/s. For
each case, the ionic strength of the solution is Cs = 100mM while the temperature is
chosen as T = 25oC. For each case, we determine the dimensionless initial deposition
rate (Sh0) as a function of dimensionless length x¯ as given by equation (8.4.22) and
show the result using a log-log plot as shown in Figure 8.10. Note that the straight
lines in such log-log plots indicate a power law behaviour, i.e., Sh0 ∝ x¯
α, where the
slope of the lines is the exponent of the power law α. As seen in Figure 8.10, α is
obtained to be −0.3641 and −0.3737 for the particle types UV-82 and UV-148, re-
spectively. This means that the deposition rate decreases as the colloidal suspension
moves further away from the inlet (i.e., as x¯ increases) and such a behaviour can
be described by a power law with such exponent values. Additionally, this figure
shows that, for both particle types, the deposition rate increases as the flow velocity
increases. When the velocity at which the suspension flows is increased, the problem
Peclet number (which represents the ratio of the rate of convection of the particles
by the flow to the rate of diffusion of the particles driven by gradient of the particle
concentration) is also increased as evident from equation (8.3.4). Table 8.8.2 shows
the Peclet number for each case considered in Figure 8.10. How the Peclet number
affects the rate at which the particles deposit on the surface can easily be seen from
available/published analytical model of particle deposition that is typically employed
in particle deposition studies to validate the numerical model. This analytical model,
known as Smoluchowski-Levich approximation [99, 110], greatly simplifies the com-
plex problem by assuming that the hydrodynamic interaction between the particles
and the wall surface is counterbalanced by the van der Waals attraction between
the two surfaces, and that all other colloidal interactions and external forces are ab-
sent/negligible. With such simplifying assumptions and under steady state condition,
analytical solutions to the resulting governing equation can be derived and are avail-
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able in the literature for some well-defined/ideal geometries, such as rotating disc or
stagnation-point flow collector [99], plate in a uniform flow [99], cylinder in a uniform
flow [99], parallel-plate or cylindical channels [100–102], and moving wire or plate
[103]. In particular, for the initial stage of the particle deposition through parallel
plate channel, the analytical solution (given in terms of the initial deposition rate) of
this simplified model is given, at steady state, as [100, 106, 101, 102]
Latex type Flow rate (ml/s) Pe
UV-82 0.004 0.00022
0.04 0.0022
0.4 0.022
4 0.22
UV-148 0.004 0.00034
0.04 0.0034
0.4 0.034
4 0.34
Table 8.8.2: Peclet number for each case considered in Figure 8.10
Sh0 =
1
Γ
(
4
3
) (2Pe
9x¯
)1/3
(8.8.44)
where Sh0 is the dimensionless initial deposition rate (i.e., the Sherwood number)
and Pe is the problem Peclet number defined as (see also equation (8.3.4))
Pe =
3Vma
3
2b2D∞
(8.8.45)
Equation (8.8.44) indicates that the initial deposition rate increases as the Peclet
number of the problem increases. This, therefore, justifies the observations seen in
Figure 8.10. A close observation of this figure indicates for the same flow velocity
the rate of deposition is relatively smaller for the particle type UV-82 (diameter, d,
of 736 nm, see Figure 8.10(a)) than that for the particle type UV-148 (d = 820 nm,
see Figure 8.10(b)). This is due to the effect of the particle size. As shown in Table
8.8.2, the Peclet number for the particle type UV-148 (d = 820 nm) is relatively
larger than that for the particle type UV-82 (d = 736 nm). Additionally, the particle
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size also plays role in the physicochemical characteristics of the problem. Table 8.8.3
shows, for both particle types, the dimensionless Debye-Huckel reciprocal length τ
(which plays significant role in the determination of the Electrical Double Layer
potential φEDL as seen in equation (8.3.19)), the dimensionless Debye-Huckel length
(which indicates the φEDL thickness, i.e., a length in the H direction at which φEDL
plays role), and the resulting K value which dictates the rate of deposition according
to Sjollema and Busscher [9] (see equation (8.4.22) and (8.5.30)). It is worthy to
mention that for both particle types these physicochemical characteristics are the
same regardless of the flow velocity values. From Table 8.8.3, it can be seen that
the different particle size values yield different characteristics associated with the
Electrical Double Layer potential φEDL, and consequently different values of the
constant K. As the particle size increases, τ increases, and therefore the range at
which φEDL plays role (1/τ) decreases. Since the repulsive potential acts over only
a smaller length (in the H direction), the rate of deposition relatively increases as
evident from the larger value of the K constant. It is also to be noted that the
different particle sizes do not have any effect on the value of the Lifshitz-van der
Waals interaction φLW since the evaluation of this attractive potential at a distance
H is independent of the particle size (see equation (8.3.19)). Therefore, in terms
of the physicochemical characteristics, the particle size has only effect on the φEDL
repulsive potential. The effects of the particle size on both the problem Peclet
number and the φEDL characteristics therefore explain the different results between
the two particle types as observed in Figure 8.10. Additionally, we can see from
this figure that the magnitude of the exponents (α, represented by the slope of
the straight lines) of the power law behaviour, i.e., Sh0 ∝ x¯
α for these suspensions
are larger than that for the Smoluchowski-Levich approximation given by equation
(8.8.44). Recall that this approximation derives such an analytical solution in the
absence of any colloidal and hydrodynamic interactions. Therefore, the increase in
the magnitude of the exponents for the cases shown in Figure 8.10 indicates the
effect of such interactions in the power law behaviour describing the deposition
rate. Furthermore, the two particle sizes also yield different exponent values as
seen in Figure 8.10, which further indicates the effect of the particle size on these
interactions and consequently on the rate of deposition.
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Latex type Diameter Dimensionless Dimensionless K
(nm) Debye-Huckel φEDL thickness
reciprocal length (τ) (1/τ)
UV-82 736 382.5901 0.0026 15.6186
UV-148 820 426.2553 0.0023 15.9095
Table 8.8.3: Physicochemical characteristics for the particle types considered in Figure
8.10
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Figure 8.10: Log-log plot of dimensionless initial deposition rate (Sh0) as a function
of dimensionless length x¯ for two cases: (a) UV-82, and (b) UV-148, for four colloidal
suspensions of different flow velocities: v = 0.004, 0.04, 0.4 and 4ml/s. Meanwhile,
the ionic strength of the solution is Cs = 100mM while the temperature is chosen as
T = 25oC.
Meanwhile, Figures 8.11(a) and 8.11(b) show the colloidal interaction potential (φ¯)
as a function of dimensionless separation distance H for the two cases: (a) UV-82,
and (b) UV-148 considered in Figure 8.10. These figures indicate one important in-
formation; that the colloidal interaction potentials involved in the particle deposition
considered in this study is dominated by the Lifshitz-van der Waals interaction φLW
potential. However, due to the different ranges of the φEDL and φLW with the latter
being two orders of magnitude larger than the former, the different φEDL characteris-
tics between the two particle types cannot be revealed from these figures. Therefore,
in Figure 8.11(c) we plotted the φEDL potential alone, to illustrate the different φEDL
characteristics between the two particle types due to the different sizes of the parti-
cles. An observation of Figure 8.11(c) indicates that the two particle types do yield
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different φEDL characteristics as discussed previously.
8.8.2 Temperature
Figure 8.12 shows the dimensionless initial deposition rate (Sh0) as a function of
dimensionless length x¯ for two particle types: (a) UV-82, and (b) UV-148, for four
colloidal suspensions of different flow temperatures: T = 25oC, T = 50oC, T = 70oC,
and T = 100oC. For each case, the ionic strength of the solution is chosen as
Cs = 100mM while the flow velocity is v = 0.04ml/s. This figure indicates, for both
particle types, that the deposition rate reduces as the temperature increases. The
temperature has effects on both the problem Peclet number and the physicochemical
characteristics associated with the colloidal interaction potentials. Table 8.8.4
shows, for both particle types, the diffusion coefficient (D∞) and the resulting Peclet
number for each temperature. This table shows that as the temperature increases,
the diffusion coefficient increases, and therefore the problem Peclet number reduces
and subsequently so does the deposition rate. How the Peclet number influences the
rate of deposition has been explained above.
Latex type T (oC) D∞ Pe
UV-82 25 6.6644x10−13 0.0022
50 1.1753x10−12 0.0012
70 1.6898x10−12 8.6232x10−4
100 2.6327x10−12 5.5351x10−4
UV-148 25 5.9817x10−13 0.0034
50 1.0549x10−12 0.0019
70 1.5167x10−12 0.0013
100 2.3630x10−12 8.5284x10−4
Table 8.8.4: Peclet number for each case considered in Figure 8.12
In addition, the temperature also affects the physicochemical characteristics of the
problem as the dimensionless colloidal potentials are defined as φ¯ = φ/kT (see
equation (8.3.4)) where φ¯ = φ¯LW + φ¯EDL. This means that the magnitude of φ¯ (used
in the determination of K as shown in equation (8.5.30)) decreases as T increases.
However, as discussed previously, the colloidal interaction potentials involved in
the deposition problem considered in this study is dominated by the attractive
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Figure 8.11: Plot of colloidal potential (φ¯) as a function of dimensionless separation
distance H for two cases: (a) UV-82 and (b) UV-148, considered in Figure 8.10, with
ionic strength of Cs = 100mM and temperature of T = 25
oC. Meanwhile, (c) shows
the φEDL potential for the two cases
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Figure 8.12: Log-log plot of dimensionless initial deposition rate (Sh0) as a function
of dimensionless length x¯ for two cases: (a) UV-82, and (b) UV-148, for four colloidal
suspensions of different flow temperatures: T = 25oC, T = 50oC, T = 70oC, and
T = 100oC. Meanwhile, the ionic strength of the solution is chosen as Cs = 100mM
while the flow velocity is v = 0.04ml/s.
φ¯LW potential by two orders of magnitude. Therefore, as this potential decreases
due to the increase in temperature, there is less attraction to the wall surface and
consequently the rate at which deposition occurs reduces. This can also be explained
from the mathematical point of view; hence the consistency. Since the dominant
colloidal interaction potential, which is the Lifshitz-van der Waals interaction φ¯LW ,
is attractive in nature and therefore is represented by a negative (-) sign (see
equation (8.3.18)), the net potential φ¯ = φ¯LW + φ¯EDL thus is attractive and has a
negative sign. This means that a smaller magnitude of this net potential (due to the
increase in temperature) results in a larger value of the denominator of the constant
K (see equation (8.5.30)), and consequently the value of K itself decreases. This
indicates that the effect of temperature on the physicochemical characteristics of the
deposition problem, as observed in Figure 8.12, can be explained from the physics
point of view as well as from the mathematical/model perspective. Additionally, the
exponents of the power law behaviour α for the suspensions considered in this figure
are obtained to be −0.5147 and −0.5719 for the particle types UV-82 and UV-148,
respectively.
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Figure 8.13 and 8.14 shows the colloidal potential (φ¯) as a function of dimensionless
separation distance H for particle types UV-82 and UV-148, respectively, at four
temperatures considered in Figure 8.12. It is first important to note from these
figures that for both particle types and for all temperature considered, the total/net
colloidal interaction potential φ¯total is indeed dominated by the Lifshitz-van der
Waals interaction φ¯LW , which is attractive in nature and is represented by a negative
(-) sign, as discussed above. Secondly, as also observed and discussed previously,
the effect of temperature on the physicochemical characteristics of the problem
cannot be revealed directly from such plots. It is only through the use of the flux
constant K that such effect can be taken into account as evident from the different
values of this constant for the different flow temperatures shown in Figure 8.13 and
8.14. To illustrate the effect of temperature on the net colloidal potential φ¯ which
consequently influences the evaluation of the constant K as discussed above, we
show plots of this net potential for all temperatures considered, as shown in Figure
8.15. An observation of Figure 8.15 indicates that as the temperature increases, the
magnitude of the net potential φ¯ indeed decreases. As the net colloidal interaction
potential is dominated by the attractive, negative φ¯LW potential by two orders of
magnitude in comparison to the repulsive, positive φ¯EDL, a smaller net potential φ¯
thus means less attraction to the wall surface and consequently reduces the rate of
deposition. This justifies the observations seen in Figure 8.12.
Additionally, a close observation of Figure 8.12 indicates that the two particle types
have slightly different rate of initial deposition. For the same temperature value, the
particle type UV-148 has larger value of Sh0. This supports our previous discussion
(in the parametric studies on flow velocity) that the particle size has effects on
the rate of particle deposition. These effects are both in the flow conditions and
physicochemical characteristics. To see these effects in the present case, we show
in Table 8.8.5 the value of the diffusion coefficient, Peclet number, dimensionless
Debye-Huckel reciprocal length τ (which plays significant role in the determination
of the Electrical Double Layer potential φEDL as seen in equation (8.3.19)), the
dimensionless Debye-Huckel length (1/τ , which indicates the φEDL thickness, i.e., a
length in the H direction at which φEDL plays a role), and the resulting K value
which dictates the rate of deposition according to Sjollema and Busscher [9] (see
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(a) T = 25oC (b) T = 50oC
(c) T = 70oC (d) T = 100oC
Figure 8.13: Plot of colloidal potential (φ¯) as a function of dimensionless separation
distance H for particle type UV-82 at four colloidal suspensions of different flow
temperatures: (a) T = 25oC, (b) T = 50oC, (c) T = 70oC, and (d) T = 100oC.
Meanwhile, the ionic strength of the solution is Cs = 100mM while the flow velocity
is v = 0.04ml/s.
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(a) T = 25oC (b) T = 50oC
(c) T = 70oC (d) T = 100oC
Figure 8.14: Plot of colloidal potential (φ¯) as a function of dimensionless separation
distance H for particle type UV-148 at four colloidal suspensions of different flow
temperatures: (a) T = 25oC, (b) T = 50oC, (c) T = 70oC, and (d) T = 100oC.
Meanwhile, the ionic strength of the solution is Cs = 100mM while the flow velocity
is v = 0.04ml/s.
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(a) UV-82 (b) UV-148
Figure 8.15: Plot of the net colloidal interaction potential φ¯ = φ¯LW + φ¯EDL as a
function of dimensionless separation distance H for both particle types: (a) UV-82,
and (b) UV-148 at four colloidal suspensions of different flow temperatures: T =
25oC, 50oC, 70oC, and 100oC. Meanwhile, the ionic strength of the solution is Cs =
100mM while the flow velocity is v = 0.04ml/s.
equation (8.4.22) and (8.5.30)), for both particle types at the same temperature
value. From this table, it can be seen that for the same temperature, the particle
type UV-82 with relatively smaller radius has larger value of diffusion coefficient,
and therefore smaller value of Peclet number as compared to those for the particle
type UV-148. As the Peclet number Pe decreases, the rate of initial deposition Sh0
also decreases (due to the relation between the Pe and Sh0 discussed previously),
hence explaining the observations seen in Figure 8.12. For the physicochemical
characteristics, it can be seen from the table that for smaller particle size (UV-82),
the dimensionless Debye-Huckel reciprocal length τ which plays significant role in
the determination of the Electrical Double Layer potential φEDL as seen in equation
(8.3.19) reduces, and therefore the dimensionless Debye-Huckel length (1/τ , which
indicates the φEDL thickness, i.e., a length in the H direction at which φEDL plays
role) increases. Consequently, the constant K decreases contributing to the decline
in the deposition rate as compared to those for the larger particle size (UV-148).
It is to be noted from this table that the trends of differences in these flow and
physicochemical characteristics between the two particle types are consistent for all
values of temperature considered in this study. It is also to be recalled, as mentioned
previously, that the different particle sizes do not have any effect on the value of
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the Lifshitz-van der Waals interaction φLW since the evaluation of this attractive
potential at a distance H is independent of the particle size (see equation (8.3.19)).
The effects of the particle size on both the problem Peclet number and the φEDL
characteristics therefore explain the different results between the two particle types
as observed in Figure 8.12, which is also consistent with those observed in Figure 8.10.
Temp (oC) Characteristics UV-82 (d = 736 nm) UV-148 (d = 820 nm)
25 D∞ 6.6644x10
−13 5.9817x10−13
Pe 0.0022 0.0034
τ 765.1456 852.4720
1/τ 0.0013069 0.0011731
K 15.6186 15.9095
50 D∞ 1.1753x10
−12 1.0549x10−12
Pe 0.0012 0.0019
τ 778.8352 867.7240
1/τ 0.0012840 0.0011524
K 14.5771 14.8007
70 D∞ 1.6898x10
−12 1.5167x10−12
Pe 8.6232x10−4 0.0013
τ 792.0832 882.4840
1/τ 0.0012625 0.0011332
K 13.8473 14.0266
100 D∞ 2.6327x10
−12 2.3630x10−12
Pe 5.5351x10−4 8.5284x10−4
τ 814.8256 907.8220
1/τ 0.0012272 0.0011015
K 12.8860 13.0133
Table 8.8.5: Flow and physicochemical characteristics for both particle types at var-
ious temperature considered in Figure 8.12
8.8.3 Ionic Strength
Finally, we discuss the effect of the ionic strength of the solution on the rate of
deposition. For this purpose, we consider four colloidal suspensions of different ionic
strength: Cs = 10, 20, 70, and 100 mM . For each case, the flow velocity is chosen
as v = 0.04ml/s while the temperature is T = 25oC. The numerical results obtained
show that, for both particle sizes, the resulting Sh0 for Cs = 70mM is the same
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as those for Cs = 100mM , while for Cs = 10mM and 20mM , Sh0 = 0 (for both
particle sizes). Therefore, we only show the results for Cs = 100mM as seen in
Figure 8.16. From these results, it can be seen that in general the rate of initial
deposition increases as the value of the ionic strength increases. The ionic strength
influences the value of the dimensionless Debye-Huckel reciprocal length τ , which
plays significant role in the determination of the Electrical Double Layer potential
φEDL as seen in equation (8.3.19) and consequently affecting the value of the constant
K and the resulting deposition rate Sh0. As the ionic strength increases, τ increases,
and therefore the dimensionless Debye-Huckel length (1/τ) decreases. Consequently,
the constant K increases, which then increases the rate at which the particles deposit
on the wall surface. It is also important to note that the ionic strength does not
only influence the φEDL thickness, but also the magnitude of this repulsive force.
As the ionic strength increases, the magnitude of the zeta potential ζ decreases as
seen in Figure 8.4, and therefore the magnitude of the repulsive φEDL potential also
decreases (see equation (8.3.19)). As both the magnitude and range of the repulsive
φEDL potential decrease, the energy barrier, which hinders deposition due to the
presence of a repulsive force, decreases and therefore the particles deposit on the wall
surface at a higher rate. On the other hand, when the ionic strength is low, both
the magnitude and range of the repulsive φEDL potential increase, and therefore
the energy barrier is higher resulting in smaller rate of deposition. The effect of
the ionic strength on φEDL, as discussed here, can be seen in Figure 8.17 and 8.18
for both particle types, UV-82 and UV-148, respectively, where we show the plot
of colloidal potential (φ¯) as a function of the dimensionless separation distance H
at the four suspension ionic strengths. Additionally, it is to be noted that the ionic
strength does not influence the value of the Lifshitz-van der Waals interaction φLW
(see equation (8.3.18)) as evident from Figures 8.17 and 8.18. It is also important
to note that the ionic strength does not have any effect on the flow characteristics
as the problem Peclet number is independent of such parameter (see equation (8.3.4)).
A close observation of Figure 8.16 indicate that the different particle sizes result in
different rate of deposition Sh0. Additionally, they also yield different exponents of
the power law behaviour α (i.e., −0.4270 and −0.4603 for the particle types UV-82
and UV-148, respectively). This is consistent with our previous discussion that the
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Figure 8.16: Log-log plot of dimensionless initial deposition rate (Sh0) as a function of
dimensionless length x¯ for both particle sizes (UV-82 and UV-148) for ionic strength
Cs = 100mM . Note that, for both particle sizes, the resulting Sh0 for Cs = 70mM
is the same as those for Cs = 100mM , while for Cs = 10mM and 20mM , Sh0 = 0
(for both particle sizes). For all cases, the flow velocity is v = 0.04ml/s while the
temperature is T = 25oC.
particle size influences the deposition rate. To see this effect more clearly, we show
in Table 8.8.6 the flow and physicochemical characteristics of both particle types for
all values of ionic strength considered in Figure 8.16. From this table, we can see
that the particle size effects both the flow and physicochemical characteristics of the
problem, the latter being associated with the repuslive φ¯EDL potential alone, as the
attractive φ¯LW potential is independent of the ionic strength value. In terms of the
flow condition, it can be seen from Table 8.8.6 that as the particle size increases,
the diffusion coefficient decreases, and therefore the Peclet number increases. This
results in higher rate of deposition due to the functional relation between the two as
discussed previously. Additionally, in terms of the physicochemical characteristics, the
dimensionless Debye-Huckel reciprocal length τ increases as the particle size increases,
and therefore the dimensionless Debye-Huckel length (1/τ) decreases. Consequently,
the constant K increases, which then increases the rate at which the particles deposit
on the wall surface. This trend can be seen in the cases with relatively higher ionic
strength (Cs = 70, 100mM) as shown in Table 8.8.6. However, the other cases with
low values of ionic strength (Cs = 10, 20mM), both result in value of K = 0. For
these two cases, the resulting energy barrier is relatively higher, with a wider range as
seen in Figure 8.17 and 8.18, for both particle types UV-82 and UV-148, respectively.
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(a) Cs = 10mM (b) Cs = 20mM
(c) Cs = 70mM (d) Cs = 100mM
Figure 8.17: Plot of colloidal potential (φ¯) as a function of dimensionless separation
distance H for particle type UV-82 at four colloidal suspensions of different ionic
strength: (a) Cs = 10mM , (b) Cs = 20mM , (c) Cs = 70mM , and (d) Cs = 100mM .
Meanwhile, the flow velocity is v = 0.04ml/s while the temperature is T = 25oC.
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(a) Cs = 10mM (b) Cs = 20mM
(c) Cs = 70mM (d) Cs = 100mM
Figure 8.18: Plot of colloidal potential (φ¯) as a function of dimensionless separation
distance H for particle type UV-148 at four colloidal suspensions of different ionic
strength: (a) Cs = 10mM , (b) Cs = 20mM , (c) Cs = 70mM , and (d) Cs = 100mM .
Meanwhile, the flow velocity is v = 0.04ml/s while the temperature is T = 25oC.
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Ionic Strength (mM) Characteristics UV-82 (d = 736 nm) UV-148 (d = 820 nm)
10 D∞ 6.6644x10
−13 5.9817x10−13
Pe 0.0022 0.0034
τ 120.7859 134.5712
1/τ 0.0082791 0.0074310
K 0 0
20 D∞ 6.6644x10
−13 5.9817x10−13
Pe 0.0022 0.0034
τ 341.6365 380.6276
1/τ 0.0029271 0.0026272
K 0 0
70 D∞ 6.6644x10
−13 5.9817x10−13
Pe 0.0022 0.0034
τ 640.1949 713.2606
1/τ 0.0015620 0.0014020
K 13.3631 14.3234
100 D∞ 6.6644x10
−13 5.9817x10−13
Pe 0.0022 0.0034
τ 765.1456 852.4720
1/τ 0.0013069 0.0011731
K 15.6186 15.9095
Table 8.8.6: Flow and physicochemical characteristics for both particle types at var-
ious ionic strength considered in Figure 8.16
In these cases, the net colloidal interaction potential φ¯ is mostly repulsive in nature;
i.e., the repulsive φ¯EDL is more dominant that the attractive φ¯LW potential (except
for regions very close to the wall surface H < 0.001). The stronger repulsive force
hinders the deposition to occur, as represented by the value of K = 0 in both cases.
Moreover, it is to be noted from the table that, for the same type of particle, the
diffusion coefficient D∞ and Peclet number Pe are the same regardless of the value
of the ionic strength. This proves that the ionic strength of the solution does not
influence the flow characteristics of the problem as we discussed above.
8.8.4 Particle Size
The effect of particle size had been discussed above in Sections 8.8.1, 8.8.2 and 8.8.3
concurrently with the other parameters, i.e., flow velocity, temperature, and solution
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ionic strength, respectively. Therefore, in this section, only conclusions about these
effects will be presented.
As shown and discussed above, the particle size has effect in both the flow conditions
and physicochemical characteristics. In a nutshell, particles with larger size will have
higher rate of deposition, for the same value of flow velocity, temperature and solution
ionic strength. For completeness, we show in Figure 8.19 comparison of the rate of
deposition between the two particle types used in this study, i.e., UV-82 and UV-148,
for two additional deposition cases not yet considered above.
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Figure 8.19: Log-log plot of dimensionless initial deposition rate (Sh0) as a function of
dimensionless length x¯ for both particle types: UV-82, and UV-148, for two additional
colloidal suspension: (a) v = 0.15ml/s, Cs = 70mM , T = 50
oC, and (b) v = 1.5ml/s,
Cs = 70mM , T = 50
oC
8.9 Recommendations Based on Results of Parametric Studies
The main purpose of undertaking the parametric studies discussed in Section 8.8 is
to gain more understanding of the effects of the various flow and physicochemical
parameters on the rate of the deposition. With such an understanding, more
insights into mitigating the problem can be obtained, and from here, more effective
approaches to tackle the problem can be taken. We present in this section a few
recommendations for mitigating the deposition of particles for the particle deposition
case considered in this study (i.e., laminar, isothermal flow, with monodispersed
colloidal particles). However, it is important to note that these recommendations are
solely based on the model developed and the parametric studies done in the present
study.
Based on the results of the parametric studies as shown and discussed in Section 8.8,
we conclude that the rate of initial deposition of particles can be reduced if
• the particle size is smaller
• the flow velocity is reduced
• the flow temperature is increased
• the ionic strength is reduced
It is, however, important to mention that as the temperature of the flow/solution
is increased further, the suspension may be subject to additional contribution to
the deposition of the particles due to a phenomenon, called thermophoresis, due to
the presence of temperature gradient in such case. This process is not considered in
the present particle deposition model as we have only considered particle deposition
from suspension with isothermal flow in this preliminary work. Therefore, the
effect of temperature gradient has not been taken into account in this study. As
the temperature of the brine at the geothermal power plant can go higher, it is
recommended that any future work in this study takes such process into account for
obtaining more reliable and representative results.
8.10 Numerical Results of Silica Particle Deposition
As previously mentioned, the above analysis on validating the particle deposition
model as well as the parametric studies of the effect of the various flow and
physicochemical parameters on the rate of deposition have focused on the deposition
of polystyrene latex particles toward polymethylmethacrylate (PMMA) in a parallel
plate flow cell as described in Sjollema and Busscher [9]. This is due to the availability
of the comprehensive problem parameters and experimental data for such a particle
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type. On the other hand, the comprehensive experimental parameters and data
for the actual particle type of interest, which is silica, are not yet available and is
currently undertaken by another study which investigates the problem experimentally.
For completeness of the present study, we present in this section some preliminary
results of silica particle deposition using limited experimental paramaters1. These
parameters are: particle size a = 76.3nm, material density ρp = 1.5×10
3kg/m3, elec-
trical potential (i.e., the zeta potential at shear plane) of the particle ζ1 = −3.25mV
and the wall (mild steel) ζ2 = −22.9mV , respectively, electrolyte molar concentration
(ionic strength of the solution) Cs = 3.57 M , Hamaker constant typical for silica
A132 = 1.5 × 10
20J [129], flow temperature T = 25oC, and flow velocity v = 4ml/s.
Meanwhile, the suspending medium is chosen as water with dynamic viscosity
µ = 0.89 × 10−3 Ns/m2, density ρl = 1000 kg/m
3 and dielectric constant ǫ = 78.8.
The problem is solved using the computational procedures described in Section 8.5.
The spatial domain is discretized (meshed) using ANSYS with 6565 4-node elements,
giving a total of 6802 nodes, with refined mesh at regions close to the inlet and
wall surface. Meanwhile, a time step size of ∆t = 120s and end time of t = 3600s
are used in the time integration procedure at which the steady state has been attained.
Figure 8.20(a) shows the plot of the dimensionless initial deposition rate (Sh0) as
a function of dimensionless length x¯ while Figure 8.20(b) shows the corresponding
colloidal potential (φ¯) as a function of dimensionless separation distance H for the
silica particle deposition given the above values of the flow and physicochemical
parameters. A comparison of Figures 8.10 and 8.20(a) indicates that the initial
deposition rate (Sh0) and magnitude of the exponent of the power law behaviour
(α) for the silica particles considered here are lower than those for the polystyrene
latex particles, although both cases have the same flow velocity of v = 4ml/s. This
is largely due to the smaller size of the silica particles (a = 76.3 nm) as compared
to those of the polystyrene latex particles (diameter of 736 nm for type UV-82 and
diameter of 820 nm for type UV-148). In terms of the flow characteristics, this
smaller size of the silica particles results in a much lower problem Peclet number
1as given by Pavlo Kokhanenko, another Ph.D student who is currently investigating the problem
experimentally
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(Pe = 4.04 × 10−4) as compared to the polystyrene latex particles (Pe = 0.22 for
type UV-82 and Pe = 0.34 for type UV-148). With smaller Peclet number, the
initial deposition rate (Sh0) also reduces as discussed above.
On the other hand, in terms of the physicochemical characteristics of the problem, the
much stronger ionic strength of the solution in which the silica particles are suspended
results in a larger value of the constant K (shown in Figure 8.20(b)) in comparison to
the values for the deposition of polystyrene latex particles (Section 8.8). As previously
discussed in Section 8.8.3, the ionic strength influences the value of the dimensionless
Debye-Huckel reciprocal length τ and consequently affects the value of the constant
K as well as the resulting deposition rate Sh0. As the ionic strength increases,
τ increases, and therefore the dimensionless Debye-Huckel length (1/τ) decreases.
Consequently, the constant K increases, which then supposedly increases the rate at
which the particles deposit on the wall surface. It is also important to recall that the
ionic strength also influences the magnitude of the repulsive φEDL potential. As the
ionic strength increases, the magnitude of the repulsive φEDL potential also decreases
(see equation (8.3.19) and also Figure 8.20(b)). As both the magnitude and range
of the repulsive φEDL potential decrease, the energy barrier decreases and therefore
the particles deposit on the wall surface at a higher rate. However, as highlighted
above, the silica particle deposition considered in this section has a much smaller
Peclet number due to the particle size being much smaller; hence reducing the initial
deposition rate (Sh0). As a consequence, the initial deposition rate does not increase
much despite the increase in the ionic strength. The results obtained here indicate
that the particle size can have a more prominent influence on the rate of deposition
as compared to the ionic strength.
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Figure 8.20: Plot of (a) dimensionless initial deposition rate (Sh0) as a function of
dimensionless length x¯ (log-log plot), and (b) colloidal potential (φ¯) as a function of
dimensionless separation distance H for the silica particle deposition
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Chapter 9
Concluding Remarks and Future
Directions
This final chapter highlights the fundamental contributions of the present research
and suggests ideas and directions for future research in this line of approach.
9.1 Concluding Remarks
The primary goal of the research presented in this thesis was to develop a new time
integration framework, under the class of single step single solve algorithms, for use in
first order dynamic systems typical of those encountered in transient heat conduction,
flow transport, and fluid dynamic problems, with computationally attractive features
which overcome the restrictions in the existing and current state-of-the-art methods,
and therefore contributes towards improving the state-of-the-art of such class of
algorithms. In this thesis, we presented the theoretical developments via utilizing
in a consistent manner the Algorithms by Design procedure, leading to the design
of the new time integration framework, termed GS4-1, with computationally at-
tractive features including second-order accuracy, unconditional stability, zero-order
overshoot behaviour, and controllable numerical dissipation with the new selective
control feature.
Throughout the thesis, we demonstrated, using various types of numerical examples
318
(linear and nonlinear) pertaining to first order transient systems, the ability and
advantage of the newly developed GS4-1 framework in comparison to the existing
methods. In particular, we demonstrate the roles played by the new selective control
feature in generating physically accurate solutions of both the primary variable and
its time derivative that is important to correctly capture the physics and dynamics of
the problems, in contrast to the existing method without such a feature. The results
from all the numerical examples considered in this study consistently indicated that
the time derivative variable often requires more numerical damping to stabilize the
numerical solution than the primary variable does. Without the selective control
feature, the numerical solutions of this variable is often oscillatory and therefore
does not represent the dynamics of the problem correctly. On the other hand, this
requirement can easily be met via the selective control feature available in the present
two-parameter GS4-1 framework, which provides a more flexible and selective control
of the numerical damping associated with the two variables.
Not only that this new feature improves the numerical solution of the time
derivative variable, but also it plays a role in improving the numerical solution
of the primary variable, in comparison to the existing methods without such a
feature. Additionally, it provides the necessary avenue to achieve this without
imposing over-dissipation, which may yield numerical solutions that, although are
stable, deviate from the actual dynamics of the problem as demonstrated in this
thesis. Therefore, the significances of this new feature and the abilities of the
newly developed framework in comparison to existing methods are successfully
demonstrated. In this regard, this new feature serves as an added value and is a
key desirable feature of the overall GS4-1 framework; not to mention, second order
preserving time accurate feature, zero-order overshoot behaviour, unconditional
stability, and with the least computational expense due to solving the system of
equations only once and requiring the solutions of only one previous time step.
Another significant contribution presented in this thesis was the development of an
isochronous integration framework, which stemmed from the novel relations between
the newly developed GS4-1 framework and the existing GS4-2 framework (for second
order dynamic systems), to enable the use of the same computational framework
for solving both the first and second order dynamic systems without having to re-
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sort to the individual framework, hence the practicality in the computational aspects.
Additionally, this thesis also presented the numerical studies of silica particle depo-
sition, where a numerical model of particle deposition was described, based on the
well-founded theoretical framework, which was then used to gain more insights into
the problem, and in particular into the effects of the flow and physicochemical pa-
rameters on the rate of the particle deposition, so that more effective measure for the
mitigation of the problem can be further developed from such a study. This particle
deposition problem is governed by partial differential equation that is first order in
time and therefore suits the purpose of the development of the new time integration
framework, which was the main focus in the present research. The results of the
parametric studies undertaken based on the employed numerical model enable a few
recommendations for the mitigation of the particle deposition problem, and therefore
served as another valuable contribution of the thesis.
9.2 Future Directions
In this section, we briefly highlight the idea for future research involving the newly
developed GS4-1 framework. Additionally, the idea of how the silica particle
deposition model can be developed further in the future is also presented.
It is of our interest to investigate in the near future how the GS4-1 framework can
be adapted to Differential-Algebraic Equations (DAE) systems that is first order in
time such as those encountered in electrical engineering. A DAE is a generalization
of an ordinary differential equation (ODE) in which the ODE is complemented by
an algebraic constraint. Due to the presence of such a constraint, a system governed
by a DAE exhibits fundamental mathematical properties that are different from
those of ODE, and consequently poses additional challenges for their numerical
solutions [130], which requires a thorough investigation and additional attention.
Due to this reason, this type of systems is not considered in this thesis and will
be addressed in future research. Such a research will provide enrichment to the
applicability of the newly developed GS4-1 framework. It is also worth mentioning
that, recently, the GS4-2 framework has been successfully applied to DAE systems,
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particularly in application to the natural index 3 DAEs of multibody dynamics
(second order systems) [131]. A precise understanding of the equation of motion
time level concept as well as novel approaches for extending the basic primitive
algorithm to nonlinear dynamic applications enabled a depth of search unique
to the area. In the end, an algorithmic framework is identified which overcomes
previous limitations and is capable of providing stable, robust, and accurate
integration of index 3 DAEs for both rigid and rigid/flexible multibody dynamics
applications [131]. Due to this breakthrough achievement, it is of future interest
that an investigation is undertaken to adapt the GS4-1 framework to application
in this type of systems (i.e., first order DAE). This will then provide a complete
framework of isochronous integration method that is capable of providing stable,
robust, and accurate integrations of both first and second order systems, that are
governed by both partial differential equations and/or differential algebraic equations.
The particle deposition model presented in Chapter 8, considers, as a preliminary
study, the deposition of colloidal particles from laminar, isothermal flow, onto walls
of parallel plate channel. The model can be developed further in the future to include
other processes that may appear in the deposition problem, such as
• turbophoresis: the transport of particles entrained in high velocity turbulent
flow axially in the direction of decreasing turbulence level toward the wall region
due to the large vertical gradient of turbulence near the depositing surface,
• thermophoresis: the transport of particles suspended in high temperature flow
towards wall surface due to the presence of temperature gradient
Considering these two additional transport processes, which may greatly increase the
rate of deposition of the particles, the problem to be solved is then governed by
additional equations. In a nutshell, the governing equations describing the problem
are
1. continuity equation
2. momentum equation
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3. equation of turbulent energy
4. equation of turbulent dissipation
5. equation of energy
6. equation of particle transport and deposition
Equations (1) to (5) above are to be solved simultaneously to give the velocity field,
pressure, enthalphy, turbulent energy, and turbulent dissipation of the flow. Using
the information on the pressure and enthalpy, thermodynamic database can be called
upon to give information on the temperature of the suspension. Assuming dilute
particle suspension, in which the fluid flow field is not affected by the presence of
the particles (one-way coupling), then the particle transport equation is then solved
separately using the obtained information on the velocity field, temperature and
turbulent characteristics. Additionally, the dynamics of the deposition process can
be captured by looking at the evolution of the deposition interface, which can be
tracked using a level set method. Such a complex computational procedure can be
illustrated as a big picture in Figure 9.1.
The model can futher be developed to consider two-way coupling in which case not
only the particles suspension is affected by the flow velocity field, but also vice versa.
In this case, the particle transport equation cannot be solved separately, but instead
it is solved simulataneously with all the other governing equations, which is a more
complicated situation than that described above. In this case, it is recommended that
the governing equations involved be implemented and solved using a Computational
Fluid Dynamics package (CFD) due to the advantage of user-defined functions that
can be programmed and implemented in most CFD softwares. In a nutshell, the CFD
model will include a hydrodynamic module including turbulence, a heat transfer mod-
ule, a particle transport module, and a fluid-structure interaction module enabling
the investigation of interaction between the growth of the silica scale layer and the
flow. Additionally, the particle transport module may also include monomeric type
of deposition in addition to the colloidal deposition investigated in the present study.
This opens up the prospects of a holistic model of silica scale deposition, which will
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Figure 9.1: Computational procedure for solving particle deposition from turbulent
flow subject to thermophoresis
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ultimately guide geothermal engineers and geochemists in their endeavour to mitigate
silica scale deposition more efficiently.
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