This paper provides the first chronology for the deep ice core from the East GReenland Ice-core Project (EGRIP) over the Holocene and late last glacial period. We rely mainly on volcanic events and common patterns of peaks in dielectric profiling (DEP), electrical conductivity measurements (ECM) and tephra records for the synchronization between the EGRIP, NEEM and NGRIP ice cores in Greenland. We transfer the annual-layer-counted Greenland Ice Core Chronology 2005 (GICC05) 5 timescale from the NGRIP core to the EGRIP ice core by means of 373 match points. The NEEM ice core is only used for supporting match-point identification. We name our EGRIP time scale GICC05-EGRIP-1. Over the uppermost 1383.84 m, we establish a depth-age relationship dating back to 14,965 a b2k (years before the year 2000 CE). Tephra horizons provide an independent validation of our match points. In addition, we compare the ratio of annual layer thicknesses between ice cores in-between the match points to assess our results in view of the different ice-flow patterns and accumulation regimes of the 10 different periods and geographical regions. This initial timescale is the basis of interpretation and refinement of the presently derived EGRIP high-resolution data sets of chemical impurities.
Data and methods
To check the quality of the ECM data on the NEEM-2018-S1 core, we compared the data to high electrolytical meltwater conductivity measurements (Gfeller et al., 2014) and find good correspondence between peaks in the two datasets. 2.2 Field measurements and data processing
Dielectric profiling (DEP)
Dielectric Profiling (DEP) has been introduced as a system for rapid dielectric profiling of ice cores shortly after drilling (Moore 70 and Paren, 1987) . The recorded permittivity and conductivity of ice and firn are determined by their respective densities and conductivities (Wilhelms, 2005) . The conductivity is related mainly to acidity, salt and ammonia concentrations of ice cores (Moore et al., 1992 (Moore et al., , 1994 . The dielectric stratigraphy of the EGRIP, NEEM and NGRIP cores were recorded directly during the field seasons with the DEP device described by Wilhelms et al. (1998) . DEP is the first measurement within the processing line directly on site. A few minutes before scanning, the core is moved from the core buffer to the DEP table. Further along 75 the processing line the ice core is split into the different aliquots. For all three ice cores, DEP measurements were performed in 1.65 m long sections. For the calibration of the DEP device, free-air measurements without ice was recorded frequently, usually at least twice daily before processing started and finished, respectively. The slight capacitance and conductance variation on the order of less than 4 fF and 500 pS along the DEP device is due to the unavoidable deformation of the cables when moving the scanning 80 electrode along the device. Additionally, a few nS of residual conductance may remain even after performing the correction routines of the LCR meter (inductance L, capacitance C, resistance R) bridge. This offset, introduced by the changing stray admittance due to the varying cable geometry during the measurement, is additive and treated by subtracting the course of free-air measurements along the DEP device when processing the data.
For the processing of the NGRIP cores, reproducibility was ensured by laying the cables out to move freely in the same way 85 for all measurements in between two recorded free-air measurements. This was improved for the NEEM and EGRIP processing by placing the cables into cable channels, that enforce repeatable deformation.
The free-air measurement scans the empty capacitor along the DEP device, where the conductance of the air as the capacitor's dielectric vanishes. Thus, the conductance of a scanned ice core is straightforwardly corrected by subtraction of the conductance of the free air measurement. In contrast, the recorded free air capacitance is composed from the capacitance of the empty 90 device and the fraction to be corrected due to cable stray and possibly further small residual offsets in the order of few 1 fF after correction. The computation of the fraction to correct for cable stray therefore requires the knowledge of the DEP device's actual free air capacitance. The free air capacitance is also a factor in the computation of the ice's material properties from the capacitor's capacitance and conductance readings, when filled with the ice core sample as a dielectric.
All cores were scanned with the DEP device as described in (Wilhelms, 1996; Wilhelms et al., 1998) . The theoretical value 95 of 63.4 fF and the measured free air capacitance for a precisely adjusted DEP bench coincide within 2 fF. The small difference might well be due to mechanical tolerances like the electrode length in the range of a few tenths of a mm. However, for a slightly differently adjusted device (one with slightly more clearance to the core, for example), the deviation from the ideal value of the free air capacitance might be a few fF higher. Precise permittivity and resultingly precise free air capacitance values mainly make a difference when computing the wave propagation speed of radar waves while modelling synthetic radargrams 100 (Eisen et al., 2006) . As the datasets will also be used for this purpose later (Mojtabavi et al., 2019) , we determined the free air capacitance by averaging the measured capacitance over deep core sections and dividing with the expected permittivity of ice of 3.18 ± 0.1 which computes the free air capacitance with 3% relative error, which is only about 2 fF absolute error for the free air capacitance.
For the NGRIP and the NEEM cores, we had no other means to precisely determine the free air capacitance as outlined above.
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For the EGRIP core processing, the DEP bench was upgraded with a rack to mount tubes of different diameters concentric to the DEP electrodes and record the capacitance along the DEP device. The tube in the electric field increases the capacitance of the arrangement and Wilhelms (2000) derives the theory to calculate the effective permittivity of the setup. For the calibration, tubes with radius in approximately 10 mm increments between 0-70mm represented effective permittivities between 1 to 4 ( Figure 3 ). The result is a calibration curve which holds for the calculation of a consistent free air capacitance for the correction 110 of DEP measurement of the EGRIP core. The free air capacitance is the proportionality factor of the measured capacitance and the effective permittivity, i.e. the slope of the graph in Figure 3 . Due to the drilling procedure and properties of the ice, ice cores can exhibit breaks, broken-off slices or may in some instances (especially in the brittle zone) be fragmented. The missing pieces and free surfaces with possibly high conductivity have the potential to introduce artefacts into the DEP record. These are clearly identifiable in the permittivity record by dropping 115 spikes. For the validation of the data, any drop below a certain threshold (cf. the red line in Figure 4 ) identifies a spike to be rejected, where the segment to be rejected is extended to about the average of the permittivity record. The procedure is described in Rasmussen et al. (2013) . This automated validation is much faster and comparably good as the standard way of noting deficient core sections in a field protocol, accessing each noted area on a single case basis and validating the data. It even does not depend on the quality of the protocol, as it might have a wrong note about depth of the ice cores breaks. In this way, 120 it not only validates the permittivity record but also the conductivity record. The NEEM, the EGRIP and the NGRIP records were validated in this way.
At this point, the DEP data is not yet corrected for the temperature variation in the science trench or core-buffer, however this correction does not affect the use of conductivity peaks for synchronization purposes between ice cores. . Example of DEP data processing (removing core breaks from the raw data). The permittivity measurement is in grey and after processing in black (bottom). The permittivity drops below the red line and shows bad quality of ice-core sections. As seen above (top), corresponding conductivity before processing data (grey) and after processing data (black). The insert shows the details for a short section (250-260 m).
When processing the EGRIP core, over a certain period the operators did not reset the starting position of the scanning 125 electrode of the DEP device, which is clearly identifiable in the records. It resulted in measuring too early before the starting position of the core (blue arrows in Figure 5 ), then recording the correct length increment, but resultingly missing the corresponding length at the end of the core section. The respective core section has to be shifted accordingly. The reconstructed DEP record was then compared and validated against the ECM record to assign the correct depths. The section about 1285-1385m was corrected. Furthermore, we relied more heavily on the ECM record than on the DEP record in sections with known 130 problems. Figure 5 illustrates the corrections in the interval 1299.10-1302.05 m, where a 35 cm data gap between two scanned sections cannot be reconstructed as it was not recorded due to the wrong positioning of the electrode. 
Electrical conductivity measurements (ECM)
For the EGRIP core, we recorded ECM profiles with the technique described by Hammer (1980) directly in the field. The ECM signal is related to acidity concentrations of ice cores, even with high concentrations of neutral salt (Moore et al., 1992) . NGRIP 135 (Dahl-Jensen et al., 2002) and NEEM (Rasmussen et al., 2013) were measured using identical equipment during the respective processing campaigns in the field. For each measurement, the hand-held ECM instrument was moved along the depth axis of the ice-core sections' microtomed surface (three-bag sections, around 1.65 m). In order to calibrate ECM data, as described in Rasmussen et al. (2013) , the ice temperature was measured for each run. In addition, to ensure the ECM quality, we repeated our measurement at least twice for each core section and checked the profiles for the best quality of the measurements. Also, the 140 core breaks were registered by reading out the positions of the hand-held ECM instrument at the respective break position after the measurement of each core section. During the processing, the recorded breaks were used to trim off artefacts and produce the used ECM data set. Data from each day were calibrated using independent measurements of the physical dimensions of ECM measurements, these bag marks are logged (just as the break marks), but not used for the processing. After processing of the ECM signal, the position of logged bag marks were interpolated onto the same depth scale as the processed ECM signal, making it possible to compare the true depth of these marks to their depths in the processed data. The distance in depth between logged and expected positions of individual bag marks were calculated for all sections included in the analysis. It was found that the depth assignment of the bag marks were almost always accurate within 20 mm, with mean distance µ = 8.3 mm and 155 standard deviation σ = 7.9 mm. The ECM current, i (in µA), was converted to ice acidity (in µequiv. H + kg −1 ) by using the relationship [H + ] = 0.045 × i 1.73 , as suggested by Hammer (1980) . Even though conversion from current to acidity and calibration curves have been shown to be ice-core dependent, the matching and synchronization of the ice cores is independent of the absolute values of the calibrated ECM signal as it relies on recognition of similar patterns and peaks in the acidity records (Rasmussen et al., 2013) .
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The quality of the processed data were checked by comparing independently processed ECM data by three investigators. No major disagreements were found when comparing, and one set of data was agreed on for further use in matching.
Tephra horizons
Tephra sampling of the EGRIP core in the field was continuous to maximize the identification of volcanic ash deposits, particularly invisible deposits that are comprised of low concentrations and/or small grain sizes, known as cryptotephra (Davies, 165 2015) . A strip of ice was cut from the outer curved edge of each 55 cm ice core section and subsampled at a 11 cm resolution, providing approximately 30 ml of meltwater per sample. Of these, sections of ice that contained either significant peaks in the DEP and ECM or visible layers were separated and prioritized for screening, whereby centrifuged samples were evaporated onto microscope slides and mounted in epoxy resin to enable scanning by light microscopy, as described by Cook et al. (2018) .
Electron probe microanalysis (EPMA) by wavelength dispersive spectrometry (WDS) was performed to determine the major 170 element compositions of individual grains in each deposit (Hayward, 2012) and EPMA measurements were performed using a Cameca SX100 electron probe microanalyzer at the Tephrochronology Analytical Unit, University of Edinburgh. This system has five wave dispersive (WD) spectrometers and was calibrated daily using internal calibration standards as described by Hayward (2012). Operating conditions were optimized for analysis of small cryptotephra grains (<20 µm diameter) and EGRIP samples were analysed with either a 5 or 3 µm beam diameter. Analysis of secondary standards was performed to identify 175 instrumental drift. The geochemical composition of each layer was compared to deposits in NGRIP and positive matches were used to establish tie-points between cores shown in Table 1 . Major element biplots ( Figure 6) show graphical correlations Table 1 . Geochemical matches between EGRIP and NGRIP were supported by the similarity coefficient test (SC) of Borchardt et al. (1972) and statistical distance (D2) test of Perkins et al. (1995 Perkins et al. ( , 1998 . Here we provide SC and D2 values for major elements (normalized to 100%)
where 5 major elements (with >%1wt) were used for SC calculations for sample pairs with rhyolitic composition and 7 elements were used for sample pairs with basaltic composition. Values >0.95 suggest products are from the same volcanic source. For D2, seven major elements were used for the comparisons (with >0.01 %wt). The value for testing the statistical distance values at the 99% confidence interval is 18.48 (seven degrees of freedom).
EGRIP Bag
Depth for each NGRIP-EGRIP tephra match point, and these are supported by similarity coefficient (Borchardt et al., 1972) and statistical distance (D 2 ) (Perkins et al., 1995 (Perkins et al., , 1998 tests. and analyses with totals below 94 %wt were excluded.
Synchronization of dielectric profiling and electrical conductivity measurement records of the ice cores 180
Patterns in the DEP and ECM data were matched between ice cores separately and independently, mainly based on the volcanic events and also non-volcanic events. All sections were matched between NGRIP, NEEM and EGRIP synchronously, meaning all three ice cores had been combined on the screen. To finalize match points, common patterns were selected and confirmed with all four investigators for each dataset. In order to find match points between ice cores, we used the Matchmaker tool (Rasmussen et al., 2013) that can track offset match points during matching phases when aligning and evaluating data. The most 185 sensitive test to validate match points is to plot the depth of common match points for two ice cores, ∆D(i) = D(i)−D(i+1), ∆d(i) = d(i) − d(i + 1) and the ratio r = ∆D(i)/∆d(i) of annual layer thicknesses, where D and d are the depths of the common volcanic or non-volcanic events in two different cores. We expected only significant change in the smoothness of the (depth vs. depth) curve of match points with different climate conditions and climate transitions in ice-core sections (Rasmussen et al., , 2013 Seierstad et al., 2014; Winski et al., 2019) . Furthermore, these tests are provided to investigate our results based on glaciologically realistic outcomes, for example, the different ice-flow pattern and accumulation regimes at the different sites in Greenland (Rasmussen et al., 2013) .
Transfer of the GICC05 timescale to the EGRIP ice core
We transferred the GICC05 time scale to the EGRIP ice core by interpolation between match points for each ice core bag (i.e., 0.55 m depth intervals). First, we assumed a slight annual layer thickness variation between the ice cores based on the 195 reasonable assumption of accumulation variability and from the smoothness curve of the depth of common match points (see section 2.3). Therefore, the EGRIP depths were transferred to NGRIP depths by linear interpolation between match points.
By this approach, the ages are obtained from the GICC05 (depth, age) relation based on NGRIP depths (Rasmussen et al., 2013) . The GICC05 includes the so-called Maximum Counting Error (MCE) in which the uncertain layers are counted as 1/2 ± 1/2 yr (Rasmussen et al., 2013) . We used linear and cubic spline interpolations to estimate uncertainty and precision of the 200 interpolated timescale between match points.
3 Results and discussion
Synchronization of the EGRIP, NEEM and NGRIP cores
A total of 249 match points between the EGRIP, NEEM and NGRIP1 ice cores and 124 match points between EGRIP, NEEM and NGRIP2 (total of 373 match points) with an additional three tephra horizons were identified. Figure 7 shows an example 205 section of ECM/DEP matched between ice cores. The total match points between ice cores are shown on Figure 8 . In the process of combining match points from all investigators, some match points were removed due to differences in the peak shapes between DEP and ECM data or when there were too many match points very close to each other. There are fewer match points in the interval 600-1100 m due to the brittle zone in sections in NEEM and NGRIP1. The sections of alkaline ice associated with stadial conditions in EGRIP where the ECM and DEP do not follow each other closely due to high dust levels 210 neutralizing the acidity of the ice (Ruth et al., 2003; Rasmussen et al., 2013) . 
Tephra horizons identified for the chronology
Three tephra horizons have been located in EGRIP (Table 1 ). The locations of these horizons were consistent with the DEP and ECM based synchronization. The tephra horizons thus provide an independent validation for our match points. In addition, ongoing tephra investigations will likely provide additional points for synchronization between ice cores in intervals without 215 DEP and ECM match points.
GICC05-EGRIP-1
As described in section 2.4, the timescale was transferred from the NGRIP GICC05 (depth, age) to the EGRIP ice core based on 373 match points. The relationship between depth and age for EGRIP over the Holocene and early last glacial periods is named GICC05-EGRIP-1 and the average annual layer thickness between the match points is presented (Figure 9 ).
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We synchronized the records of the EGRIP, NEEM and NGRIP ice cores back to 14.96 ka b2k which corresponds to 1383.84 m, 1493.29 m and 1611.98 m depth, respectively. Note that we assumed that the ratio of annual layer thicknesses is constant between the match points of EGRIP and NGRIP. The depths in NGRIP of the match points were interpolated to the EGRIP, and then the ages are obtained from the NGRIP GICC05 (depth, age) relation. We used different methods of interpolation (linear vs. cubic spline interpolation) between match points to estimate the uncertainty of these different interpolations. The 225 difference in result is around 0-2 yr for most sections. Therefore, obtaining the age directly from the EGRIP (depth, age) with the assumption of constant annual layer thicknesses between match points and interpolating ages between match points provide different results and that is an unrealistic pattern for the accumulation rates (Rasmussen et al., 2013) . The smooth relationship between the depths of the EGRIP and the NEEM respectively NGRIP depths match points is due to the smooth change of relative annual layer thicknesses. Figure 10 shows that EGRIP has thinner annual layers than both NEEM and NGRIP ice cores 230 when the upper part of the three records are compared. This is because lower accumulation leads to thinner annual layers.
Due to increasing upstream accumulation rates and less thinning at EGRIP compared to NGRIP and NEEM, annual layers in EGRIP eventually gets thicker with depth compared to annual layers in the NEEM and NGRIP ice cores. In EGRIP, the flow regime is different, compared to an ice core close to the ice divide like NEEM and NGRIP. By pure coincidence the combined effects of increasing upstream accumulation and flow-induced thinning give roughly constant annual layer thicknesses back to 235 ∼ 8000 yr in EGRIP. (Figure 9 ). The accumulation upstream is supposedly higher than at the EGRIP site and thus as older ice comes from upstream and had more time to thin the annual layers become equal thickness in the EGRIP ice core. In most ice cores in the proximity of ice divides, the annual layer thickness drops almost linearly with depth for the Holocene part of the record. As NGRIP and NEEM layers get thinner in this way (Rasmussen et al., 2013) , EGRIP layers start to get thinner but remains nearly constant in thickness. Below an EGRIP depth of around 700 m, annual layers in EGRIP are thicker than 240 the layers from the same period in the NEEM core, and similarly below 1000 m, EGRIP annual layers are thicker than those in NGRIP( Figure 10 ). There are some gaps in the EGRIP ice-core record due to the brittle zone. However, we believe the smoothness of the depth vs. depth plot in Figure 8 and the annual layer thickness ratio in Figure 10 shows a good agreement for our time scale based on the match points. As described in section 2.4, the uncertainty of the GICC05-EGRIP-1 timescale is based on the maximum counting error (MCE) of the GICC05 timescale. When more annual layer data become available it 245 can provide more details for the EGRIP ice core and the time scale can be improved by layer counting.
With the final version of this paper we will publish the following data sets at www.pangaea.de and www.iceandclimate.dk/data: 
