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a b s t r a c t
Using the technique of Darbo’s fixed point theoremwe investigate a nonlinear second order
difference equation of the form
1(rn1xn) = anf (xn+1)
where x:N0 → R, a, r:N0 → R and f :R → R is a continuous function. Additionally,
the Sturm–Liouville difference equation is considered as a special case of the above
equation. Sufficient conditions for the existence of an asymptotically periodic solution of
this equation are obtained. An example illustrates the result. Next, the conditions under
which this equation has no asymptotically periodic solutions are presented.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the paper we study a nonlinear second order difference equation of the form
1(rn1xn) = anf (xn+1) (1)
where n ∈ N0 := {0, 1, 2, . . .}, x:N0 → R, a, r:N0 → R, and f :R→ R is a continuous function. By a solution of Eq. (1) we
mean a sequence x:N0 → Rwhich satisfies (1) for every n ∈ N0.
Putting f (x) = x in Eq. (1) we get a Sturm–Liouville difference equation of the form
1(rn1xn) = anxn+1. (2)
The notion for an asymptotically ω-periodic function is given by the following definition.
Definition 1. Let ω be a positive integer. The sequence y:N0 → R is called ω-periodic if y(n + ω) = y(n) for all n ∈ N0.
The sequence y is called asymptotically ω-periodic if there exist two sequences u, v:N0 → R such that u is ω-periodic,
limn→∞ v(n) = 0 and
y(n) = u(n)+ v(n) for all n ∈ N0. (3)
In recent years there has been an interest of many authors to study asymptotic behavior of solutions of difference
equations, in particular second order difference equations (see for example [1–9]).
In [5],Musielak and Popenda investigated equation12xn+anf (xn) = pn. Themain result of the paper states that for every
integer t ≥ 1 there exists a t-periodic function p:N→ R such that the equation12xn+ anf (xn) = pn has an asymptotically
t-periodic solution. Our paper improved and generalized a result obtained therein.
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For the reader’s convenience, we note that the background for difference equations theory can be found, e.g., in the well
known monograph by Agarwal [10], as well as by Elaydi [11], Kocić and Ladas [12] or Kelley and Peterson [13].
In the last three decades, a considerable attention has been devoted to the oscillation theory of the Sturm–Liouville
difference equation. See, for example, the monograph by Došlý and Řehák [14].
The theory of measures of noncompactness can be found in the book of Akhmerov et al. [15], and in the book of Banaś
and Goebel [16]. In this paper, we will use axiomatically defined measures of noncompactness as presented in paper [17]
by Banaś and Rzepka.
2. Measures of noncompactness and useful lemma
This section collects some definitions and results which will be used further on. Let (E, ∥·∥) be an infinite-dimensional
Banach space. If X is a subset of E, then X¯ , Conv X denote the closure and convex closure of X , respectively. Moreover, we
denote by ME the family of all nonempty and bounded subset of E and by NE the subfamily consisting of all relatively
compact sets.
Definition 2. A mapping µ:ME → [0,∞) is called a measure of noncompactness in E if it satisfies the following
conditions:
10 kerµ = {X ∈ME :µ(X) = 0} ≠ ∅ and kerµ ⊂ NE,
20 X ⊂ Y ⇒ µ(X) ≤ µ(Y ),
30 µ(X¯) = µ(X) = µ(Conv X),
40 µ(αX + (1− α)Y ) ≤ αµ(X)+ (1− α)µ(Y ) for 0 ≤ α ≤ 1,
50 If Xn ∈ME, Xn+1 ⊂ Xn, Xn = X¯n for n = 1, 2, 3, . . .
and limn→∞ µ(Xn) = 0 then ∞n=1 Xn ≠ ∅.
The following version of Darbo’s fixed point theorem given in [17] will serve as a tool used in the proof.
Lemma 1. Let M be a nonempty, bounded, convex and closed subset of the space E and let T :M → M be a continuous operator
such that µ(T (X)) ≤ kµ(X) for all nonempty subset X of M, where k ∈ [0, 1) is a constant. Then T has a fixed point in the
set M.
We will consider the space l∞ of all bounded sequences with the standard supremum norm, i.e.
∥x∥ = sup
n
|xn| , x = (xn)∞n=0.
We will use a following measure of noncompactness in the space l∞ (see [16]):
µ(X) = lim sup
n→∞
diam Xn,
where X is a nonempty, bounded subset of l∞, Xn = {xn: x ∈ X} and
diam Xn = sup {|xn − yn| : x, y ∈ X} .
3. Main result
In this section, sufficient conditions for the existence of an asymptotically ω-periodic solution of Eq. (1) will be
derived.
We start with the following theorem.
Theorem 1. Let ω > 1 be a positive integer, a:N0 → R, r:N0 → R \ {0}, f :R→ R is a continuous function, sequence
(rn)∞n=0 is ω-periodic, (4)
ω−1
i=0
1
ri
= 0, (5)
and
∞
i=0
|ai| <∞. (6)
Assume also that there exists a positive constant M such that
|f (xn)| ≤ M |xn| for n ∈ N0. (7)
Then there exists an asymptotically ω-periodic solution x:N0 → R of Eq. (1) in representation (3) such that
un =
n−1
i=0
1
ri
, lim
n→∞ vn = 0. (8)
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Proof. From (4) we have that sequence ( 1rn ) is ω-periodic. It follows, by (5), that sequence
n−1
i=0
1
ri
∞
n=1
is ω-periodic.
Therefore this sequence is bounded. We will use a notation
Rn:=
n−1
i=0
1
ri
 , R := supn Rn,
α0:=
∞
i=0
|ai| , αn:= (R+ 2MRα0)
∞
i=n
|ai| .
Convergence of series (6) implies that
lim
n→∞αn = 0, (9)
and it implies also that there exists a positive integer n1 such that
αn ≤ α0 for n ≥ n1. (10)
Set N1 := {n1 + 1, n1 + 2, n1 + 3, . . .}. We define a B as follows
B := (xn)∞n=0: |xn| ≤ R+ 2MRα0, n ∈ N1 .
It is not difficult to prove that B is a nonempty, bounded, closed and convex subset of l∞.
Let us define a mapping T : B → l∞ by the formula
(T (x))n =
n−1
i=n1
1
ri
−
n−1
i=n1
1
ri
·
∞
i=n
aif (xi+1)+
∞
i=n
aif (xi+1)
i
j=n1
1
rj
, (11)
for any n ∈ N1.
We will prove that the mapping T has a fixed point in B.
Firstly, we show that T (B) ⊂ B. Indeed, if x ∈ B, by (6), (7) and (10), we have
|(T (x))n| ≤
n−1
i=n1
1
ri
+
n−1
i=n1
1
ri
 ∞
i=n
|ai| |f (xi+1)| +
∞
i=n
|ai| |f (xi+1)|
 i
j=n1
1
rj

≤ R+ 2RM
∞
i=n
|ai| |xi+1| ≤ R+ 2RM(R+ 2MRα0)
∞
i=n
|ai|
= R+ 2RMαn ≤ R+ 2RMα0
and it follows that the inclusion is true.
Next, we prove that T is continuous. Because of continuity of function f , we get that f is uniformly continuous on a closed
interval
I = [−R− 2RMα0, R+ 2RMα0] .
Let (x(m))∞m=1 be a sequence in B such that
x(m) − x→ 0 asm →∞. Then we have
sup
n∈N1
x(m)n+1 − xn+1→ 0.
Since B is closed we get x ∈ B. It means that x(m)n , xn ∈ I for all n ∈ N1. So,
sup
n∈N1
f (x(m)n+1)− f (xn+1)→ 0.
Now, for any n ∈ N1, we have(T (x(m)))n − (T (x))n ≤ 2
n−1
i=0
1
ri
 ∞
j=n
aj (f (x(m)j+1)− f (xj+1))
≤ 2Rα0 sup
j≥n
f (x(m)j+1)− f (xj+1)
≤ 2Rα0 sup
n∈N1
f (x(m)n+1)− f (xn+1) .
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We see that
lim
m→∞
T (x(m))− T (x) = 0.
This means that T is continuous.
Now, we need to compute a measure of noncompactness of the set B and T (B). By the definition of Bwe get
diam Bn = sup {|xn − yn| : x, y ∈ B} = 4RMα0 + 2R
and
µ(B) = lim sup
n→∞
diam Bn = 4RMα0 + 2R.
Moreover, we have
diam T (Bn) = sup {|xn − yn| : x, y ∈ T (B)} ≤ 4RMαn
and
µ(T (B)) = lim sup
n→∞
diam T (Bn) = 0.
Thus for every k ∈ [0, 1)we haveµ(T (B)) ≤ kµ(B) and also for any X ⊂ Bwe haveµ(T (X)) ≤ kµ(X). In virtue of Lemma 1
we conclude that T has a fixed point in the set B. It means that there exists x ∈ B such that xn = (T (x))n for n ∈ N1. Thus
xn =
n−1
i=0
1
ri
−
n−1
i=0
1
ri
·
∞
i=n
aif (xi+1)+
∞
i=n
aif (xi+1)
i
j=0
1
rj
, (12)
for any n ∈ N1.
We set
un =
n−1
i=0
1
ri
, vn =
∞
i=n
aif (xi+1)
i
j=0
1
rj
−
n−1
i=0
1
ri
·
∞
i=n
aif (xi+1),
Because of (4) we get that sequence u is ω-periodic. From (6) we have that limn→∞ vn = 0. Then the sequence (xn), which
is a fix point of the mapping T , is asymptotically periodic.
We will show that there exists a connection between the fixed point x ∈ B and the existence of an asymptotically
ω-periodic solution of Eq. (1).
Using the operator1 for both sides of the Eq. (12) we get
1xn = 1rn −
1
rn
∞
j=n
ajf (xj+1), (13)
and
rn1xn = 1−
∞
j=n
ajf (xj+1).
Using again the operator1 for the both sides of the above, Eq. (1) is obtained for any n ∈ N1.
To find the previous terms of the solution of Eq. (1) we rewrite this equation in the following form
xn = − 1rn (rn+1xn+2 − rn+1xn+1 − rnxn+1 + anf (xn+1)) .
Next we calculate
xn1 = −
1
rn1

rn1+1xn1+2 − rn1+1xn1+1 − rn1xn1+1 + an1 f (xn1+1)

,
xn1−1 = −
1
rn1−1

rn1xn1+1 − rn1xn1 − rn1−1xn1 + an1−1f (xn1)

,
xn1−2 = −
1
rn1−2

rn1−1xn1 − rn1−1xn1−1 − rn1−2xn1−1 + an1−2f (xn1−1)

,
· · ·
x0 = − 1r0 (r1x2 − r1x1 − r0x1 + a0f (x1)) .
It is proved that sequence (xn)∞n=0, which is for large n a fix point of the mapping T , is asymptotically periodic and this
sequence is also a solution of Eq. (1). 
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Remark 1. Let ω > 1 be a positive integer, a:N0 → R, r:N0 → R \ {0}. Assume also that conditions (4)–(6) hold. Then
there exists an asymptotically ω-periodic solution x:N0 → R of Sturm–Liouville equation (2) in representation (8).
The following example illustrates the above theorem.
Example 1. Let us assume that in Eq. (1) that for n ∈ N0
rn = (−1)n, an = (−1)
n3
2n+2 sin
 1
2 (−1)n+1 + 2−n−1
 ,
and function f (x) = sin(x). Then assumptions of Theorem 1 hold. So, sequence (rn) is 2-periodic, function f is continuous
on R and |f (x)| ≤ M |x|with constantM = 1.
The conditions
ω−1
i=0
1
ri
= 11 + 1−1 = 0, and
∞
i=0 |ai| < 3
∞
i=0
1
2i+2 <∞ also hold.
By virtue of Theorem 1, Eq. (1) has an asymptotically 2-periodic solution. It is easy verified that sequence xn = 12 (−1)n+
1
2n is such a solution.
Theorem 2. Assume that limn→∞ rn = C∗ ≠ 0 and limn→∞ an = 0 in Eq. (1). Then, for ω > 1, Eq. (1) has not asymptotically
ω-periodic solution with the prime period ω.
Proof. For the sake of contradiction assume that there exists an asymptotically ω-periodic solution x of Eq. (1). Then there
exist constants C0, C1, C2, . . . , Cω−1 such that
x2k → C0,
x2k+1 → C1,
. . .
x2k+ω−1 → Cω−1
(14)
where k ∈ N0 with Ci ≠ Cj for some i, j ∈ {0, 1, 2, . . . , ω − 1}.
We rewrite Eq. (1) in the following form:
rn+1xn+2 − (rn+1 + rn)xn+1 + rnxn = anf (xn+1). (15)
Case 1. Let ω = 2. Then for n = 2k Eq. (15) takes the following form
r2k+1x2k+2 − (r2k+1 + r2k)x2k+1 + r2kx2k = a2kf (x2k+1), (16)
and for n = 2k+ 1 the form
r2k+2x2k+3 − (r2k+2 + r2k+1)x2k+2 + r2k+1x2k+1 = a2k+1f (x2k+2). (17)
Letting with n →∞ in (16) and (17), using x2k → C0, x2k+1 → C1, we get
C∗(C1 − 2C2 + C1) = 0 and C∗(C2 − 2C1 + C2) = 0.
Because of C∗ ≠ 0, we obtain C1 = C2. This contradicts the assumption that x is asymptotically 2-periodic with the least
positive period 2. The theorem is proved.
Case 2. Let ω > 2. Putting n = 2k, 2k+ 1, . . . , 2k+ ω − 1, we rewrite Eq. (15) as follows
r2k+1x2k+2 − (r2k+1 + r2k)x2k+1 + r2kx2k = a2kf (x2k+1)
r2k+2x2k+3 − (r2k+2 + r2k+1)x2k+2 + r2k+1x2k+1 = a2k+1f (x2k+2)
r2k+3x2k+4 − (r2k+3 + r2k+2)x2k+3 + r2k+2x2k+2 = a2k+2f (x2k+3)
· · ·
r2k+ωx2k+ω+1 − (r2k+ω + r2k+ω−1)x2k+ω + r2k+ω−1x2k+ω−1 = a2k+ω−1f (x2k+ω).
Letting with n →∞ in above equations, by (14), we get the homogeneous system of ω linear equations:
C0 − 2C1 + C2 = 0
C1 − 2C2 + C3 = 0
C2 − 2C3 + C4 = 0
· · ·
C0 − 2Cω−1 + Cω−2 = 0
C1 − 2C0 + Cω−1 = 0
(18)
We will prove that this system has infinitely many solutions depending on one parameter.
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To solve this system we find the matrix of the coefficients of variables C0, C1, C2, . . . , Cω−1 which has a form:
A :=

1 −2 1 0 0 · · · 0 0
0 1 −2 1 0 · · · 0 0
0 0 1 −2 1 · · · 0 0
· · ·
1 0 0 0 0 · · · 1 −2
−2 1 0 0 0 · · · 0 1
 .
It is easy to check that the rank of A is less than ω because the sum of its rows is zero.
We take into account the minor of matrix Awhich we get by deleting the last column and the last row in matrix A
Aω−1 :=

1 −2 1 0 0 · · · 0
0 1 −2 1 0 · · · 0
0 0 1 −2 1 · · · 0
· · ·
1 0 0 0 0 · · · 1
 .
By Laplace expansion we get detAω−1 = 1+ (−1)ω det Bω−2 where
Bω−2 :=

−2 1 0 0 · · · 0 0
1 −2 1 0 · · · 0 0
0 1 −2 1 · · · 0 0
· · ·
0 0 0 0 · · · −2 1
0 0 0 0 · · · 1 −2
 .
It is well known (see e.g. [8]) that |Bω−2| = (−1)ω−2(ω− 1). Thus we get detAω−1 = 1+ (−1)ω(−1)ω−2(ω− 1) = ω ≠ 0.
Hence the rank of A equals ω − 1.
This implies that the set of solutions of system (18) is a one dimensional vector space. It is easy to verify that C0 = C, C1 =
C, C2 = C, . . . , Cω−1 = C is such solution.
Then the thesis of Theorem 2 holds. 
Remark 2. Theorem 2 holds for Sturm–Liouville equation (2).
Remark 3. Theorem 2 holds for any equation of the form
1(rn1xn) = anf (xn+m)
wherem is a integer.
Particularly, Theorem 1 holds for equation 12xn + anf (xn) = 0 which was considered by Musielak and Popenda in [5].
Remark 3 improves and generalizes Theorem 1 presented in [5]. In that paper the authors presented result for ω = 2 and
have claimed that the result holds for any positive integer ω > 2.
4. Conclusion
In this study, the technique of Darbo’s fixed point theorem is realized. Sufficient conditions for the existence of an
asymptotically periodic solution of a nonlinear second order difference equation are presented. Sturm–Liouville difference
equation is considered as a special case of the considered equation.
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