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Abstract
In this paper, we present a fast yet effective method for pixel-level scale-invariant image fusion in spatial domain based
on the scale-space theory. Specifically, we propose a scale-invariant structure saliency selection scheme based on the
difference-of-Gaussian (DoG) pyramid of images to build the weights or activity map. Due to the scale-invariant structure
saliency selection, our method can keep both details of small size objects and the integrity information of large size
objects in images. In addition, our method is very efficient since there are no complex operation involved and easy to
be implemented and therefore can be used for fast high resolution images fusion. Experimental results demonstrate the
proposed method yields competitive or even better results comparing to state-of-the-art image fusion methods both in
terms of visual quality and objective evaluation metrics. Furthermore, the proposed method is very fast and can be used
to fuse the high resolution images in real-time. Code is available at https://github.com/yiqingmy/Fusion.
Keywords: scale-space theory, difference-of-Gaussian pyramid, scale-invariant saliency map, guided filtering
1. Introduction
Pixel-level image fusion intends to combine different images of the same scene by mathematical techniques in order to
create a single composite image that will be more comprehensive and thus, more useful for human or machine perception [1,
2]. For instance, multi-modal image fusion [3] tries to fuse images which have been acquired via different sensor modalities
exhibiting diverse characteristics for a more reliable and accurate medical diagnosis. Another typical application is the
multi-focus image fusion [4]. As the depth-of-field (DoF) of bright-field microscopy is only about 1˜2 micrometers, while
the specimen’s profile covers a much larger range and then the parts of the specimen that lie outside the object plane
are blurred. The multi-focus image fusion can obtain an all-in-focus image from multiple images taken under different
distance from the object to the lens of the identical view point.
A good image fusion method should contain the following properties. First, it preserves both the details of small
size objects and the integrity information of large size objects in the fused image, even in the case of the size of the
interested objects varying largely in the image. For example, the cervical cell images from the microscope contain both
small size isolated cells and large size agglomerates, which are both useful for cervical cytology [5]. Second, it should
be efficient enough to handle large-scale data. For instance, it needs to process thousands of fields of view (FoV) in an
acceptable time for the whole slide scanning in digital cytopathology [6], which requires to fuse a series of high resolution
images captured at each FoV in a very efficient way. Third, it does not produce obvious artifacts. Despite being studied
extensively, to our best knowledge, existing fusion methods may not meet these requirements simultaneously.
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In this paper, we propose a simple yet effective image fusion method which can deal with the case where the size of
the interested objects varies largely in the image, which is illustrated in Figure 1. It is a spatial domain method and
the key idea is the scale-invariant structure saliency generation based on the difference-of-Gaussian (DoG) pyramid [7].
After generating the saliency map of each image, a simple max operation is applied to them to generate the mask images,
which are further refined by a single-scale guided filtering [8] to exploit the spatial correlation among adjacent pixels,
resulting a scale-invariant estimation of activity maps. Without complicated processing involved, the proposed method is
very fast and can be used to fuse the high resolution images in real-time applications. Experimental results demonstrate
that comparing to many state-of-the-art methods, the proposed method is much faster while yields competitive or even
better results in terms of both visual and quantitative evaluations. Our contributions in this paper are as follows:
• We propose a scale-invariant structure saliency selection scheme based on the difference-of-Gaussian (DoG) pyra-
mid of images. The resulting image fusion method can keep both details of small size objects and the integrity
information of large size objects in images simultaneously.
• Our method is very efficient, easy to be implemented and can be used for fast high resolution images fusion.
• Comparing to many state-of-the-art methods, our method yields competitive or even better results in terms of both
visual and quantitative evaluations on three datasets.
1.1. Related works
Various of image fusion techniques have been proposed in literatures which can be roughly classified into two categories
[1]: transform domain methods and spatial domain methods. The transform domain methods are mainly based on the
“decomposition-fusion-reconstruction” framework, which first transforms each source image into a new domain by some
tools such as multi-scale decomposition (MSD) [9, 10], or sparse coding [11, 12, 13] or other transformation like principal
component analysis (PCA) [14], etc., and then constructs a composite representation in the transform domain with
specific fusion rules and finally applies the inverse transform on the composite representation to obtain the fused image.
The spatial domain method is to take each pixel in the fused image as the weighted average of the corresponding pixels
in the input images, where the weights or activity map are often determined according to the saliency of different pixels
[15] and the corresponding spatial context information [16, 17, 18, 19]. Recently there are emerging deep learning-based
fusion methods [20, 21, 22] which learn the saliency map and fusion rule based on convolutional neural network (CNN).
Here we will review some related methods and explicitly distinguish them from the proposed method. Some comments
are given in order:
• The multi-scale fusion has the advantages of extracting and combining salient features at different scales, which is
widely used in the transform domain methods. The pyramid transform and wavelet transform are the two most
used categories of multiple scale decomposition schemes. For instance, the nonsubsampled contourlet transform
(NSCT) [23] and the dual tree complex wavelet transform (DTCWT) [24] are used to decompose the image into a
serials of subbands and then perform coefficients fusion in the transform domain, while the method of LP-SR [25]
uses the multi-scale Laplacian pyramid transform. Instead of performing coefficient at each scale individually, the
cross-scale coefficient selection method [26] calculates an optimal set of coefficients for each scale in the transform
domain. Different from these methods, our method perform multi-scale fusion directly in the spatial domain.
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Figure 1: The proposed scheme.
• The method of multi-scale weighted gradient fusion (MWGF) [24] tries to combine all the important gradient
information from the input images into an optimal weighted gradient image based on a two-scale scheme. Then
reconstructs a fused image based on the approximately optimal weighted gradient image. However, such a simple
two-scale scheme can not handle large scale variation of objects, which will result in blur or distortion in the final
fused image. Moreover, the reconstruction needs to minimize the energy function which may be time-consuming.
Our method searches across the entire scale-space and the reconstruction only needs to calculate the weighted
average of the corresponding pixels intuitively in the input images so that it can be very efficient.
• The GFF-based method [16] also employs the guided filtering to combine pixel saliency and spatial context for
image fusion. However, the pixel saliency calculated in the GFF-based method can only extract salient features at
two scales. Moreover, for each source image, the GFF-based method needs to perform guided filtering twice to refine
the weight maps of base layer and detail layer separately, which is a bit time-consuming. Due to the scale-invariant
saliency selection, our method can deal with the case of large scale variation and is faster than GFF-based method.
• The CNN-based image fusion methods [21, 22] try to use CNN to learn the saliency map of each images. Specifically,
the CNN models for patch similarity comparison [27] are trained using high-quality image patches and their blurred
versions to encode the mapping between the source image and the corresponding saliency map [21]. Obviously,
those CNN-based methods need to perform very complicated training. In order to deal with more than two images,
the CNN-based methods try to fuse them one by one in series making the inference is very time-consuming.
2. The Proposed Method
2.1. Scale-Invariant Saliency Selection
Our scale-invariant saliency selection scheme is based on the scale space theory [28]. It has been shown that under
a variety of reasonable assumptions, the only possible scale space kernel is the Gaussian function, and the scale space
of an image can be produced by convolving the image with variable-scale Gaussian. Here we adopt the scheme in [7] to
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generate the sampled scale space. The initial image is incrementally convolved with Gaussian function to produce images
separated by a constant factor k in scale space and each octave of scale space is divided into several layers with an integer
number s, where k = 21/s. Once a complete octave has been processed, the first Gaussian image of the next octave has
twice the initial value of σ and is down-sampled by taking every second pixel in each row and column of the Gaussian
image in its previous octave.
We then utilize the sampled scale space of image I(x, y) to generate the corresponding scale-invariant saliency map
S(x, y). Inspired by [7], we first define a scale-dependent saliency metric Sσ based on the difference of Gaussian (DoG)
response which can reflect the local image structure at the current scale σ and is robust to noise as follows
Sσ(x, y) = g(σI) ∗ |L(x, y, σ)− L(x, y, kσ)|, (1)
where L(x, y, σ) = I(x, y) ∗ g(σ) is the Gaussian image, g(σ) = 12piσ2 exp(−x
2+y2
2σ2 ) is the Gaussian function and ∗ is the
convolution operator. The absolute values of the DoG response are further averaged in the neighborhood of the point by
smoothing with a Gaussian with parameter of σI (integration scale).
It should be noted that instead of using the DoG-based response, we can try to use some derivatives-based alternatives
[29]. For example, we can define the following gradient-based metric
Sσ(x, y) = g(σI) ∗
[(
∂
∂x
L(x, y, σ)
)2
+
(
∂
∂y
L(x, y, σ)
)2]
, (2)
or the following scale-normalized metric based on Laplacian of Gaussian (LoG)
Sσ(x, y) = g(σI) ∗ σ2
∣∣∣∣ ∂2∂x2L(x, y, σ) + ∂2∂y2L(x, y, σ)
∣∣∣∣ . (3)
Here we use the DoG-based metric (1) in that the DoG operator is a close approximation of the LoG function but can
significantly accelerate the computation process [7]. Another kind of possible alternatives is based on the eigenvalues of
the second moment matrix [29, 24] or Hessian matrix [7], but it is far more complicated and less stable [30].
To construct the scale-invariant saliency map S(x, y) of image I(x, y), for each position, we search the maximum
saliency metric across the scale space
S(x, y) = max
σ
Sσ(x, y). (4)
Due to the image resolution of each octave is different, we first apply max operation within each octave and then resize
the resulting map to be exactly the size of the original image. The scale-invariant saliency map is finally obtained by
applying the max operation across each octave, as shown in Figure 2.
In our implementation, when generating the DoG pyramid, the number of octaves is o and we set initial scale σ0 = 1
and then produce s+ 1 images in the stack of Gaussian blurred images for each octave so that the saliency comparison
per octave covers a complete octave. The integration filter g(σI) is a Gaussian low-pass spatial filter of size 3× 3.
2.2. Activity Maps Generation and Fusion
A straightforward approach is to take the obtained scale-invariant saliency of each pixels as the corresponding activity
or weight. However, it will introduce blur in the fused image. We adopt the simple non-max suppression to alleviate
this problem, i.e. for i-th image Ii(x, y), we can determine a mask M i(x, y) as the initial activity map by comparing the
obtained scale-invariant saliency maps {Si(x, y)}ni=1
M i(x, y) =
 1, if Si(x, y) = max
(
S1(x, y), S2(x, y), · · · , Sn(x, y))
0, otherwise,
(5)
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Figure 2: Construction of the scale-invariant saliency map for each image.
where n is the number of input images. However, as the above procedure compares pixels individually without considering
the spatial context information, the resulting masks are usually noisy and will introduce artifacts into the fused image.
Moreover, there may exist more than one maximum at a spatial position in scale-space (i.e., there exist multi-scale
structures). To deal with these situations, we can choose a sophisticated solution is to model the pixel saliency and
spatial smoothness simultaneously into a energy function, which can be globally optimized by some tools such as graph-
cut techniques [31], but the optimization is often relatively inefficient. Another choice is to perform the morphology
smoothing operation which is very efficient but inaccurate which is likely to introduce errors or artifacts [24]. Guided
image filtering [8] or joint bilateral filtering [32] is an interesting alternative, which provides a trade-off between the
efficiency and accuracy. Following [16], we determine the final activity map W (x, y) by applying guided filtering on the
initial activity map as follows
W (x, y) =
1
|ω|
∑
(u,v)∈ω(x,y)
[a(u, v)I(x, y) + b(u, v)], (6)
where |ω| is the number of pixels in window ω(x, y) with size of (2r+1)× (2r+1) which is centered at pixel (x, y), a(x, y)
and b(x, y) are the const coefficients of window ω(x, y) which are determined by ridge regression
a(x, y) =
1
|ω|
∑
(u,v)∈ω(x,y) I(u, v)M(u, v)− µ(x, y)M¯(x, y)
δ2(x, y) + 
(7)
b(x, y) = M¯(x, y)− a(x, y)µ(x, y). (8)
Here µ(x, y) and δ2(x, y) are the mean and variance of image I in window ω(x, y), M¯(x, y) is the mean of the initial
activity map M in window ω(x, y) and  denotes the regularization parameter penalizing large a(x, y). The parameters
of guided filtering are set to r = 2,  = 2 in our implementation.
For each input image Ii(x, y), we can determine the corresponding activity map W i(x, y) and then obtain the final
fused image F (x, y) by
F (x, y) =
∑n
i=0W
i(x, y)Ii(x, y)∑n
i=0W
i(x, y)
. (9)
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(a) Multi-modal medical images
(b) Natural multi-focus images
(c) Multi-focus cell images
Figure 3: Example source images.
For color input images, the activity map is repeated for red, green and blue channels respectively to generate the final
color fused image.
3. Experiments and Discussions
To demonstrate the effectiveness and efficiency of the proposed image fusion method , we conduct a set of comparative
experiments on three image datasets. The first is composed by 8 pairs of multi-modal medical images and the second one
contains 15 pairs of multi-focus gray or color natural images. These two datasets are often used in many related papers
and some examples are shown in Figure 3a and Figure 3b. The third one is a new multi-focus cervical cell image dataset
collected by ourselves, which consists of 15 groups of color images and each group contains a series of multi-focus cervix
cell images with size of 2040× 1086 or 2448× 2048, etc. Some source examples are shown in Figure 3c. Our source code
implemented in C++ along with the new multi-focus cervical cell image dataset is available online.
We compare our method with several state-of-the-art algorithms, which include dense SIFT (DSIFT)[33], dual-tree
complex wavelet transform (DTCWT) [24], guided filter fusion (GFF) [16], image matting (IM) [18], CNN-based method
[21], Laplacian sparse representation (LP-SR) [25], multi-weighted gradient fusion (MWGF) [24], non-sampled contourlet
transform (NSCT) [23] and boundary finding based method (BF) [19]. All the methods are implemented in Matlab
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Figure 4: The fused image obtained by the proposed method with varying o and s. Notice that the integrity information of large size objects
(e.g. eyeballs) is reserved by increasing the value o and s.
except the CNN-based method which is implemented with C++ based on caffe [34] and the parameters of them are set
with default values given by the authors. The results are compared in terms of both visual and objective quality. For the
objective quality evaluation of image fusion, we adopt several commonly metrics, including the mutual information (MI)
[35], structural similarity (SSIM) [36], quality index (QI) [37], edge information preservation value (QAB/F) [38], feature
mutual information (FMI) [39] and visual information fidelity (VIF) [40].
We first evaluate the performance of the proposed method under varying total number of octaves o and number of
layers s sampled per octave. The fused images of a pair of multi-modal medical images with different o and s are shown
in Figure 4. In this example, on the one hand, when only 1 or 2 octaves are involved in constructing the DoG pyramid,
the fused images fail to keep the integrity information of large size objects (e.g. eyeballs), while by increasing the value
(a) s = 3 (b) o = 5
Figure 5: Performance of the proposed method with varying o and s.
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(a) DSIFT (b) DTCWT (c) GFF (d) IM
(e) CNN (f) LP-SR (g) MWGF (h) NSCT
(i) BF (j) Proposed
(k) DSIFT (l) DTCWT (m) GFF (n) IM
(o) CNN (p) LP-SR (q) MWGF (r) NSCT
(s) BF (t) Proposed
Figure 6: The fused results obtained by different methods for the multi-modal medical images.
of o, the integrity information of eyeballs is preserved. On the other hand, although not as significant as the increase
of octave numbers o, the fused image can contain more details by the increase of layer numbers s. The corresponding
objective quality metrics are shown in Figure 5. As shown in Figure 5a, most of the metric values are improved as the
number of octaves increases with the fixed layer numbers 3 in the global tendency and each of them tends to be stable
when the number of octaves is 5. To get a relatively good quality from Figure 5b, we can notice that some of the metric
values can get a good performance when the number of layers is 3, such as the MI, SSIM, QI and VIF, though there are
only a little change of all the metric values by increasing the number of layers with the fixed octave numbers 5. Because
it will result in more computation burden with the increase of the value o and s, and for different kinds of source images,
there are different performance with the diverse parameter settings. To get a trade-off between them in our experiments,
we set o = 5, s = 3 for the multi-modal dataset, o = 1, s = 1 for the natural datasets and o = 3, s = 5 for the multi-focus
cell dataset, respectively.
Figure 6 shows the fused images obtained by different methods with the multi-modal source images shown in Figure
3a. As shown in these figures, the proposed method can produce images which preserve the complementary information
of different source images well. Moreover, due to the scale-invariant structure saliency selection, our method can keep the
integrity information of large size objects and the visual details simultaneously. Although the fused image generated by
other methods can also capture the details to some extent, all of them fail to keep the integrity information of large size
objects such as the eyeballs. Furthermore, from Figure 6k-6t, the DTCWT, GFF, IM and NSCT methods may decrease
the brightness and contrast while the proposed method can preserve these features and details without producing visible
artifacts and brightness distortions.
Figure 7 and Figure 8 show the fused images of different methods by fusing the natural image pairs shown in Figure
3b respectively. A closeup view is presented in the bottom of each sub-picture in Figure 7. It can be shown from these
figures that although all these methods generate acceptable fused images, our method produces slightly better results
than others (see the halo artifacts in the magnified area of Figure 7).
Figure 9, Figure 10 and Figure 11 show the comparative fused results of the multi-focus cell images shown in Figure
8
(a) DSIFT (b) DTCWT (c) GFF (d) IM (e) CNN
(f) LP-SR (g) MWGF (h) NSCT (i) BF (j) Proposed
Figure 7: Fusion results of the “Clock” source images in Figure 3b.
(a) DSIFT (b) DTCWT (c) GFF (d) IM (e) CNN
(f) LP-SR (g) MWGF (h) NSCT (i) BF (j) Proposed
Figure 8: Fusion results of the “wine” source images in Figure 3b.
(a) DSIFT (b) DTCWT (c) GFF (d) IM (e) CNN
(f) LP-SR (g) MWGF (h) NSCT (i) BF (j) Proposed
Figure 9: Fusion results of the first group multi-focus cell images in Figure 3c.
9
(a) DSIFT (b) DTCWT (c) GFF (d) IM (e) CNN
(f) LP-SR (g) MWGF (h) NSCT (i) BF (j) Proposed
Figure 10: Fusion results of the second group multi-focus cell images in Figure 3c.
(a) DSIFT (b) DTCWT (c) GFF (d) IM (e) CNN
(f) LP-SR (g) MWGF (h) NSCT (i) BF (j) Proposed
Figure 11: Fusion results of the third group multi-focus cell images in Figure 3c.
3c. For clarity, we also present a closeup view in the right-bottom of each sub-picture in Figure 9 and Figure 10. As
shown in the close-up views of Figure 9, the fused images based on DSIFT, IM, MWGF and BF methods are extremely
blurred in the boundary and fail to keep the details of cell nucleus. Furthermore, the DTCWT and NSCT based methods
produce halo artifacts in the fused images, while GFF and CNN based methods fail to preserve the small cell nucleus.
LP-SR based method nearly works fine which keeps the most of the details of the small size cells, but the integrity of
the clustered large size cells is damaged. Fortunately, in our proposed method, the integrity of the clustered large size
cells is preserved and most of the isolated small size cells are maintained from the original images, which demonstrates
the best visual quality.
Similarly, as shown in the close-up views of Figure 10, the fused images from DSIFT, IM, MWGF and BF are blurred
and lose some nucleus details, while the results from DTCWT, GFF, CNN and NSCT produce halo artifacts. LP-SR
based method can keep details well but also produces halo artifacts and other noise. Our method can preserve the focused
areas of different source images well without introducing any artifacts. For the example illustrated in Figure 11, the fused
images generated by DSIFT, DTCWT, IM and NSCT all fail to preserve the focused areas of different source images and
result in extremely blurred images. The GFF, CNN, MWGF and BF based method introduces a lot of color distortion
of the nucleus regions and the obvious halo artifact. The result of LP-SR based method is close to the one of our method
but introduces some odd color distortion. Again, our method produces fused image which can preserve the focused areas
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of different source images well without introducing any artifacts.
Source Index DSIFT DTCWT GFF IM CNN LP-SR MWGF NSCT BF Proposed
Multi-
modal
dataset
MI 1.4832 1.0889 1.2421 1.3495 0.8067 1.2566 1.3601 1.1233 0.7921 1.4632
SSIM 0.6416 0.6104 0.6489 0.6460 0.6654 0.6443 0.6512 0.6342 0.6570 0.6646
QAB/F 0.6017 0.5037 0.5600 0.5354 0.6183 0.5610 0.5983 0.5390 0.6224 0.5850
QI 0.5109 0.4180 0.4807 0.5134 0.5962 0.4887 0.5236 0.4428 0.5931 0.5471
FMI 0.8639 0.8514 0.8574 0.8560 0.8718 0.8569 0.8680 0.8514 0.8748 0.8648
VIF 0.3731 0.2310 0.2789 0.3000 0.4165 0.2735 0.3561 0.2417 0.4444 0.3315
Natural
multi-
focus
dataset
MI 1.8910 1.8603 1.9176 1.9035 0.7881 1.8738 1.8840 1.8838 0.7894 2.1196
SSIM 0.8328 0.8271 0.8305 0.8247 0.8431 0.8271 0.8219 0.8363 0.8203 0.8537
QAB/F 0.6203 0.6196 0.6256 0.6226 0.6774 0.6206 0.6210 0.6233 0.6660 0.6749
QI 0.6351 0.6182 0.6236 0.6175 0.6792 0.6239 0.6152 0.6381 0.6634 0.6891
FMI 0.8597 0.8612 0.8616 0.8612 0.8686 0.8615 0.8619 0.8612 0.8583 0.8663
VIF 0.4871 0.4820 0.4953 0.4905 0.5756 0.4827 0.4948 0.4857 0.5584 0.5457
Multi-
focus cell
dataset
MI 1.3387 1.1634 1.3042 1.2152 0.6893 1.0834 1.1295 1.1507 0.6801 1.1422
SSIM 0.6923 0.6568 0.6839 0.6552 0.6279 0.6436 0.6481 0.6566 0.6407 0.6422
QAB/F 0.1870 0.2120 0.2100 0.1950 0.2051 0.2331 0.1886 0.2228 0.2102 0.2468
QI 0.1915 0.1779 0.1844 0.1677 0.1662 0.2161 0.1814 0.2115 0.1855 0.2474
FMI 0.7603 0.7570 0.7622 0.7475 0.7456 0.7579 0.7152 0.7573 0.7537 0.7605
VIF 0.2261 0.1854 0.2205 0.1959 0.2087 0.2293 0.2225 0.1967 0.2270 0.2388
Table 1: The average objective assessments of different fusion methods.
DSIFT DTCWT IM CNN LP-SR MWGF NSCT BF GFF GFF(C++) Proposed
Time(s) 1679.67 36.53 72.47 5276.09 34.29 259.30 414.24 453.39 10.66 6.44 2.08
Table 2: The average running time of different fusion methods on color cell images with size of 2040× 1086.
The quantitative results of different fusion methods are shown in Table 1. It can be seen that the proposed method
yields competitive objective metrics on the natural multi-focus dataset and multi-focus cell dataset. For the multi-modal
dataset, the metrics value is not the best but is nearly close to the best performance, such as the value of MI, SSIM, FMI.
We also compare the computational efficiency of each methods on the high-resolution color cell images with the size of
2040× 1086. Experiments are performed on a computer equipped with a 4.20 GHz CPU and 8GB memory and all codes
are available online. The average running time of different image fusion methods is compared in Table 2. As mentioned
before the method of DSIFT, DTCWT, GFF, IM, LP-SR, MWGF, NSCT and BF are all implemented in Matlab while
the CNN-based and our method are based on C++, and therefore strictly speaking, the comparison is running time
unfair. Here, we re-implement the GFF-based method with C++ and also include the corresponding running time in
Table 2 to reveal the running efficiency of different implementation between Matlab and C++ to some extent. As shown
in Table 2, the guided filtering based methods, i.e. GFF-based and the proposed method are the most efficient methods
while the CNN-based is the most time-consuming. Comparing to the original Matlab implementation, the GFF-method
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can be speeded up by almost 40% with C++ implementation, but it is still much slower than our method. We attribute
this to the following reasons. First, the computation burden of the DoG-based scale-invariant saliency selection step can
be negligible comparing to the computation burden of activity maps refinement step based on the guided filtering. The
GFF-based method needs to perform guided filtering twice (each for both base and detail layers), while our method only
needs to perform filtering one time to refine the activity maps of each source image. Second, instead of using the original
color image, we use the gray one as the guided image to accelerate the activity refinement step. Due to the extremely
efficiency, our method can be applied for some nearly real-time applications such as digital cytopathology [6] and can be
furthermore accelerated through GPU programming.
4. Conclusion
In this paper, based on the scale-space theory we propose a very simple yet effective multi-scale image fusion method
in spatial domain. To keep both details of small size objects and the integrity information of large size objects in the
fused image, we first get a robust saliency map with the scale-invariant structure based on the DoG pyramid, which
transfers the details and integrity detection of the objects into a scale-zooming intensive response. Then the activity map
is constructed by non-max suppression scheme based on the saliency maps and refined by the guided filtering to capture
the spatial context. Finally, the fused image is generated by combining the activity maps and the original input images
intuitively. Experimental results demonstrate that our method is efficient and can produce an all-in-focus image with a
high quality, which can preserve the details and the integrity of very different size objects well. Meanwhile, due to the
low-time complexity, the propose method can deal with high resolution images in a very efficient way and can be applied
for the real-time application.
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