Holographic wave-shaping has found numerous applications across the physical sciences, especially since the development of digital spatial-light modulators (SLMs). A key challenge in digital holography consists in finding optimal hologram patterns which transform the incoming laser beam into desired shapes in a conjugate optical plane. The existing repertoire of approaches to solve this inverse problem is built on iterative phase-retrieval algorithms, which do not take optical aberrations and deviations from theoretical models into account. Here, we adopt a physics-free, data-driven, and probabilistic approach to the problem. Using deep conditional generative models such as Generative-Adversarial Networks (cGAN) or Variational Autoencoder (cVAE), we approximate conditional distributions of holograms for a given target laser intensity pattern. In order to reduce the cardinality of the problem, we train our models on a proxy mapping relating an 8 × 8-matrix of complex-valued spatial-frequency coefficients to the ensuing 100 × 100-shaped intensity distribution recorded on a camera. We discuss the degree of 'ill-posedness' that remains in this reduced problem and compare different generative model architectures in terms of their ability to find holograms that reconstruct given intensity patterns. Finally, we challenge our models to generalise to synthetic target intensities, where the existence of matching holograms cannot be guaranteed. We devise a forward-interpolating training scheme aimed at providing models the ability to interpolate in laser intensity space, rather than hologram space and show that this indeed enhances model performance on synthetic data sets.
Introduction
With the advent of electrically addressed spatial light modulators (SLMs), digital holography has become a widely applied and researched technique [1] . Each pixel in a SLM is able to independently modulate phase or amplitude of incoming light wavefronts. In particular, phase-only SLMs, which do not absorb any of the incoming light, have found various applications in experimental physics [2, 3, 4, 5] , (holographic) data storage [6, 7] , light detection and ranging (LiDAR) systems [8] , while research into enhancing their performance is ongoing [9, 10, 11] . However, improvements in spatial resolution and pixel refresh rates emphasise the need for progress on the algorithmic side tasked with computing suitable phase-shifting patterns. The algorithmic problem encountered in digital holography can be summarised as follows: find the hologram pattern, that, when displayed on the SLM, creates the closest approximation to a given desired intensity distribution in a conjugate optical plane.
This inverse problem is an instance of the phase-retrieval problem and is therefore severely complicated by phaseinvariances of light intensity. The difficulty and importance of this problem have inspired decades of research into phase-retrieval algorithms and general approaches to inverse problems in imaging [12, 13, 14, 15, 16] .
Historically, the idea of phase-retrieval algorithms goes back to Gerchberg and Saxton (GS) [12] , who attempted to satisfy intensity constraints in two conjugate optical planes using repeated back-and-forth Fourier transformations. The state of the field has been summarised by Di Leonardo et al. [15] , who give a comprehensive review of existing Figure 1 : Flowchart of variables. We enhanced the contrast of pictures of laser intensity distributions for better visibility in both panels. a Digital Holography: Initially, an 8 × 8 matrix containing complex numbers is drawn or computed, which acts as a weighting matrix for a fixed set of 64 spatial frequencies k i,j . While the complex amplitude a i,j (greyscale) constitutes the weight, the complex argument ϕ i,j (redscale) plays the role of a phase-offset. Using Eq. (1), the 200 × 200-shaped hologram h is computed from the f -matrix and is displayed in the centre of the spatial light modulator (SLM) (800 × 600 pixels). The SLM modulates the wavefront of the incoming laser beam in every of its active pixels (white frame). We then record the ensuing intensity distribution in the central 100 × 100 pixels of the camera. In addition, the colour legend for each variable is given. b Phase-retrieval workflow: The desired intensity distribution is loaded into the generative model together with a latent space vector z. The model generates a f -matrix estimatef which is then used to create a hologram and then an intensity distributionĨ. For each target intensity, we redraw z-vectors several times and compare their performance in terms of their respectively achieved intensity error E I = ||I −Ĩ(z)|| 2 . The coloured rectangles in the generator/decoder give a hint at the network architecture: The target intensity is subject to several convolutional layers (purple) before their output is concatenated with the latent space vector. The combined tensor then passes through a set of dense (blue) and dropout (grey) layers before the f -matrix estimate is returned.
phase-retrieval algorithms that can be used for SLM-based wave-shaping and develop a version of the GS algorithm to produce a grid of laser spots with an until then unprecedented degree of uniformity in spot intensity.
More generally, challenges involved in phase-retrieval also appear in other contexts such as holographic imaging. Here, the phase problem manifests in a need for additional measurements or specialised numerical treatment [17] in order to transform holograms to artefact-free images. Recently, Rivenson et al. [16] reported an image-reconstructing algorithm that aims to correct image artefacts which specifically arise due to missing phase information. The authors report using an appropriately trained neural-network-based model as a maximum-likelihood estimator for this purpose and present successful microscope image reconstructions of various biological tissues [16] .
In this study, we explore a data-driven, that is, assumption-free approach to holographic wave-shaping based on conditional deep generative models. Our approach is specifically tailored to finding approximate phase-only holograms for small two-dimensional intensity patterns with dimensions spanning just a few diffraction-limited-spot sizes. We compare several models with different objective functions, which are trained on the relationship between spatial hologram-frequencies, their respective phase-offset, and the resultant intensity patterns. Optical aberrations and misalignment-artefacts are thus automatically accounted for. Our model is able to (re)create laser patterns with complicated outlines beyond lines or points. Applications include optical tweezers-based studies of nano-and micronscale thermodynamics, which often necessitate the creation of small intensity patterns with high precision [2, 5] . However, the technique presented here is, in principle, applicable to larger patterns. The pattern size is limited only by available computational power or the size of the data-set used to train the neural networks that the model is composed of.
In recent years, deep-neural-network-based machine learning has revolutionised the approach to a number of inference problems, such as image comprehension [18, 19, 20, 21, 22, 23, 24] or natural language processing [25, 26, 27] . During training, for instance on classification tasks, neural networks shape flows of increasingly abstract representations, from layer to layer, suppressing unnecessary features, while relevant ones are amplified [28] . Under a supervised scheme, training refers to a minimisation of a loss function L, e.g. L(ŷ, y) = ||ŷ − y|| 2 l2 over a labelled data set, such that the network outputŷ(x) converges to the target output y that corresponds to an input x [29] . Crucially, naive attempts at fitting a network in this way to the data will only work for data relations that can be expressed by functions in the mathematical sense, i.e. by one-to-one-or many-to-one-type relations. Many real-world problems, such as the phase problem, however, contain one-to-many-type relations, are often highly oscillatory, and furthermore corrupted by noise at the input end. Any given output y may thus correspond precisely or approximately to a range of inputs {x} y .
Here, we attempt to model such a relation using deep conditional generative models. Conditional generative models, such as conditional Generative Adversarial Networks (GAN) provide a means to approximate conditional data probability distributions ρ(x|y) [30, 31, 32] and thus offer a way to retain input variability for a given target output. Generative approaches to inverse problems have previously been used in molecular design [33] or computer tomography [34] .
The idea is to invert the flow from holograms to intensity distributions depicted in Fig. 1a , that is, model the distribution of holograms or precursors thereof conditioned on desired laser distributions as shown in panel b. We compare model performances in terms of how well they (1) reconstruct previously measured, but unseen intensity distributions and (2) approximate synthetic distributions, for which a precisely reconstructing hologram might not exist. Specifically, we contrast performance of aforementioned conditional Generative-Adversarial Networks (cGAN) and Variational Autoencoder (cVAE) architectures with an expert system, which we introduce below. Our paper is structured as follows: We begin by defining the optics of digital holography, introduce our approach to generative modelling for inverse problems using an example, and then proceed to discuss the performance of our models for digital holography.
Digital phase-only holography
Put simply, digital phase-only holograms are digital images where each pixel value encodes a jump (or delay) of the phase of incident wavefronts. In order to produce the desired pattern of intensity, the correct magnitude of phase change must be determined for each pixel. The spatial light modulator (SLM) sketched in Fig. 1a is the physical apparatus which carries out this phase-shaping operation. The time-averaged incident laser beam in Fig. 1a can be approximated as a plane wave, i.e. E 0 ( r) ∝ e i v r where v denotes the wave vector. The holograms displayed on the SLM affect the exponent, which is known as the phase of the wave ϕ( r). The influence of the SLM in each of its pixels (m, n) can be modelled by an unitary factor p m,n = e ihm,n which is multiplied to the incident field E 0 . Downstream from the SLM, the laser beam passes a lens that is positioned in 2f -configuration to the SLM and the camera. The lens Fourier-transforms the electrical field E SLM ( r) into the field perceived by the camera E Cam ( k) [35] . The intensity distribution recorded by the camera is then given by I( k) = |E Cam ( k)| 2 , here discretised as 100 × 100 image, I.
Because of this Fourier-relationship, the hologram h that creates a single laser spot on the camera at k is given by a blazed grating, h m,n = arg e i k· rm,n . Generalising this relation to a grid with indices i, j of multiple spots at fixed positions k i,j then leads to the following equation,
where each element of the complex-valued matrix f i,j = a i,j e iϕi,j consists of a weighting factor (complex amplitude) a i,j and a phase-offset (complex argument) ϕ i,j for each spatial frequency k i,j (see Fig. 1a ). In this paper, we restrict ourselves to N p = 8 as a small proof of concept study for larger f -matrices, which would lead to intensity patterns covering larger areas on the camera. Details on the optical setup can be found in the appendix Sec. A.4.
In Fig In such a case, the intensity is almost only invariant in changes of global phase. In general, the interplay between different f -matrix elements in terms of the resultant intensity is non-linear and non-local. In other words, a change in value of a certain f -matrix element will impact the laser spots associated with all other elements, however distant in the matrix they are.
The task that we are concerned with in this paper is to find as many complex-valued matrices f as possible which will result in a given intensity distribution I or an approximation thereof. As shown in Fig. 1a , we denote the two operations of computing the hologram h from f , and obtaining the corresponding intensity I as F and S. The main performance measure in this study is the intensity error E I,Ĩ = ||I −Ĩ|| 2 l2 between instances of the target intensity I and the result of the setup operationĨ = S • F(f ) on a proposed f -matrix. Due to the invariances described above, the function S • F(f ) is not injective such that the associated inverse problem is ill-posed.
Generative modelling and sampling strategy
In this section, we introduce and motivate the concept of generative modelling, describe the sampling strategy used to construct the data sets, and describe how our models are trained. Futhermore, in order to illustrate our approach for non-experts, we solve a simple toy example of a non-invertible function in Sec. 3.2. The example also highlights the forward-interpolating properties of forward-trained conditional generative models, which we introduce in this paper.
Model overview
cGAN Model Ever since their discovery, generative models, such as GAN, have received attention due to their expressive abilities to create purely synthetic, but realistic pictures [36, 37] . From a mathematical viewpoint, GAN are an approach to learning data probability distributions ρ(x) in a generative way [30, 38] . More precisely, a GAN is a scheme aimed at training a neural network such that it is able to morph latent space samples z = {z 1 , . . . , z l } drawn from a standard probability distribution, such as the uniform distribution U l (0, 1), into samplesx = {x 1 , . . . ,x m } that appear to be drawn from the data set X. This is achieved by training two networks in an antagonistic fashion: the first network, the discriminator, is trained to distinguish real samples from those that come from the generator. The generator, on the other hand, is trained to produce samplesx from latent space vectors z that satisfy the discriminator. Importantly, GAN can be trained in a conditional way, such that they learn to generate samples from an approximation to the conditional data distribution ρ(x|y). Such a conditional data distribution could, for instance, originate from noisy a b . Once trained, a conditional generator can generate multiple samplesx(z, y) for a given y. In theory, this enables one to search for a latent space vector z ∈ Z, which minimises the forward-loss E y = E y,z ||y − f (x(z, y))|| 2 l2 or at least retain invariant inputs x which lead to the same y. The discriminator, on the other hand, is obsolete after training.
Mathematically speaking, conditional GAN (cGAN) are trained over a data set distribution ρ(f , I) by performing stochastic gradient descent (SDG) on an approximate form of the following loss function [30] 
with respect to the parameters controlling the discriminator D φ and generator G θ , φ and θ. These parameter sets, θ and φ, contain all trainable weights of the respective underlying neural network. The functions v(·) and w(·) in Eq. (2) depend on the type of GAN: in standard GAN, they are given by v(x) = log(σ(x)) and [30] . Expectations in Eq. (2) are estimated by running averages over small batches of data (mini-batching). The last term in Eq. (2) denotes a reconstruction loss, implemented throughout this paper as
l2 . The hyperparameter β controls its relative importance in relation to the rest of the GAN-loss. Since GAN are notoriously difficult to train, a number of normalisation-schemes have been proposed to prevent an otherwise likely loss of multimodality of the learned distribution p θ (f |z, I), known as mode collapse [39, 40, 41] . In this study, we normalised each layer in the discriminator D φ using spectral normalisation [42] (see Fig. 18 ).
cVAE Model In contrast to GAN, Variational Autoencoder (VAE) attempt to structure their latent space Z, which may simplify finding a suitable z-vector [43] . More precisely, VAE enforce a particular distribution over z ∈ Z; typically a standard Gaussian is chosen. VAE, and their conditional form, cVAE, consist of two networks, a decoder and an encoder. The latter is trained to transform input variables x and conditioned-on variables y into a standard-normally distributed latent space vector z ∼ N (0, 1). The generative element in VAE, however, is the decoder. During training, the decoder generates samplesx(z , y) from latent space vectors z drawn from the distribution specified by the encoder N (µ enc , σ 2 enc ) and the conditioned-on variable y. Similar to the discriminator, the encoder becomes obsolete once training is completed.
Mathematically speaking, the decoder controls the conditional probability p θ : (z, I) →f , which maps from the latent space z and desired intensity I into the f -matrix space. The encoder, on the other hand, controls a latent space distribution q φ (z|f ) which is gradually trained towards a standard normal distribution. Once training is completed, the encoder can be removed; all latent space vectors are then drawn from z ∼ N (0, 1). The training objective for both decoder and encoder can be combined into a single loss function given by
where D KL (a||b) represents the Kullback-Leibler divergence between the two arguments. The idea behind Eq. (3) is to optimise a lower bound for the probability of the distribution controlled by the decoder p θ (f |z, I) of matching the actual, but unknown distribution ρ(f |I) [43] . In this study, we implement the first term as the reconstruction loss in f -matrix space with β again controlling its relative importance. Throughout this study, we set β = 1. The second term in Eq. (3) enforces a particular distribution of the latent space variable z ∈ Z during the training process.
cVAE + forw. loss Models that are trained only by minimising the f -error will not be able to correctly interpolate in intensity space. We attempt to remedy this by adding a forward network U ξ during training, which constructs a differentiable representation of the forward operation F • S : f → I.
The forward network U ξ : f →Î with parameters ξ is pretrained on the data set using a forward error, E I,Î = ||Î − I|| 2 l2 . We note the difference in notation ofÎ in contrast to the actual setup outputĨ = S • F(f ).
Once pretraining is completed, the forward network is used to evaluate the f -matrix candidatesf proposed by the generative models in terms of their likely intensity patternÎ = U ξ (f ) and pass on l 2 -loss from the intensity plane. During the actual training, we continue to minimise E I,Î with respect to ξ in a separate training step as discussed in the example. We emphasise that the forward-gradient descent steps of the VAE are taken only with respect to the en-and decoder parameters φ, θ, not ξ.
In principle, one can augment the loss function of any conditional generative model in this way. We here choose the cVAE. The resulting forward-cVAE is updated using the following loss function
where the new hyperparameter α controls the relative strength of the forward loss. We explain this type of model in further detail in the example in Sec. 3.2. We found it beneficial to train the forward network U ξ under spectral normalisation, similar to the discriminator in our cGAN model. A thorough investigation of the benefit of this, however, is beyond the scope of this study.
Expert system Our fourth model is not based on neural networks and serves as a baseline against which we can compare the performance of our models. It is an attempt to find a direct relation between the value of f -matrix elements and laser spot strengths in the intensity distribution I.
Using a peak-finding technique, we inferred affine transformations, i = a y I peak y + b y and j = a x I peak x + b x , which transform peak-positions of isolated laser spots in the intensity plane into f -matrix indices i, j. The absolute values of the elements at these indices can now be set to some value, e.g. |f i,j | = c · I peak y,x , where c is a linear scaling factor, which we set to c = 1. The peak-finder requires a threshold to binarise the image, which must be seen as a model parameter.
In all experiments, we used thr=0.5 · max(I). The peak position is then inferred using a centroid from the non-binarised image within a region of interest determined in the binarised image. The expert system therefore produces estimates for each f -matrix element based on the value of the respective laser spot without reference to other spots.
Importantly, for the phase ϕ i,j of thef -matrix elements, we do not have a model. We therefore resort to drawing random phases ϕ i,j ∈ [0, 2π) for the non-zero elements inf .
Example: Inverting the noisy square function
We provide a simple example in order to illustrate the concept of generative modelling and the idea of using a forwardloss, which we introduced in the third model in the previous section. The task here is to approximate the inverse, f −1 , of the noisy square function f (x) = y = x 2 +ξ with ξ ∼ (0, σ 2 ) from a data set of pairs {(y 1 , x 1 ), (y 2 , x 2 ), ..., (y N , x N )} for x ∈ [0, 1]. In this example, the inputs x will take up the role of the f -matrix in the actual study, while the output y assumes the role of the intensity matrix I. In Fig. 3a , we sketch the architecture of a cVAE during training. The various loss functions are l 2 -difference norms in the x (blue) or y plane (red) with the exception of the encoder loss (green), which is given by the Kullback-Leibler divergence in Eq. (3) . In contrast to the classical implementation of cVAEs, we found it sufficient to provide the encoder with the input x, instead of the tuple (x, y) as indicated in panel a.
In Fig. 3b , we show inverse interpolations using a cVAE (left) and a cGAN model (right) with a single latent space variable z, which is encoded by colour (see colour bar). Once trained, the models are presented with a target output value y and a randomly chosen latent space value z and are asked to predict an inputx that leads to y. While the two branches associated with negative and positive latent space values in cVAEs are visibly disentangled, they are interfusing in the case of cGAN [44] . This is an example of the effect of the encoder loss in Eq. (3).
In the lower row, we give an example of a forward loss: to this end, we add another network U ξ which is trained on the noisy forward relationship x → y (third model in Sec. 3.1). Importantly, as we mention before, the forward network is trained independently from the x-estimator (separate short red arrow in the bottom row of Fig. 3a ) and only used to pass on l 2 -error from the y plane (red-dashed line). The generative model is then trained by descending the forward loss E forw ({y, z}) = E y,x ||y − U ξ (x(z, y))|| 2 l2 in addition to the x-loss. As before, the relative strength of the forward loss is measured by α. In panel c, we show that such a network architecture can interpolate in y-space (α = 1), which in our case leads to a statistical reduction in the y-error, E y = ||y − f (x)|| 2 l2 . This forward interpolating property is relevant for our holography-predicting generative models, especially when presented with synthetic intensity distributions.
Sampling strategy
A deep-learning approach to digital holography necessitates compiling large training data sets of f -matrices and corresponding intensity distributions I. Since we do not have fixed sets of training, validation, and test data at our disposal, the sampling strategy we use to compile these data sets is relevant. It is crucial that the data set must be constructed in such a way that it likely encompasses relevant intensity patterns. For instance, simply drawing 64 complex numbers at random would lead to non-sparse f -matrices, which typically result in low-light intensity distributions, due to hologram overloading. We therefore adopt a different approach sketched in Fig. 4 in which we draw 64 uniformly distributed random numbers and compare them with a predefined sparseness threshold C. We then redraw the radius and phase of those complex numbers f i,j where the threshold was surpassed. The radii and phases of all other f -matrix elements are set to zero. This is a simple way of achieving a Bernoulli-distributed preselection of spatial frequencies.
In order to explicitly explore phase-intensity relation, we redraw the phases of each sample three times and measure f-matrix Measure intensity distr.
Draw 64 random numbers
Threshold Resample non-zeros as complex numbers . . . Figure 4 : Data set sampling workflow used to create training and test data sets. The workflow is designed to result in sparse f -matrices, which result in simpler, more concentrated intensity distributions.
Model
Test the resultant intensity distribution. The data set compiled in this way consists of 150,000 (f , I)-pairs (50,000 different amplitude patterns).
Results
In the following, we discuss the performance of our models on a test data set and the creation of as well as the model performance on a purely synthetic intensity data set. In both cases, the workflow follows the sketch in Fig. 1b , with the addition that for each intensity distribution I, we draw multiple latent space vectors z and measure the ensuing intensity. Throughout this study, we compare the measured intensitiesĨ 1 , . . . ,Ĩ 5 for five different latent space vectors z 1 , . . . , z 5 and report the lowest intensity error. Similarly for the expert system, we redraw the phase offsets of non-zerof -matrix elements five times.
The architecture of decoder and generator networks indicated in Fig. 1b is adhered to by all our generative models: The translation-invariant properties of the combined mapping F • S : f → I (see Fig. 2a ) invite the use of convolutional layers. We therefore chose to send the target intensity I through several convolutional layers which reduce its initial 100 × 100 size down to a 8 × 8 × 8 tensor, before concatenating the reduced tensor with the latent space vector z. The combined tensor then proceeds through a set of dense layers, interleaved by a dropout layer [45] in order to reduce the risk of overfitting. All layers in the generator/decoder networks are subject to batch normalisation [46] . Details of network architectures and training procedure are summarised in the appendix Sec. A.3.
Reconstructing previously measured intensities (test data set)
We compare the generalising abilities of all four models described in Sec. 3.1 on a test data set containing 500 elements, sampled according to the recipe described in Sec. 3.3. In this data set, the model is simply asked to reconstruct intensity distributions that have been recorded before. Importantly, this guarantees the existence of a hologram disregarding measurement error and mechanical drift.
The average intensity errors E y are summarised in the second column in Tbl. 1. A detailed overview and histogram of the intensity and f -matrix error is given in Fig. 5 . In order to give an impression of the variance in the intensity-and the f -matrix plane achieved by redrawing latent space vectors, we plot the highest f -error in grey in the left panels of Fig. 5 .
As both the table and the figure show, the standard cVAE achieves the lowest relative intensity error, followed by the cGAN model, the cVAE trained with intensity loss, and the expert system. All three generative models exhibit f -matrix variability for different latent space vectors as the spread of the f -error E f in Fig. 5 shows. The spread in intensity-error E I is significantly lower, in accord with expectations: the models are trained to produce f -matrix candidates for a given intensity I. This observation appears to be particularly the case for the cVAE with forward loss in panel c. The models do not, however, appear to have retained the full phase spectrum for single f -matrix elements. A possible cause might be the only approximative nature of the phase-invariance shown in Fig. 2b . It is equally possible, that the models have In any case, relying solely on measured intensity errors E I can be deceiving, since the precise laser position at the spatial frequencies k i,j measured during acquisition of the training and test data set may have shifted slightly over the course of time. Indeed, the precise position of laser patterns on the camera exhibits a day-to-day variability of around one to three camera pixels, presumably due to thermal variability affecting optical components. In order to keep this variability at a minimum we 'preheated' the setup by running the laser for 30 min prior to recording the error. Furthermore, we adjusted the camera region of interest by 1-3 pixels to counter any shift in spot position.
However, despite these measures, we record a floor of 0.4% of intensity error, when we reuse the exact same holograms from the test set. All relevant experimental details of the optical setup are summarised in the appendix A.4.
A visual inspection of shapes and positions of reconstructed intensities is therefore still a valuable measure of model performance. We give an extensive collection of 12 test-set examples for each model in Figs. 6-9 . In order to avoid any selection bias, we chose the last 12 examples in the test set. In these figures, the intensity distributions are not contrast-enhanced, since otherwise the impression would be distorted. The cVAE model (Fig. 6 ) exhibits an excellent ability to reconstruct even more complicated shapes such as example 12, in which a quarter-circle shape surrounds a central spot. The cVAE model that was trained with a forward loss manages to reproduce this structure too. By contrast, in example 9, the standard cVAE weighs the spot on the top too strongly. The cVAE with forward loss, on the other hand, appears to underestimate the weight of the top spot in example 1.
The results of the expert system are shown in Fig. 9 . Its performance appears inconsistent as it manages to reproduce both spots in example 6, but fails to do so in example 1, 2, 7, and 11. cVAE: test data set Figure 6 : cVAE test data set examples. The colour code for the f -matrices and the intensities is given in Fig. 1 . For each example, we present the intensity and f -matrix prediction that achieved the lowest intensity-error over all latent space draws. Fig. 5 , the latent space draw that resulted in the minimum intensity error is shown in red, while the draw resulting in the maximum error is shown in grey. a cVAE, b cGAN, c cVAE with forward loss, and d expert system.
Approximating synthetic intensity distributions
The goal of this study is to construct models that are capable of approximating synthetic target intensities that have not been previously measured. Indeed, in many applications of digital holography, target intensity patterns will vary across a wide range of possible patterns and likely include 'impossible patterns'. From an applied perspective, it is often not a priori clear whether a hologram that results precisely in the target intensity even exists. A desirable property of models for digital holography is therefore to propose f -matrices or holograms h, that result in an intensityĨ that is as close as possible to the target I. However, the models discussed here do not interpolate in I-space, but f -matrix space with the exception of the third model, the cVAE trained with an intensity loss.
In the following, we test the three generative models and the expert system on 500 entirely synthetic intensity distributions I. We create these distributions using a mixture of Gaussians with a variable number of spots 0 < k ≤ N p , with peak-positions (µ x,y ,
All parameters are uniformly distributed. However, in an attempt to create meaningful intensity distributions, we require peak positions (µ x , µ y ) in Eq. (5) to respect a margin to the image boundaries of 20 pixels and place bounds on the variances, 50 ≤ var ≤ 65. Furthermore, the maximum achievable intensity for each spot amplitude A (k) is bound from above by A max = 300/ N p , where N p is a discrete uniformly-distributed random number drawn initially N p ∈ {1, . . . , 5}. The spot intensity A (k) is also bounded from below by A min = 40. Despite these restrictions, the intensity distributions might still be impossible to precisely realise: for instance, spot amplitudes and spot-shape variances are not independent parameters. The intensity distributions created here are thus outside of the ensemble of the training data set and put the ability of the conditional generative models to generalise to a test.
In Fig. 10 we give an overview of the minimum intensity errors achieved over 5 latent space draws by the three generative models and 5 phase redraws in the case of the expert system. In the left panels, the maximum intensity error is plotted in grey, similar to Fig. 5 . As panel c shows, the cVAE with forward loss achieves a consistently low intensity error, which is reflected in the height of the peak around 1% in the error distribution. The figure furthermore shows that the difference between the minimum and maximum (grey) intensity error in all four models is low. In order to give a visual impression of model performances we give 12 examples from the synthetic data set and model reconstructions in In example 8, the target consists of a single, dim spot. Such a pattern is impossible to create with a single f -matrix element due to the gain-intensity invariance for single non-zero matrix elements that we mentioned in Sec. 2 (see also first two examples in Fig. 2a ). Indeed, the cVAE, cGAN and the expert system fall into this trap and attempt to simply create a single bright spot at the position of the synthetic peak. The cVAE with forward loss, however, creates multiple dark spots, which results in overall lower error. A similar effect can be observed in example 9. However, the cVAE with forward loss does not always seem to produce the best fits. In example 2, the standard cVAE manages to produce a convincing approximation of the complex-shaped synthetic intensity distribution. The cVAE with forward loss, by contrast, produces a single spot with a small second maximum. Example 3 appears to be beyond the ability of all four models. 
Conclusion
In this paper, we introduce a, to our knowledge, novel, physics-free approach to the phase-retrieval problem encountered in digital holography based on deep conditional generative models. Our approach is geared towards applications in holographic optical tweezers where intensity distributions often span only a few diffraction-limited spot sizes.
The conditional generative models discussed in this paper are trained on optical data sets prerecorded on our holographic tweezers setup. Importantly, instead of training the models directly on the relation between hologram pixels h and recorded intensity distributions I, we consider a subset of all possible holograms that can be computed from a complexvalued 8 × 8 weighting matrix f . For each target intensity I, we draw several latent space vectors z at random and consider all resultant f -matrix candidates in terms of the error to the target intensity E I that they achieve.
As we show, the models indeed manage to broadly reproduce intensity patterns, exhibit a promising ability to generalise, and retain some f -matrix variability over the latent space Z as the difference in variability in E I and E f in Fig. 5 indicates. We compare our models with an expert system introduced in Sec. 3.1, which tries to directly infer the f -matrix coefficient corresponding to each local maximum in the intensity distribution using a linear scale. On each data set at least one generative model outperforms the expert system by a margin (see Tbl. 1).
In our study, we devise cVAE and cGAN models and compare them on the task at hand. Except for small differences in performance, we find that cVAE and cGAN models behave qualitatively similar. This may be due to the similarity of architecture, as discussed in the models section Sec. 3.1. In both cases, we set the hyperparameter β controlling the reconstruction loss in the f -plane to the same value, so that the only differences between the cGAN and cVAE consist in (1) the additional discriminator loss in the case of the cGAN, (2) the distribution of latent space vectors (uniform vs normal), and (3) the encoder loss in the case of the cVAE. It therefore appears that the discriminator rather hinders than helps the cGAN model.
In addition, we introduce a third architecture: a cVAE that is trained using a forward loss introduced in Secs. 3.1 and 3.2. The forward loss is an attempt to provide the cVAE model with the ability to interpolate in intensity space rather than f -matrix space. As a result, the model does exhibit better performance on the synthetic data set (second column in Tbl. 1), which, however, appears to come at a cost in the test set as the slightly higher error in the first column shows. This is potentially caused by a lack of capacity of the model to satisfy both the passed-on intensity error and the f -matrix reconstruction error. However, finding holograms to create synthetically-created intensity distributions is more realistic when it comes to actual holographic optical tweezers applications. The cVAE model trained with forward loss might therefore be preferable for such applications, which may require additional research. However, a thorough investigation into the limits and theoretical foundations of our forward-training approach is beyond this practical study.
Our study is a proof-of-principle that generative conditional models can indeed be used for phase-retrieval applications. We do not claim to have found the optimal network architecture for this task as this would require a more in-depth search of possible architectures. In contrast to many deep learning studies, we sampled our own training and test data sets. We are therefore not limited by the size of the data set. The precision and scope of our model depends on the amount of the time users are willing to spend on sampling and training. The quality of intensity (re)construction could thus potentially be further improved by changing the sampling strategy, enlarging the data set and the model. Going forward, one could devise a model which chooses relevant samples on its own and directly interacts with the optical setup. Instead of asking for one-shot estimates of the optimal f -matrix or hologram h, one could adopt a reinforcement-learning strategy. Such an approach would see the network learn an iterative algorithm of repeated cycles of f -matrix suggestion and intensity measurement to arrive at optimal f -matrices or holograms h. Recent developments in generative modelling may constitute interesting alternatives to the type of model studied here. Invertible neural networks, for example, can be trained on the forward and backward mapping of an inverse problem simultaneously and appear therefore suitable for our problem [47] . Table 2 : Training parameters for all generative models tested in this study.
Encoder architecture f-matrix
Encoder out Figure 15 : Encoder architecture of the cVAE and cVAE with forward loss.
A.4 Experimental details
The optical setup used for this study is part of a holographic optical tweezers setup described in [5] . For the purpose of clarity, we simplified the optical setup in Fig. 1 : Instead of using a single lens placed upstream to the CMOS camera, we branch out a fraction of the laser beam using a 2" 8:92-pellicle beamsplitter. This fraction of the laser passes three consecutive lenses in 2f-configuration downstream from the SLM, which has a comparable effect to passing only a single lens. The respective focal lengths are f 1 = 500 mm, f 2 = 200 mm, and f 3 = 100 mm.
The camera shown in Fig. 1 is a USB-monochrome CMOS with 1280 × 1024 pixels (Imagingsource). The gain and exposure time in all experiments was set to 8X and 10 ms respectively. The 100 × 100-sized region-of-interest we choose here as intensity distribution readout corresponds to an 6.2 × 6.2 µm 2 -area in the microscope plane of the holographic tweezers setup.
The laser used here is an Ytterbium fiber laser (YLM-5-1064-LP, IPG photonics) with a wavelength of λ = 1064 nm, which we operated at an output power of P = 1 W. We used a 800 × 600-pixel SLM (LCOS X10468, Hamamatsu) with a refresh rate of 60 Hz. 
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