Consider a network linking the points of a rate-1 Poisson point process on the plane. Write Ψ ave (s) for the minimum possible mean length per unit area of such a network, subject to the constraint that the route-length between every pair of points is at most s times the Euclidean distance. We give upper and lower bounds on the function Ψ ave (s), and on the analogous "worst-case" function Ψ worst (s) where the point configuration is arbitrary subject to average density one per unit area. Our bounds are numerically crude, but raise the question of whether there is an exponent α such that each function has Ψ(s) ≍ (s − 1) −α as s ↓ 1.
Introduction
The topic geometric spanner networks [13] concerns design of networks on arbitrary sets of vertices in the plane (or higher dimensions). The interpretation of "size" of the network is sometimes as number of edges and sometimes as network length (sum of Euclidean edge lengths). Similarly, the interpretation of within-network distance between two vertices v, w is sometimes taken as minimum number of edges of a route between them (hop length) and sometimes as shortest total length (sum of Euclidean edge lengths) of a route between them (route length r(v, w)). In the latter setting, how well the network provides short routes is often measured by a statistic such as
where d(v, w) denotes straight line (Euclidean) distance. The statistic S is called the stretch or spanning ratio of the network, and a network with stretch S is called an S-spanner. The left diagram shows a network on 4 cities which is connected (a driver can switch roads at the junction where they cross), the center diagram shows that other junctions may be created, and the right diagram (envisaged as part of a larger network) shows that roads need not be closely related to cities at all.
Most work on this topic has emphasized algorithms -either algorithms for constructing spanners, or the use of spanners in algorithms for computational geometry problems. We address a more fundamental geometric question: what is the tradeoff between stretch and network length? In formulating a mathematical question we have in mind the example of an inter-city road network (rather than, say, a wireless communication network) and indeed we find it helpful to use the vivid natural language of cities, roads, junctions in place of the mathematical language of vertices, edges, Steiner points.
Our notion of "network" is the general notion suggested by real-world road networks, illustrated in Fig. 1 . The only implicit convention is that networks be connected and consist of line segments (rather than curves). Note this convention differs from the more familiar and more restrictive assumption that an edge can only be the line segment (v, w) between two of the given vertices. There does not seem to be standard terminology to emphasize the distinction: we will write Steiner network for our setting and graph network for the more restrictive assumption.
Our underlying setting is a configuration of n cities at arbitrary positions z n = (z 1 , . . . , z n ) in a square of area n. For a network N connecting these cities, write S(N ) for the statistic (1) and write L(N ) = 1 n × (network length of N ) for normalized network length. We then define ψ n (z n , s) := inf{L(N ) : S(N ) ≤ s} the infimum over all networks N connecting the cities z n . So this quantifies the optimal trade-off between length and stretch for the given configuration. We can now consider in parallel the worst-case, that is sup zn ψ n (z n , s), and the average case Eψ n (Z n , s), where Z n consists of n independent uniform random positions in the area-n square. The purpose of this set-up is that it is intuitively obvious that there must exist limit functions where 0 < Ψ ave (s) ≤ Ψ worst (s) ≤ ∞ for 1 < s < ∞. The goal of this paper is to study the functions Ψ ave and Ψ worst . As probabilists the authors are primarily interested in the average-case setting, but it seems natural to treat the worst-case setting in parallel. Here is what we shall do.
• Prove existence of these limit functions (section 2).
• Prove that their s → ∞ limits are equal to (rather than greater than) the associated Steiner tree constants (section 3).
• See what upper bounds can be derived from known results for graph networks (sections 1.1 and 4).
• Derive upper bounds on Ψ worst (s) from elementary constructions where one first lays down a regular network of roads without paying attention to city positions, and then adds local links from cities to the network (section 5).
• Derive upper bounds on Ψ ave (s) from Steiner network analogs of the θ-graphs discussed in section 4 (section 6).
• Derive lower bounds on Ψ ave (s) for small s, based on the stochastic geometry relationship between network length and rate of intersections with a typical line (section 7).
• Derive lower bounds on Ψ worst (s) based on a notion of "local optimality" for specific networks on specific configurations (section 8).
The sections are, to a large extent, independent of each other. Our description of Ψ ave (s) as an n → ∞ limit was intended to facilitate comparsion with the worstcase setting. A more abstract interpretation of Ψ ave (s) in terms of networks on a Poisson point process on R 2 is given in section 2.1 . Getting explicit values for these functions analytically seems impossible. Even getting convicing numerical values would provide a challenge for designers of heuristic algorithms, and we have not attempted to do so. Our bounds are numerically crude; this paper is intended to initiate study of these functions, not to give definitive results.
An interesting theoretical question that seems more amenable to analytic study is the scaling behavior in the s ↓ 1 limit. That is, in the spirit of "universality" in statistical physics, one can speculate that there exists an exponent α such that
where the value of α does not depend on any detailed assumptions in the model (worst-case or average-case; the Steiner network case or the graph network case) but instead depends only on the the fact the we are studying the length-stretch trade-off in two-dimensional space. Our results imply crude bounds on α: an upper bound of ave and hence for Ψ worst also (Proposition 7.1). But considering these s → 0 limits is considering increasingly dense networks ("covering the countryside in tarmac", we say in talks), which is hard to motivate.
What is already known?
The literature on geometric spanner networks focusses on worst-case bounds on stretch (and many other statistics of networks) produced by algorithmic procedures from arbitrary configurations, works in the "graph network" setting rather than our Steiner network setting, and emphasizes hop length more than route length. So while the techniques of that field are clearly relevant, it is not so easy to directly apply their results to the study of Ψ ave and Ψ worst . One relevant result in [13] is Theorem 15.2.16, which says that for small s > 0 one can construct (1 + s)-spanners such that (amongst other properties) the network length is bounded by O(s −4 ×(length of MST)), where MST denotes the minimum spanning tree on the given configuration. It is well-known and elementary (see e.g. [15] section 2.2) that in the worst case the length of MST is O(n), so the theorem mentioned above implies
and in particular that Ψ worst (s) < ∞ for all s > 1. A remarkable result [9] is that the Delaunay triangulation is always a tspanner for t = 2π 3 cos π/6 ≈ 2.42. Because the length of a Delaunay triangulation is not O(n) in the worst case, this does not directly help us bound Ψ worst . But in the random model, a classical result ( [11] 
More generally, there are known bounds [6] on stretch for the well-studied one-parameter θ-graph family of graph networks. As above, their lengths are not O(n) in the worst case, so this does not directly help us bound Ψ worst . But again we can calculate mean lengths in the random model, and so deduce explicit upper bounds on Ψ ave (s m ) for a certain sequence s m ↓ 1 (section 4). However for small s we get better bounds, in our Steiner network setting, from the construction in section 6.
Other statistics for route-length efficiency
In defining a statistic to summarize the effectiveness of a network in providing short routes, one may be more interested in the typical value of
than in the maximum value used in the definition of stretch. One might first consider the summary statistic ave v,w R(v, w), which somewhat counter-intuitively can easily be made very small for large n [2, 8] . It is argued in [4] that the most appropriate summary statistic R is defined as follows. For each distance d, set ρ(d) = average of R(v, w) over city-pairs at distance approximately d; then let R be the maximum of ρ(d) as d varies. The trade-off between R and normalized length, in the average-case setting, is discussed in [4] , and the motivation for the present paper was to make a connection with the topic of spanner networks.
Existence of the limit functions Ψ
In this section we use a subadditivity argument in the spirit of [15, 18] to prove existence of the limit functions Ψ. Note that in the most familiar kind of spatial subadditivity argument a big square is divided into small subsquares, and optimal solutions on subsquares are used to construct some near-optimal solution on the big square. We argue in the opposite direction: use an optimal solution on the big square to construct near-optimal solutions on subsquares. This leads to the "superadditive" inequalities (5, 7). Fix 1 < s < ∞ and let a n be the worst-case value (over configurations z = (z 1 , . . . , z n ) of cities in the square of area n) of the length of the shortest network on z with stretch ≤ s. We shall prove existence of the limit
We will first argue
Fix n and k. Let z be a configuration in the area-n square attaining a n . Take k 2 copies of this configuration, and translate each to construct a configuration z * of nk 2 cities in the square of area nk 2 . By definition of a nk 2 there is a network on z * with stretch ≤ s and with length ≤ a nk 2 . Add to this network the four boundary edges of each of the k 2 subsquares (so we get two copies of each edge interior to the big square). We now have a network N * whose length c n,k satisfies c n,k ≤ a nk 2 + 4n 1/2 k 2 . Consider the restriction of this network to one of the subsquares. The length of the restricted network may depend on the subsquare, but there must be at least one subsquare Q for which this length of the restricted network N Q is at most the average c n,k /k 2 . Routes in the network N * between cities of Q might go outside Q, but replacing these external segments by the boundary edges of Q can only shorten the route length, so N Q has stretch at most s. But N Q defines (by translation) a network on the original configuration z, and so a n ≤ c n,k /k 2 , which gives (5). Deducing existence of a limit from (5) is one of many variants of routine "subadditivity" arguments, as follows. First note that (a n ) is increasing; indeed a n+1 ≥ a n n + 1 n by adding an arbitrary city to the configuration attaining a n and rescaling.
(Note this is one of many minor ways in which Steiner networks are technically more tractable than graph networks). Next define γ = lim inf n a n /n ≤ ∞ and use monotonicity to show
Then (5) shows a n /n ≤ γ + 4n
and so lim sup n a n /n ≤ γ, meaning that indeed lim n a n /n = γ. This argument shows Ψ worst (s) ≤ ∞ exists. As mentioned at (2), existing results then imply Ψ worst (s) < ∞ for all s > 1; this alternatively could be derived from the more elementary constructions in our section 5.
For the random model we use the same construction with a Poissonized number of random points. Fix s again. Let b n be the expectation of the length of the shortest network with stretch ≤ s over n uniform random cities in the unit square. So n 1/2 b n is the corresponding expectation in the area-n square. We shall prove existence of the limit
Write N (t) for a random variable with Poisson(t) distribution and write
Take a Poisson point process (rate 1 per unit area) of cities on the whole plane. Now t 1/2 β t is the expectatation of the length of the shortest network with stretch ≤ s on the Poisson cities in an area-t square. Consider partitioning a square of area tk 2 into k 2 subsquares of area t. Repeating the argument for (5), now using a random subsquare, gives an inequality analogous to (5):
Using the fact that β t is increasing in t, we can repeat the "subadditivity" argument to show existence of the limit
The "average case better than worst case" inequality n 1/2 b n ≤ a n and the fact Ψ worst (s) < ∞ now easily imply γ * < ∞. To finish we need a routine "dePoissonization" argument to show that (7) and monotonicity of b n imply
First fix ε > 0 and consider t n /n → 1 + ε. Then
and the upper bound for (9) follows. Next, the following property of the Poisson distribution
and so
and the lower bound for (9) follows.
Poisson process interpretation of Ψ ave
The argument above interprets Ψ ave (s) as an n → ∞ limit of the random ncity model. By standard weak convergence arguments which we will not give here (see e.g. [3] section 3.5 for more details in a somewhat similar setting) we can give an "exact" interpretation of Ψ ave (s) in terms of a Poisson (rate 1) point process of cities on the infinite two-dimensional plane. Consider a network N ∞ on such cities whose distribution µ is translation invariant and ergodic. Associated with µ are two numbers: the stretch, say S(µ), and the normalized length (mean length-per-unit area), say L(µ), which is well-defined by translation invariance (of course these numbers might be +∞). Then
3 Short networks and the Steiner constants Write z n = (z 1 , . . . , z n ) for a configuration of city positions in the square of area n. Write ST(z n ) for the Steiner tree (i.e. minimum length connected network) on z n , and for any network N write len(N ) for its total length. By an easy "superadditive" argument similar to that in section 2, there exists a limit constant for worst-case normalized Steiner tree length:
It is known [7] that c worst ≤ 0.995 and that (by considering the hexagonal lattice) c worst ≥ (3/4) 1/4 = 0.9306. Clearly we must have Ψ worst (s) ≥ c worst for all s, and this inequality must persist in the limit (which exists by monotonicity): lim s→∞ Ψ worst (s) ≥ c worst . Turning to the average-case setting, it follows from the general theory of subadditive Euclidean functionals [15, 18] that there exists a limit constant c ave such that
where the (Z i ) are independent uniform random in the area-n square. As above, we clearly have lim s→∞ Ψ ave (s) ≥ c ave . It is natural to guess (but not obvious) that these limit inequalities are really equalities. This guess is correct, as an immediate corollary of the following estimate for arbitrary city configurations.
Proposition 3.1. There exists a function δ(s) ≤ ∞ with lim s→∞ δ(s) = 0, and a function K(s) < ∞, such that for all 1 < s < ∞, all n ≥ K(s) and all city configurations z n in the area-n square, there exists a network N connecting cities z n such that
lim s→∞ Ψ worst (s) = c worst and lim s→∞ Ψ ave (s) = c ave .
The idea of the proof is to partition the area-n square into rectangles containing at most K cities, and then use a crude construction (Lemma 3.3) of networks on K cities. We will set up some notation, state the lemma, give the reduction of the Proposition to the lemma, and then prove the lemma.
Fix K ≥ 0. Let A be a rectangle; write ∂A for its boundary, so that len(∂A) is its boundary length. Let y 1 , . . . , y K be an arbitrary configuration of K cities in A. Consider a network N = N (A) in A which includes the boundary ∂A and links the cities to the boundary. For such a network define stretch * (N ) = max
where y and y ′ run over the cities and over points of ∂A.
Lemma 3.3. Lett be the Steiner tree on the cities y 1 , . . . , y K in a rectangle A and (possibly) other cities outside A. Let t be the intersection oft with A.
There there exists a network N in A containing t and ∂A and linking the cities to ∂A, such that
where ρ(K) < ∞ depends only on K ≥ 0.
Proof of Proposition 3.1. Fix K and n > K. We use a simple decomposition, the multidimensional search tree or k − d tree [14] . Split the square [0, n 1/2 ] 2 into two rectangles using a vertical line through the city with median x-coordinate (if n is odd) or a vertical line separating the two median x-coordinate cities (if n is even). In either case, each rectangle has at most n/2 cities in its interior. Separately for each rectangle, split it into two rectangles using horizontal lines through the median y-coordinate(s). Now (end of stage 1) we have 4 rectangles, each with at most n/4 cities in its interior. Continue recursively for L stages, where L is the smallest integer such that n4
L rectangles, each with at most K cities in its interior. Write A for a generic rectangle in this partition.
Given a configuration z n in [0, n 1/2 ] 2 , apply Lemma 3.3 (wheret is the Steiner tree on z n ) to each A and the cities inside A to obtain a network N (A) satisfying
Then consider the network N on the cities z n obtained as the union of networks N (A). Note that the bound ρ(K) on stretch * (N (A)) does not depend on A. For any pair of cities z i , z j , we can define a route in N between them by considering the points v 1 , v 2 , v 3 , . . . at which a straight line between them intersects boundaries of successive rectangles A 1 , A 2 , A 3 , . . ., and within each such rectangle A use the shortest route in N (A) between these boundary points (or the cities z i , z j themselves, at the ends). It follows that stretch(N ) ≤ max A stretch * (N (A)) ≤ ρ(K). Note that the intermediate rectangles may contain no cities of z n , explaining why we must allow K = 0 in Lemma 3.3.
As a preliminary to bounding len(N ), we need to consider the total length of lines used in the original decomposition. Include a stage 0 in which the edges of the external boundary ∂ 0 of [0, n 1/2 ] 2 are added. At stage 1, the length of lines added equals 2n 1/2 , and inductively at stage j the length of lines added equals 2 j n 1/2 . Because each segment of these added lines (except the external boundary) is part of the boundary of exactly 2 of the final rectangles A,
By definition of L we have n4
So
Combining with (15),
We may assume ρ(K) ↑ ∞ as K ↑ ∞, and now Proposition 3.1 holds for
Proof of Lemma 3.3. We may suppose A is an a 1 × a 2 rectangle, where
The network N will consist of (i) t (the intersection oft with A) (ii) the boundary ∂A of A (iii) extra edges, of total length at most len(∂A). Set m = ⌊a 2 /a 1 ⌋ and partition A into m + 1 similar a 1 × a2 m+1 rectangles by using m equally spaced roads of length a 1 . So the total length of these added roads is ma 1 ≤ a 2 ≤ 1 2 len(∂A). So the network N 0 consisting of t and ∂A and these extra roads has len(N 0 ) − len(t) ≤ 3 2 len(∂A). It is easy to check that this network N 0 (without using the edges of t) satisfies max y =y ′ ∈∂A route-length from y to y
In particular, the K = 0 case of Lemma 3.3 holds with ρ(0) = 2. Now consider the case K ≥ 1. To cover the possibility thatt and hence t is entirely in the interior of one of the subrectangles of A, add to N 0 a road to the boundary from the city closest to the boundary. This road has length at most Now set
Let N be the network N 1 augmented as follows: for each city within distance η from the boundary, add a road from the city to the closest boundary point; for each pair of cities within distance η of each other, add a road directly linking them. From the definition of η, the extra length added in this stage is at most It remain to bound stretch * (N ). We quote a simple bound on Steiner tree length (given for squares in [2] Lemma 10; the extension to rectangles is straightforward).
Lemma 3.4. Under the assumptions of Lemma 3.3,
where
To bound stretch * (N ) we need to treat several cases for the pairs (y, y ′ ) in (13). We have already obtained an upper bound of 2 for the case where both points are on the boundary. If the two points are at distance ≥ η apart then, because route length r(y, y ′ ) is at most network length,
If the two points are cities within distance η then r(y,y ′ )
d(y,y ′ ) = 1. The only remaining case is a city y within distance η from the boundary, and a boundary point y ′ within distance η from y. In this case, by using the edge from y to the closest boundary point and then following the boundary we find (the worst case is near a corner)
and by (16) we have proved Lemma 3.3.
4 Upper bounds on Ψ ave from worst-case stretch for theta-graphs
In this section we show how to derive upper bounds on Ψ ave from known bounds on worst-case stretch for graph networks.
The θ m -graph on a configuration is defined as follows. At each point z i , consider the natural partition of the plane into m equal-angle cones of base angle θ m = 2π/m based at z i ; the boundary lines make angles (2πi/m, 0 ≤ i < m) with the x-axis. Given z i and such a cone, each point z j in the cone has an orthogonal projection onto the bisector line of the cone, at position z ′ j say; create an edge (z i , z j ) for the point z j in the cone such that z a now well-known construction of graphs with low stretch, and the best known explicit bounds on stretch are given as follows in [6] . These hold for m ≥ 6.
Writing s m for these bounds, we immediately have from (10)
where L m is the mean length-per-unit-area of the θ m graph over the rate-1 Poisson point process on R 2 . Calculating L m is in principle straightforward; indeed more detailed calculations of various statistics in the finite-n random model can be found in [12] , though they do not explicitly consider the statistic L m . We use some of the notation from [12] . As observed there, the calculation is in practice easier in the case of even m, so we treat that case.
Take the origin 0 as a typical point of the Poisson configuration. An edge (0, z) created by the defining rule applied at 0 may or may not be mutual, meaning it is also created by the rule applied at z. We readily see the formula
Here C is a cone of base angle θ m = 2π/m; ||z|| is Euclidean distance from z to the origin; p mut (z) is the probability that (if there is a Poisson point at z) there is a mutual edge (0, z); p not (z) is the corresponding probability of a non-mutual edge created by the rule at 0. The Following [12] we first parameterize a point z ∈ C by a pair (r, ℓ) = (r(z), ℓ(z)) where, drawing the bisector horizontally in Fig. 2, r 
Moreover this edge will be mutual iff a certain other triangle T ′ = T ′ (z) is also empty. Now [12] area(T ) = αℓ 2 ; area(
Substituting into (18) we now have an expression for L m , for even m ≥ 6. It is straightforward to show the asymptotics
and then from (17) we have
We will see in section 6 that we can improve this bound when using Steiner networks instead of graph networks.
Upper bounds via a "freeways and access roads" construction
In our "Steiner network" setting we can get explicit bounds on Ψ worst via elementary constructions using parallel "freeways" in different directions, with "access roads" linking cities to nearby freeways. We give details in the simplest setting in section 5.1, and state a more general result in section 5.2.
Constructions based on a square grid of roads
Proposition 5.1.
Proof. Fix 0 < t ∞ < ∞ and choose t = t(n) → t ∞ such that n 1/2 /t(n) is an integer m = m(n)
2 ) have total length
Next, for each city construct a north-south (N-S) and an east-west (E-W) road through the city and across the square containing the city. These access roads have total length 2tn. We now study the network N 1 n thus constructed. We have already seen that
so we need to bound the stretch. Note that in a right angle triangle with sidelengths a, b and c = √
Thus to show that a city-pair (i, j) has
it is enough to show that (supposing w.l.o.g. that city j is to the south-east of city i) there is a route from i to j using only southward and eastward roads. But, consulting Fig. 2 , this is clearly true in the three cases (i) the two cities are in the same square (as a and b) (ii) the two cities are in different rows and different columns (as a and c).
(iii) the two cities are in adjacent squares (as a and d).
So it remains to consider the final case (iv) the two cities are in squares in the same column (say) separated by some number k ≥ 1 of squares.
The remainder of the argument rests upon being able to recognize, within case (iv), which city positions (v, w) maximize the ratio r(v, w)/d(v, w). In the context of the square grid, these "worst situations" are intuitively clear, and we will state them without proof. It turns out (see Fig. 3 , left diagram) that the worst situation in case (iv) is where k = 1, this intervening square contains no cities, and the two cities are (arbitrarily close to) the centers of the north and the south edges of the intervening square (as e and f ). In this situation r(v, w)/d(v, w) = 2, so this is an upper bound for case (iv). Thus the networks N (Fig. 3, center diagram) obtained from N 1 n (left diagram) by adding, for each square, the N-S and the E-W interior roads across the square through the center of the square. Now the case (iv) worst situation is where (as g and h in center diagram) the two cities are arbitrarily close to a quarter of the way along the north and the south edges of the intervening square. In this situation r(g, h)/d(g, h) = 3/2, so this is an upper bound for case (iv). That is, stretch(N Fig. 2 are present but not shown; they are not helpful for these extremal positions.
and establishes (21).
Finally consider the networks N 3 n obtained from N 1 n by adding, for each square, two N-S and two E-W interior roads partitioning the square into nine equal subsquares. Here the case (iv) worst situation is where (as e and f in Fig. 3, right diagram) the two cities are arbitrarily close to half of the way along the north and the south edges of the intervening square. In this situation r(e, f )/d(e, f ) = 4/3, so this is an upper bound for case (iv). But here 4/3 is less than the bound √ 2 from the other cases. So stretch(N 
A generalization
The constructions above were based on horizontal and vertical lines, distance t apart. One can regard that as the m = 2 case of the line pattern with m lines through the origin at angles π/m apart, each duplicated by parallel lines distance t apart. Analogous network constructions based on this line pattern were studied in the Master's thesis [10] , where it was shown that, for fixed 1 < s < 2, the construction gives an s-spanner with total length bounded by the quantity Ψ * (s) below, which is therefore an upper bound on Ψ worst (s).
In particular, as s ↓ 1 we have φ s ∼ 2(s − 1) and then Ψ
We will not repeat the proof of Theorem 5.2 here.
Upper bounds by putting a road in every cone
We first show (Proposition 6.1) that one can achieve a given stretch s > 1 by insisting that the network has the property of containing roads from each city within each cone of appropriate base angle θ s . In section 6.2 we show how, in the random model, it is easy to construct networks with the desired property whose expected length can be calculated; this leads to bounds on Ψ ave (s), stated in Proposition 6.4. This idea is quite similar to the notions of θ-graph from section 4 and of Yao graph [17] . But by using Steiner networks instead of graph networks we obtain in Proposition 6.4 a bound which (for small s − 1, at any rate) improves the bound (19) derived from θ-graphs.
To spotlight the essential difference between graph networks and Steiner networks here, Fig. 5 (copied from Fig. 5 of [5] ) illustrates a worst-case configuration for stretch of θ-graphs: a route from w to u must go via v or v ′ . In our construction, there would be a line from w which meets the line (v, u) somewhere near u. It seems plausible that one can get bounds on Ψ worst (s) in a similar way, adapting other methods from [13] , and perhaps improve on Theorem 5.2, but we have not investigated this question carefully.
The construction
Given a point z in the plane and angles (relative to x-axis, as usual) φ and θ, write cone(z, φ, φ + θ) for the cone bounded by the two rays from z at angles φ and φ + θ mod 2π. Fix 0 < θ < π/2. Consider a graph network on a given configuration of cities. Call such a network θ-dense if for each city z and each φ, if there exists another city in cone(z, φ, φ + θ), then there exists a road from z to some city in that cone. One can find analogs of Proposition 6.1 below for finite configurations, but it is simpler (and sufficient for our purposes) to work under the assumption for each city z and each φ, the cone(z, φ, φ + θ) contains another city (25) which of course cannot hold for any finite configuration but does hold for the Poisson process on the infinite plane. Proof. Fix two cities, w.l.o.g. at (0, 0) and (x 0 , 0), where x 0 > 0. We first show that the Proposition can be reduced to the following lemma. Each segment of the Lemma 6.2 route can be visualized as one edge of a triangle whose two other "virtual edges" are at angles φ and θ + φ. So the length of the route is upper bounded by the length of the path of virtual edges for each such triangle (this is a path in the plane, not a route in the network). The length of this path is the length of the path in the plane which goes from (0, 0) to (x 0 , 0) by using a line of angle φ followed by a line of angle θ + φ. The length of this path is maximized (as φ varies) when φ = −θ/2 in which case the length equals x 0 / cos(θ/2), establishing the Proposition 6.1 bound on stretch.
Proof of Lemma 6.2. Fix φ ∈ (−θ, 0). Define a lower route from the city (0, 0) to some point on the line {(x 0 , y) : −∞ < y < ∞} via the simple procedure: v 0 = (0, 0), and inductively from v i , follow the road to v i+1 , where v i+1 is chosen so that the angle of the segment (v i , v i+1 ) is the lowest possible value in [φ, φ + θ] amongst all roads from v i .
At each step there is some possible choice, by assumption (25) and the assumption of θ-dense. Stop the route where it crosses the line {(x 0 , y) : −∞ < y < ∞}.
Define the analogous upper route using the maximum possible angle at each step. It is easy to check that the upper route lies (weakly) above the lower route. In particular, the routes are stopped at two points (x 0 , y To establish the lemma it is enough to show one of the eastward routes meets one of the westward routes at some point (26) because then the route from (0, 0) to (x 0 , 0) (switching between eastward and westward routes at the meeting point) satisfies the conclusion of the lemma. Clearly (26) holds in the following cases: . We are working in the case: there exists φ 0 ∈ (−θ, 0) such that y L (φ 0 ) > 0 and y R (φ 0 ) < 0. Consider the eastward lower route for a given φ. The route has some lowest angle, sayφ ≥ φ. As φ increases, the route does not change (and so y R (φ) does not change) until φ reachesφ, at which stage y R (·) may change but can only increase.
By considering φ arbitrarily close to 0, either there is a road from (0, 0) to (x 0 , 0) (in which case the result is trivial) or else y R (φ) > 0. It follows that there exists some φ * ∈ [φ 0 , 0) such that y R (φ * ) ≤ 0 but y R (φ * + ε) ≥ 0 for all sufficiently small ε > 0. Now consider the two eastward lower routes for φ * and for φ * + ε. The westward upper route for φ * must meet one of those eastward routes, so the conclusion of the lemma holds for φ * .
An upper bound on Ψ ave (s)
As in section 2.1 we work with the Poisson process of cities on the infinite plane. There are several ways one might try to use Proposition 6.1; we will just treat one of the simplest. Fix k ≥ 2. For 0 ≤ i ≤ k − 1 define a network N i by:
for each city z, create a road as a line segment from z to its closest neighbor city in cone(z, iπ/k, (i + 1)π/k), and a road to its closest neighbor city in cone(z, π + iπ/k, π + (i + 1)π/k).
Network N i has a certain normalized length (mean length per unit area) L k , which by rotational symmetry of the Poisson point process does not depend on i. A calculation below will show Lemma 6.3.
Construct a network N as the union of N i over 0 ≤ i ≤ k −1. Its normalized length equals kL k . And it is clearly θ-dense for θ = 2π/k, so Proposition 6.1 bounds its stretch by 1/ cos(π/k). In other words, using (10)
In particular, (27) shows that kL k ≤ 2 1/2 k 3/2 , whereas
Proof of Lemma 6.3. Write 0 for the origin. Consider a position measured in polar coordinates as (r, ω) with 0 < ω < π/k. So (r, ω) ∈ cone(0, 0, π/k) and 0 ∈ cone((r, ω), π, π + π/k). Suppose there are cities at 0 and at (r, ω), with other cities at the points of a Poisson process. Define p(r, ω) = P((r, ω) is nearest city to 0 in cone(0, 0, π/k)) p 1 (r, ω) = P((r, ω) is nearest city to 0 in cone(0, 0, π/k) and 0 is nearest city to (r, ω) in cone((r, ω), π, π + π/k)).
We assert
To argue this, first consider only roads (v L , v R ), written so that the x-coordinate of v L is less than the x-coordinate of x R , and for which each city is the closest neighbor of the other city in the relevant cone. Given such cities at v L = 0, v R = (r, ω) the probability of such a road is p 1 (r, ω) and the contribution to mean network length is rp 1 (r, ω). Because the density of possible positions of (v L , v R ) has intensity 1 on the region where v R ∈ cone(v L , 0, π/k), the contribution to normalized network length will be
If instead we consider only roads (v L , v R ) where v R is the nearest neighbor to v L in its cone but not conversely, then similarly the normalized length of such roads is
By symmetry, the opposite possibility -that v L is the nearest neighbor to v R in its cone but not conversely -makes the same contribution. Summing these three contributions gives (28).
To write formulas for p(·) and p 1 (·), recall that the probability that the Poisson process assigns no cities to a region A equals exp(−area(A)). For p(·), the relevant region is the finite cone 0CE in Fig. 6 , which has area 
For p 1 (·), the relevant region is the entire region 0ABCDEF G in Fig. 6 . The area of this region can be represented as area of cone 0CE, plus area of cone DGA, minus area of parallelogram 0BDF .
The parallelogram has height r sin ω and base r cos ω − r sin ω tan π/k and hence has area r 2 (cos ω − sin ω tan π/k ) sin ω. So the area of 0ABCDEF G equals
Returning to formula (28), because
which is formula (27). 
Lower bounds in long networks; average-case analysis
Turning to lower bounds, for Ψ ave we start by giving a reformulation (33) of the interpretation (10) in terms of a Poisson point process on the infinite plane. In (10) we required the distribution µ of the network to be translation invariant; by applying a random rotation Θ (uniform on (0, 2π)) we may suppose also that µ is isotropic. Recall L(µ) and S(µ) denote normalized length and stretch. Consider the number intersect(µ) = mean number of intersections of network edges with the x-axis per unit length.
There is a general formula (see [16] Chapter 8 for the relevant theory) that for any isotropic translation invariant network,
So we can rewrite (10) as
We will use this formulation to obtain an order of magnitude lower bound for small s. This general method was used in somewhat different contexts in [2, 1] .
Proof. Given h > 0 consider the rate-1 Poisson point process restricted to the infinite strip (−∞, ∞) × [−h, h]. Consider pairs of such Poisson points, where one point is above the x-axis and the other is below the x-axis, and where the line segment between the two points crosses the x-axis at an angle greater that 45
• . That is, consider pairs at positions (x 1 , y 1 ) and (x 2 , y 2 ) related by
Call such a pair friends. For each friends pair, a hypothetical straight line segment between them crosses the x-axis at some position χ, and the set of all such "virtual crossing positions" is a stationary point process on the line
Now consider a network with stretch ≤ 1 + s over the rate-1 Poisson point process on the plane. (So here s > 0; this notational shift simplifies formulas). The route between two friends must cross the x-axis at some "route-crossing position" χ ′ ; write δ(h, s) for the maximum possible value of the distance between the route-crossing position χ ′ and the virtual crossing position χ. It is geometrically clear that this maximum is attained when the friends are at positions (−h, −h) and (h, h), and therefore
where g −1 (·) is the inverse function of
Now choose L > 0 and partition the x-axis into blocks of length L + 2δ(h, s), each block consisting of a middle interval of length L surrounded by two intervals of length δ(h, s). If the middle interval contains the virtual crossing position for a pair of friends in the Poisson process, then the block contains the routecrossing position, and it follows that the rate of such route-crossing positions is at least 2δ(h, s) ). We may choose h and L arbitrarily, so appealing to (33) we have
We can lower bound the numerator via the second moment inequality
It is eaasy to calculate EN (h, L), as follows. For a point (0, −y 0 ) consider the set of possible positions of a friend (x, y) with x > 0. The constraints are 0 < y < h, 0 < x < y 0 + y and the area of this region equals hy 0 + h 2 /2. It follows easily that the rate of the stationary process of virtual crossing positions equals
The initial factor 2 arises due to the symmetric possibility (0, +y 0 ) for the left point. So we have shown
We will be concerned with the limit regime
for arbitrary 0 < λ < ∞. Intuitively we expect that the distribution of N (h, L) converges to Poisson(λ) in this regime, but for our purposes it will suffice to prove the second moment result (consistent with the Poisson limit)
Defering the proof of (40), Proposition 7.1 can be deduced from the ingredients above. Set for (
The case B ℓ 1 is symmetric with B r 1 . We could calculate EN 2 (h, L) exactly using (41), but we only need an upper bound. The formulas above show that, as x 0 varies for fixed y 0 , the quantity "area A(x 0 , −y 0 )" takes its maximum value on B 0 or B 2 , and so
So the integral term in (41) is bounded by
The integral over 0 < y 0 < L/2 works out as
The integral over L/2 < y 0 < h works out as
log(2h/L). So in the limit regime (39), the leading term is the term 8 Lower bounds on Ψ worst based on local optimality One can get lower bounds on Ψ worst by choosing any configuration of cities and lower bounding the network length required for a network on that particular configuration to have a given stretch. There are heuristic reasons (and the Steiner constant results mentioned at the start of section 3) to suspect that some kinds of regular configurations (rather than typical random configurations) are close to worst-case, so it is not unreasonable to use regular configurations to obtain lower bounds on worst-case behavior. This allows us to work directly on the infinite plane, because the regular configurations we use have known average number of points per unit area. Figure 9 : The "alternate diagonals" network.
A bound from the square grid
Consider, for instance, the "square grid" configuration of cities at the points {(i, j); −∞ < i, j < ∞}. The usual "square lattice" network (roads between city pairs (v, w) at distance 1) has normalized length = 2 and stretch = √ 2. It is natural to conjecture this network is optimal amongst Steiner networks, in the following sense. would imply Ψ worst (s 0 ) ≥ ℓ 0 . However, we are unable to prove any result of this type. Instead, we can only prove weaker results of the following type. Consider the "alternate diagonals" network on the square grid, shown in Fig. 9 .
By inspection, this network has normalized length = √ 2 and satisfies route-length from v to w is ≤ √ 2 for each city pair (v, w) at Euclidean distance 1.
(42) We can prove this network is optimal with respect to those properties. Proposition 8.2. Any network on the square grid configuration satisfying (42) has normalized length ≥ √ 2.
We call Proposition 8.2 a "local optimality" result because (42) is a "local" analog of stretch.
Proof of Proposition 8.2. Take some network connecting the cities in the square grid configuration. Consider a route through cities . . . → (−2, 0) → (−1, 0) → (0, 0) → (1, 0) → (2, 0) → . . . using minimum-length routes between each successive pair of cities. As we traverse this route, we might backtrack, meaning that the x-coordinate of position might decrease, but discarding any backtracking segments leaves a (maybe disconnected) non-backtracking route ((x, y(x)), −∞ < x < ∞). Call this "horizontal" route H 0 . Define the measure U H0 on H 0 as the measured induced by Lebesgue measure on x; that is, a line segment in H 0 from (x 1 , y(x 1 )) to (x 2 , y(x 2 )) has measure x 2 − x 1 . Repeat for routes
The key observation is that assumption (42) implies that routes H j are disjoint as j varies, except that routes H j and H j+1 can meet at isolated points of the form (i + 
Repeat the construction with vertical routes V i through . . .
. . to define a measure µ V which also satisfies (43). Now write Λ for length measure on the edges of the network. Consider a point (x, y) on a road segment at angle θ. By the disjointness property, this point is in at most one H j , in which case the density dµ H /dΛ at the point equals | cos θ|, and in at most one V i , in which case the density dµ V /dΛ at the point equals | sin θ|. It follows that
But always | cos θ| + | sin θ| ≤ √ 2, so for any region A
and then (43) implies
That is, normalized network length is at least √ 2.
Another bound from hexagons
Here we show how the argument scheme above can be adapted to the hexagonal configuration of cities (Fig. 11) . Now consider the minimum-length route in N through an "angle π/6 staircase" like abcdef . . . in Fig. 11 . By assumption (49) and the optimality property above, this route does not meet the corresponding route through the next staircase ghijkl . . . except at isolated points. As in the previous section, each path segment on such a route is at some angle θ to the "angle = π/6" line; put a measure on the non-backtracking parts of the route with density cos θ w.r.t. length measure Λ on the segment. Repeating for each angle = π/6 staircase gives a measure µ π/6 on network edges, which has the property (for squares A) 
Repeat the construction with staircases like cdkl . . . with angle = −π/6 to get a measure µ −π/6 on the associated routes; repeat again with staircases like jkde . . . with angle = −π/2 to get a measure µ π/2 . These measures also satisfy (47). Note each adjacent pair of cities is in two staircases, of different angles. The analog of (44) is that, at a point (x, y) on a road segment at angle θ, 
The triangular lattice
We sketch the minor modification which uses the triangular lattice (Fig. 12) . As before, there is a measure µ 0 on routes through cities like abckl on "angle = 0" routes, and measures µ π/3 and µ −π/3 associated with angles π 3 (like hicde) and −π/3. These satisfy 
Other configurations
One could seek to repeat the arguments above with less symmetric configurations, but the calculations become messier, and we have not pursued details.
