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In this paper, we study the asymptotic behavior of the zeros of a sequence of 
polynomials whose weighted norms have the same n th root behavior as the 
weighted norms for certain cxtrcmal polynomials. Our results include as special 
cases several of the previous results of ErdGs, Freud, Jentzsch, Szego and Blatt, Saff, 
and Simkani. Applications are given concerning the zeros of orthogonal polyno- 
mials over a smooth Jordan curve (in particular, on the unit circle) and the zeros 
of polynomials of best approximation on R to nonentire functions. @? 1991 Academic 
Press, Inc. 
1. INTRODUCTION 
The behavior of the zeros in the complex plane C of sequences of 
polynomials is a classical subject that has been studied by many authors. 
Typical examples include sequences of orthogonal polynomials [3,26,27], 
manic polynomials minimizing various norms [ 15,283, and polynomials of 
best approximation to a fixed function [2]. In this paper, we use potential 
theoretic methods to prove a general theorem (Theorem 2.3) dealing with 
the limiting behavior of the zeros of polynomials that have asymptotically 
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minimal norms. This theorem provides a unifying method by which many 
of the above cited results can be obtained. 
To be more precise, let w be an admissible weight on a closed set E c C 
(cf. Definition 2.1), let (1. I( E denote the supremum norm on E, and let Z7, 
denote the class of all algebraic polynomials (with complex coefficients) 
having degree not exceeding n. For such a weight, it is known (cf. [19,21]) 
that the constants 
tn(w, E) := inf{ (jw”P[( E: P(z) =z”+ . . . ~17,) (1.1) 
satisfy 
t(w, E) := lim [t,(w, E)]“” = exp( -F) 
n-cc (1.2) 
for a suitable constant F (see (2.9), (2.10)). 
By an asymptotically minimal norm sequence of manic polynomials 
p,(z) = zn + . *. E II,, we mean a sequence that satisfies 
lim Ilw”p,(l p = t(w, E). 
n-cc (1.3) 
TO each pn = nt= I (z-zzk), we associate the normalized distribution 
measure v(p,) defined by 
(1.4) 
where 6, is the point distribution with total mass 1 at zk. Roughly 
speaking, we shall show that a suitable balayage (sweeping) of any weak- 
star limit of these measures is equal to the corresponding balayage of a 
probability measure p := ~(w, E) that solves the generalized minimal 
energy problem 
min ss log{lz-tl w(z)w(t))-‘da(z)da(t), osM(E) 
where M(E) denotes the collection of all probability measures upported 
on E. 
The introduction of the weight w leads to substantial generalizations of 
classical results because it allows the study of asymptotically minimal norm 
polynomials over unbounded sets in the plane. As applications of our main 
theorem we describe the behavior of zeros of orthogonal polynomials (with 
respect to a fixed weight) over a smooth curve in C, and the behavior of 
the zeros of polynomials of best approximation to a fixed function with 
respect to an exponential weight on R = ( - co, co). 
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In Section 2, we describe our main results. In Section 3, we discuss the 
above-mentioned applications. The proofs of all the new theorems in 
Sections 2 and 3 are given in Section 4. 
2. MAIN RESULTS 
Our main theorem extends a result of Blatt, Saff, and Simkani [2] by 
incorporating a weight function and using the notion of bala,yage. The 
weight function will be assumed to be admissible in the sense of the 
following definition. 
DEFINITION 2.1. Let EC C be a closed set of positive logarithmic 
capacity and w: E--f [0, co). We say that w is admissible if each of the 
following conditions holds: 
0) w is upper semi-continuous, 
(ii) E, := {z E E: w(z) > 0) has positive (inner logarithmic) capacity 
(cf. [25]), and 
(iii) if E is unbounded, then 1zI w(z) + 0 as jz\ --) co, z E E. 
Let A(E) denote the class of all positive unit Bore1 measures whose 
support is contained in E. If (T E A(E), the weighted logarithmic energy of 
0 is defined by 
z,.(o) := j j log{ )z - tl w(z) w(t)} -’ ddz) ddt). (2.1) 
We let V(w, E) denote the minimum value of this energy, i.e., 
V(w, E) := inf I,(g). 
UE.,M(E) (2.2) 
The w-modified capacity of E is then defined by (cf. [ 193) 
cap(w, E) := exp( - V(w, E)). (2.3) 
If E is compact and w = 1 on E, then cap(w, E) coincides with the classi- 
cal logarithmic capacity of E, denoted by cap(E). 
For an admissible weight w on a closed, but not necessarily bounded, set 
E, it is known (cf. [19,21]) that there exists a unique p := ~(w, E)EA(E) 
satisfying 
Z,(P) = VW, El. (2.4) 
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Moreover, Y = P’(w, E) := supp(p) is compact, Y c {z E E: w(z) > 0}, and 
.P has finite logarithmic energy. We define 
F= F(w, E) := V(w, E) - 1 Q d,u, (2.5) 
where 
Q(z) := log[l/w(z)]. (2.6) 
When E is compact, cap(E) > 0, and w = 1 on E, then, of course, the 
extremal measure ,a is the equilibrium measure of E, which will be denoted 
by vE. In this case, 
F(l, E) = - log[cap(E)]. (2.7) 
More generally, it is known (cf. [ 19, 2 11) that 
F(w, E) = -log[cap(Y)] + 1 Q dv.ip. (2.8) 
Closely related to the notion of w-modified capacity is the notion of 
w-modified Chebyshev constant (cf. [ 19, 21 I). When w is an admissible 
weight function on a closed set E c C, we define t,(w, E) as in (1.1). The 
w-modified Chebyshev constant of E is then defined by 
t(w, E) := lim [t,(w, E)]““, (2.9) n-a 
where the limit is known to exist (cf. [ 19, 211). The connection between 
t(w, E) and cap(w, E) is described by (cf. [19,21]) 
t(w, E) = exp( - F(w, E)) = cap(w, E) exp j Q dp(w, E) . 
> 
(2.10) 
A theorem of Blatt, Saff, and Simkani [2], which generalizes an earlier 
result due to Szegii [23], asserts, in particular, that when E c C is com- 
pact, cap(E) > 0, and E does not contain or surround a set with nonempty 
(2-dimensional) interior and {p,(z) = zn + . . .} is a sequence of polyno- 
mials that satisfies 
lim II p,lJ p = cap(E), n-m 
then v( pn) --f v, in the weak-star sense, where v(p,) is the normalized zero 
measure defined in (1.4). When E encloses a set having nonempty interior, 
such a statement cannot be true, as the following example shows. 
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Let E:= {z~C: IzI= 11, w z 1 on E. Then t(w, E) = cap(w, E) = 
cap(E) = 1 and vE is the normalized angle measure (2x)-i de. Let 
p,(z) := zn and qn(z) := zn - 1. Then 
lim IIp,llp= lim l(q,I/ p = 1. 
n-cc n-m 
We note that v(qn) -+ (271))’ &J in the weak-star sense, while v(p,) -+ ho, 
the Dirac-delta measure at zero. Nevertheless, if f is a harmonic function 
on A := {zoC: (z( < 1) and continuous on AuE, then 
(2.11) 
In this paper, we shall investigate this phenomenon in greater generality, 
using the notion of balayage. 
A property is said to hold q.e. (quasi-everywhere) if it holds everywhere 
except on a set of (classical) capacity zero. For a nonempty compact subset 
S of C, we let D,(S) denote the unbounded component C\S, PC(S) := 
C\O,(S) denote its polynomial convex hull, and 8,s denote its outer 
boundary, i.e., a, S := so,(S). Let cr E ,g;A(Pc(S)). A measure 6 supported 
on 8,s is a bafayage of (T to 8,s if 
~log~z-tl-‘~~(t)=~loglz-r~-‘~~(t) q.e. on D,(S). (2.12) 
By continuity, the equality in (2.12) holds everywhere in D,(S). Moreover, 
if a, S is regular with respect to the Dirichlet problem for D,(S), then CJ 
has a balayage 6 such that (2.12) holds at every z E D,(S). 
In the sequel, we adopt the notation 
U(c, z) :=\ log lz- tI -l do(t). (2.13) 
The following result summarizes some known properties of balayage of 
measures (cf. [lo]): 
THEOREM 2.2. Let S c C be compact and o E &?(Pc(S)). Then 
(i) G has a balayage to d,S. 
(ii) If 6 and 6 are balayages of o to a,S, both having finite 
logarithmic energy, then 6 = 6. 
(iii) If 6 is a balayage of r~ to a, S and f is harmonic in the interior 
of PC(S) and continuous on PC(S), then 
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(iv) rf o has finite logarithmic energy, then it has a halayage to a,, S 
with finite energy. 
When 0 has a balayage to 8, S with finite energy, this balayage will be 
denoted by Co],,. In our main theorem below, we shall compare 
CAK Wlb with [v*&, where v* is any weak-star limit measure of 
{v(p,)}. The existence of [v*]~ is a part of the theorem. 
In the sequel, Ec C is a fixed closed set, w: E + [0, co) is a lixed, 
admissible weight function, p = ~(w, E), Y = supp(p), and F= F(w, E). 
THEOREM 2.3. Let p,(z) = zn + . . E I7,, n 2 1, be a sequence of manic 
polynomials. 
(a) If, for an increasing sequence A of integers, 
lim II w”p,I/ & d exp( -F), 
52 AT 
(2.14) 
then, for every closed A c D, (.Y’), 
lim v( PJA) = 0. (2.15) 
“n7 2 
Moreover, if v* is any weak-star limit measure of { ~(p,,)},,~,,, then 
v* E A!(Pc(Y)), v* (as well as p) has a balayage to a, Y with finite energy, 
and 
cv*1lJ = CPIIY (2.16) 
In particular, if f is harmonic in the interior of PC(~) and continuous on 
PC(~), then 
(b) Suppose that 
lim 11 w”p,)I $? = exp( -F), (2.17) 
“Z 2 
and also that the following interior condition holds: For any closed subset A 
of the interior of PC(~), 
lim v( p,,)(A) = 0. 
“II: 2 
(2.18) 
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Then, in the weak-star sense, 
lim v( pn) = ,u. (2.19) 
“I27 AT 
In particular, (2.17) and (2.18) imply that 9 = a,Y. 
(c) Conversely, suppose that a,9 is regular with respect to the 
Dirichlet problem for D,(Y ), w is continuous on 9, and the zeros of 
{PnInEn are untformly bounded. Zf every weak-star limit measure V* of 
MP”)IflEA has a balayage O* to a,Y satisfying 
3* = bib, (2.20) 
then (2.14) holds with equality. 
We note that if E is a compact set of positive capacity and w is the 
characteristic function on E, then p = vE is supported on 8, E. Hence 
[PI,, = /A and Theorem 2.3(b) reduces to the theorem of Blatt, Saff, and 
Simkani [2]. Moreover, Theorem 2.3(a) is an extension of [2, Lemma 3.11. 
When EO& R (where E,, := {ZE E: w(z) >O}), the “interior condition” of 
Theorem 2.3(b) is automatically satisfied and the convergence (2.19) was 
proved in [16] (under somewhat stronger assumptions) and yielded many 
known results concerning the distribution of zeros of extremal incomplete 
polynomials as well as of orthogonal polynomials on the whole real line. 
The next result does not require that the polynomials p,, be manic or 
that they have precise degree n. In the statement, v(p,) is again defined by 
(1.4) (except that n is now replaced by the precise degree of pn) and we 
continue with the notation used in Theorem 2.3. 
THEOREM 2.4. Let w: E -+ [0, 00) be admissible and p, E ZZ,, n 3 1 be a 
sequence of polynomials, not necessarily manic. Let A be a subsequence qf 
integers and assume that the following conditions hold 
(4 
lim sup IIw”pnll$ty 6 1. (2.21) 
*n: 2 
(b) There is a point z0 E D,(Y) such that 
lim inf A log I p,(z,)l + U(u, zo) - F 2 0. 
“n< 2 { n 1 
(2.22) 
Let v* be any weak-star limit measure of {~(p,,)},,~,,. Then v* E A(Pc(9)) 
and, for balayage to a, 9, 
cv*lb = CPlb. (2.23) 
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Remark. Let p,(x) = a,,~” + . . . . Then the condition (2.22) with z0 = cc 
is equivalent to 
lim inf (a, ( I’” > e F. (2.24) 
“n7 2 
Thus, if (2.22) holds for z0 = co, then we may apply Theorem 2.3 (with p,, 
replaced by p,/a,). However, it is not difficult to construct examples where 
(2.22) holds at a finite point, but not at co. Theorem 2.4 extends a result 
of Grothmann [S] in the same way as Theorem 2.3 extends the result 
in [2]. 
3. APPLICATIONS 
Our first application of Theorem 2.3 is to describe the behavior of the 
zeros of certain extremal polynomials; in particular, orthogonal polyno- 
mials on the unit circle. First, we develop some notation. Let E c C be 
compact and D be a positive, finite, Bore1 measure on E. For 0 < p d co 
and n = 0, 1, 2, . . . . we define 
e,JE) := p~$-, Ibn - p(z)i/,,c, (3.1) 
n 
where, for a Bore1 measurable function g on E, 
lMIP,~ := 
i 
[JET lg(z)l” wz)l”p, o<p<cc 
sup 
zcE l&)lT 
(3.2) p=m. 
There exist extremal polynomials 
T,,,(z) := T&E, cr;z)=z’+ ... ~17, 
satisfying 
e,,AE) = /I Tn,pllp,a. (3.3) 
In particular, if p = 2 then Tn.* are the manic orthogonal polynomials on 
E with respect to da. When E is the unit circle {z E C: IzI = 1 }, then we 
shall adopt the more conventional notation and denote T,,, by @,,. We 
proved in [ 181 the following: 
THEOREM 3.1. Let 
lim sup /@JO)/ lin =: p, 
n-cc 
(3.4) 
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and A be any subsequence of positive integers such that 
If p < 1, then, in the weak-star sense, 
lim v(Q),) = vP, 
“,7 2 
(3.5) 
(3.6) 
where v,, denotes the normalized angle measure on the circle (zl = p 
(v,:= 6,). If 
lim L i IQk(0)( =O, 
*n: 2 n k=l 
(3.7) 
then (3.6) holds even in the case when p = 1. 
A version of Theorem 3.1 can be easily extended to a more general 
setting where E is the outer boundary of a compact set having positive 
capacity (e.g., a Jordan curve). The essential property of (T needed for this 
extension is the following 
Property R. For 0 < p < co, 
lim sup II T,,,,(E, a; .)I1 p < cap(E), 
n-m 
(3.8) 
where 11. I/E denotes the sup norm on E. 
For example, if E is a smooth Jordan curve and, following Geronimus 
and Shohat [7, Chap. VI], we define the modulus of increase of (T by the 
formula 
a(a, 6) := inf s do, 6 > 0, (3.9) A 
where the inlimum is over all Bore1 sets A c E with 
s jdzl = 6, A 
then the condition 
lim 61og a(o, 6) = 0 
s-o+ 
(3.10) 
288 MHASKARANDSAFF 
implies Property R for all 0 < p < co. More general conditions for 
Property R can be found in the work of Stahl and Totik [22]. 
THEOREM 3.2. Let E be the outer boundary of a compact set having 
positive capacity and assume o is a positive, finite, Borel measure on E for 
which Property R holds. 
Then, for any closed subset A c D,(E), 
lim v(T,,~)(A)=O. (3.11) 
n-cc 
Moreover, any limiting measure v* of (v( T,,, ) } ,“= , has a balayage to E with 
fikte logarithmic energy, and 
[v*lb=vE, (3.12) 
where vE is the equilibrium measure for E. 
As a further application, we study the zeros of the polynomials of 
weighted best uniform approximation on the whole real line to non-entire 
functions. Let a z 1, W,(x) := exp( - (xl’), XE R, and C,(R) denote the 
class of all continuous functions on R vanishing at infinity. For 
WJE C,(R) we define 
& f) := Ei; II f+Xf- p)llR, n = 0, 1, . . . . ” 
(3.13) 
It is easy to see that for each n, there exists a unique p,* := p,*(cr, .f) E 17, 
such that 
II~,(f-P,*)IlR=&,(~,f). (3.14) 
Moreover, since ~12 1, E,(M, f) + 0 as n -+ co (cf. [24]). We define 
q,*(z) := p,*((n/U”“z), ZEC, (3.15) 
where 
a, := r(a) 
2”-2(r(a/2)}*’ 
(3.16) 
It is known [15, 161 that, with w,(x) :=exp( - IxlX/IzoL), the support of 
the equilibrium measure ,u(w,, R) is the interval [ - 1, 11. Moreover, 
p(w,, R) is given by 
P(w,> R)(B) :=; s, j-1, Jy& 4 & (3.17) 
where B is any Bore1 subset of [ - 1, 11. 
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THEOREM 3.3. Let c1> 1, W, f E C,(R), and suppose 
lim sup{sJa, f)}""= 1. 
n-x 
(3.18) 
Jf qf are the polynomials defined by (3.15), then v(qz) converges weak-star 
to p(w,, R) as n + co through a subsequence A = A(u, f) of positive integers. 
In particular, if a > 1 and f does not admit an extension to the complex plane 
as entire function, then (3.18) is satisfied. 
We observe that, in contrast with a theorem of Blatt, Saff, and 
Simkani [Z], we do not require the function to have a singularity on the 
interval where it is approximated. In fact, (3.18) may be satisfied even when 
f is an entire function. In view of the results in [ 141, such a function must 
necessarily be of order at least a, or when its order is tl, the type must be 
at least 1. The precise characterization of functions satisfying (3.18) is not 
yet known. 
4. PROOFS 
We begin by recalling some definitions and developing some notations. 
Let C := C u {co }, G be an open connected subset of C, cc E G, aG be a 
compact subset of C, and cap(dG) > 0. The Green’s function with pole at cc 
for G is defined by the formula 
g(z; a, G) :=J l&z-t) dv&t)-log[cap(aG)]. 
If z0 E G, z0 # cc, then the Green’s function for G with pole at z0 is defined 
bY 
g(z; 20, G) := g 
where D is the image of G under the mapping z --) (z - zo)-‘. We note that 
g(z; zo, G) is continuous (in the wide sense), positive in G, harmonic in 
G\(z,}, and satisfies 
lim g(z; zo, G) = 0 for q.e. c E aG. (4.3) 2-i 
ZGG 
For each T > 1, set 
G, := {zEG: g(z; co, G)>log+ (4.4) 
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The following lemma gives an estimate on the number of zeros of a polyno- 
mial in (D,(S)),, where we continue with the notation developed in 
Section 2. 
LEMMA 4.1. Let w be an admissible weight function, p,(z) = 
p+ . . . E II,,, where II > 1 is a positive integer. Let G := D,(Y), z > 1, and 
V n := v(p,) be the zero measure associated with pn. Then 
1 
vn(G,) 6 - log T h IIPnWnlla,.v+F . n (4.5) 
When E c R and p,, is a suitable extremal polynomial, it is shown in 
[13] that the expression in parentheses in (4.5) can be estimated by 
c(log n)/n in many interesting cases. When w is the characteristic function 
of [ - 1, 11, the same quantity appears as an estimate in the discrepancy 
theorems of Erdiis and Turin and Ganelius (cf. [4,6] and also [ 11). 
The proof of Lemma 4.1 is essentially the same as the proof of inequality 
(3.7) in [2] except that, instead of g&z, co), we use j log)z- tl d[p]Jt), 
where p is the equilibrium measure as in Theorem 2.3. The following 
proposition summarizes certain technical details needed in the proof of 
Lemma 4.1. 
PROPOSITION 4.2. For any positive integer n, if P E II,, and 
I w(z)“P(z)l < A4 q.e. on a,y, (4.6) 
then 
IP( 6Mexp n[log/z-t/ d[plb(t)+nF 1 , ZEC, (4.7) 
where [plb is the balayage of finite energy of ,u to a, Y. 
Proof: It is known (cf. [19,21]) that 
I logjz-t( dp(t)=Q(z)-F q.e. on 9, 
where Q = log( l/w). Moreover, q.e. on d, P’, 
j- log Iz - 4 dCpldt) = j. log lz - 4 44t) 
(4.8) 
(4.9) 
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[ 10, Chap. IV]. In view of (4.8) and (4.9), the inequality (4.6) can be 
rewritten as 
&ogM+F q.e. on a, 9. 
n 
(4.10) 
Inequality (4.7) now follows from the maximum principle for potentials 
(cf. lxl). I 
Proof of Lemma 4.1. Set 
t(Z) :=l%lPn(Z)l +nu(b&,,Z)+ c g(Gzk, (3, 
kel 
(4.11) 
where {zk)z,, are the zeros of p,, I:= {k: 1 <k<n,z,EG,} and 
U([P]~, z) is defined as in (2.13). Since g(z; zk, G) +logjz-z,l is har- 
monic in G, including at zkr the function t is subharmonic in G (including 
at 00). Moreover, in view of Proposition 4.2, 
(4.12) 
for quasi-all [ E a, Y = aG. So, by the maximum principle, 
t(~)610gIlp,w”llacc.u+nF. 
But, if k E Z, then zk E G, and 
(4.13) 
g(co;z,,G)=g(z,;oo,G)>logT. 
Since pn is manic, this gives 
t(co)>nv,(G,).logr. (4.14) 
The estimate (4.5) now follows from (4.13) and (4.14). u 
In order to prove Theorem 2.3, we need another fact about U(p, z). 
PROPOSITION 4.3 [21]. !f z. E Y is any point where 
WL, 4 + Ph) = 6 (4.15) 
then U(p, z) is continuous at zO. Consequently, U(p, z) is continuous q.e. on 
C. Furthermore, if w is continuous, (4.15) holds at every regular point of 
a,.4p. 
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Proof of Theorem 2.3(a). The conclusion (2.15) follows from 
Lemma 4.1 and (2.14). To prove the second assertion, let v* be any weak- 
star limit measure of { v( p,)},, n, say 
lim v( pn) = v*, /i,cn. 
n - m ntn, 
By (2.15), we have supp(v*) c PC(Y). 
Let 
Y; := {zeD,(Y): dist(z, a,Y)< l}, 
We fix an arbitrary point z0 E a, Y and construct a polynomial dn from p, 
as follows. Let {~;,~>‘f be the zeros of pn and let k, denote the number of 
these zeros that lie in D,(3). Then set 
2%2(z) := (2 - ZOY"K,."$D,(~,YI) (z-zi,n)~ 
Since k,/n + 0 as n + 00, it is easy to see that v* is also a weak-star limit 
of v(j?,,) and that {a,} also satisfies (2.14). 
From (2.14) and Proposition 4.2, it follows that 
UCPlb? 2) d En + ~(VkA Z)> ZEC, (4.16) 
where E, -+ 0 as n -+ co. Thus 
U([plh, z)<liminf U(v(BJ,z), ZEC. n-CT2 ntn, 
(4.17) 
Since the measures ~(a,) are all supported on a fixed compact set 
C\D,($), by the strong version of the principle of descent (cf. [lo, 
Theorem 3.8]), the right-hand side of (4.17) is q.e. equal to U(v*, z). Thus 
VCPlb, z) G WV*, z) q.e. on C. (4.18) 
Since U([P]~, z)- U(v*, z) is harmonic in Dcc(sP) and vanishes at co, the 
maximum principle yields 
U( [P]b, z) = u(v*, z), ZED,(Y). (4.19) 
Note that since U(p, z) = U( [plb, z) for ZED,(Y), we have 
WP, z) = vv*, z) for z E D,(Y). Thus from Proposition 4.3 and the lower 
semicontinuity of U(v*, z), we obtain 
utv*, z) d m4 z) q.e. on 8, Y. (4.20) 
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Therefore, from the definition of balayage, 
WV*, z) G U( bib, z) q.e. on a, Y. 
From (4.19), (4.18) and (4.21) we get 
VCPlb, 2) = WV*, z) q.e. on D,(Y), 
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(4.21) 
and so [P]~ is a balayage (of finite energy) of v* to a,Y. Consequently, 
[P]~ = [v*&, by Theorem 2.2(ii). 
We remark that any balayage of v * to d, 9 has finite energy (and so 
[plL, is its unique balayage). Indeed, it is known (cf. [21]) that there is a 
(finite) constant A4 such that U(p, z) < A4 for all z E C. If a* is a balayage 
of v*, then 
iqc*, z) = cqv*, z) = U(p, z) 6 M, z E ~,(W, 
and so, by the lower semi-continuity of U(v^*, z), 
u(i*, z) < M, zEa,9, 
which implies that i* has finite energy. 1 
Proof of Theorem 2.3(b). Let v* be any weak-star limit measure of 
~v(Pn)Ll. In view of (2.15) and (2.18), v* is supported on a,Y. Thus 
by the above remark, v * has finite energy and so, by the maximum 
principle (cf. [lo]), inequality (4.20) holds for all ZEC. Next, using (2.17) 
and an argument similar to the one leading to (4.18) we deduce that 
w4 2) 6 WV*, z), q.e. on C 
Thus, U(p, z) = U(v*, z) q.e. on C, which implies that p = v*. Since v* is an 
arbitrary limit measure, (2.19) follows. 1 
Proof of Theorem 2.3(c). Choose A, c A such that 
limsup ((wnp,ll~f9= lim ll~np,IIf~y, 
neA n-cc 
n-m nen, 
(4.22) 
and let z, E d, Y satisfy 
I~k)“P,(z,)l = IlWnPnlla19. (4.23) 
Since a, Y is compact, there exist a subsequence A2 c A, and a point 
zOEa,Y such that z,-+zO as n-too, PZE,~~. Furthermore, let v* be a 
weak-star limit measure of {~(p,,)}~~~~, say v(p,)+v* as n+ co, 
IZ E A3 c A,. We note that since v* has a balayage satisfying (2.20), then as 
64016513.4 
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in the remark at the end of the proof of Theorem 2.3(a), it follows that v* 
has a unique balayage to a,Y(namely, [,u]~). Thus, since 8, .4p is regular, 
we have 
WV*, z) = u(cv*lb, z) for all ZED,(Y). (4.24) 
Of course, (4.24) also holds with v* replaced by CL. 
We now use, in order, the equations (4.22), (4.23), the principle of 
descent, (4.24), (2.20), and Proposition 4.3 to conclude that 
G f log Izo - tl dv*(t) - Q(z(J 
= -~(cv*lb~ %I- Qh) 
= -~(cPl,~ zd- Q(zo) 
= -U(p, z,,) - Q(z,) = -F. (4.25) 
Next, we use Proposition 4.2 (with JI,, instead of P and I(w’~,,I~~~~ for M) 
and let z --) co in (4.7) to conclude that 
exp( -F) d lim inf (I w”p, jj itY. 
“,7 7 
Together with (4.25), we obtain that (2.14) holds with equality. 1 
The proof of Theorem 2.4 is similar to that of Theorem 2.3(a), except 
that z0 now plays the role of the point at infinity. First we establish 
LEMMA 4.4. With the assumptions of Theorem 2.4, let rc(n) be the precise 
degree of p,, . Then 
lim x(n)/n = 1. (4.26) 
“PI3 2 
Moreover, for any closed set A c D,(Y) 
lim v(p,)(A) = 0. 
““2 ;1” 
(4.27) 
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Proof We proceed as in the proof of Lemma 4.1. Let G := D,(Y), 
A c G be closed, and set 
r,(z) :=logl~n(z)l +nU([~lh, z)+ (n-x(n)) g(z; ~0, G)+ C g(z;zj, Gf, 
jel 
(4.28) 
where {z,} ‘$H) are the zeros ofp, and I:= {j: 1 <j<~(n),z~~A}. Then the 
function t,(z) is subharmonic in G (including co). From (2.21) and 
Proposition 4.2 we get that 
lim sup t,(z) d n(F+ E,), for q.e. [ E a, 9, 2-c ZEG‘ 
where E, -+ 0 as n -+ co. Thus, by the maximum principle, 
Let 
t,(z,) ,< n(F+ En). (4.29) 
m = m(A) := mini g(z,; co, G), inf g(z; zO, G)} 
ZEA 
Then m > 0 and, from (4.28), we see that 
I, 9 log I P,(zo)l + nU(p, zo) + m(n - I) + mlc(n) v(p,)(A), 
and so, from (4.29), we obtain 
44 ilog lP,(zdl+ U(p, zdtm l-- +m 
( ) 
44 
--V(Pn)(A)<FS~,. n n 
Applying hypothesis (2.22), it follows that 
which yields (4.26) and (4.27). 1 
Proof of Theorem 2.4. Let v* be a weak-star limit measure of 
{~(z-d)~~~, say v(P,)* as n-+cg, nEA,cA. By Lemma4.4, we have 
v* E &‘(Pc(Y)). Let d(z,) c D,(Y) be a closed neighborhood of z0 having 
radius less than one. Applying Lemma 4.4 it is easy to see that there exist 
polynomials b, E Z7, such that 
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(i) deg$,,=degp,=:rc(n), n~/i,; 
(ii) fin(z) # 0 for 2 E d(z,), n E A, ; 
(iii) IBnLGA, satisfies (2.21) and (2.22); 
(iv) v(p,)-+v* as n-+co, SEA,. 
From (2.21) and Proposition 4.2 (with P= b,) we obtain 
where E, -+ 0 as n + co. Since (4.30) can be written in the equivalent form 
we obtain from (2.22) and Lemma 4.4 that 
,<ligfpog Is1-l dv(AJ(t), ZEC. (4.31) 
Next, we claim that for quasi-every z E C 
y$ log IsI -‘dv(j~-,,)(t)=/log(s/-‘dv*(t). (4.32) 
This follows from the strong version of the principle of descent (cf. [ 10, 
Theorem 3.81) as we now show. Let 
Then 
and since v(@,,) + v*, it is easy to verify that v(q,) -+ v**, where 
dv**(s)=dv*(s-’ +zo). Since the an’s do not vanish in a neighborhood of 
zo, the measures v(q,l) are all supported on a fixed compact subset of C. 
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Hence by the principle of descent, we have for quasi-every z E C 
l~mlf~log~~/-l &(6,)(t) 
=linl’,“f U(r(q.).-J--log,z-z,, 
= u(v**,-J--)-log,z-zo, 
=pogl=-ldv*(r), 
which establishes (4.32). 
From (4.31) and (4.32) we have 
~(CPlb~ z)- VCPlb, %I G WV*, z) - WV*, ZCJ q.e. on C. 
Thus, since U( [P]~, z) - U(v*, z) is harmonic in D,(Y), the maximum 
principle yields 
VCPlb, z) - WV*? z) = U(CPlb, ZCJ - vv*, d 
But Wbl~, z) - WV*, z) vanishes at co, and so 
z ED,(Y). 
and 
VCPlb, z) 6 utv*, z) q.e. on C 
U(CPlb, z) = WV*> z), ZED,(Y). 
The remainder of the proof is identical to that of Theorem 2.3(a). a 
Proof of Theorem 3.2. This is an immediate consequence of 
Theorem 2.3(a) with w = 1. Indeed, for the equilibrium measure p on E we 
have cap(Y)=cap(E) and exp( -F)=cap(E); thus (3.8) yields (2.14). 1 
Proof of Theorem 3.3. In order to prove Theorem 3.3, we recall 
(cf. [ 15, 161) that for the weight w,(x) := exp( - Ixl”/&), we have 
Y=[-l,l]; F=log2+5 
!I 
(4.33) 
For p,* defined by (3.14), write p,*(x) = a,x” + . . . . When a, # 0, we set 
~ 4% 
a,; Is,*, (4.34) 
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where q,* is defined by (3.15). Then d,, and 4,! are manic. Thus, in view of 
Theorem 2.3, it is enough to show that there exists a subsequence A of 
positive integers such that a, # 0 if n E A and 
lim sup IIw~~,(l~= (2e”“)P’. 
52 T 
(4.35) 
Now it is easy to see that 
lim sup I( W, p,* ((r = lim sup II w:qn* IIk/” < 1. 
n-m n-cc 
Hence (4.35) will be proved if we can show that 
For this purpose, we set 
where T,(x)=x” + ... EZ~,. It is known (cf. [ 15 J) that 
and 
Next, we observe that from (4.38) 
d lim sup { [a,[ ‘In 1) W, jT,ll k/“} .2e11x 
II-oc 
d lim sup (1 W, p,* I/ k/” .2e”” 
n-m 
< 2e’l”. 
(4.36) 
(4.37) 
(4.38) 
(4.39) 
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Since tx > 1, expressions of the form W, P, where P is a polynomial, are 
dense in C,(R) (cf. [24]). So, 
lim E,(c(, f) = 0. 
n-z 
It is then elementary to verify that (3.18) implies that 
lim sup [F~- ,(c(, f) - E,(c(, f)]“” 2 1 n--rm 
Now, if we put 
then 
1 6 lim sup 
n-m 
< lim sup 
n + ZI 
< lim sup 
n--too 
= lim sup 
n+m 
R,p, :=/I;-u,,T,E~I,-,, 
CL ,(a, .#-I - %(F f )I”” 
CllW,(f-R,~ I)IIR- IIWJf- ~3ll~l”” 
IIW,(p,*-R-,)I@ 
= (2e”“))’ .lim sup Ia I n--tic { n l~n(;)“‘). (4.40) 
The estimates (4.40) and (4.39) prove (4.36). In turn, we have observed 
earlier that (4.36) implies the convergence of v(q,*) to p(w%, R). 
The fact that (3.18) is satisfied iff is not an entire function, follows from 
Corollary 4 in [ 121. In [ 121, this is proved only for a class of weight 
functions which includes W, only when LY 3 2. However, later results due 
to Rakhmanov [20] show (cf. Theorem 2, Corollary 3 in [12]) that 
Corollary 4 of [ 121 is also true if tl > 1. 1 
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