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Abstract
We consider the problem of finding inscribed boxes and axis-aligned inscribed boxes of
maximum volume, inside a compact and solid convex set. Our algorithms are capable of solv-
ing these two problems in any such set that can be represented with finite number of convex
inequalities. For the axis-aligned case, we formulate the problem for higher dimensions and
present an exact optimization algorithm which solves the problem in O(d3 + d2n) time, where
d is the dimension and n is the number of inequalities defining the convex set. For the gen-
eral case, after formulating the problem for higher dimensions we investigate the traditional
2-dimensional problem, which is in the literature merely considered for convex polygons, for
a broad range of convex sets. We first present a new exact algorithm that finds the largest in-
scribed axis-aligned rectangle in such convex sets for any given direction of axes in O(n) time.
Using this exact algorithm as a subroutine, we present an e-approximation algorithm that com-
putes (1− e)-approximation to the largest inscribed rectangle with computational complexity
ofO(e−1n). Finally, we show that how this running time can be improved toO(e−1 log n) with
a O(e−1n) pre-processing time when the convex set is a polygon.
Keywords: Computational Geometry, Geometric Optimization, Approximation Algorithms, Maximum-
volume Box, Inner and Outer Approximation
1 Introduction
In the context of Computational Geometry and Geometric Optimization working with some geometric
shapes, in practical sense, is usually easier than others. For example compare working with a regular
polygon (equiangular and equilateral) and a non-regular polygon, simple polygon (not self-intersecting) in
contrast to a self-intersecting polygon, monotone polygon compared to non-monotone polygon, and convex
polygon versus a non-convex polygon. This property shows itself in many application. As an example, it is
common to approximate the value of an objective function over a region which has the shape of a general
convex polygon with its value over a rectangle inscribed in or circumscribed about that convex polygon. In
the case of our problem the polygon would be approximated by the maximum area inscribed rectangle. A
practical application of this kind of approximation is in the apparel industry. The problem is to lay out small
polygonal apparel pattern pieces in the unused parts of a rectangular sheet of cloth, called “marker”, after
laying out the larger pattern pieces to minimize waste [29, 30, 12]. They compute the largest axis aligned
rectangle inside each trim piece (unused part) to work with a nicer geometric shape (see section 7 in [13]).
Similar applications arise in footwear manufacturing, aluminum container production, steel/aluminum
foil cutting, glass sheet cutting, sail manufacturing, carpet cutting, upholstery production and many other
industries. In terms of application the problem is in the same spirit of the problems mentioned in [10, 9, 34,
33, 11] and similar to problems introduced in [1, 14, 37, 24] but in a much broader sense.
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1.1 Related work
Finding largest inscribed objects inside a polygon is not restricted to neither rectangles nor convex poly-
gons. DePano et al. [15] presentedO (n2) algorithms for finding inscribed equilateral triangle and square of
maximum area inside a convex polygon and an O (n3) algorithm for finding the largest inscribed equilat-
eral triangle inside a general polygon. Chaudhuri et al. [8] developed an O (n3) algorithm for the problem
of finding the largest empty rectangle among a point set. Jin proposed an O (n2) algorithm [21] and an
O
(
n log2 n
)
algorithm [23] for finding all locally maximal area parallelogram inside a convex polygon. Re-
cently, Keikha et al. [25] showed that a long lasting linear time algorithm for finding the maximal triangle
inside a convex polygon proposed in 1979 by Dobkin and Snyder back [16] was in fact incorrect and then
provided an O (n log n) algorithm for this problem. Later, Jin [22] proposed another linear time algorithm
for the problem of finding the largest triangle inside a convex polygon.
Problems related to inscribed (circumscribed) rectangles in (about) polygons goes back to the famous
problem posed by Po´lya and Szego¨ [31, p. 110]. They showed that there exist homothetic rectangles r and
R for a planar convex region C with the homothety ratio 3 such that r ⊂ C ⊂ R. They also conjectured
that the homothetic ratio is no more than 2. Radziszewski [32] presented a lower bound on the area of
the largest inscribed rectangle r inside a convex polygon C, as Area(r) ≥ 12 Area(C). Kosinski [27] proved
that C can be contained in a rectangle R such that Area(R) ≤ 2 Area(C). Hadwiger [19] showed there are
side-parallel rectangles r and R such that r ⊂ C ⊂ R and 12 Area(R) ≤ Area(C) ≤ 4 Area(r). Gru¨nbaum
[18, pp. 258-259] showed that there exist parallelograms ` and L such that ` ⊂ C ⊂ L for which ` and
L are homothetic with the homothety ratio 2. Lassak [28] first proved Po´lya and Szego¨’s conjecture and
improved all the above results by showing that for any convex region C there are homothetic rectangles
r and R for which r is inscribed in C and R is circumscribed about C with a positive homothety ratio of
at most 2 and 12 Area(R) ≤ Area(C) ≤ 2 Area(r). Schwarzkopf et al. [35] obtained the same homothety
ratio while presenting a more transparent proof. For a finer inner and outer approximation, Brinkhuis [6]
showed that there exists a quadrangle Q that its sides support C at the vertices of a rectangle r and at least
three of its vertices lie on the boundary of a rectangle R that is a dilation of r with ratio 2.
Amenta [4] proposed a convex programming model to find the d-dimensional largest area axis-aligned
box inside the intersection of a family of n convex sets in d-dimensional space. This model is not very
efficient since it has exponential number of constraints. Daniels et al. [13] proposed an O
(
nα(n) log2 n
)
algorithm for finding the largest inscribed axis-aligned rectangle inside an n-vertex horizontally (vertically)
convex polygon, where α(n) is slowly growing inverse of Ackermann’s function. Later, they proposed [12]
an O
(
n log2 n
)
algorithm to find the largest inscribed axis-aligned rectangle inside an n-vertex general
polygon possibly with holes. They modified the divide and conquer approach of the same problem de-
signed for rectilinear (orthogonal) polygons to handle the case of general polygon. Fischer and Ho¨ffgen
[17] developed an exact O
(
log2 n
)
algorithm to compute the largest inscribed isothetic (axis-aligned) rect-
angle in a convex n-gon. Alt et al. [3] developed an exact O (log n) algorithm for the same problem.
Hall-Holt et al. [20] developed a PTAS for finding (1− e)-approximation of the optimal solution of the
maximum area c-fat rectangle, i.e. a rectangle with aspect ratio bounded by c, inside a simple polygon in
time O (n). The complexity of their algorithm for polygons with holes is O (n log n). Knauer et al. [26]
showed that fatness is not required for approximating the largest inscribed rectangle if the input polygon
is convex. They developed a randomized e-approximation algorithm with running time of O
(
1
e log n
)
that works with probability t for any constant t < 1, and a deterministic e-approximation algorithm with
running time of O
(
1
e2
log n
)
. Their algorithm uses Alt et al.’s algorithm [3] as a subroutine. It appears that
their analysis of the running time misses the fact that for using Alt et al.’s algorithm [3] to find the largest
inscribed axis-aligned rectangle aligned to the direction of the largest inscribed rectangle one needs to rotate
the axes or the polygon to that direction which takesO(n) time (to make this a fair comparison we consider
this part as pre-processing in one of our algorithms). This was the first algorithm that could compute a
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(1− e)-approximation for the largest inscribed rectangle inside a convex polygon. They have also sketched
a straightforward exact algorithm that works in O (n4) time. Finally, Cabello et al. [7] presented an O (n3)
exact algorithm and also an e-approximation algorithm for this problem. Their approximation algorithm
also works for any convex set in running timeO
(
e−3/2 + e−1/2TC
)
, where TC is the time needed to perform
two different queries on C due to [2]. For a convex polygon, TC is O (log n).
In this paper we consider both problems of finding largest inscribed axis-aligned box (for rectangle we
call it LIAR) and largest inscribed box (for rectangle we call it LIR) inside a convex set. This set can be a
polygon, ellipse, intersection of ellipses and halfspaces, bounded intersection of epigraph of convex parabo-
las with ellipses and half-spaces, or any other geometric convex set that is expressible in finite number of
inequalities. We formulate the LIR problem as a non-convex optimization problem and for LIAR problem
we derive a convex optimization problem, both models for higher dimensions. Our algorithm solves the
problem of finding LIAR in a d-dimensional convex polytope to the optimality in O(d3 + d2n) time, where
n is the number of inequalities defining the convex set. This is easy to implement too since one can easily
use CVX or other convex optimization packages to solve the convex optimization model. For finding LIR in
a 2-dimensional convex set, we develop a parametric approach that helps us to find LIAR for any given di-
rection of axes and then we use it as a subroutine to compute (1− e)-approximation to LIR inO (n/e) time.
We then show how the running time can be improved to O(e−1 log n) when the convex set is a polygon.
Our algorithm works faster than Knauer et al.’s algorithm [26] and if we need highly accurate solutions for
practical size polygons, it also outperforms Cabello et al.’s algorithm [7].
To our knowledge, except Amenta’s model [4] for LIAR and the model of Cabello et al. [7] for LIR,
no other optimization based algorithm published so far for these two problems. Again, except Amenta’s
model for LIAR [4], we are not aware of any model or algorithm for the higher dimension problem. Our op-
timization model for LIAR is much more efficient than Amenta’s model. Also none of the algorithms in the
literature are able to solve both problems, while our parametric approach is able to do so in 2-dimensional
case. Moreover, except Cabello et al.’s algorithm [7], no algorithm is published so far for either of these
problems that is capable of dealing with other geometric convex sets such as ellipses and not just polygons.
In Cabello et al.’s algorithm [7] it is not clear whether those two queries are doable for any convex set and
if yes what would TC be in their algorithm’s running time. Our algorithm is unique in the sense that its
performance depends to the number of inequalities defining a convex set, e.g. while for a polygon this is n
for an ellipse this is one.
1.2 Notational Conventions
Throughout this paper we use the following notational conventions: consider a solid and compact convex
set D ∈ Rd. The boundary of D is shown with ∂D. We use AB to show a line segment between points A
and B. We use |D| to show the area of D and |AB| to show the length of the line segment AB. A rectangle
with four corners at points A, B, C, and D is shown by ABCD and a triangle with three corners at points
A, B, and C is shown by4ABC. The aspect ratio of a rectangle R is the ratio of the length of the longer side
of R to the length of the shorter side of R and is written as AR(R). The largest (maximum-area) inscribed
axis-aligned rectangle is denoted by LIAR and the largest inscribed rectangle is shown with LIR. We use
the same notation for the problem of finding them.
2 Problem Formulation
Consider a solid and compact convex set C ∈ Rd mathematically expressible in finite number of inequali-
ties. For example one can consider polytopes or d-ellipsoids. We wish to find a d-dimensional parallelotope
of maximum volume inscribed in C. Let x1, x2, ..., xd+1 be the d + 1 affinely independent vertices of the
parallelotope and put U = [u1 u2 ... ud], where ui = xi+1 − x1, i = 1, ..., d. Figure 1 shows an instance in
2-dimension, where C is a polygon and the desired parallelogram is a rectangle.
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Figure 1: Largest Inscribed Rectangle inside a Polygon
Definition 1. Two points x = (x1, ..., xd) and y = (y1, ..., yd) in Rd are in lexicographic order, showing with
x < y, if x1 < y1 or if x1 = y1, we have x2 < y2 and so on.
Let us label, in a lexicographic order, the 2d vertices of the parallelotope with binary vectors so that
q1 = (0, ..., 0) ≡ x1, q2 = (1, 0, ..., 0) ≡ x2 and q2d = (1, ..., 1) ≡ x1 +∑di=1 ui.
It is straightforward to formulate the problem by the following optimization model:
maximize
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ (1)
s.t.
ui = xi+1 − x1 , i = 1, ..., d
x1 +
d
∑
i=1
qki u
i ∈ C , k = 1, ..., 2d
The above model can be solved by solving the following two problems separately:
maximize det
(
x1 x2 · · · xd xd+1
1 1 · · · 1 1
)
s.t.
ui = xi+1 − x1 , i = 1, ..., d
x1 +∑di=1 q
k
i u
i ∈ C , k = 1, ..., 2d
and
maximize −det
(
x1 x2 · · · xd xd+1
1 1 · · · 1 1
)
s.t.
ui = xi+1 − x1 , i = 1, ..., d
x1 +∑di=1 q
k
i u
i ∈ C , k = 1, ..., 2d
and then pick the solution that yields a higher optimal value.
If the parallelotope is further constrained to be a box (or hypercube), then some additional orthogonality
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constraints should be imposed. For instance, we derive from problem (1) a modified formulation:
maximize
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ (2)
s.t.
ui = xi+1 − x1 , i = 1, ..., d
(ui)Tuj = 0 , 1 ≤ i < j ≤ d
x1 +∑di=1 q
k
i u
i ∈ C , k = 1, ..., 2d
which is in general a non-convex optimization problem. An interesting instance for this problem, hap-
pens when the convex set C is a polytope defined by C = {x | Px  b}, with P ∈ Rn×d which makes the
problem as following
maximize
∣∣∣∣det( x1 x2 · · · xd xd+11 1 · · · 1 1
)∣∣∣∣ (3)
s.t.
ui = xi+1 − x1 , i = 1, ..., d
(ui)Tuj = 0 , 1 ≤ i < j ≤ d
vk = x1 +∑di=1 q
k
i u
i , k = 1, ..., 2d
Pvk  b , k = 1, ..., 2d
where vk’s are the vertices of the box. This is the optimization model for the higher dimension version of
the problem of finding the largest rectangle inside a polygon, i.e. the special case of d = 2, that was the
subject of most works mentioned in Section 1.1.
3 Solving Approach
In this section we present exact and approximation algorithms for finding the maximum area axis-aligned
inscribed box and the maximum area inscribed box in a convex set. For the 2-dimensional case we also
consider finding the largest inscribed rectangle with the larger side being in a given direction, i.e. aligned
to rotated axes.
3.1 Largest Inscribed Axis-aligned Box
Solving higher dimension problems for finding largest inscribed axis-aligned rectangle (LIAR) is easy. First
we show how to find the maximum-area axis-aligned box in a convex polytope and then we show how this
can be used for any convex set that is defined by “finite” number of convex inequalities.
Suppose C is a convex polytope. We are looking for a box B =
{
x ∈ Rd | l  x  u
}
of maximum
volume inscribed in a convex polytope C = {x | Px  b}, with P ∈ Rn×d and b ∈ Rn. Note that following
the formulation of Problem (3) in order to have B ⊆ C we need to enforce all of its 2d vertices to be inside C
and hence getting an exponential number of constraints. For this case, instead of adopting Problem (3) for
the axis-aligned case, we can use an easier formulation inspired by a problem in [5]. This formulation skips
the nonlinear perpendicularity constraints, there were O (d2) of them, and avoids the exponential number,
O
(
n2d
)
, of linear constraints Pvk  b and instead deals with O (n) linear inequality constraints.
Since we have lj ≤ xj ≤ uj, an upper bound for the left-hand side of each inequality ∑j pijxj ≤ bi is
obtained by ∑j(p
+
ij uj − p−ij lj) where p+ij = max{pij, 0} and p−ij = max{−pij, 0}. This means we have B ⊆ C
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if and only if ∑dj=1(p
+
ij uj − p−ij lj) ≤ bi , i = 1, ..., n. Hence we can formulate this problem as:
maximize
d
∏
j=1
(uj − lj) s.t.
d
∑
j=1
(p+ij uj − p−ij lj) ≤ bi , i = 1, ..., n
lj ≤ uj , j = 1, ..., d
This can be easily rewritten as a convex optimization problem
maximize
d
∑
j=1
log(uj − lj) s.t. (4)
d
∑
j=1
(p+ij uj − p−ij lj) ≤ bi , i = 1, ..., n
which is easily solvable to the optimality. The log-barrier function is
f (u, l) = −
(
d
∑
j=1
log(uj − lj)
)
− µ
(
n
∑
i=1
log
(
bi −
d
∑
j=1
(p+ij uj − p−ij lj)
))
Due to the invariance property of self-concordant functions under addition operation, this function is
self-concordant since each of its terms is a self-concordant function. Therefore the number of iterations
to minimize this function is independent of the size of the problem and is equal to f (u
(0),l(0))− f (u∗ ,l∗)
γ +
log log( 1δ ), where γ depends on the backtracking parameter and δ is the accuracy we need to get close
enough to the optimal solution. This is a constant number of iterations which has extremely moderate
dependence on δ.
Note that the above function is f : R2d → R. If we use a Newton step in each iteration it will be
equivalent with solving a linear system of equations H(ul ) = g, where H is the hessian matrix and g is the
gradient vector. This will cost us O ((2d)3) operations plus the costs of computing H and g. Computing g
and H require O (2d× (n + 1)) = O(dn) and O ((2d)2 × (n + 1)) = O(d2n) operations, respectively.
Therefore, the total computational complexity of solving Problem (4) using the log-barrier method is
O(d3 + d2n).
Finding the largest axis-aligned box inscribed in other convex sets, such as d-ellipsoids, which can be
easily represented in a finite set of inequalities is similarly easy. For example, for d-dimensional ellipses we
obtain O(d3) running time since we just need one inequality to define an ellipsoidal convex set.
In the following section we will provide a much more general algorithm for 2-dimensional case to find
not only the largest rectangle aligned to the regular axes but also to any rotated axes in any direction. It will
also serve as a subroutine in our approximation algorithm for the general 2-dimensional case.
3.2 The Parametric Approach for 2-Dimensional Case
Consider the 2-dimensional version of Problem (3) and let u = u1, v = u2, x = x1, y = x2, z = x3, see
Figure 1 for an illustration. Then finding LIR in C can be formulated as:
(Q) max |det(u, v)|
s.t. uᵀv = 0
u = y− x, v = z− x
x, y, z, y + z− x ∈ C ⊂ R2.
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Clearly, the second part of the constraint in (Q) can be rewritten as (u, v) ∈ S ⊆ R4, where S =
{(u, v) | u = y− x, v = z− x, and x, y, z, y + z− x ∈ C} is a convex set. We have
(Q′) max |u1v2 − u2v1|
s.t. u1v1 + u2v2 = 0
(u, v) ∈ S ⊂ R4.
Introducing a parameter u2/u1 = t and v2/v1 = −1/t, the above problem reduces to a parameterized
model
(Qt) max (1+ t2)|u1v2|
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
For any fixed t, (Qt) can be solved by sequentially solving four separate subproblems:
max u1v2
s.t. u1 ≥ 0, v2 ≥ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max u1v2
s.t. u1 ≤ 0, v2 ≤ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max −u1v2
s.t. u1 ≥ 0, v2 ≤ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max −u1v2
s.t. u1 ≤ 0, v2 ≥ 0,
u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
Clearly these four models are easy solvable; we may invoke, e.g. cvx, to solve their respective equivalent
convex optimization forms:
max ln u1 + ln v2
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max ln(−u1) + ln(−v2)
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max ln u1 + ln(−v2)
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4;
max ln(−u1) + ln v2
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4.
Let the optimal value of (Qt) be f (t). Finding the maximum rectangle inside S can be achieved by
sequentially solving the parameterized problems and then identifying t so as to maximize f (t).
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Observe that x, y, z are chosen arbitrarily in C, and the role of u = y− x and v = z− x are symmetric.
Therefore, one does not need to go through all the four cases; it suffices to focus only on the first case, and
the parameter t can also be restricted to be nonnegative. In other words, we need only to consider
maximize ln u1 + ln v2 (5)
s.t. u2 − tu1 = 0, v1 + tv2 = 0,
(u, v) ∈ S ⊂ R4
for t ≥ 0. Let v(t) to denote the optimal value of (5). Then, f (t) = (1 + t2)ev(t), and the parametric
search boils down to one-dimensional optimization: maxt≥0 f (t).
Proposition 2. The function f (t) admits its maximum.
Proof. The function f (t) is continuous and the domain of t is a compact set, the interval [−1, 1], hence by
Bolzano-Weierstrass theorem it attains its maximum.
The function f (t) is continuous and univariate but not explicitly formulated since it depends on v(t),
non-smooth and so non-differentiable, non-unimodal, not-concave and in some cases it could be a very
nasty function (see Figures 4 and 5). Therefore it is very hard to come up with an algorithm that guarantees
finding the optimal solution. However, being restricted to a one-dimensional search enables us to develop a
good approximation algorithm. Before getting into the algorithm it is of interest to explore some properties
of the optimal solution to have a more clear expectation about a good solution.
3.3 Properties of the optimal solution
DePano et al. [15] proved that a maximum area equilateral triangle inscribed in a convex polygon C must
have at least one corner coincident with a vertex of C. They also proved that a maximum area square
inscribed in a convex polygon C either has at least one corner coincident with a vertex of C, or all four
corners lie on the interior of edges of C. Knauer et al. [26] mentioned without proof that the largest inscribed
rectangle inside a convex polygon C is either a square with two opposite corners coincident with two
vertices of C or has at least three corners on the boundary of C. Schwarzkopf et al. [35] showed that
maximum area rectangle inscribed in C has two diagonal vertices lie on the boundary of C. We present a
stronger result that contains this observation.
Lemma 3. Consider a segment ac to be the diagonal of rectangle R, with longer edge aligned to the x-axis and ac
makes angle θ with x-axis. Among all rectangles generated by this diagonal, the rectangle with θ = pi/4, i.e. square,
has the largest area.
Proof. Let l, and w denote the dimensions of the rectangle R. Then l = |ac| cos θ and w = |ac| sin θ. Hence
Area(R) = w× l = |ac|2 cos θ sin θ. Taking derivatives shows us that θ = pi/4 maximizes the area.
Definition 4. A corner of an inscribed rectangle inside a polygon C is one of following types:
(a) A vertex-corner which coincides with a vertex of C.
(b) An edge-corner which lies on an edge of C.
(c) An interior-corner which lies strictly inside C.
Theorem 5. A largest inscribed rectangle (LIR) inside a convex polygon C must satisfy at least one of the following
conditions:
1. It has no interior corners
2. It has at most one interior-corner and at least one vertex-corner.
3. It has two diagonal interior-corners, two diagonal vertex-corners, and LIR is a square.
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θc = c′
b
a = aˆ = a′
d
b′
bˆ
dˆ cˆ
d′
θˆ
θˆ
Cθˆ
Figure 2: Proof of two vertex-corner case in Theorem 5
Proof. Consider an inscribed rectangle R with vertices a, b, c, d in a c.c.w. order and dimensions l × w. If
none of the conditions hold for R, we prove it can not be LIR in all possible cases.
If R has four or three interior-corners, we can easily expand both its length and width. If R has two
interior-corners which share an edge of R then we can expand R in the direction perpendicular to this edge.
If it has two interior-corners on a diagonal, say b, d and two edge-corners, say a, c touching edges ea and
ec, rotating C slightly around a(or c) either c.w. or c.c.w. will put c (or a) and maintain b, d strictly inside
the polygon and hence we can enlarge it. The direction of rotation (c.w or c.c.w.) is toward increasing the
obtuse angle between ac and ec (or ac and ea). If it is a right angle then both directions work.
If it has two interior-corners on a diagonal and there is just one vertex-corner, slightly rotation of C
around the vertex-corner will put the edge-corner and keep the two interior-corners strictly inside C and
hence makes it expandable.
A similar argument holds if R has one interior-corner and no vertex-corner, say three edge-corners a, b, c
lying on edges ea, eb, ec. Let la be the perpendicular line to ea at a. Similarly define lb and lc for b and c. Let
p1 be the intersection of la and lb and p2 be the intersection of lb and lc. A small rotation of C in either
directions around p1 (or p2), will put a, b (or b, c) in the interior of C. Either c.w. or c.c.w rotation will do the
same for c (or a).
If it has two interior-corners located on a diagonal, say b, d, and two vertex corners,say a, c, but R is not
square, the proof is a little more complicated. See Figure 2. Let θ1 be the maximum angle for c.w. rotation
of R around a such that b stays in C. Similarly θ2 be the maximum angle for c.w. rotation of R around c
such that d stays in C. Since R is not square, we have l > w and θ = arctan wl < pi/4. Choose θˆ > 0 such
that θˆ < min{(pi4 − θ), θ1, θ2}. Notice that if R is a square we can not find such θˆ. Now WLOG assume
θ1 < θ2. Rotate R, c.w. around a for angle θˆ. Let Rˆ = aˆbˆcˆdˆ denote the rotated rectangle. Then clearly a = aˆ,
bˆ lies either strictly inside or on an edge of C, cˆ is possibly outside C, and dˆ is inside C. Rotate c.w. the
segment cd for angle θˆ. The whole rotated segment, call it rcd, will stay inside C. Extend aˆdˆ to touch rcd.
Call the intersection point d′ and let a′ = a. a′d′ is perpendicular to rcd. Draw a line from c parallel to a′d′
to touch aˆbˆ at b′ and let c′ = c. b′c′ is perpendicular to a′b′. Then we get a new rectangle R′ = a′b′c′d′
which has two vertex corners located on a diagonal. R′ has same diagonal as R with ∠c′a′b′ > θ, hence
Area(R′) > Area(R) by lemma 3.
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Finally, none of the three conditions in the theorem is redundant since for each one of them we can
easily construct a polygon which gives us a LIR satisfying that condition.
The following corollaries are direct results of Theorem 5.
Corollary 6. A LIR has at least two diagonal corners on the boundary of C. Unless these two corners are vertex-
corners at least one other corner has to lie on ∂C.
Corollary 7. Each interior corner, if any exists, has two adjacent corners on the boundary of C.
3.4 An Exact Algorithm for Finding LIAR
The main result of this section can be stated as the following theorem.
Theorem 8. The largest inscribed axis-aligned rectangle (LIAR) inside a convex set for perpendicular axes in any
direction can be found in O(n) time.
Proof. Let’s assume C to be a convex polygon. The problem (5) can be expanded as
maximize log u1 + log v2 (6)
s.t.
u2 − tu1 = 0
v1 + tv2 = 0
u− y + x = 0
v− z + x = 0
Px  b
Py  b
Pz  b
P(y + z− x)  b
where P ∈ Rn×2 and b ∈ Rn are the given characterizations of the convex polygon C. The assumption of
the polygon is without loss of generality since problem (6) can be defined in a similar fashion for any other
closed and bounded convex set that can be defined with “finite” number of convex inequalities. Putting
t = 0 gives us axis-aligned rectangles with non-rotated axes.
Suppose t is fixed. We can rewrite (6) in the matrix form. Define s = (uᵀvᵀxᵀyᵀzᵀ)ᵀ, which is a 10× 1
vector. Then we have
minimize −
(
log eT1 s + log e
T
4 s
)
(7)
s.t.
As = 0
P˜s  b˜
where ei is the ith column of a 10-by-10 identity matrix, b˜ = (b1, b1, b1, b1, b2, b2, b2, b2, ..., bn, bn, bn, bn)ᵀ, i.e.
a 4n× 1 vector, and A is
A =

−t 1 0 0 0 0 0 0 0 0
0 0 1 t 0 0 0 0 0 0
1 0 0 0 1 0 −1 0 0 0
0 1 0 0 0 1 0 −1 0 0
0 0 1 0 1 0 0 0 −1 0
0 0 0 1 0 1 0 0 0 −1

(6×10)
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and P˜ is
P˜ =

0 0 0 0 p11 p12 0 0 0 0
0 0 0 0 0 0 p11 p12 0 0
0 0 0 0 0 0 0 0 p11 p12
0 0 0 0 −p11 −p12 p11 p12 p11 p12
· · · · · ·
...
. . .
0 0 0 0 pn1 pn2 0 0 0 0
0 0 0 0 0 0 pn1 pn2 0 0
0 0 0 0 0 0 0 0 pn1 pn2
0 0 0 0 −pn1 −pn2 pn1 pn2 pn1 pn2

(4n×10)
The log-barrier function is
f (s) = − (log eᵀ1 s + log eᵀ4 s)− µ
(
6
∑
i=1
log(−aᵀi s) +
6
∑
i=1
log(aᵀi s)
)
− µ
(
4n
∑
i=1
log(b˜i − p˜ᵀi s)
)
Note that the above function is f : R10 → R and convex, hence this is a constant size convex opti-
mization problem and the number of iterations to minimize this function is constant. Another argument
is through self-concordance property. Due to the invariance property of self-concordant functions under
addition operation, this function is self-concordant since each of its terms is a self-concordant function.
Therefore the number of iterations to minimize this function is independent of the size of the problem and
is equal to f (s
(0))− f (s∗)
γ + log log(
1
δ ), where γ depends on the backtracking parameter and δ is the accuracy
we need to get close enough to the optimal solution. This is a constant number of iterations which has an
extremely moderate dependence on δ.
If we use a Newton step in each iteration it will be equivalent with solving a linear system of equations
Hs = g, where H is the hessian matrix and g is the gradient vector. This will cost us O (103) = O(1)
operations plus the costs of computing H and g. Computing g and H require O (10× (4n + 8)) = O(n)
and O (102 × (4n + 8)) = O(n) operations, respectively.
Therefore, for any fixed t – including t = 0 i.e. the traditional axis-aligned case, the total computational
complexity of solving the Problem (7) using the log-barrier method isO(n), which concludes the proof.
Note that this computational complexity depends only on n, the number of inequalities defining the
convex set C. For example for ellipses it will be O(1) since we just need only one inequality to define an
ellipsoidal convex set.
3.5 An Approximation Algorithm for Finding LIR
Now that we have a fast exact algorithm for finding the largest inscribed rectangle in a given direction,
we can use it as a subroutine to obtain an approximation algorithm for the case where we want to find
the largest inscribed rectangle among all directions. We first introduce a result for symmetric compact and
convex sets and then we continue with general compact convex sets.
For symmetric sets we can find the optimal solution as follows
Theorem 9. For any compact and solid convex set C ∈ R2 that is symmetric with respect to its diameter, we can
find the optimal solution for LIR in C, provided that C is presentable in finite number of inequalities and its diameter
is given.
Proof. Set the direction to be the direction of diam(C) and perform the exact subroutine.
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Now consider a non-symmetric compact and convex set C. Remember that we have a univariate func-
tion f (t) = (1 + t2)ev(t), where v(t) is the optimal value of (5), and we want to solve the one-dimensional
optimization problem; maxt≥0 f (t). By definition of t we have t = tan(θ), where θ is the angle between the
vector u and x-axis. Then t ≥ 0 is equivalent to θ ∈ [0,pi/2].
Observation 10. Any rectangle with θ > pi/4 has an identical counterpart with θ ∈ (−pi/4, 0) which satisfies
conditions u(1) > 0, v(2) > 0 and can be obtained by the linear transformation z → x′, x → y′, y + z− x →
z′, u′ = −v, v′ = u. Notice that between identical rectangles, we have |θ − θ′| = pi/2.
Observation 11. It suffices to consider only the rectangles with θ ∈ [−pi/4,pi/4] or equivalently t ∈ [−1, 1].
Observation 12. The largest inscribed rectangles with angles θ = pi/4 and θ′ = −pi/4 are identical and their
objective values are equal. Hence in the function f (t), a local maximum admits t = 1 if and only if it admits t = −1
too.
Let |R| denote the area of rectangle R. Now let Ropt to be the optimal solution and Rapx to be the
e-approximation solution, i.e. |Rapx| ≥ (1 − e)|Ropt|. The basic intuition is that the direction of an e-
approximation solution should be very close to the direction of optimal rectangle. Let’s suppose the optimal
rectangle happens at direction θ. We want to know how much the area of the rectangle changes if we change
the direction slightly. So we want to find a lower bound for the area of an approximation rectangle with
direction θapx ∈ [θ − α, θ + α] for some small α > 0.
Definition 13. We define the aspect ratio of a rectangle R as
ρ = AR(R) = max
{
length
width
,
width
length
}
.
Lemma 14. The aspect ratio ρ of Ropt is bounded from above and the upper bound can obtained in linear time.
Proof. By definition ρ ≥ 1, so it is bounded aways from zero. The aspect ratio ρ of Ropt is the same as the
aspect ratio of the minimum area rectangle Q that contains C and is homothetic to C with direction angle θ,
that is the same direction angle as Ropt. The aspect ratio of Q, and hence Ropt, is the maximum of the ratio
of the widths of C when seen from directions θ and θ + pi/2 and the inverse of this ratio. Let these two
widths be wθ and w(θ+pi/2). Then we have
ρ = AR(Q) = max
{
wθ
w(θ+pi/2)
,
w(θ+pi/2)
wθ
}
.
The width of a compact convex body C with |C| > 0 seen from angle θ is a continuous function of θ,
let’s show it with φ(θ), and it is bounded away from 0, i.e. wθ > 0 and w(θ+pi/2) > 0, therefore ρ is
bounded from above by its definition. This upper bound can be found by the idea of rotating calipers
introduced in [36]. Use the rotating calipers algorithm for finding the minimum area bounding box of C.
This algorithm generates a maximum of n rectangles along the way. The widths of these rectangles are the
extreme points of φ. Let Rs be the rectangle with the maximum aspect ratio, ρs, among them. Therefore, we
have ρ = AR(Q) ≤ ρs < ∞, where ρs can be obtained in O(n) time.
Lemma 15. Let ρ to be the aspect ratio of the optimal rectangle Ropt and the optimal direction makes angle θ with
the x-axis and ρs be its upper bound from Lemma 14. Then the largest inscribed rectangle with direction angle
θapx ∈ [θ − α, θ + α] for some small α > 0, has area of at least (1− 2ρsα)|Ropt|.
Proof. First note that it suffices to consider only extreme points. For any non-extreme point θ′ ∈ [θ− α, θ+ α]
there exists an α′ > 0 such that θ′ = θ − α′ or θ′ = θ + α′, i.e. θ′ is one of extreme points of [θ − α′, θ + α′].
Hence we will have |Rapx| ≥ (1− 2ρα′)|Ropt| ≥ (1− 2ρα)|Ropt| since α′ ≤ α. Also it suffices to consider
only one of the extreme cases, say θ + α, since the other extreme case is symmetric. Now assume Rapx has
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Figure 3: Proof of the lower bound in Lemma 15
direction angle θ + α, where Rapx is the largest inscribed rectangle for this direction and θ could be any
angle in [−pi/4,pi/4].
Consider Figure 3 as an illustration for the proof. For simplicity, in this proof, we use the notation | · |
as a measure of both area and length. Let rectangle ABCD to represent Ropt and assume w.l.o.g. that
|AB| ≥ |BC| (otherwise we can consider θ + pi/2 instead of θ). Also let R′ = EFGH to be the largest
rectangle with direction θ + α inscribed in Ropt. It is clear that R′ ⊂ Ropt ⊂ C and |Rapx| ≥ |R′| since
Rapx is the optimal solution of that direction. Draw lines GI and EJ parallel to AB and let R′′ to denote the
rectangle EJGI. For small enough α the line segments EG and IG do not cross AG and EH. Let T1, T2 be
the right triangles4EHK and4GJK.
First note that α = ∠BAG = ∠CGH = ∠DHE = ∠KEH = ∠AEF, |CH| ≥ |JK|, and F is in the interior
of Ropt. Then observe that AR(R′) ≥ AR(Ropt) and |EH| ≥ |GH|. This gives
|CJ| = |DE| = |EH| sin α ≥ |GH| sin α = |CH|
We also have
|CJ| = |DE| = |EH| sin α ≤ |AG| sin α = |BG|
Then we have
|T2| = (|BC| − |BG| − |CJ|)× |JK|2 ≤
(|BC| − 2|CJ|)× |CH|
2
=
|BC| × |CH| − 2|CJ| × |CH|
2
,
and
|T1| = |EK| × |CJ|2 ≥
|EH| × |CJ|
2
=
(|CD| − |CH|)× |CJ|
2 cos α
≥ |CD| × |CJ| − |CJ| × |CH|
2
≥ (|BC| − |CJ|)× |CH| − |CJ| × |CH|
2
≥ |BC| × |CH| − 2|CJ| × |CH|
2
.
13
Hence |T1| ≥ |T2| and therefore |R′| ≥ |R′′|. Note that we have |AB| ≤ ρ|BC|. Thus we obtain a lower
bound on the area of R′′ as
|R′′| = |EG| × |GJ| = |AB| × (|BC| − |BG| − |CJ|)
≥ |AB| × (|BC| − 2|BG|)
= |AB| × |BC| − 2|AB| × |BG|
= |AB| × |BC| − 2|AB|2 tan α
≥ (|AB| × |BC|)− 2ρ tan α(|AB| × |BC|)
' (1− 2ρα)|Ropt|.
Note that for sufficiently small α we have tan α ∼ α. Therefore we obtained
|Rapx| ≥ |R′| ≥ |R′′| ≥ (1− 2ρα)|Ropt| ≥ (1− 2ρsα)|Ropt|,
where the last inequality comes from Lemma 14.
Theorem 16. An e-approximation solution for the problem of finding the largest inscribed rectangle in a convex and
compact set C can be obtained in O(e−1n) time.
Proof. For any given e > 0 take α > 0 small enough such that e = 2ρsα. We divide the interval [−pi4 , pi4 ]
into pi/2α =
pi/2
e/(2ρs)
= ρspie pieces and sample one direction point from each piece. Note that ρs can be
computed in O(n), as stated in Lemma 14. Since the Problem (7) is solvable for any fixed t, v(t) is defined
for all t ∈ [−1, 1]. We solve the exact subroutine of §3.4 for each direction, and choose the maximum
value of f (t) over all these samples of t. The result will have an area of at least (1− e)|Ropt| by Lemma
15. Considering the complexity of the exact subroutine, the computational complexity of this algorithm is
O( ρspie n) = O( ne ).
3.6 A family of Approximation Algorithm for Finding LIR inside a Convex Polygon
When C is a convex polygon, we are not restricted to use the exact subroutine presented in §3.4 and we can
use any existing efficient algorithm from the literature that can find the LIAR.
Theorem 17. An e-approximation solution for the problem of finding the largest inscribed rectangle in a convex and
compact polygon P can be obtained in O(e−1 log n) time with an O(e−1n) pre-processing time.
Proof. Replace the exact subroutine of §3.4 with the algorithm from Alt et al. [3] that takes O(log n) to find
LIAR for any given direction. Note that this requires finding finding ρs inO(n) pre-processing time as well
as the rotation of the axes and finding the new coordinates for n vertices of P in O(n) pre-processing time
for each of the O(e−1) directions.
4 Simulation Results
Here we apply the presented algorithms on convex sets like some given polygons, random polygons, as
well as ellipses and bounded intersection of convex sets. Simulation results for two given polygons are
shown in Figure 4 and for two random polygons in Figure 5. Examples of axis-aligned rectangles for the
regular and rotated axes are shown in Figure 6. Examples for ellipses and for the intersection of some
convex sets are shown in Figures 7 and 8.
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5 Concluding Remarks
We have presented an optimization approach for the problem of finding the largest inscribed rectangle
inside a convex set. We presented an efficient (1-e)-approximation algorithm with the a running time of
O(e−1n), where n is simply the number of inequalities that define the convex set. For a convex polygon
this is n while for an ellipse this is one. In fact, we are not restricted to the polygons and it is applicable
for any convex region which is mathematically presentable in finite number of inequalities. This method
reduces the problem to solving a one dimensional optimization problem with an inner convex optimization
problem. We further showed that how we can improve the running time to O(e−1 log n) with an O(e−1n)
pre-processing time when the convex set is a polygon. Potential directions for future research would be
the consideration of inscribing other geometric shapes in a convex set or approximating a convex set that
contains “holes” with multiple rectangles. One could also consider extending the existing results of similar
problems to higher dimensions.
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(a) (b)
(c) (d)
Figure 4: The largest inscribed rectangle in two given polygons. The objective functions are shown
in (4a) and (4c). The largest inscribed rectangles are obtained in (4b) and (4d).
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(a) (b)
(c) (d)
Figure 5: The largest inscribed rectangle in a random polygon and a regular 500-gon randomly
generated on a circle. The objective functions are shown in (5a) and (5c). The largest inscribed
rectangles are obtained in (5b) and (5d).
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(a) (b)
Figure 6: The largest inscribed axis-aligned rectangles for two given directions in a given polygon
in (6a) and for the regular axes in a random polygon generated on a circle in (6b).
(a) (b)
Figure 7: The largest inscribed rectangles in two given ellipses.
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(a) (b)
Figure 8: The largest inscribed rectangle in the intersection of an ellipse and a parabola is presented
in (8a) and for the intersection of an ellipse, a parabola and a half-space is shown in (8b).
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