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Povzetek
Iskanje optimalne poti v prostoru stanj je v praksi navadno tezˇek prob-
lem. Namen te diplomske naloge je najti prostorsko ucˇinkovit algoritem,
pri katerem je cˇas iskanja optimalne resˇitve racˇunsko sprejemljiv tudi pri
velikih problemskih prostorih.
Algoritem A∗ deluje razmeroma hitro, vendar ima eksponencialno pros-
torsko zahtevnost. Algoritmi z linearno prostorsko zahtevnostjo glede na
dolzˇino optimalne poti imajo cˇasovno zahtevnost, ki je lahko tudi kvadratna
glede na A∗, kjer v nobenem primeru ne izlocˇamo duplikatov.
Za poddruzˇino grafov s takimi lastnostmi bomo podali optimizacijo al-
goritma IDA∗ s pomocˇjo granulacije f ocene, ki najde optimalno resˇitev s
cˇasovno zahtevnostjo O(N logN), kjer je N sˇtevilo vozliˇscˇ, ki jih razvije algo-
ritem A∗. Prostorska zahtevnost algoritma je linearno odvisna od najdaljˇse
preiskane poti.
Enaka ideja deluje tudi na algoritmu RBFS, saj z enako transformacijo
RBFS deluje enako hitro ali celo hitreje kot IDA∗.
Kljucˇne besede
preiskovanje grafov, optimizacija, granulacija
Abstract
Finding an optimal path in a state space is often very difficult in practise.
The goal of this diploma thesis is to find a space efficient algorithm which
finds an optimal solution within an acceptable time frame, even in large
problem spaces.
Algorithm A∗ is relatively fast, but it has exponential space complexity.
Algorithms with linear space complexity can have quadratic time complexity,
in terms of A∗’s time complexity. In both cases we do not check for duplicates
achieved by different paths.
For this type of graphs we propose an optimization of the IDA∗ algorithm,
where we granulate the heuristic function f. The new algorithm finds an
optimal solution with time complexity O(N logN), where N is the number
of nodes expanded by algorithm A∗. Space complexity is linear in the length
of the longest expanded path.
The same idea can be applied to algorithm RBFS where RBFS can be






Cilj hevristicˇnih preiskovalnih algoritmov je najti najcenejˇso resˇitev v us-
merjenem grafu G. Resˇitev je pot med zacˇetnim vozliˇscˇem s in enim izmed
koncˇnih vozliˇscˇ. Pri iskanju take poti si mnogi algoritmi pomagajo z oceno
f(a) = g(a) + h(a), kjer je g(a) cena trenutno najcenejˇse znane poti od
zacˇetnega vozliˇscˇa s do vozliˇscˇa a. h(a) ≥ 0 je hevristicˇna ocena cene poti
od a do cilja, h∗(a) je dejanska cena te poti.
1.1 Zgodovina
Najbolj poznan algoritem za iskanje najcenejˇse poti je A∗ [14], saj zagotavlja,
da bo vrnil optimalno resˇitev ob asimptoticˇno najkrajˇsem cˇasu izvajanja, a
ima preveliko prostorsko zahtevnost za uporabo na tezˇjih problemih.
Predlaganih je bilo zˇe mnogo algoritmov, ki bi zapolnili vrzel med algo-
ritmom A∗ in algoritmi z linearno prostorsko zahtevnostjo.
Nasˇo idejo smo razvili iz ideje v [2], kjer uvedejo preprosto granulacijo
na algoritmu preiskovanja v globino. Pri preiskovanju s pomocˇjo hevristicˇne
ocene je nasˇa ideja najblizˇja algoritmu RIDA∗ [1], kjer ob vsaki iteraciji mejo
premaknejo na vrednost, ki jo ocenijo s sˇtevila razvitih vozliˇscˇ v prejˇsnjih
iteracijah. Ob analizi se izkazˇe, da ob omejitvi napake oba algoritma delujeta
enako. Trdimo, da je sprememba f ocene manjˇsi in bolj splosˇen poseg v
1
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poljuben preiskovalni algoritem.
Ostali predlagani algoritmi [12], [10] temeljijo na preiskovanju v naprej





Zaradi poenostavitve analize algoritmov predpostavimo, da je hevristicˇna
ocena h optimisticˇna, in da vsi algoritmi razvijejo vozliˇscˇa na optimalni poti
kot zadnje izmed tistih z enako f oceno (drugi del pri unikatnih f ocenah
vedno drzˇi).
Algoritem A∗ ob taki hevristicˇni funkciji najde optimalno pot ob asimp-
toticˇno najmanjˇsem sˇtevilu razvitih vozliˇscˇ. Pravzaprav razvije samo vsa
vozliˇscˇa s hevristicˇno oceno manjˇso ali enako f ∗ (cena optimalne resˇitve v
grafu).
Cˇe je ocena h optimisticˇna, a hkrati f ni monotona, se lahko zgodi, da
A∗ izpusti katero izmed vozliˇscˇ, ki ima oceno manjˇso od optimalne, a obstaja
konstrukcija [8], ki vsako popolno funkcijo f trivialno preslika v monotono
(ocena sina je maksimum med njegovim f -jem in f -jem ocˇeta). Pri taki
preslikavi vsa vozliˇscˇa z oceno f < f ∗, ki jih algoritem A∗ ni razvil, dobijo
vrednost f ′ ≥ f ∗. V primeru popolnosti f ni sˇkode za optimalnost.
Preverjanje duplikatov bomo opustili, saj je v [5] dokazano, da ne moremo
preverjati duplikatov, cˇe si ne zapomnimo vseh dosedanjih stanj. Zaradi te
3
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lastnosti bi ob preverjanju duplikatov izgubili linearno porabo pomnilnika.
2.2 Cˇasovna zahtevnost algoritma IDA∗
Izrek 2.1 Algoritem IDA∗ v najslabsˇem primeru razvije
Xm(N) = mN − m(m− 1)
2
(2.1)
vozliˇscˇ, kjer je N sˇtevilo vozliˇscˇ, ki jih razvije algoritem A∗ in m sˇtevilo
iteracij algoritma IDA∗ 1.
Dokaz. Ob danih omejitvah algoritem IDA∗ razvije natanko tista vo-
zliˇscˇa kot A∗, le da tu mnogo vozliˇscˇ raziˇscˇemo vecˇ kot enkrat.
Definiramo naslednje povezave:
• N je sˇtevilo vozliˇscˇ, kjer velja f(a) ≤ f ∗(a)
• ti je sˇtevilo razvitih vozliˇscˇ v iteraciji i
• m je sˇtevilo iteracij (sˇtevilo razlicˇnih ocen, kjer velja f ≤ f ∗)
• po definiciji v vsaki iteraciji razvijemo vsaj eno dodatno vozliˇscˇe ti−1 ≤
ti − 1
• v zadnji iteraciji algoritma razvijemo tm = N vozliˇscˇ
Iz zgornjih zvez izpeljemo tm−i ≤ tm − i = N − i in vstavimo v enacˇbo,







(N − i+ 1) = mN − m(m− 1)
2





j=1 xnew(j), kjer sˇtevilo xnew(j) predstavlja sˇtevilo
na novo razvitih vozliˇscˇ v j-ti iteraciji, predlagajo zˇe v [6]. Hkrati tam ne podajo splosˇne
zgornje meje v odvisnosti od sˇtevila iteracij m.
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V primeru, ko je funkcija f monotona in so vse vrednosti f unikatne,
velja m = N , od koder dobimo zgornjo mejo za cˇasovno zahtevnost algo-
ritma IDA∗, ki je O(N2). Poleg tega lahko opazimo tudi, da v primeru, ko
sˇtevilo iteracij m uspemo navzgor omejiti s konstanto c, cˇasovna zahtevnost
algoritma pade na O(mN) ≤ O(cN) = O(N), ki je asimptoticˇno enaka
cˇasovni zahtevnosti algoritma A∗.
Iz zadnje ugotovitve sledi, da v primeru, ko ucˇinkovito zmanjˇsamo m,
povecˇamo ucˇinkovitost algoritma IDA∗.
1
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Slika 2.1: Primer grafa, kjer velja m = N
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Slika 2.2: Sˇtevilo razvitih vozliˇscˇ, ki jih razvije algoritem IDA∗, s
parametroma N in m ni popolnoma dolocˇeno. Levo je najugodnejˇsi primer
s 14 razvitimi vozliˇscˇi, desno najbolj neugoden s 26 razvitimi vozliˇscˇi.




Sˇtevilo iteracij algoritma IDA∗ zmanjˇsamo tako, da s pomocˇjo granulacije
med seboj zdruzˇimo sosednje vrednosti f . Paziti moramo, da je funkcija
zdruzˇevanja monotono narasˇcˇajocˇa funkcija, ki slika v mnozˇico sˇtevil.
Definiramo naslednje povezave, kjer so vse enolicˇno dolocˇene z relacijo
(3.1), ki je tudi edina, ki jo uporabljamo med izvajanjem algoritma.
bxcr = t; ∀x, y : x < y ⇒ bxcr ≤ bycr (3.1)
fmin(r)(x) = min {x′; bxcr = bx′cr} (3.2)






|x|r = fmax(r)(x)− fmin(r)(x) (3.5)
Mr(x) = |{t; bycr = t ∧ t ≤ bxcr}| (3.6)
Relacija (3.1) predstavlja zdruzˇevanje vrednosti, (3.4) pa interval, kjer
ima funkcija (3.1) enake vrednosti. Relacija (3.6) predstavlja sˇtevilo inter-
valov v transformiranem prostoru, kjer je poljubna vrednost manjˇsa ali enaka
x.
7
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Preprosta implementacija take transformacije je kar razsˇirjena definicija
zaokrozˇevanja navzdol, kjer z parametrom r oznacˇimo locˇljivost:
bxcr = (x÷ r) ∗ r (3.7)
Nekaj primerov:
b23c15 = (23÷ 15) ∗ 15 = 1 ∗ 15 = 15
b29c15 = (29÷ 15) ∗ 15 = 1 ∗ 15 = 15
b32c15 = (32÷ 15) ∗ 15 = 2 ∗ 15 = 30
b37c−115 = [30, 45)
|37|15 = 45− 30 = 15
S pomocˇjo bxcr definiramo transformacijo hevristicˇne funkcije f :
fr(a) = bf(a)cr (3.8)
3.2 Implementacija transformacije
Transformacijo lahko implementiramo v poljubnem algoritmu, ki uporablja
hevristicˇno funkcijo f , kjer le-to nadomestimo s fr. Ucˇinek na preiskovanje
si najlazˇje predstavljamo kot transformacijo preiskovalnega prostora, ki ima
vsa vozliˇscˇa in povezave enake, le da ima spremenjene f ocene vozliˇscˇ.
Zaradi enake strukture grafa je preslikava resˇitve iz transformiranega v
originalen prostor preprosta:
• najdena pot v originalnem in transformiranem grafu je enaka
• cena resˇitve v originalnem grafu je enaka g = ∑e∈pot c(e), kjer funkcija
c predstavlja ceno povezave e
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Slika 3.1: Levo graf z oceno f , desno z granulirano f oceno fr in r = 1 .
Odebeljene povezave predstavljajo poti do najcenejˇsih resˇitev v grafu.
3.2.1 Definicija oznak
Pri dokazovanju prostorske in cˇasovne zahtevnosti algoritma se bomo opirali
predvsem na lastnosti grafa pred in po transformaciji. Zaradi tega si defini-
ramo nekaj oznak. Optimalno ceno resˇitve oznacˇimo z f ∗, kjer a predstavlja
poljubno vozliˇscˇe v grafu.
f ∗ = min{f(a); isGoal(a)}
Najdena resˇitev v transformiranem grafu je zaradi izreka o popolnosti in
monotonosti transformacije bxcr tudi najcenejˇsa v transformiranem grafu.
Ceno te resˇitve v originalnem grafu bomo oznacˇili z f+.
f+ = min{f(a); isGoal(a) ∧ fr(a) = min{fr(a); isGoal(a)}}
Naj bo fd katerakoli vrednost iz mnozˇice cen ciljnih voziˇscˇ.
fd ∈ {f(a); isGoal(a)}
Prostor pred transformacijo razdelimo na tri disjunktne podmnozˇice, kjer
mnozˇica A predstavlja vozliˇscˇa, ki jih razvije algoritem A∗, mnozˇica B vse-
buje vozliˇscˇa, ki jih dodatno razvijemo zaradi granulacije. V mnozˇici C so
vsa preostala vozliˇscˇa v grafu.
A = {a; f(a) ≤ f ∗}
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B =
{




a; f(a) > fmax(r)(f
∗)
}
Kadar je velikost mnozˇice B koncˇna, bomo zapisali:
|B| = i|A|
3.3 Velikost napake
Zaradi zaokrozˇevanja vrednosti f lahko v transformiranem grafu najdemo
pot, ki ni najkrajˇsa v originalnem grafu, a lahko napako algoritma navzgor
omejimo sˇe pred zacˇetkom preiskovanja.
Izrek 3.1 Za poljuben graf z monotono hevristicˇno funkcijo f in transfor-
macijo fr velja bf+cr = bf ∗cr.
Dokaz. Optimalna resˇitev je najkrajˇsa izmed vseh, zato za vse dopustne
resˇitve velja f ∗ ≤ fd, ker je transformacija bxcr monotono narasˇcˇajocˇa
funkcija, sledi
bf ∗cr ≤ bfdcr (3.9)
Zaradi izreka o popolnosti za najdeno resˇitev v transformiranem grafu za vse





Sedaj v enacˇbi (3.9) nadomestimo fd z f














Izrek 3.2 Zgornja meja za napako algoritma je  = |f ∗|r, kjer je f ∗ cena
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V primeru, ko je funkcija fr razsˇirjeno zaokrozˇevanje navzdol, je funkcija 
konstantna in velja  = r.
Izrek 3.3 Kadar poznamo resˇitev v transformiranem grafu, lahko napako sˇe




∗) ≤ f ∗





Slika 3.2: Sosledje vrednosti v splosˇnem polozˇaju
3.4 Cˇasovna zahtevnost
Poleg funkcije Xm definirajmo sˇe funkciji Ym in Zm, ki nam pokazˇeta, da
kadar velja m ≈ N , v vsakem primeru razvijemo O(N2) vozliˇscˇ.
Enacˇba za splosˇni primer, kjer predpostavimo, da v vsaki iteraciji na novo























Enacˇba za najugodnejˇsi primer, kjer se vecˇina iteracij zgodi, ko imamo
majhen horizont:
Zm(N) = N +
m−1∑
i=1
ti = N +
m−1∑
i=1
i = N +
m(m− 1)
2
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Izrek 3.4 Kadar so vse vrednosti funkcije f v grafu unikatne, razvijemo
O(N2) vozliˇscˇ.
Dokaz. Cˇe so vse vrednosti funkcije f v grafu unikatne, velja m = N .





Izrek 3.5 Ob hevristicˇni funkciji fr ima algoritem IDA
∗ kvecˇemu Mr(f ∗)
iteracij.
Dokaz. Po izreku 3.1 velja bf+cr = bf ∗cr. Po definiciji je sˇtevilo Mr(x)





Izrek 3.6 Obstaja druzˇina grafov z m ≈ N , kjer z algoritmom IDA∗ in
granulacijo ob omejeni napaki najdemo resˇitev v cˇasu O(cN), in velja c N .
Dokaz. Sˇtevilo iteracij v transformiranem grafu lahko omejimo navzdol
z m′ ≤ Mr(f ∗). Po definiciji algoritma IDA∗ smo v zadnji iteraciji razvili
vsa vozliˇscˇa v mnozˇici B in vsaj enega iz mnozˇice A. S pomocˇjo funkcije Xm
navzgor omejimo cˇasovno zahtevnost algoritma po granulaciji:
T (N,m′) = Xm′(|A|) + |B| = O(m′N) +O(|B|) (3.11)
V primeru, ko je |B| koncˇno, to vrednost omejimo z |B| ≤ i|A|, kjer vrednosti
i ponavadi ne poznamo vnaprej, a se jo ob poznavanju problemskega prostora
da oceniti.
T (N,m′) = Xm′(|A|) + |B| = O(m′N) + i|B| = O((m′ + i)N) (3.12)
m′ + i ≤Mr(f ∗) + i ≤ c

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Iz meritev se je v splosˇnem pokazala povezava |x|r ≤ c ⇒ i ≈ b, kjer c
predstavlja povprecˇno ceno povezave v grafu. Povprecˇno vejanje je oznacˇeno
z b. Pri taksˇni granulaciji dobimo m′ + i = d + b, ki je v logaritemskem
razmerju s sˇtevilom raziskanih vozliˇscˇ O(bd).
Deljenje bolj na drobno se nam ne obrestuje, saj se povecˇa sˇtevilo razredov
in s tem vrednost funkcije Xm. Ob bolj grobi granulaciji i zraste preko vsake
meje, saj ocenjujemo, da v splosˇnem velja |B| ≈ b rc .
Izrek 3.7 Obstajajo grafi, kjer brez predhodnega poznavanja f ∗ ne moremo
definirati funkcije fr tako, da bi bila mnozˇica |B| koncˇna.
Dokaz. Dokaza se lotimo s konstrukcijo grafa G, ki vsebuje podgraf G1
s cenami, ki sledijo neskoncˇnemu navzgor omejenemu zaporedju. Primer
takega zaporedja je f = 1 + d
d+1
. Hkrati moramo paziti, da cene vozliˇscˇ v G1
omejimo z f ∗ < f(v) < fmax(r)(f ∗). 
Takih grafov je v realnosti malo. V prid pa nam govori tudi povprecˇna
dolzˇina povezav v podgrafu G1. Ta limitira proti 0 in nam narekuje kon-
strukcijo transformacije s popolnoma fino granulacijo, in zato velja fr = f .
V splosˇnem velja, da se noben izmed algoritmov z dinamicˇnim premikom
zgornje meje v takem primeru ne koncˇa (tudi RIDA∗ [1]).
3.5 Analiza algoritma pri znani granulaciji in
optimalni resˇitvi
Dolzˇino optimalne poti v grafu lahko izrazimo kot f ∗ = fmin(r)(f ∗) + δ.
Glede na vrednost δ, locˇimo 2 robna primera:
• δ ≈ 0: tu je interval, kjer se nahajajo vozliˇscˇa iz mnozˇice B zelo velik,
kar lahko privede do nepotrebnega razvijanja velikega sˇtevila vozliˇscˇ.
Ob tem zelo malo izvemo o tocˇnosti resˇitve ( ≤ |f ∗|r − δ ≈ |f ∗|r).
• δ ≈ |f ∗|r: tu je mnozˇica B z veliko verjetnostjo zelo majhna, kar
zmanjˇsa sˇtevilo po nepotrebnem razvitih vozliˇscˇ. Hkrati algoritem vrne
resˇitev, ki ima priblizˇno enako ceno kot optimalna ( ≤ |f ∗|r − δ ≈ 0).
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Poglavje 4
Ponovna uporaba predhodne
resˇitve pri racˇunanju tocˇnejˇse
ocene
Nasˇ algoritem lahko dopolnimo tako, da s pomocˇjo predhodnih priblizˇkov
najdemo resˇitev, ki je po ceni blizˇja optimalni.
Pomagamo si s funkcijo fmin(r)(x), kjer kot x vstavimo ceno resˇitve, ki jo je
algoritem IDA∗ nasˇel pri trenutni granulaciji. Po izreku 3.1 sklepamo, da se





te lastnosti je nastavitev meje, preden zazˇenemo preiskovalni algoritem:
• RBFS: root.F = fmin(r)(x)
• IDA∗: threshold = fmin(r)(x)
Ta podatek obema preiskovalnima algoritmoma omogocˇi, da pride do re-
generiranja vozliˇscˇ sˇele, ko imajo vsa vozliˇscˇa na trenutnem horizontu viˇsjo
oceno kot fmin(r)(x).
Na prakticˇnih primerih se izkazˇe, da podana uporaba predhodne resˇitve
ne zadosˇcˇa, saj se najvecˇ vozliˇscˇ v originalnem grafu regenerira ravno zaradi




. Premik spodnje meje na fmin(r)(x)
na razvijanje le-teh ne vpliva.
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4.1 Ponovna uporaba ob zˇeleni omejeni na-
paki
Uporaba podatka fmin(r)(x) je uspesˇnejˇsa, cˇe se iskanja optimalne resˇitve lo-
timo z bisekcijo, kjer v vsaki njeni iteraciji razpolovimo interval, na katerem
se lahko nahaja cena optimalne resˇitve. Za potrebo bisekcije definiramo novo
funkcijo granulacije fb, ki jo uporabimo s poljubnim preiskovalnim algorit-
mom (algoritem pri taki ocenitveni funkciji deluje enako kot preiskovanje v
globino, kjer le-to vnaprej omejimo).
fb(threshold, f) =
{
0; f ≤ threshold
∞; f > threshold (4.1)
Kot mejo uporabimo threshold =
fmin(r)(x)+x
2
, in glede na novo dobljeno
resˇitev, locˇimo dva primera. V primeru, ko algoritem najde resˇitev, velja
f ∗ ∈ [fmin(r)(x), f ∗] ∧ f ∗ ≤ threshold (4.2)





Slika 4.1: Graf, kjer algoritem z granulacijo fb najde resˇitev. Vrednost





Slika 4.2: Graf, kjer algoritem z granulacijo fb ne najde resˇitve
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V obeh primerih razpolovimo obmocˇje, kjer se nahaja cena optimalne
resˇitve. Hkrati v primeru (4.2) v splosˇnem interval sˇe natancˇneje ocenimo.




T = O((m′ + i log2 u)N)
kjer velja |B| ≤ i|A| in m′ ≤Mr(f ∗).
Dokaz. Algoritem IDA∗ z granulacijo fb vedno izvede eno iteracijo,
katere cˇas je navzgor omejen z
T (IDA∗b) = |A ∪B| = O((1 + i)N)
Ker na vsakem koraku razpolovimo interval, na katerem se nahaja cena
optimalne resˇitve, za skupni cˇas izvajanja velja 1:
T = T (IDA∗r) + T (IDA∗b) log2 u
T = O((m′ + i)N) +O((1 + i)N) log2 u = O((m
′ + i log2 u)N)

4.2 Ponovna uporaba ob zˇeleni optimalni resˇitvi
Opazimo lahko, da kadar vrednost f ∗ poznamo, lahko z algoritmom IDA∗b
ali RBFS dobimo optimalno pot z eno iteracijo algoritma. In sicer z linearno
porabo pomnilnika in cˇasovno zahtevnostjo O(A∗).
Definiramo 3-fazni algoritem GIDA∗.
1. algoritem IDA∗ pozˇenemo z ocenitveno funkcijo fr in dobimo resˇitev s
ceno x
2. preiˇscˇemo vsa vozliˇscˇa z oceno f ≤ x in si zapomnimo najmanjˇso vred-
nost f (f ∗), kjer je bilo najdeno ciljno vozliˇscˇe
1Tocˇna ocena cˇasovne zahtevnosti je T1 = O((m
′ + i + log2 u + i log2 u)N), ki je pri
u > 2 navzgor omejena z 2× T . Zaradi tega lahko majhne cˇlene pri O notaciji izpustimo.
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3. uporabimo algoritem IDA∗b z ocenitveno funkcijo fb in threshold = f ∗.
Algoritem, ki ga potrebujemo v drugi fazi, najlazˇe definiramo, cˇe preured-
imo algoritem IDA∗. Kot zacˇetno mejo nastavimo threshold = x in jo
spreminjamo le, cˇe je vozliˇscˇe koncˇno. Mejo ob vsakem najdenem koncˇnem
vozliˇscˇu v nastavimo na threshold = min(threshold, f(v)), saj iˇscˇemo na-
jcenejˇso resˇitev v grafu. Rezultat, ki ga algoritem vrne, je threshold = f ∗
2.
Izrek 4.2 Algoritem GIDA∗ vrne optimalno resˇitev.
Dokaz. V prvi fazi zaradi izreka 3.1 velja, da se cena optimalne resˇitve
nahaja na intervalu bxc−1r .
Na drugem koraku preverimo vsa vozliˇscˇa na tem intervalu, s tem da
vozliˇscˇa z f ≥ x izpustimo, saj smo v prvi iteraciji dokazali, da obstaja pot,
ki je vsaj tako dobra. Optimalne poti si ne zapomnimo, saj bi nam to vzelo
prevecˇ cˇasa ali prostora (T (alg) ∗ S(alg) ≥ O(N) = O(bd)). Zapomnimo si
le dolˇzino minimalne poti f ∗.
Algoritem IDA∗b z thresold = f ∗ najde pot z ceno f ∗, ki je optimalna,
saj smo v drugi fazi dokazali, da cenejˇsa resˇitev ne obstaja. Hkrati ne razvije
nobenega vozliˇscˇa, ki ima ceno viˇsjo od f ∗. 
Izrek 4.3 Algoritem GIDA∗ za izvajanje potrebuje O(bd) prostora.
Dokaz. V vseh treh fazah uporabimo prirejen algoritem IDA∗, kjer si
nicˇesar dodatno ne zapomnimo. Med posameznimi fazami si zapomnimo
vrednosti x in f ∗, ki zasedeta konstanten prostor. Od tod sledi S(GIDA∗) =
S(IDA∗) = O(bd). 
Izrek 4.4 Cˇasovna zahtevnost algoritma GIDA∗ je O(N(m′+2i)), kjer velja
|B| ≤ i|A| in m′ ≤Mr(f ∗).
Dokaz.
T = Xm′ + 2|A ∪B| = O(N(m′ + 2i))

2Namesto druge in tretje faze lahko uporabimo tudi algoritem DFS∗ [13].
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Slaba lastnost tega algoritma je, da mora pri vsaki razporeditvi vozliˇscˇ
v B, razviti vsa vozliˇscˇa v mnozˇici A ∪ B, kar pri nobenemu od ostalih
algoritmov ni potrebno (v splosˇnem primeru je dovolj razviti vsa vozliˇscˇa v
mnozˇici A).
Podani algoritem pri ugodni izbiri fr, ki navzgor omeji sˇtevilo m
′+2i ≤ c,
asimptoticˇno deluje enako hitro kot A∗. Hkrati najde optimalno resˇitev pri
linearni porabi pomnilnika.
Izrek 4.5 Algoritem GIDA∗ ima na grafih, kjer pri granulaciji fr velja
|x|r = c⇒ i ≈ b, cˇasovno zahtevnost O(N log(N)).
Dokaz. Ker je |x|r enaka ceni povprecˇne poti, velja Mr = f ∗/|x|r = d,
kjer je d sˇtevilo povezav na optimalni poti. Hkrati velja O(N) = O(bd).
T = O(N(m′ + 2i)) = O(N(d+ 2b)) = O(N log(N))

Izrek 4.5 nam pove, da je pricˇakovani cˇas izvajanja primerljiv s cˇasom
izvajanja algoritma A∗. Pri algoritmu A∗ moramo uposˇtevati, da imamo
mnozˇico odprtih vozliˇscˇ implementirano kot prioritetno vrsto, ki ima cˇasovno
zahtevnost vstavljanja in jemanja elementov O(log(N)). N je sˇtevilo elemen-
tov v prioritetni vrsti.
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Problemske prostore klasificiramo glede na vrednost m, saj smo v izreku 2.1
pokazali, da ta vrednost kljucˇno vpliva na sˇtevilo ponovno razvitih vozliˇscˇ.
Klasifikacijo definiramo na sledecˇi nacˇin:
R =

Rlog; m ≤ O(logN)
Rid; m > O(logN) ∧ ∃fr : (Mr + i = O(logN))
R0; ostali
(5.1)
Nad problemskimi prostori v razredu Rlog sta algoritma, ki minimizirata
vse tri kriterije (ceno, cˇas in prostorsko zahtevnost), kar IDA∗ in RBFS.
Oba vrneta optimalno resˇitev, porabita linearno kolicˇino prostora in imata
cˇasovno zahtevnost O(N logN), ki je primerljiva z cˇasovno zahtevnostjo al-
goritma A∗ [7].
Za razred problemov rid smo definirali algoritem GIDA
∗, ki je po vseh
treh merah primerljiv z algoritmoma IDA∗ in RBFS pri izvajanju algo-
ritmov tipa rlog. Problem, ki ostaja odprt, je nepoznavanje mnozˇice prob-
lemskih prostorov, ki spadajo v ta razred. Za mnoge problemske prostore
je dovolj, da funkcijo fr definiramo kot razsˇirjeno zaokrozˇevanje navzdol.
Pri ostalih je problem, ki nastopi ta, da ne vemo, ali ugodna funkcija fr
ne obstaja, ali je le nismo nasˇli. Ena izmed mozˇnosti je, da na problemu
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GIDA∗ O(N logN) O(logN)
Tabela 5.1: Ucˇinkovitost algoritmov pri resˇevanju problemov tipa Rid z m =
O(N)
pozˇenemo algoritem RIDA∗ [1], ki funkcijo fr konstruira med samim izva-
janjem algoritma. Cˇe je sˇtevilo razvitih vozliˇscˇ s tem algoritmom vecˇje od
reda O(N logN), lahko sklepamo, da granulacija fr za probleme takega tipa
ne obstaja.
Problemom v razredu R0 se v tej nalogi nismo posvetili. V literaturi
nismo nasˇli algoritmov, ki bi ob linearni porabi pomnilnika in omejeni na-
paki zagotavljali cˇasovno zahtevnost manjˇso od O(N2). V praksi se dobro
obnasˇajo algoritmi, ki obtezˇijo hevristicˇno oceno h, a ne zagotavljajo, da
bodo resˇitev nasˇli hitreje kot tisti brez obtezˇitve. Hkrati za resˇitev nikoli ne





Igra je definirana kot kvadrat velikosti 4× 4 na katerem imamo 15 kvadrat-
nih plosˇcˇic velikosti 1 × 1 in eno prazno polje. Plosˇcˇice lahko zapeljemo v
vodoravni ali navpicˇni smeri na sosednje polje, cˇe je le-to prazno. Cilj je
razporediti plosˇcˇice v pravi vrstni red.
Cena vsakega premika je enaka 1. Hevristicˇno oceno razdalje od trenut-
nega do ciljnega stanja definiramo kot sesˇtevek razdalj plosˇcˇic od njihove
trenutne do ciljne pozicije v prvi normi. Pri taki definiciji imajo vse raz-
poreditve ceno najcenejˇse poti manjˇso ali enako 80.




0 < f ∗ = g + h ≤ 80
Ker je sesˇtevanje notranja operacija v mnozˇici naravnih sˇtevil, velja f(a) ∈
N, kar navzgor omeji sˇtevilo iteracij, ki jih bo potreboval algoritem IDA∗.
V najbolj neugodnem primeru funkcija f zavzame kar vso zalogo vrednosti
(1, 2, ..., 80), katere mocˇ je 80 (pravzaprav se izkazˇe, da je korak vedno 2).
Ker velja m = O(logN), spada igra 15 v razred Rlog.
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Slika 6.1: Primer resˇevanja igre 15
Funkcije f ne poskusˇamo nadalje granulirati, saj cˇe vrednosti f ∗ vnaprej
ne poznamo, v vecˇini primerov cˇas iskanja povecˇamo. Hkrati algoritem tudi
v najboljˇsem primeru, kjer uporabimo funkcijo fb z mejo threshold = f
∗,
pospesˇimo najvecˇ za konstanten faktor f ∗ ≤ c ≤ 40.
Rezultati v tabeli 6.1 kazˇejo na to, da je razlika v cˇasovni zahtevnosti med
algoritmoma IDA∗ in A∗ sˇe precej manjˇsa. Cˇasovno zahtevnost algoritma
A∗ ocenimo z algoritmom IDA∗ in granulacijo fb, kjer velja b = f ∗.
c ≈ T (IDA
∗)
T (A∗)
= 224,70−23,47 = 21,23 = 2, 35
Tako velik razkorak med napovedano zgornjo mejo in izmerjenimi podatki
si lahko razlozˇimo s tem, da algoritem IDA∗ v iteraciji i razvije O(bie) vozliˇscˇ.
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r/mera log2(razvitih)  max()
/ 24,70 0 0
3 24,50 0,58 2
4 24,43 1,00 2
5 24,22 1,46 4
6 24,06 1,66 4
7 24,20 2,44 6
8 24,00 2,60 6
9 24,05 3,60 8
f ∗ 23,47 0 0
Tabela 6.1: Rezultati pri granulaciji fr ( predstavlja napako)
Vecˇino vozliˇscˇ zato razvijemo natanko enkrat (sˇtevilo razvitih vozliˇscˇ najlepsˇe
opiˇse funkcija Zm).
6.2 Iskanje najkrajˇse poti med dvema tocˇkama
Kot mnozˇico testnih primerov smo nakljucˇno konstruirali mnozˇico 1000 tocˇk
na mrezˇi [0, 1000)x[ 0, 1000), ki smo jih povezali s pomocˇjo Delaunayove tri-
angulacije. Za vsak tako konstruiran graf smo iskali najkrajˇso pot od zacˇetne
tocˇke do 200 nakljucˇnih tocˇk v grafu.
Razdaljo med poljubnima povezanima tocˇkama a in b smo definirali kot
c =
√





V testnih primerih se je izkazalo, da velja m ≈ N ,in zato algoritma IDA∗
in RBFS potrebujeta O(N2) cˇasa. Zaradi evklidskih razdalj in Delaunayeve
26 POGLAVJE 6. PRAKTICˇNI PRIMERI
triangulacije lahko sˇe pred zacˇetkom izvajanja algoritma zelo natancˇno ocen-
imo ceno optimalne resˇitve. Za ceno optimalne poti med tocˇko a in koncˇnim
vozliˇscˇem velja h(a) ≤ f ∗(a) ≤ 1,5h(a).
Povprecˇna dolzˇina povezave med dvema tocˇkama v grafu pri podanih
parametrih prostora je c ≈ 35.
Kot funkcijo granulacije smo uporabili funkcijo razsˇirjenega zaokrozˇevanja
navzdol bxcr. Za vrednost r smo postopoma vzeli vsak element iz mnozˇice
{0,5, 1, 2, 5, 10, 20, ..., 100}.















Slika 6.2: Na vodoravni osi so prikazane zaokrozˇitve v prvi fazi, na navpicˇni
osi pa sˇtevilo povprecˇno razvitih vozliˇscˇ. Kot primerjava sta algoritma IDA∗
in RBFS razvila 221 in 219 vozliˇscˇ.
Iz izmerjenih podatkov je razvidno, da vsaka od nasˇtetih granulacij prevede
ta problem do te mere, da pade v razred Rid. Hkrati opazimo, da se algo-
ritem obnasˇa skladno z izrekom 4.5, ki za velikosti razreda predlaga r = c.
Ocenimo lahko tudi cˇasovno zahtevnost algoritma v splosˇnem primeru, kjer
je N sˇtevilo vseh poti, ki so krajˇse ali enake f ∗.
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V nasˇem primeru velja N ≈ 212 ≈ 4000 in T = O(N(2100
35
+ 12)) =
O(60N). S tem pokazˇemo, da v primeru ne preverjanja duplikatov stanj pri
algoritmu A∗, algoritem GIDA∗ pri testnih primerih razvije kvecˇemu 60-krat
vecˇ vozliˇscˇ, a pri tem porabi zanemarljivo malo pomnilnika.
Po nasˇi oceni bi se morala granulacija podobno dobro odrezati tudi na re-
alnih primerih iskanja najkrajˇse poti, saj ima cestno omrezˇje precej podobne
lastnosti. Pazljivi pa moramo biti na to, da je na takem grafu zelo veliko
transpozicij, ki jih moramo pri analizi algoritma v realni situaciji uposˇtevati
(v praksi je tu algoritem A∗ sˇe vedno najboljˇsa izbira).










Slika 6.3: Graf, ki potrjuje pravilnost izreka 3.2, ki omejuje najvecˇjo mozˇno
napako. Na grafu je prikazanih 1000 nakljucˇnih meritev, kjer je na vodoravni
osi zaokrozˇevanje, na navpicˇni osi pa oddaljenost od najcenejˇse resˇitve. Meja
predstavlja zgornjo vrednost napake, ki jo izrek sˇe dopusˇcˇa.







































Pokazali smo, da algoritem GIDA∗ deluje v razredu problemov Rid hitreje
kot RBFS in IDA∗ pri enaki porabi pomnilnika.
Predlaganih je bilo zˇe mnogo algoritmov (RIDA∗ [1], DFS∗ [13], IDA∗−
CR [3]), ki delujejo na enaki osnovi (zdruzˇevanje iteracij, ki privede do
zmanjˇsanega sˇtevila ponovno razvitih vozliˇscˇ), vendar nobeden od njih ne
resˇi tega z granulacijo f ocene. Ocenjujemo, da je nasˇa resˇitev enostavnejˇsa
in splosˇnejˇsa, saj jo lahko uporabimo na poljubnem algoritmu, ki ima defini-
rano hevristicˇno oceno z f(g, h).
Algoritem smo razvili neodvisno in brez poznavanja algoritma RIDA∗[1],
a po podrobnejˇsi analizi se je izkazalo, da se algoritem [1] v vecˇini primerov
obnasˇa bolje od nasˇega.
7.1 Primerjava z algoritmom RIDA∗
Algoritem RIDA∗ izracˇuna naslednjo mejo s pomocˇjo regresije sˇtevila pred-
hodno razvitih vozliˇscˇ. Od algoritma IDA∗ se razlikuje samo v tem, da si za-
pomni sˇtevilo razvitih vozliˇscˇ in mejo po vsaki iteraciji. Ker je sˇtevilo iteracij
ponavadi linearno odvisno od cene poti, to zasede zanemarljivo malo pomnil-
nika. Hkrati se tudi regresija izvede malokrat in algoritem zanjo potrebuje
malo cˇasa.
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Trdimo, da je regresija ena izmed funkcij fr (3.8), ki jo lahko uporabimo
kot transformacijo grafa. Hkrati se zavedamo, da smo kot fr preizkusili samo
razsˇirjeno zaokrozˇevanje navzdol, saj se je na testnih primerih odrezalo dovolj
dobro.
Delovanje algoritma RIDA∗ lahko natancˇno analiziramo s pomocˇjo nasˇih
izpeljav. Omejimo lahko napako v prvi fazi in skupno cˇasovno zahtevnost,
saj vse potrebne vrednosti (m, |A ∪B|, fmin(r), ...) trivialno dobimo brez
velikih sprememb algoritma.
7.2 Prednosti nasˇega algoritma
Idejo granulacije lahko uporabimo na poljubnem algoritmu, ki ima defini-
rano hevristicˇno oceno f , cˇesar pri RIDA∗ in IDA∗CR ne moremo trditi. V
praksi se izkazˇe, da algoritem IDA∗ pri enakem sˇtevilu razvitih vozliˇscˇ deluje
najhitreje (hitreje kot A∗, RBFS, ...), kar iznicˇi prednost prenosljivosti.
Kadar v nasˇem algoritmu za funkcijo fr uporabimo razsˇirjeno zaokrozˇevanje
navzdol, v naprej poznamo vse mozˇne robne vrednosti razredov. Ker je
sˇtevilo takih razredov navzgor omejeno, lahko poljuben problem zelo dobro
paraleliziramo. Katerikoli problem se po transformaciji obnasˇa podobno kot
igra 15, za katero je definiranih zˇe mnogo ucˇinkovitih vzporednih algoritmov.
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