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La littérature existante sur la façon d'estimer et d'anticiper les rendements boursiers est 
très diversifiée. En effet, de nombreux auteurs estiment que les modèles linéaires tels que 
les processus de longue mémoire expliquent mieux les fluctuations sur les marchés 
boursiers. D'autres estiment plutôt que les modèles non linéaires sont plus adaptés, car 
les fluctuations sont plutôt déterminées par des chocs structurels. Ainsi un modèle non 
linéaire tel que celui faisant usage des changements de régimes de Markov serait 
préférable 
Notre étude qui est une application empirique des travaux de Haldrup et al (2010), 
cherche à estimer simultanément ces aspects linéaires et non linéaires, pour les 
rendements des indices boursiers de Londres (FTSEIOO), New York (S&P500), Tokyo 
(NIKKEI225) et Toronto (SPTSX). S'effectuant sur une période de 1984-2010, elle 
considérera également l'intérêt marginal que pourrait apporter une spécification 
multivariée plutôt qu'univariée a la prévision des rendements. 
L'estimation des paramètres de longue mémoire et des changements de régimes de 
Markov dans les rendements boursiers, confirme les conclusions de nos prédécesseurs. 
Cependant, suite à la réalisation des prévisions, nous obtiendrons que les modèles 
Vecteur Autorégressif avec changement de régime de Markov présentent de meilleures 
propriétés en terme de prévision que les modèles Vecteur Autorégressif avec Longue 
Mémoire et ceux avec Vecteur Autorégressif avec Changement de Régime de Markov et 
Longue Mémoire. 
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Introduction 
Nés vers 1460 à Anvers, les marchés boursiers permettaient des échanges entre 
entreprises provenant de divers horizons. Ils sont le lieu des transactions entre vendeurs et 
acheteurs de titresl. Ces transactions permettent aux sociétés, spécialement celles en 
difficultés de trouver le financement dont elles ont besoins pour se développer. Ces 
possibilités sont aujourd'hui, plus accrus grâce au développement des TIC (Technologies 
d'Information et de Communication). 
Dans cet environnement de globalisation financière, les interrogations sur la façon 
d'évaluer les performances, en termes de rendements, d'une bourse ou de l'autre suscitent 
des intérêts particuliers pour les États, que ce soit pour les statistiques sur le commerce 
avec l'étranger ou d'autres données macroéconomiques déterminantes dans l'orientation 
des politiques. Pour les particuliers la question de la compréhension du fonctionnement 
de ces institutions, soit la façon d'anticiper les hausses ou les baisses des cours, est la clé 
des placements gagnants ou lucratifs. Ces aspects sus-cités, nous interpellent sur la 
sensibilité des sujets ayant traits au marchés financiers. 
Cette étude aura pour objectif de répondre à certaines questions touchant aux 
performances des bourses qui restent encore sans réponse. L'une d'entre elle est : quelle 
serait la meilleure méthode de prévision économique des rendements boursiers? 
Naturellement, nous n'avons pas la prétention d'affirmer avoir spécifié « ce » 
meilleur modèle qui répondra à toutes les incertitudes, toutefois nous tenterons de nous 
en approcher. 
En vue d'atteindre cet objectif, nous essaierons donc de vérifier si la prise en compte 
simultanée dans notre modèle de la survenue de chocs structurels, et du degré 
d'intégration fractionnelle entre les séries de rendement tel que amorcé par Kuswanto et 
Salamah (2009) dans leur modélisation des rendements boursiers allemands, serait en 
mesure d'améliorer réellement la qualité des prévisions sur les marchés financiers de 
1 Sous l'hypothèse que les marchés fonctionnent de manière efficace, la valeur d'un titre reflète l'état 
financier et économique de la société qui l'a émise. 
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Londres, New York, Tokyo et Toronto. Nous essaierons en outre, de tenir compte de 
l'impact des interrelations existantes entre les rendements des différentes places 
boursières à l'aide d'une spécification multivariée tel que abordée dans la littérature par 
certains auteurs tel que Christos Alexakis (2010), dans ses travaux sur les rendements des 
bourses de Francfort, Londres, New York et Tokyo. 
En résumé, cette étude sera présentée en cinq sections. Les deux premières sections 
présenteront la problématique puis la revue de littérature. La troisième sera destinée à 
présenter la structure particulière de nos rendements boursiers. Elle nous conduira à la 
spécification dans la quatrième section, d'un modèle adapté à la prévision. Nous finirons 
par une cinquième section, dans laquelle nous l'estimerons et réaliserons les prévisions 
adéquates, puis une conclusion qui mettra un point final à cette étude. 
11 
1. Problématique 
Ces cinquante dernières années, les chercheurs tels que, Grubel (1968), Granger et 
Morgenstern (1970), Black (1976), Watson (1982), Fama et French (1988) et bien 
d'autres plus récemment, n'ont cessé leur quête du modèle qui permettrait d'expliquer au 
mieux les valeurs observées sur les marchés boursiers, soit celui qui permettrait 
l'approximation la plus précise possible des niveaux des indices boursiers. De nombreux 
modèles ont été utilisés dans la littérature de ce champ d'intérêt, les modèles ARCH et 
GARCH en passant par les cas univarié ou multivarié, ou encore les modèles CAPM 
(Capital Asset Pricing Model) ou les modèles APT (Arbitrage Pricing Theory) et bien 
d'autres modèles. Malgré toutes ces investigations et études, cette question que l'on se 
pose sur les bourses de valeurs mobilières subsiste : comment prévoir ou anticiper le plus 
précisément possible, les cours futurs des indices boursiers? 
D'une part, certains développements dans la littérature, tel que les travaux de Van 
Norden et Schaller (1993) ont montré qu'il était primordial dans la modélisation des 
rendements boursiers, de tenir compte de l'impact que peut avoir la survenue d'un choc 
structurel sur les marchés boursiers. Par exemple les chocs sur les prix du pétrole, qui 
comme l'a illustré Sadorsky (1999) ont un effet statistiquement significatif sur les 
rendements des indices boursiers. 
D'autres aspects tels que la vélocité de circulation des informations entre les différentes 
places boursières suggèrent qu'on ne devrait négliger la capacité de transmission des 
crises ou même le sens de cette transmission entre les différents marchés. De plus, il 
faudra déterminer si ces interactions entre les différents marchés boursiers sont 
permanentes ou si, il arrive que les comportements sur certains marchés diffèrent quelque 
peu de ceux sur les autres. Soit qu'à certaines périodes, il n'y ait pas de transmission 
directe des chocs ou plutôt que ces chocs affectent moins le rendement de certains 
marchés que ceux des autres. 
D'autre part, dans un conteste semblable, les récentes études sur la modélisation des prix, 
notamment ceux de Haldrup et al (2010) qui ont traité de la question du réseau des prix 
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de l'électricité en Europe du Nord en spécifiant la présence de deux régimes, l'un avec 
congestion et l'autre sans congestion, suggèrent qu'il est possible de modéliser des prix 
en tenant compte du fait qu'il existe entre eux une relation stable de long terme tout en ne 
rejetant pas l'hypothèse que cette relation de stabilité soit quelques fois rompue avant de 
revenir à la normale sur l'ensemble de la période. 
Ainsi dans notre quête d'un modèle permettant la modélisation de la dépendance de long 
terme et des phénomènes de changements de régime dans les rendements boursiers mais 
également de l'influence de certains marchés sur d'autres marchés, il nous faudrait un 
modèle aussi flexible que celui de Haldrup et al (2010). 
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2. Revue de littérature 
Dans cette revue de littérature qui comportera cinq sous-sections, nous tenterons d'abord 
de faire ressortir les théories et méthodes usuellement utilisées pour effectuer des 
modélisations sur les marchés boursiers. En second lieu, nous énoncerons les critiques de 
certains auteurs considérant ces méthodes comme trop simplistes, les conduisant ainsi à 
l'introduction des processus à mémoire longue. Troisièmement, nous relèverons les 
distorsions existantes entre ces auteurs et ceux qui estiment que les modèles non linéaires 
tels que les modèles à changement de régimes de Markov donnent de meilleurs résultats. 
Dans la quatrième section, nous relaterons les conclusions auxquelles ont abouties les 
auteurs ayant choisi le consensus, soit de combiner à la fois les modèles linéaires et non 
linéaires. Pour finir, dans une dernière section, nous découvrirons ce que recommande la 
littérature en matière de modèle univariés ou multivariés lorsqu'il s'agit de comparer les 
rendements entre différents marchés boursiers comme dans notre cas d'étude. 
2.1 Mise en contexte 
La question des relations existantes entre les différents marchés boursiers a souvent été le 
sujet de recherches de nombreux auteurs que ce soit à travers l'étude de leurs rendements, 
l'ampleur de la volatilité ou encore de la capacité de transmission des crises entre ces 
marchés. Brunetti et Gilbert (2000), dans le but d'améliorer les techniques de 
comparaison de l'ampleur de la volatilité sur deux marchés boursiers différents, 
s'intéressent dans leur article à l'existence d'une corrélation entre les volatilités sur le 
marché du NYMEX (Indice Pétrolier de New York) et celui de l'IPE (Indice Pétrolier de 
Londres). Suite à leurs résultats, ils confirment qu'il existerait d'une certaine interrelation 
entre les deux différentes places boursières, ne serait-ce que dans la transmission des 
chocs sur les prix du pétrole. La question que l'on pourrait se poser est de savoir s'il 
existe une quelconque autre relation entre les prix d'autres produits sur différentes places 
boursières et par la même occasion, s'il existe des relations entre d'autres places 
boursières que Londres et New York. 
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Quelques travaux de la littérature existante sur les marchés boursiers, ont souvent montré 
que les cours boursiers se comportent tels des processus de marche aléatoire. En termes 
simples, un processus de marche aléatoire est un processus qui stipule que la valeur 
d'une variable wt à la période (t) est déterminée par sa valeur wt.i à la période (t-1) et un 
terme aléatoire £t telle que : 
W t  = HVi + Et où Et ~ I ID (0,ff2) (1) 
2 t Avec IID (Indépendamment et Identiquement Distribuée) et G la variance de £t 
En effet, certains auteurs tels que Goetzman et Jorion (1993), Nelson et Kim (1993) et 
Malliaropoulos (1996) s'accordent dans leurs travaux sur le fait que les rendements se 
comportent tels des processus de marche aléatoire. En ce sens, ils soutiennent 
l'hypothèse d'efficience des marchés2, selon laquelle, il n'y aurait pas d'intérêt réel à 
prévoir les valeurs futures des cours puisqu'il n'y a rien à prélever comme information 
dans le passé lointain, toute l'information résidant dans les prix actuels. Tandis que 
d'autres tels Fama et French (1988), Porterba et Summers (1988) et Mills (1993) s'y 
opposent en affirmant qu'il est possible de prédire les rendements futurs en se basant sur 
les rendements observés dans les périodes précédentes. 
En effet, lorsque Balvers et al (2000) abordent cette hypothèse des marchés efficaces, 
dans leurs travaux sur un panel de 16 pays de l'OCDE en plus de Hong Kong et 
Singapour, ils la rejettent pour une hypothèse alternative stipulant l'existence d'un retour 
vers la moyenne (mean reversion) des valeurs des indices sur le long terme (1969-1996). 
Selon ces auteurs il n'y aurait pas assez d'évidence pour rejeter le retour vers la moyenne 
que ce soit au seuil de 5% ou 1%, de plus ils estiment que la vitesse de retour vers la 
moyenne est de 18% à 20% par an, soit un retour vers les prix initiaux au bout de 3 à 3 
ans et demi. La méthodologie utilisée dans cette étude pour approximer la vitesse de 
retour vers la moyenne du niveau des indices boursiers suppose que cette vitesse est la 
même dans tous les pays, ce qui est loin d'être évident. En effet il existe une multitude de 
2L'hypothèse d'efficience des marchés telle que définie par Fama (1970,1991) s'accorde sur le fait que 
les prix des actifs boursiers présentent, à tout instant, toute l'information disponible sur cette action, ce qui 
met en doute l'utilité des méthodes visant à prévoir les cours boursiers. Toutefois en fonction de 
l'information incluse, d'autres auteurs affirment que la prévision serait possible. 
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raisons économiques et sociales pour lesquelles les pays du panel ne peuvent être 
considérés comme identiques. Notamment par leurs superficies et populations, les 
ressources naturelles ou technologies de production dont ils disposent, on ne pourrait 
considérer des pays comme identique. Encore moins lorsqu'on tient compte des 
différences dans les lois appliquées aux marchés financiers qui présentent quelques 
particularités dans les différents pays en fonction de l'orientation des politiques. De plus, 
du fait que ces données sont annuelles, elles ne peuvent permettre de capturer que les 
chocs sur le long terme, elles omettent en quelque sorte les avenues à très court terme ou 
considèrent qu'elles importent très peu. Or s'agissant de données financières qui sont des 
données à hautes fréquences, qui fluctuent énormément, il serait judicieux de les prélever 
à une fréquence plus grande afin de capturer le maximum d'effets. Toutefois, les choix de 
fréquence dépendent toujours des objectifs de l'étude et de la méthodologie à appliquer. 
C'est dans ce cadre qu'afin de modéliser les fortes persistances dans les séries 
chronologiques ou de capturer la dépendance de long terme dans les séries de données, 
certains auteurs s'intéressent aux processus de longue mémoire. 
2.2 Les rendements boursiers et les processus de« Longue Mémoire » 
Traditionnellement, selon Diebold et Inoue (2001), on peut définir les processus à 
mémoire longue dans le domaine temporel, comme étant des processus caractérisés par 
une fonction d'autocorrélation décroissante hyperboliquement au fur et à mesure que le 
retard s'accroît à la différence des processus à mémoire courte où elle décroît 
exponentiellement. Tandis que dans le domaine fréquentiel, les processus à mémoire 
longue sont caractérisés par une densité spectrale augmentant sans limite quand la 
fréquence tend vers zéro. La différence entre les processus à mémoire longue et ce à 
mémoire courte est bien illustrée dans le graphique ci-dessous où on peut remarquer la 
forte vitesse de décroissance de la fonction d'autocorrélation des AR(1) à l'opposé de 
celle des processus de longue mémoire. 
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Exemple de Fonction d'autocorrélation d'un processus AR(1) 
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Exemple de Fonction d'autocorrélation d'un processus à 
longue mémoire 
Tir a, 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
Figure 1 - Graphique comparatif des fonctions d'autocorrélation des deux processus 
De façon pratique, dans le domaine temporel on dira qu'un processus Xt est un processus 
de longue mémoire si pour tout réel c > 0, et d tel que 0 < d < 1, sa covariance y s'écrit 
y(x) = cx2d~1 avec x -> co (2) 
Tandis que dans le domaine fréquentiel, un tel processus pour tout réel g > 0 et d tel que 
0 < d < 1 présente une fonction de densité 
f(o>) = go)"2davec w -» 0+ (3) 
Où /(aj)est la fonction de densité spectrale du pocessus Xt à la fréquencea). 
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Cette catégorie de processus qui n'est plus à ce jour une découverte, a été utilisée bon 
nombre de fois dans la littérature pour modéliser les prix de matières premières, 
notamment le pétrole par Chaouachi (2005) dans ses travaux. Elle a permis à ce dernier 
de parvenir à la conclusion qu'il existe un phénomène de mémoire longue au niveau de la 
rentabilité du pétrole en particulier au niveau de la volatilité. Ainsi, les chocs 
informationnels auraient des conséquences plus durables sur la volatilité. 
D'autres auteurs tels que, Ding et al (1993) avaient abordé la question de la persistance 
de la volatilité sur les marchés boursiers grâce à ces processus. Certains tels que 
Jacobsen(1996), Hiemstra et Jones (1997), Barkoulas et al (1999) et Henry (2002) ont 
renchéri ces résultats de Ding et al (1993) en mettant toujours en évidence la présence de 
longue mémoire dans les séries boursières mais cette fois en considérant les rendements 
de ces séries. Ces derniers travaux suggèrent donc qu'il y aurait un certain intérêt à 
modéliser les rendements en tenant compte de l'existence d'une dépendance de long 
terme. 
Même quand Grira et Chaker (2000) s'intéressent aux rendements en considérant un 
échantillon plus grand (16 pays) de données en panel, ils aboutissent encore à la présence 
de mémoire longue dans leurs séries de données. De plus, ils nous font remarquer que, 
l'intérêt économique et financier des processus de mémoire longue est qu'ils offrent, la 
possibilité aux acteurs des marchés financiers de spéculer sur les valeurs futurs des cours 
et de faire des profits anormaux d'où l'avenue des problèmes d'inefficience du marché. 
En outre, Hassler, après avoir prouvé dans ses travaux avec Wolters (1995), qu'on 
pouvait avoir de la longue mémoire dans les séries de données du taux d'inflation, revient 
plus tard dans Hassler et Olivares (2007) sur l'existence d'une dépendance de long terme 
dans le cas particulier des rendements boursiers allemands. La particularité de la 
spécification de leur modèle, réside dans le fait qu'elle tient compte de la possibilité qu'il 
puisse y avoir un changement structurel dans les séries de rendements du DAX 40, 
notamment, des déviations de leurs valeurs moyennes sur la période d'étude. Les résultats 
des auteurs confirment faiblement cette hypothèse d'un décalage des rendements de leurs 
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valeurs moyennes mais soulèvent quand même un changement significatif de persistance 
avant et après Octobre 1987. 
En somme, ce bref passage dans la littérature existante nous montre que les processus de 
longue mémoire représentent une bonne solution de modélisation des données de hautes 
fréquences toutefois comme on l'a souligné plus haut, ces processus ne permettent pas la 
prise en compte des bris structurels, soit la possibilité que dans le temps cette relation de 
dépendance qui semble stable à long terme s'arrête pour ne reprendre qu'un peu plus 
tard. Hassler et Olivares (2007) semblent quand même déjà amorcer cette éventualité 
avec leur changement en moyenne. 
2.3 Les rendements boursiers avec les processus de changement de 
régimes 
Certains modèles apparaissent dans la littérature comme expliquant le comportement des 
séries financières, notamment le modèle STAR (Smooth Transition Autoregressive) de 
Terâsvirta (1994) et le modèle TAR (Treshold Autoregressive) de Tong (1978). Le 
problème avec ces derniers modèles cités, est qu'ils ne permettent pas la prise en compte 
simultanée de la probable existence d'une dépendance de long terme et de la non-linéarité 
dans les séries de données qui sont des aspects quelque peu fréquent dans les séries à 
hautes fréquences telles que les séries boursières. 
En effet, de nombreux auteurs, sont convaincus pour leur part que l'aspect le plus 
important à prendre en compte pour modéliser les rendements boursiers est celui lié aux 
changements structurels. Une forme courante des modèles à changements structurels est 
la famille des modèles à plusieurs régimes. Les modèles à changement de régime ont été 
pour la première fois introduit dans la littérature économétrique par Quandt (1958). 
En termes simples un modèle avec changement de régime fait allusion à un modèle de 
séries de données présentant au moins deux différentes distributions bien définies. Ainsi 
si on arrivait à prédire le moment du changement de régime, il serait aisé de l'anticiper et 
de réaliser des profits anormaux. Le modèle de changement de régime le plus 
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couramment utilisé est celui de Markov introduit par Hamilton (1989). Ses travaux sont 
considérés comme le socle des techniques de détection de ces changements structurels. 
Aussi comme abordé par Domlan (2006) dans ses travaux, les modèles MS-AR (Markov-
Switching AutoRegressive) pourraient se définir comme étant des modèles de 
changement de régime qui ont la particularité d'introduire une hypothèse probabiliste sur 
le passage d'un régime à un autre, où l'évolution de la variable discrète Sk indicatrice du 
régime en cours est supposée dépendre d'une chaîne de Markov. 
Diebold et Inoue (2001) dans leurs travaux ont tenté de présenter un modèle de 
changement de régime markovien comme étant un processus caractérisé par une variable 
latente St, prenant les valeurs 0 ou 1, en fonction d'une matrice de probabilité de 
transition M déterminant que l'on soit dans un régime ou l'autre. En effet en présence de 
deux régimes, M s'écrirait comme suit : 
HA, 1 p,?°) <4> 
Où le ij-ème élément de M donne la probabilité de passer d'un état i (au temps t-1) à 
l'état j (au temps t). 
Ainsi il n'y aurait que deux paramètres à estimer pour formuler M : Poo et P11. Les auteurs 
stipulent que la série Yt à modéliser est un bruit blanc Gaussien avec comme fonction de 
densité conditionnel sur St : 
/ • W 5 ' ' ( " T " ' ' * )  < 5 )  
avec yt = n$t + £ t  où E t~N i i d (Q,  cr2)et Stet ^  sont indépendants pour tout t et T. 
Rappelons que cette illustration est pour un changement de régime en moyenne car on 
peut constater que c'est la moyenne n qui est réellement affecté par l'état St. Ainsi, la 
moyenne de y serait si St=0 et ^2 si St=l. 
Les processus de changement de régime de Markov ont souvent été utilisés de diverses 
manières dans la littérature pour modéliser les rendements boursiers. Schwert (1989) 
l'utilise pour modéliser les rendements en distinguant les rendements à haute variance et 
ceux à basse variance. Il y arrive en estimant un processus de Markov en deux étapes. De 
même Turner, Startz et Nelson (1989), sont parvenus à modéliser les rendements 
20 
boursiers américains en l'utilisant également tout en caractérisant les différents régimes 
par leur variance et leur moyenne. 
On peut considérer entre autres les travaux de Van Norden et al (1993), qui sont une 
expansion des travaux cités dans le paragraphe précédent. Dans cette étude, tout en 
utilisant la même méthodologie que Turner et al (1989), les auteurs l'ont amélioré en 
prenant en considération qu'il peut y avoir dans chaque régime : différentes moyennes, 
mêmes moyennes et différentes variances ou encore différentes variances et différentes 
moyennes à la fois. Van Norden et al (1993) nous font remarquer qu'en plus de tenir 
compte de la crise de 1929, la grande dépression, la 2ème guerre mondiale et de la période 
post-guerre, leur modèle leur a permis d'obtenir de bonnes prévisions. De plus leurs 
résultats confirment ceux précédemment obtenus par Hamilton et Susmel (1993), soit que 
le modèle de changement de régime de Markov capture mieux les effets sur les 
rendements que les modèles ARCH ou GARCH. En effet, selon ces derniers, du fait que 
les tests ARCH détectent la non-linéarité, il parait donc évident qu'ils donnent des 
résultats positifs dans le cas des changements de régimes de Markov, puisque ces 
processus modélisent la non-linéarité dans les données. 
Moore et Wang (2007) en s'intéressant aux marchés boursiers émergents dans les 
nouveaux pays membre de l'Union Européenne à l'époque (République Tchèque, 
Hongrie, Slovénie, Slovaquie et Pologne) toujours en utilisant les changements de 
régimes de Markov ont détecté deux ou trois états de transition (régimes) au niveau de la 
volatilité de ces séries. Tandis que Bialkowski J. (2003) a travaillé sur les indices des 
marchés de l'Europe Centrale et l'Europe de l'Ouest, et a conclu que la fusion de 
changement de régime de Markov et distributions normales donne des résultats 
substantiellement meilleurs aux modèles basés sur les distributions normales uniquement. 
George et Evangélia (2006) lui confirme que les changements de régime de Markov 
offrent de bonnes propriétés pour modéliser les rendements boursiers et l'inflation dans le 
cas de la Grèce. 
Toutefois, tous les auteurs ne s'accordent pas sur les aptitudes des modèles avec 
changement de régime de Markov. Certains estiment même que ces modèles ne donnent 
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pas de meilleures prédictions que les processus de marche aléatoire, ainsi Dacco et 
Satchell (1999) soulèvent dans leurs études ces limites des changements de régime de 
Markov. Ils soutiennent que même si les modèles non-linéaires permettent de bonnes 
prévisions des séries financières, elles ne peuvent indiquer que la direction dans laquelle 
le changement aura lieu, pas exactement le point de changement de régime. Diebold et 
Nason (1990), Hsieh (1989, 1993) et Satchell et Timmermann (1995), s'accordent sur le 
fait que ces modèles donnent de pires résultats que la marche aléatoire en terme d'erreurs 
quadratiques moyennes ou MSE (Mean Squared Errors). 
A ces limites qui représentent entre autres, quelques-unes des raisons de l'introduction 
plus courante dans la littérature de modèles prenant en compte à la fois la longue 
mémoire et les changements de régime, s'ajoute l'intérêt d'avoir un processus générateur 
de données plus grand, soit un modèle permettant une représentation plus précise des 
rendements. Ce qui réduirait les erreurs d'estimations que pourrait engendrer, la 
supposition d'une relation stable à long terme entre les rendements des différentes places 
boursières. 
2.4 Analyse des marehés financiers avec simultanément la « Longue 
Mémoire » et les « Changements de Régime de Markov » 
Selon Diebold et Inoue (2001), la longue mémoire et les changements de régimes sont 
des phénomènes qui tendent aisément à être confondu. Ainsi si on appréhende de 
modéliser des séries de données par de la longue mémoire alors qu'en réalité il y a 
présence d'un changement de régime, probablement qu'on conclura que les séries 
présentent une dépendance de long terme et inversement. C'est en ce sens même que 
Stock et Watson (1994) faisaient également remarquer dans leurs études cette confusion 
qui est souvent faite entre ces deux processus. Cela expliquerait probablement le fait 
qu'on obtienne, comme dans les articles cités plus haut, des résultats acceptables que ce 
soit par l'un ou l'autre des deux modèles. 
Kuswanto et Salamah (2009) ont tenté de modéliser les rendements boursiers allemands 
en combinant changement de régime et longue mémoire, ils notent un gain d'information 
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et de propriétés en termes de prévisions par rapport à la modélisation des rendements par 
un modèle de changement de régime de Markov uniquement. Ainsi, cette spécification 
basée sur la prise en compte du double processus, offre de meilleures prédictions que les 
autres alternatives, les spécifications fondées sur les changements de régimes de Markov 
uniquement ou encore la longue mémoire uniquement. 
Haldrup et Nielsen (2006) n'ont donc pas eu tort d'utiliser cette combinaison pour 
modéliser les prix de l'électricité en Europe du Nord. A plus forte raison lorsqu'il en 
ressort un meilleur pouvoir prédictif pour les prix de par ce modèle. Ils reprennent leurs 
analyses quelques années plus tard en collaboration avec Frank Nielsen (2010). Ils 
adoptent cette fois, une spécification multivariée (VAR, Vector Autoregressive) en plus 
du changement de régime (RS) et la longue mémoire(LM) plutôt qu'une spécification 
univariée, afin de capturer les deux sens de causalité entre les prix des différentes zones. 
Ils obtiennent que les prévisions des prix de l'électricité obtenues, sont plus précises avec 
7 cas sur 10 de meilleures prévisions pour le VAR-RS-LM (Modèle Multivarié avec 
Changement de Régime et Longue Mémoire) que pour VAR-LM (Modèle Multivarié 
avec Longue Mémoire), et 100% de meilleures prévisions pour VAR-RS-LM que pour 
RS-LM. 
2.5 Quelques études sur les marchés financiers à l'aide des processus 
m u Iti va ries 
Concernant l'utilisation d'un modèle multivarié plutôt qu'un modèle univarié dans les 
modèles financiers impliquant une analyse comparative de différents sites boursiers, elle 
apparaît indispensable pour ressortir l'influence que peuvent avoir mutuellement les 
niveaux des indices boursiers les uns sur les autres. C'est en ce sens que, Christos 
Alexakis (2010) montre à travers son analyse multivariée des bourses anglaise, 
américaine, allemande et japonaise, que le FTSE 100 et le S&P 500 imposent le rythme 
sur les marchés, tandis que le DAX 40 et le NIKKEI 225 s'ajustent en fonction des chocs 
sur ces deux premiers. Un peu plus tôt en 2008, Alexander (2008) après avoir montré 
dans ses travaux que les valeurs des indices boursiers présentent une certaine intégration, 
c'est-à-dire qu'on pourrait utiliser les valeurs passées des cours boursiers pour en prévoir 
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les cours futurs et cela dans un cadre de modélisation univarié, soulève l'intérêt d'un 
modèle multivarié en disant que lorsqu'il s'agirait de la cointégration de deux ou 
plusieurs indices, il existerait un modèle multivarié capable de ressortir la relation 
d'équilibre de long terme dans ce système de prix. 
Christos Alexakis (2010), relève également l'existence de cette relation de cointégration 
entre quatre indices internationaux majeurs le DAX 40, le FTSE 100, le NIKKEI 225 et 
le S&P 500. Alors, la partie de la problématique de notre étude qui se veut, capturer la 
probable intégration fractionnelle entre les rendements de la bourse de Londres, celle de 
Tokyo, celle de New York se place dans un cadre réellement attrayant. En effet, ces 
travaux de Alexakis (2010) laissent présager d'une relation entre ces trois bourses de par 
la relation de long terme entre leurs trois indices. Même si les résultats de l'auteur, 
n'apportent que très peu d'information sur la vitesse de transmission des chocs entre ces 
indices, ils présentent une certaine robustesse. Robustesse, du fait que suite à un test 
statistique de Chow, l'auteur affirme que les séries du DAX 40, du FTSE 100, du 
NIKKEI 225 et du S&P 500, possèdent un point de changement de régime qui se traduit 
plus ici par une alternance dans les performances des marchés qu'autre chose. Ainsi il 
serait possible qu'on observe dans les séries de rendements des bourses de Londres, New 
York, Tokyo un changement de régime qu'il serait important de prendre en compte pour 
la modélisation de leurs rendements. Notons aussi, que plus tôt dans la littérature Hamao 
et al (1990, 1991) et Susmel et Engle (1994) s'interrogeaient déjà sur les relations entre 
ces bourses, au moyen d'une comparaison des effets de débordements sur ces trois 
marchés. 
D'un autre côté, l'analyse des rendements dans le cadre Nord-américain, soit le Canada et 
les États-Unis, a été abordée par Karolyi (1995). Il a modélisé le mécanisme international 
de transmission des chocs sur les rendements boursiers et la volatilité entre la bourse de 
New York et celle de Toronto à partir d'un modèle GARCH multivarié des indices S&P 
500 et TSE 300. L'auteur affirme que dans cette optique où les deux marchés présentent 
des similitudes de structures et de régulation, de même qu'une absence de contrôle dans 
les fluctuations libres des capitaux entre les deux pays, ce modèle offre une bonne 
représentation de la relation bourse de Toronto - bourse de New York. 
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De façon plus générale, la question du mécanisme international de transmission des 
mouvements entre marchés boursiers a souvent été abordée dans la littérature, notamment 
par Cheol S. Eun and Sangdal Shim (1989) dans leurs travaux grâce à un modèle VAR 
d'un système de neuf marchés boursiers internationaux (Grande Bretagne, Etats-Unis, 
Allemagne, France, Australie, Hong Kong, Japon, Suisse). Les auteurs parviennent à la 
conclusion que les innovations sur le marché américain se transmettent rapidement aux 
autres marchés tandis qu'aucun marché à lui tout seul ne modifie les mouvements sur ce 
dernier. Lorsque, Chen, Firth, et Rui (2000) s'intéressent aux liens entre les marchés 
financiers en Amérique latine (Argentine, Brésil, Chili, Colombie, Mexique, Venezuela) 
en utilisant un modèle multivarié et de cointégration à la Johansen. Ils obtiennent que les 
rendements des six marchés boursiers présentent une intégration où les rendements 
mexicains influencent tous les autres sauf ceux de la Bolivie et sont eux même influencés 
par les marchés étrangers. Ainsi qu'il s'agisse des gros marchés boursiers ou des petits 
marchés boursiers ou émergents, il existerait souvent cette probable relation 
d'intégration. 
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3. Données de l'étude 
Pour la réalisation de cette étude, les données sur les rendements des différents indices 
des bourses de New York, Tokyo, Londres et Toronto ont été calculées à partir des 
valeurs journalières de ces indices. Les valeurs de ces indices qui sont respectivement le 
S&P500, le NIKKEI225, le FTSE100 et le S&PTSX ont été prélevées à partir de la base 
de données de Bloomberg, à la salle de marché de l'Université de Sherbrooke. La période 
de collecte des données s'étend du 03 Janvier 1984 au 29 Octobre 2010. Les valeurs en 
questions sont les valeurs à niveau des indices des différentes bourses à la clôture de ces 
dernières, elles sont données en points d'indice. 
Le rendement d'un titre boursier étant calculé en divisant le dividende par le cours de ce 
titre, le rendement journalier évalue l'amplitude de la différence de valeurs entre le cours 
du jour et celui du jour précédent. Cette amplitude estimée au prorata du cours à la 
période précédente est exprimée en pourcentage. En effet la méthode de calcul du 
rendement utilisée ici est la suivante : 
r-2 = M)£Ï)]2 <6> 
où Xtest la valeur de l'indice à la période t, 
Xt-iest la valeur de l'indice à la période t-1, 
Et Rtle rendement linéarisé de l'indice. 
Le choix de la période d'étude s'est fait par une intersection des périodes de disponibilité 
de chaque indice. L'indice de la bourse de Londres, le FTSE 100 n'étant né qu'en 1984, 
le choix de 1984 comme borne inférieure de notre période d'étude se justifie. Rappelons 
que les rendements sont calculés sur la période uniquement pour les jours de semaine. Ce 
qui nous donne un nombre total 6998 rendements journaliers. Remarquons que, la 
méthodologie annoncée plus haut pour notre travail, nécessite des données à très hautes 
fréquences, or les données intra-journalières n'étant disponibles que sur six mois à la 
salle des marchés de l'Université de Sherbrooke, nous ne pouvons-nous contenter que des 
données journalières pour avoir un plus grand échantillon de données. Les institutions qui 
disposent de ces données intra-journalières sur de longues périodes, les commercialisent 
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puisqu'elles représentent une large quantité de données couteuses et difficiles à collecter 
et à stocker. 
Il ne faut pas omettre que cette façon d'élever le rendement au carré, apparait souvent 
dans la littérature comme méthode pour capturer leur caractère persistant. En 
conséquence, dans le reste du document, nous entendrons par rendement, le rendement au 
carré qui met plus en exergue l'explosivité ou encore la volatilité des rendements 
boursiers. 
3.1 Analyse préliminaire des données 
Avant de choisir la bonne méthodologie, nous devons nous assurer de maîtriser les 
différentes caractéristiques de nos données, pour cela nous procéderons dans cette section 
à une analyse de ces données. 
Une vue globale sur l'ensemble des rendements prélevés, nous fait remarquer des valeurs 
de rendements nuls. Elles n'impliquent pas réellement que la bourse n'a eu aucun 
rendement ces jours-là, mais juste qu'elle n'a pas été active. Autrement dit la bourse n'a 
pas ouvert, alors Bloomberg, la base de données reconduit à t, la valeur à niveau de 
l'indice, prélevée à (t-1) la journée précédente. Ces rendements seront filtrés lors de la 
désaisonnalisassions des séries avant de procéder à la suite de l'analyse. 
Nous allons tout d'abord, faire une analyse des fluctuations sur chaque marché boursier 
en comparant les valeurs des indices à l'ouverture, au valeurs les plus basses et plus 
fortes de chaque jour et les valeurs à la fermeture des bourses entre elles. Cette préface à 
l'analyse comparative des fluctuations des rendements des quatre différentes bourses 
entre elles nous permettra de nous familiariser avec les fluctuations individuelles des 
valeurs des indices de chacune des bourses de notre étude. 
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3.1.1 Analyse des fluctuations des indices sur chacune des places boursières 
Les données sur les valeurs à l'ouverture et à la fermeture, et les valeurs les plus élevées 
et plus faibles nous permettront d'observer les différences existantes entre elles pour 
chacun des indices choisis. On s'attend à ce que, ces valeurs collectées à différentes 
heures de la journée possèdent des sens de fluctuations ou de croissance différents. Ainsi 
dans cette partie de notre analyse nous nous intéresserons plus à la comparaison des 
courbes entre elles, qu'à leurs tendances respectives. 
Pour ces graphiques, on remarque en général, que les valeurs journalières les plus élevées 
et les plus faibles encadrent les autres valeurs. Tandis que les valeurs à l'ouverture et à la 
fermeture ne se distinguent presque pas, elles semblent donc être identiques. Par soucis 
d'uniformisation, et conformément à la littérature de notre champ d'études, nous 
choisirons les valeurs à la fermeture comme valeurs représentatives des cours boursiers 
dans le calcul de nos rendements journaliers. 
Fluctuations à la bourse de Londres 
Les données à l'ouverture et les valeurs les plus élevées et plus faibles quotidiennement 
ne sont collectées qu'à compter du 01 Avril 1986 dans le cas de l'indice de la bourse de 
Londres, ce qui explique les vides pour certaines courbes de 1984 à 1986. 
Par ailleurs, on constate en observant les graphiques une hausse qu'on peut qualifier de 
constante du FTSE100 de 1986 à 1997, alors qu'à partir de 1997 jusqu'en 2001 les 
courbes deviennent plus explosives avec un accroissement de près de 100% avant de 
s'effondrer, atteignant un peu plus de 3400 points d'indice en 2003. De cette période, 
elles recommencent à croitre de plus belle atteignant leurs valeurs extrêmes en mai 2008, 















2000 2010 2010 1985 1990 1995 2005 1985 1990 1995 2000 2005 
FTSE_J_OW FTSE_OPEN 







2010 1995 2000 2005 2010 1985 1990 1985 2000 2005 1990 1995 
Figure 2 - Fluctuations de l'indice de la bourse de Londres (FTSF.IOO) 
-4 Fluctuations à la bourse de Tokyo 
Les données à l'ouverture, et les valeurs les plus élevées et plus faibles quotidiennement 
ne sont disponibles qu'à compter du 25 Mars 1985 dans le cas de la bourse de 
Tokyo.'BLOOMBERG'a reconduit les valeurs à la fermeture, c'est ce qui explique le fait 
que les courbes présentent des valeurs identiques de début 1984 au 25 Mars 1985. 
Tandis que, les autres indices ont connu de légères croissances pour cette période, le 
NIKKEI225, connait ses valeurs les plus explosives de 1987 à 1992 avec un pic de près 
de 37500 points d'indice en février 1990, pour les valeurs à la fermeture. Ces valeurs à la 
fermeture s'effondrent ensuite, tout en restant très volatiles jusqu'en 2003 ou elles 
atteignent une valeur minimale de 7752 points d'indice. Elles vont par la suite exploser 
en 2005-2009 mais n'atteignant cette fois qu'un maximum de 17100 points d'indice. 
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Figure 3 - Fluctuations de l'indice de la bourse de Tokyo (NIKKEI 225) 
«J» Fluctuations à la bourse de New York 
Par contre dans le cas du S&P500, indice de la bourse de New York, les données 
collectées par 'BLOOMBERG' sont disponibles sur l'ensemble de la période d'étude. 
Ainsi le problème de données manquantes ne se pose pas ici. En outre, parallèlement au 
cas de la bourse de Londres, on note une croissance de pente constante jusqu'en 1996 
environ, puis on note à partir de cette date une croissance fulgurante des cours provocant 
leur passage d'environ 400 points d'indices en 1994 à plus de 1500 points en Mars 2000. 
Toutefois, après cette forte croissance, les valeurs à la fermeture chute atteignent un 
minimum de 800 points d'indice en Mars 2003 avant d'exploser de nouveau pour 
atteindre plus de 1500 points d'indice au milieu de 2007 et de rechuter pour atteindre 743 
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Figure 4 - Fluctuations de l'indice de la bourse de New York (S&P500) 
4 Fluctuations à la bourse de Toronto 
Dans le cas de l'indice de la bourse de Toronto, le S&PTSX, les données sur les valeurs à 
l'ouverture et les valeurs les plus faibles et les plus élevées ne sont disponibles qu'à partir 
du 03 Janvier 1989, ainsi on observe que la courbe des valeurs de l'indice a la fermeture 
jusqu'à cette date. Les données sont répétées comme dans les cas précédents. 
Tout comme dans le cas de la bourse de New York, un accroissement d'une pente à peu 
près constante de 1989 à 1996, avec une persistance légèrement accrue en 1997 et 1998. 
Ce n'est qu'en 2001 et 2007-2008 qu'on note les valeurs les plus explosives des cours du 
S&PTSX à la fermeture de la bourse de Toronto. Remarquons qu'entre ces deux périodes 
et après 2008 les valeurs de l'indice ont chuté, atteignant respectivement 5695 points 
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Figure 5 - fluctuations de l'indice de la bourse de Toronto (S&PTSX) 
3.1.2 Analyse des fluctuations des rendements sur les différentes places 
boursières 
Lorsqu'on observe les graphiques des quatre séries de rendement de chaque plate-forme 
boursière, le premier aspect qui captive notre attention est l'amplitude des fluctuations 
sur le marché japonais. On remarque notamment, des fluctuations qui persistent sur une 
longue période, soit pratiquement sur ces vingt dernières années. Toutefois, on peut noter 
une persistance plus accrue en 2008, de même que sur les périodes 1997-2004, 1990-
1992, puis finalement en 1987 pour le NIKKEI225. 
Pour les trois autres graphiques des séries de rendements, celui du FTSE100, celui du 
S&P500 et celui du S&PTSX, on remarque de façon un peu plus flagrante, les mêmes 
zones de persistance des fluctuations au niveau des différentes séries de rendement. En 
effet, on remarque que les rendements sont plus explosifs autour de 1987 connaissant à la 
fois une hausse et une baisse maximum pour la même période. Parallèlement, on note des 
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persistances plus accrues de 1997 à 2003 et autour de 2008 toujours pour les rendements 
des trois indices. 
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Figure 6 - Carré des rendements desaisonnalisés 
Globalement on pourrait conclure que les zones à fortes persistances pour les rendements 
sont identiques, pour les indices de chacune des places boursières en ces trois différentes 
périodes citées dans le paragraphe précédent. Aussi ces trois périodes nous rappellent-
elles des périodes de crise financière? 
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Il s'agit du Crash de 1987 à Wall Street qui a causé selon Seyhun (1990), une perte de 
508 points d'indice en un jour, le Lundi 19 Octobre 1987, soit environ 500 milliards de 
dollars US perdus en une journée. Ainsi bien que la crise soit localisée aux Etats-Unis, 
elle affecte les autres bourses, soit celles de Londres, Tokyo et Toronto dans notre cas 
d'études. Pour la période 1997-2003, il s'agit de la crise asiatique de 1997 et l'éclatement 
de la bulle internet des années 2000. Toutefois, on attribuera les fortes valeurs observées 
dans les rendements dans la première partie des années 1990, à la bulle spéculative ayant 
précédée la crise asiatique. Finalement pour la période autour de 2008 il s'agit de la crise 
des subprimes jumelée à la hausse des prix du pétrole en fin d'année 2008. 
L'intérêt de cette partie est de faire ressortir, par notre analyse sommaire, la capacité de 
propagation des chocs sur les différents marchés boursiers aux autres marchés du fait de 
l'existence d'une certaine intégration entre eux, tout comme l'a annoncé Christos 
Alexakis (2010) pour le DAX 40, le FTSE 100, le NIKKEI 225 et le S&P 500. 
Par ailleurs, du fait de l'existence des caractéristiques particulières suivantes entre nos 
différents rendements : 
• les impacts qu'ont les fluctuations au niveau des uns sur les autres rendements 
• le temps relativement court ou même la simultanéité de transmissions des chocs 
entres les rendements 
• l'existence de périodes de fortes persistances ou non dans les rendements 
• la négociation périodique soit quotidienne des valeurs des indices à travers le 
marché boursier. 
Nous pouvons dire qu'il existe des similitudes entre le fonctionnement des marchés 
boursiers et celui du réseau des prix de l'électricité en Europe du Nord comme l'ont 
affirmé Haldrup et al (2006) dans leurs travaux. 
Ainsi cette étude s'inscrit dans le cadre d'un prolongement de leur méthodologie de 2010, 
mais cette fois appliquée aux rendements des marchés financiers. 
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3.1.3 Analyse des corrélations entre les rendements des différentes places 
boursières 
3.1.3.1 Analyse des corrélations sur l'ensemble de Ja période d'étude 
Réalisons un tableau croisé des corrélations existantes entre les séries de rendements des 
différentes bourses faisant l'objet de notre étude. 
L'analyse de la première partie du tableau de corrélation des rendements boursiers 
Tableau 5 en annexes, nous fait remarquer que les rendements les plus corrélés sont ceux 
de la bourse de Toronto et ceux de la bourse de New York. Ce qui pourrait traduire une 
plus forte capacité d'interaction3 entre ces deux bourses avec un taux de corrélation de 
près de 67%. 
De façon plus spécifique, on remarque que pour la bourse de Londres, la corrélation est 
plus forte avec les bourses de Toronto et de New York avec plus de 50% de taux de 
corrélation alors qu'avec la bourse de Tokyo, il est d'environ 45%. Du côté de la bourse 
de Tokyo, quoique un peu plus faibles, les corrélations sont plus fortes avec la bourse de 
Londres qu'avec les deux autres bourses. Pour la bourse de Toronto, les corrélations sont 
plus élevées avec New York comme nous l'avons énoncé dans le paragraphe précédent, 
mais elles sont également pas mal élevées avec la bourse de Londres. Pour finir, de façon 
analogue au cas de la bourse de Toronto, les rendements au niveau de la bourse de New 
York sont plus élevés avec la bourse de Toronto mais le sont également, dans une 
proportion moindre avec la bourse de Londres. 
Globalement nous pouvons dire que ces corrélations supposent l'existence d'une certaine 
relation entre ces bourses dont l'intensité serait au prorata de leurs taux de corrélation. 
3.1.3.2 Analyse des corrélations dans le cas de données tronquées 
Dans l'analyse des graphiques des fluctuations, comme nous l'avons souligné 
précédemment, on avait remarqué que sur certaines périodes, les fluctuations du NIKKEI 
3 On entend par capacité d'interaction, la possibilité que l'activité sur une bourse affecte le rendement de 
l'autre et vice-versa. 
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225, diffèrent un peu de celle des autres rendements. Elles sont plus intensives dans le cas 
de la bourse japonaise que celui des autres bourses de 1990 à 1998. En effet comme nous 
l'avons abordé plus haut, ceci s'explique par la forte croissance japonaise et de la bulle 
spéculative l'ayant accompagnée. Il apparait donc évident que les chocs ayant généré ces 
fluctuations affectent plus la bourse de Tokyo que les autres. Ceci nous amène à 
appréhender qu'il y aurait possiblement des périodes pendant lesquels les marchés sont 
moins intégrés, c'est-à-dire qu'ils ne réagissent pas de la même façon ou avec la même 
ampleur. 
Dans cette logique, essayons de retirer des séries de données, une des périodes où les 
rendements du NIKKEI 225 se comportent différemment de celui des autres indices. Cela 
nous permettra de vérifier si cela modifierait les taux de corrélation entre ces rendements. 
Le tableau de corrélation obtenu (deuxième partie du Tableau 5) pour les séries après 
troncature nous fait remarquer de légères variations, mais néanmoins existantes. 
Notamment des hausses respectives des taux de corrélation entre les rendements, de 15% 
et 11% entre le NIKKEI 225 et le S&PTSX et le NIKKEI 225 et le FTSEIOO. Les autres 
taux de corrélations se sont accrus aussi mais dans des proportions moindres. 
Dans la troisième partie du Tableau 5. données censurées entre 1984 et 1995, on 
remarque que les taux de corrélation sont beaucoup plus élevés que ceux des deux cas 
précités. Ceci, serait probablement dû au fait que la majeure partie des crises ayant touché 
les bourses pendant la période analysée (1995 à 2010), ont affecté toutes les bourses 
(particulièrement dans le cas de Toronto, New York et Londres). Comme illustration 
nous pouvons notamment citer, la crise des subprimes de 2008 qui a affectée tous les 
marchés. 
De façon pratique, on observe des hausses respectives de 46% et 31% des taux de 
corrélations entre les rendements de la bourse de Toronto et ceux de Londres et New 
York, ou encore une baisse majeure de 25% entre Tokyo et New York. Ces hausses et 
baisses seraient synonymes de variations de la force des interactions entre les différentes 
bourses. 
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Remarquons que la baisse de corrélation avec Tokyo pourrait s'expliquer par la crise 
asiatique de 1997 qui a été reportée comme ayant causé plus de dommages sur les 
marchés asiatiques que les autres. 
De façon analogue, dans la quatrième section du Tableau 5, on remarque des baisses des 
taux de corrélation de 25% entre les rendements de la bourse de Londres et ceux de 
Toronto et Tokyo, ou encore une hausse majeure de 52% entre les bourses de Tokyo et 
New York. 
Ces résultats indiquent que l'intensité des relations entre les bourses n'est pas constante, 
elle varierait donc selon les périodes. Pour illustration nous pouvons citer la forte hausse 
des taux de corrélation entre New York et Tokyo dans la quatrième section du Tableau 5 
et la baisse dans la troisième section toujours par rapport aux taux trouvés dans la 
première section. L'aspect qui intéresse notre étude est de savoir si l'intensité de ces 
relations est quelques fois si faible qu'on pourrait l'interpréter comme une rupture 
temporaire de la relation supposée stable entre les marchés. 
3.2 Analyse de Saisonnalité et Statistiques descriptives des rendements 
3.2.1 Analyse de Saisonnalité 
Dans le Tableau 6. on remarque pour chacun des rendements que tous les coefficients des 
dummies journalières (Dl, D2, D3, D4 et D5) sont significatifs. Ce qui révèle le caractère 
très saisonnier des séries de rendement. Afin de dessaisonnaliser ces séries, nous avons 
utilisé la méthode de dessaisonalisation par régression en prélevant dans chaque cas les 
résidus obtenus de la régression des rendements des bourses de New York, Tokyo, 
Toronto et Londres sur les cinq dummies journalières et plus tard nous le ferons pour les 
variables indicatrices d'effets mensuels. 
Toutefois, avant d'effectuer notre dessaisonalisation nous avons effectué un test de Wald 
(cf Tableau 7") afin de déterminer si un des jours ouvrables de la semaine avait un impact 
particulier sur la valeur du rendement de la bourse comparativement aux autres jours. Les 
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résultats du test de wald pour ces variables indicatrices journalières, avec une probabilité 
supérieure à 5%, nous amènent à accepter l'hypothèse nulle d'importance équivalente des 
coefficients de chacune des dummies calculées. 
Par ailleurs on remarque pour chacun des rendements dont on a au préalable retiré la 
saisonnalité journalière, que la régression sur les dummies mensuelles (Ml, M2,..., M12) 
donne des coefficients significatifs pour tous au mois d'Octobre, mais également en Juin, 
Mai ou Février pour certains. Parallèlement, grâce au test de Wald, nous testons encore 
l'importance des mois les uns par rapport aux autres, ce qui nous conduit à la conclusion 
que les coefficients de chacun des mois ne sont pas d'importance équivalente. Cela 
traduit, en effet les différences existantes entre les flux d'activités sur les marchés 
boursiers d'un mois à l'autre. 
Tout comme dans le cas de la saisonnalité journalière, pour retirer la saisonnalité 
mensuelle, nous avons utilisé la méthode de dessaisonalisation par régression, soit 
effectuer pour chacune des séries dont on a préalablement enlevé la saisonnalité 
journalière, une régression des Moindres Carrés Ordinaires sur les dummies mensuelles 
puis nous avons encore prélevé les résidus obtenus. Ces résidus finalement obtenus 
représentent nos rendements désaisonnalisés. 
3.2.2 Statistiques descriptives des rendements désaisonnalisés 
Déterminons sous Eviews, quelques statistiques qui nous permettrons de mieux maitriser 
la nature de nos données. 
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Tableau 1 : Statistiques descriptive des rendements dessaisonalisés 
LRD FTSE_LAST_ 
D 






Mean -2,00E-08 -9,33E-08 -4,71E-08 -3,44E-08 
Médian -7,19E-05 -0,000127 -5,85E-05 -7,89E-05 
Maximum 0,01669 0,025617 0,013638 0,052043 
Minimum -0,00031 -0,000446 -0,000273 -0,000397 
Std, Dev, 0,000432 0,000658 0,000405 0,000756 
Skewness 17,99953 17,41341 15,76743 48,98329 
Kurtosis 516,8835 498,635 360,5944 3240,903 
Jarque-Bera 77378104 71982288 37575826 3,06E+09 
Probability 0 0 0 0 
Sum -l,40E-04 -6,53E-04 -3,30E-04 -2,41E-04 
SumSq, Dev, 0,001303 0,003029 0,001147 0,003995 
Observations 6998 6998 6998 6998 
Ce bref résumé des statistiques descriptives nous permet avec des coefficients 
d'aplatissement (Kurtosis) très élevés, de noter que les séries de rendement 
désaisonnalisées présentent des distributions leptokurtiques, soit des queues plus épaisses 
que celles d'une loi normale. 
Le coefficient d'asymétrie ou skewness avec des valeurs positives pour chacune des 
séries nous permet de conclure que les distributions sont étalées vers la gauche avec des 
queues de distribution plus épaisses à droite. Parallèlement l'analyse des probabilités 
pour les statistiques de Jarque-Bera, qui sont toutes inférieures à 5% nous amène à 
confirmer que les données ne suivent pas une loi normale. 
De plus un bref passage dans la littérature nous fait remarquer que les travaux de 
Andersen et Al (2001) soulèvent que ces caractéristiques concordent avec ceux 
usuellement observés au niveau des rendements spéculatifs. 
L'analyse des écarts types nous montre que les rendements fluctuent énormément d'un 
jour à l'autre. En fait, on remarque que l'écart type entre les différents rendements est 
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nettement plus élevé que certaines valeurs même de rendement, notamment les valeurs 
minimales, ce qui est une caractéristique propre aux données boursières. 
3.3 La longue mémoire existe-t-elle vraiment dans nos séries de 
rendements? 
3.3.1 Test de racines unitaires et correlogrammes des séries 
3.3.1.1 Test de Dickey-Fuller Augmenté (ADF) 
± Statistique du test 
Le test de Dickey-Fuller Augmenté est un test de racine unitaire très couramment utilisé. 
De façon pratique, si on considère un processus Yt Autorégressif d'ordre 1, AR(1), tel 
que : 
Y t =  p y t - i +  x ' t S  +  £ t  (7) 
Où x ' t  est la transposée de la matrice des régresseurs exogènes (il s'agit en général 
de la constante et/ou de la tendance), p et 8 sont des paramètres à estimer, £t est 
un bruit blanc. 
Le test de Dickey et Fuller Augmenté teste sur la régression suivante, 
AY t  = aY t „ x  + x' t S + /?jAY t _ x  + p 2 àY t _ 2  + — + /?pAFt_p + v t  où a  =  p  -  1 (8) 
les hypothèses sont les suivantes, 
(H 0 :  a  -  0 
{ H t : a < 0  K }  
L'hypothèse nulle de présence de racine unitaire et son hypothèse alternative sont 
évaluées au moyen d'une statistique de Student, 
t „  — ~  où a est l'estimé de a et o-» son écart type. (10) 
Il importe de noter que même si la statistique est calculée telle une statistique de student, 
la règle de décision suit une table spécifique de valeurs critiques, celle de Dickey Fuller. 
La statistique du test suggère qu'on rejette l'hypothèse nulle d'existence d'une racine 
unitaire, si les statistiques calculées sont inférieures aux valeurs lues dans la table. 
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4» Résultats du test et interprétation 
Pour chacun des tests de Dickey et Fui 1er Augmenté (ADF, 1979) effectués (cf Tableau 
8), on note un rejet de l'hypothèse de présence d'une racine unitaire que ce soit avec 
constante et tendance ou constante uniquement ou ni constante ni tendance. En effet, la 
statistique du test ADF est chaque fois inférieure à la valeur critique au seuil de 5% (voir 
tableau ci-dessus), ce qui impliquerait que les séries soient stationnaires. Une analyse 
plus poussée de la significativité de la tendance ou de la constante au moyen des valeurs 
critiques lues dans la table de ADF, nous amène à rejeter l'existence d'une constante ou 
d'une tendance dans notre choix de la modélisation. 
Rappelons que l'existence d'une tendance serait signe d'une prédictibilité aisée de nos 
rendements futurs. 
Nous tenterons de confirmer nos résultats par des tests de Philipps Perron dans la 
prochaine section. 
3.3.1.2 Test de Phillips Perron 
4» Statistique du test 
Le test de Phillips-Perron (PP, 1988) modélise de manière non-paramétrique la 
corrélation entre les résidus de la régression DF alors que le test de ADF, le fait de 
manière paramétrique. 
En effet la statistique du test PP se présente comme suit 
t  -  t  fM1/2 r(/o-roXga) mx 
t a ~ t a \TJ  2f 0 i / z s  ( 1 1 )  
où â  est l'estimé de a, et t a  le t-ratio de a obtenu plus haut,a3 l'écart type de â , et 
s l'écart-type de la régression du tes t, f0 est un estimateur de la fonction de 
densité spectrale a la fréquence zéro, et pour finir y0 est un estimé consistent de la 
variance des erreurs obtenu de la régression de la lere différence de la série Yt, 
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Ici également, la règle de décision sur la statistique se fait selon la table de Dickey Fuller. 
La statistique du test stipule qu'on rejette l'hypothèse nulle de présence d'une racine 
unitaire si les statistiques calculées sont inférieures aux valeurs lues dans la table. 
•4 Résultats du test et interprétation 
Parallèlement aux résultats du test ADF, le test de Phillips-Perron (PP) pour toutes les 
séries (cf Tableau 8), rejette l'hypothèse nulle de présence d'une racine unitaire, ce qui 
suggère que les séries de rendements sont stationnaires. Elles présentent toute pour leur 
statistique de Philipps-Perron des valeurs largement inférieures aux valeurs critiques du 
test que ce soit en présence simultanée d'une constante et d'une tendance ou d'une 
constante uniquement ou ni d'une constante ni d'une tendance, et ce au seuil de 5%. 
3.3.1.3 Test de KPSS 
Dans les conclusions des travaux antérieurs, notamment ceux de Kuswanto et Salamah 
(2009) et ceux de Lee et Smith (1996), lorsque le test de PP et celui de Kwiatkowski-
Phillips-Schmidt-Shin (KPSS, 1992) donnent des résultats contradictoires, c'est-à-dire 
que l'un conclut que les séries sont stationnaires et que l'autre parvient à démontrer 
qu'elles ne le sont pas, alors c'est que possiblement, les séries étudiées se comportent tels 
des processus à mémoire longue. Ainsi nous procédons aux tests de stationnarité des 
rendements au moyen du test de KPSS. 
4» Statistique du test 
A la différence des autres tests de racine unitaire, le test de KPSS suppose que sous 
l'hypothèse nulle la série Ytest stationnaire en tendance. En conséquence, le calcul de sa 
statistique LM est basée sur les résidus de la régression suivante de Yt sur les variables 
exogènes x't de : 
Yt = x'tS -I- ut (12) 
La statistique LM s'écrit : 
LM =  T , t S( t ) 2 / (T 2 fo )  (13) 
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Où /0 est un estimateur de l'inverse de la variance de long terme et S(t) est la somme 
partielle des résidus : 
S( t )  = ï ï t  Où % = Y t  -  *;$(0) (14) 
Ici la règle de décision pour interpréter la statistique du test stipule qu'on rejette 
l'hypothèse de stationnarité si LM est supérieure aux valeurs critiques de la table de 
KPSS. 
Résultats du test et interprétation 
Pour toutes les séries de rendements en question le test de KPSS (cf Tableau 8) en 
présence d'une constante rejette au seuil de 5%, l'hypothèse de stationnarité puisque la 
statistique du test est à chaque fois supérieure à la valeur critique du test. Ces résultats 
s'opposent à ceux des tests de Phillips-Perron et ceux de ADF. Ainsi la présomption de 
présence d'une intégration fractionnelle dans les séries de rendements boursiers de 
données se confirme telle qu'annoncée dans la littérature. 
Une autre analyse sommaire que nous pouvons faire est celle des corrélogrammes que 
nous aborderons dans la prochaine section. 
3.3.1.4 Analyse des corrélogrammes des séries de rendements 
Pour l'ensemble des séries nous remarquons que les fonctions d'autocorrélation (cf 
FjgureJLL) décroient très lentement. L'observation des Q-statistics de Ljung-Box (cf 
Tableau <>) qui ont des valeurs très élevées et des probabilités significatives, toutes nulles, 
nous permet de conclure qu'il n'est pas question ici de processus bruit blanc. 
En effet, ces probabilités testent à chaque retard d'ordre k, l'hypothèse nulle qu'il n'y a 
pas d'autocorrélation significative à un ordre k+1 supérieur. Remarquons que cette 
hypothèse est rejetée pour les 36 retards. Cela se justifierait par le fait que globalement, la 
fonction d'autocorrélation de chaque rendement ait une décroissance hyperbolique au fur 
et à mesure que le retard s'accroît. Or la décroissance hyperbolique est une 
caractéristique fondamentale des processus de longue mémoire. 
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3.3.2 Analyse de Cointégration 
Dans cette section, nous faisons une expansion de nos investigations sur les 
caractéristiques de nos séries et les relations existantes entre elles. 
Les tests de racine unitaire nous ont donnés des résultats contradictoires. Or, les tests de 
cointégration peuvent être utilisés afin de lever ces contradictions. En effet, si le test de 
Engle et Granger (1987) trouve que les résidus sont 1(1), alors cela implique qu'au moins 
une variable du système est 1(1). D'autre part, si le test de Johansen (1991,1995) trouve 
un k vecteur de cointégration, ceci implique qu'aucune des variables n'est 1(1). 
Nous ne nous attarderons pas sur la présentation détaillée des tests. Pour une meilleure 
compréhension de ces tests, prière de se référer aux articles mentionnés dans le 
paragraphe précédent. 
3.3.2.1 Test de Engle et Granger 
Statistique du test 
Nous commencerons cette section en donnant une approche de définition de ce qu'est une 
série intégrée. Une série est dite intégrée à l'ordre d si elle devient stationnaire après d 
différentiations. 
Soient Xt et Yt deux séries intégrées de même ordre d. Le test de Engle et Granger 
consiste à tester l'ordre d'intégration des résidus de l'équation : 
Yt =? Po + Pi%t + £t °ù £t est le terme d'erreur (15) 
Si l'ordre d'intégration des résidus obtenus est inférieur à celui des variables, alors on 
peut dire que les variables sont cointégrées. Pour tester l'ordre d'intégration des résidus 
on utilise le test de Dickey-Fuller qui fonctionne de la même manière que le test ADF 
effectué plus haut. Toutefois, les valeurs critiques sont tirées de la table de 
MacKinnon(1996) puisque les résidus, dans ce cas précis, sont des estimes des termes 
d'erreurs. 
4» Résultats et interprétations 
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Pour effectuer le test de Engle et Granger (cf. Tableau 10). nous avons régressé les 
rendements de Tokyo, Toronto et New York sur ceux de Londres, en prélevant les résidus 
et en vérifiant s'ils sont stationnaires par un test ADF. La lecture de la valeur critique 
nous conduit au rejet de l'hypothèse de présence d'une racine unitaire ce qui implique 
que les résidus sont stationnaires. Les résidus sont stationnaires ainsi nous pouvons dire 
qu'il existe au moins une relation de cointégration entre les séries. Utilisons le test de 
Johansen pour déterminer le nombre de relation de cointégration. 
3.3.2.2 Test de Johansen 
Statistique du test 
Comme annoncé plus haut ce test à la particularité de déterminer le nombre de relations 
de cointégration existantes. En effet, le test de Engle et Granger permet de dire si des 
séries sont cointégrées mais il ne permet pas de déterminer le nombre de relations de 
cointégrations, lorsqu'il est appliqué à plus de deux variables. 
Le test de Johansen s'applique à un nombre quelconque de variable et permet de 
déterminer le nombre de relations de cointégration. Ainsi cette méthode, permet de tester 
une succession d'hypothèses concernant les relations de cointégration existant entre 
plusieurs variables. Le nombre maximal de relations de cointégration entre k variables 
étant au plus égal à (k-1). 
Lorsque le nombre de relation est égale au nombre de variables on parle de système de 
plein rang, cela implique simplement que les séries ne contiennent pas de racines 
unitaires. 
Résultats et interprétations 
Selon les résultats du test de Johansen (cf. Tableau 11). il existe quatre équations de 
cointégration que ce soit par le test du maximum de valeur propre ou le test de la trace. 
Ainsi la matrice serait de plein rang soit 4 dans le cas présent, ce qui implique une 
équation différente pour chaque rendement. 
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Ces différents résultats, ces différentes contradictions, que ce soit pour les tests de racine 
unitaire ou de Cointégration sont souvent considérés comme un signe de présence d'un 
ordre d'intégration fractionnelle. 
3.3.3 Détermination de Tordre d'intégration de chaque série de rendement 
Dans cette section, pour déterminer l'ordre d'intégration de nos séries de rendements, on 
utilisera le code « Whittle » de Shimotsu (2005) adapté au logiciel Gauss par Jon Breslaw 
(2006). Cette méthode d'estimation est une méthode semiparamétrique dont nous 
définirons le fonctionnement dans les lignes qui suivent. 
4» Dérivation du paramètre d de longue mémoire 
Selon Shimotsu (2006), un processus Xt de longue mémoire stationnaire en covariance, 
est un processus dont la fonction de densité spectrale /(A)vérifie : 
/(A)~GA_2d,avecA -> 0+ ; Où d e (-£,£) et G e (O.oo) (16) 
De façon usuelle un processus fractionnellement intégré se présente comme suit 
(1 -L) d X t  = u t  (17) 
où L est un opérateur de retard et ut est un processus stationnaire en covariance. 
D'une part, Shimotsu commence alors en définissant une transformation discrète de 
Fourier nécessaire pour calculer le periodogramme de Xt. On peut résumer les équations 
respectives de calcul de ces paramètres comme suit, 
i n 
ù )x (At) = (2tt n)4 £ Xte"iU>, Ay = , j  =  1 n 
t=î 
/,(A,) = |M,a,)i2 (i8) 
D'autre part du fait que l'estimation « local Whittle » développé par Kiinsch (1987) et 
Robinson (1995), a été introduite à partir de la fonction Gaussienne objective défini en 
terme des paramètres d et G 
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Qm(G,d)  =  i g i i  [ logCCA, - 2 ")  +Çl , (* , )  (19) 
Où m est un réel plus petit que n. Pour estimer les paramètres d et G, le « local Whittle » 
minimise Qm(G, d) puis on obtient 
(G ,  d ) = arg mfnC€(0>oo)jdE[AliA2] Qm(G,  d ) (20) 
Où Ax et A2sont tel que—% < Ax< A2< oo. Par équivalence, on peut déduire en 
minimisant Qm(G, d) sous contrainte des vraies valeurs des paramètres, Go=fu(0) et do 
que 
d = arg minde[AlÛ2] R(d) (21) 
Où R(d)  =  \o e C(d) -2d^ l% 1 \ ogA l ,  eW )=iiyl, l ogA /'i/,(AJ) 
Remarquons que sous les hypothèses mises en place par Robinson (1995), la distribution 
asymptotique de l'estimateurd est donnée par Vm(d - d0) ->d N(0, V^avec n -* oo. 
Ces itérations relatives à l'estimation du paramètre de longue mémoire d, proviennent des 
travaux de Shimotsu (2006). 
•4 Estimation du paramètre de longue mémoire et interprétation 
Nous obtenons six estimateurs que nous présentons dans le prochain tableau. Notons que 
ces six estimateurs sont similaires et optimaux sous certaines hypothèses énoncées dans 
ses travaux par Shimotsu (2006). 
Tableau 2 : Estimés du paramètre d de longue mémoire 
FT5E_D NKY_D SPTSX_D SPX_D 
Nombre d'observations 6998 6998 6998 6998 
Nombre de fréquences utilisées 202 202 202 202 
LW estimator 0,3395 0,3445 0,4340 0,2929 
-n Exact LW estimator 0,3385 0,3425 0,4328 0,2918 
~o 
en Feasible ELW estimator 0,3385 0,3425 0,4328 0,2918 
E Feasible ELW estimator with detrending 0,3347 0,3368 0,4293 0,2880 
TN 
LU 2-step feasible ELW estimator 0,3385 0,3425 0,4328 0,2918 
2-step feasible ELW estimator w detrending 0,3347 0,3368 0,4293 0,2880 
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Tous les estimés d du paramètre d de longue mémoire tournent autour de 0,3 pour les 
rendements de Londres, Tokyo et New York tandis que ceux de Toronto autour de 0,4. 
Même en modifiant l'algorithme de calcul de ce paramètre, que ce soit par l'estimateur 
du « local whittle » simple, exacte, faisable, avec tendance ou sans tendance ou encore en 
deux étapes, les valeurs de d ne changent pas trop. Ces changements infinitésimaux de d 
rendent compte de la robustesse de l'algorithme de Shimotsu (2005). 
Par ailleurs, les valeurs des â  qui sont toutes inférieures à 1 confirment l'existence 
d'intégration fractionnelle. Hurst (1951) a montré dans ses travaux que les séries 
présentant un exposant de Hurst, H, tel que '/2<H<1 avec d=H-l/2 sont caractérisés par un 
phénomène de persistance4. Par conséquent, dans le cas de nos séries de rendement où 
0 < d < Yi nous pouvons confirmer l'existence de cette persistance et par conséquent 
d'une dépendance de long terme. 
3.4 Que pouvons-nous dire de l'existence de bris structurels? 
Partant du fait que Diebold et Inoue (2001) ont dans leurs travaux, ressorti la confusion 
probable entre l'existence de phénomènes de longue mémoire et de bris structurels dans 
une série de données, il serait intéressant de vérifier la présence de bris structurels dans 
notre échantillon de données. A cet effet, nous utiliserons le test de Quandt-Andrews 
pour détecter ces bris. . 
4» Statistique du Test de Quandt-Andrews 
A la différence du test de stabilité de Chow qui est un test permettant de tester la 
survenue d'un bris structurel à une date précise xx, le test de Quandt-Andrews (QA) a la 
capacité de déterminer l'existence ou non de bris structurels, même si la période supposée 
de bris est inconnue. 
En effet, le test de QA consiste à effectuer plusieurs tests de Chow en différents points 
de bris potentiels. 
"Selon Grira et Chaker (2000), pour ce genre de processus, « si une série a été à la hausse la période 
précédente, il y a une forte probabilité pour qu'elle soit également à la hausse la période suivante» 
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Rappelons qu'un test stabilité de Chow consiste en premier lieu à estimer un modèle tel 
que le suivant : 
Y = X(3x + Zy + u où Z = ^ j et X = ^ j sont des partitions de X. 
Il teste alors la stabilité structurelle de /? au moyen 
à cet effet une statistique F de Fisher 
p _ (,SCRi-SCR2)/k 
~  SCR 2 / (n -2k )  
Sous Ho, F -> F{k,n- 2k) et kF  -*  x 2 ( k ) .  
Sous Eviews 6, le test de QA présente deux types de statistiques, la F-statistique du ratio 
de vraisemblance et la F-statistique de Wald. La F-statistique du ratio de vraisemblance 
est basée sur la comparaison entre la somme des carrés des résidus contrainte et celle 
non-contrainte tandis que la F-statistique de Wald est obtenue d'un test standard de Wald, 
testant l'égalité entre les coefficients des paramètres de l'équation et ceux des sous-
échantillons. 
Ces deux statistiques sont calculées pour trois algorithmes, la statistique Max 
(Maximum), la statistique Exp (exponentielle) puis la statistique Ave (moyenne) (Cf 
Andrews, 1993 et Andrews et Ploberger, 1994). On pose d'abord que F(j) = kF, on a la 
statistique du maximum qui s'écrit de la façon suivante 
MaxF = maxTlSTST2(F(x)) (23) 
La statistique Exp s'écrit comme suit : 
Exp F = ln (£IÏ2=t, (exp \ F(x)j) (24) 
La statistique Ave est comme son nom l'indique une moyenne des F-statistiques 
individuelles : 
AveF = L-?XLTL F(T) (25) 
des hypothèses j^0' "Ç ^ q . Il utilise 
(22) 
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La distribution de ces statistiques n'est pas standard car elles ne sont pas indépendantes 
les unes des autres. Ainsi, les P-values utilisées pour les interpréter proviennent des 
travaux de Hansen (1997). 
Résultats et interprétation 
Pour toutes les bourses Londres, Tokyo, Toronto et New York le test de Quandt Andrews 
soulève la présence de bris structurels (cf. Tableau 12), avec de fortes chances que le bris 
le plus important soit localisé en 1989 pour toutes les bourses sauf pour celle de Toronto 
qui serait 1997. La présence de bris est bien illustrée dans chacun des graphiques où la 
valeur la plus élevée pour la statistique de Quandt-Andrews se situe en 1989 pour les 
autres bourses et 1997 pour Toronto. 
Observons la représentation graphique de la statistique du maximum pour les différentes 
sériés de rendements (cf Fi mire 12). 
Nous pouvons remarquer les coupures de 15%, en début puis en fin des quatre courbes, 
sont réalisées afin de conserver assez d'informations dans les différents sous échantillons. 
On peut remarquer que toutes les valeurs des statistiques sont toutes supérieures à 12,9 
qui est la valeur critique de Andrews au seuil de 5%. Ce qui suggère que les séries 
présentent une très forte probabilité de présences de bris structurels. 
3.5 Test de bris structurels contre longue mémoire 
<4 Fonctionnement du test 
Partant du fait que Diebold et Inoue (2001) ont dans leurs travaux ressorti la confusion 
probable entre l'existence de phénomène de longue mémoire ou plutôt de bris structurels 
dans une série de données, il serait intéressant d'explorer la présence réelle de l'un ou 
l'autre de ces processus. En ce sens le test inspiré des travaux de Shimotsu (2006) qui 
teste la présence de changements structurels contre la longue mémoire est une bonne 
alternative. En effet ce test est basé sur deux hypothèses que nous allons essayer de 
résumer dans les lignes qui suivent : 
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> La première stipule que si une série est réellement fractionnel lement intégrée 
d'ordre d, si on la subdivise en plusieurs sous échantillons, ces différents sous-
échantillons seront également fractionnellement intégrés d'un ordre d'très proche 
de la valeur d calculée pour l'échantillon global. Cette hypothèse est vérifiée à 
l'aide d'un test de Wald qui teste sous l'hypothèse nulle que la valeur estimée de 
d pour l'échantillon globale soit égale à la valeur moyenne de d entre les 
différents sous échantillons. 
> La deuxième stipule que si une série est réellement fractionnellement intégrée 
d'ordre d, sa d-ième différence soit stationnaire. Cette hypothèse est testée par les 
tests de Phillip-Perron ou KPSS. 
Pour une meilleure compréhension de ce test se référer aux travaux de Shimotsu (2006). 
•4 Résultats et interprétation 
Les paramètres dans le Tableau 13 sont les mêmes que ceux dans les travaux de Shimotsu 
(2006). En effet, m représente en quelque sorte le nombre de fissures,d représente la 
valeur estimée de d sur l'échantillon global, b représente le nombre de sous échantillons 
obtenus de la subdivision de notre échantillon global, Wc représente la statistique de wald 
calculée en fonction des paramètres de subdivision b, Zt représente la statistique de 
Philipps-Perron et eta celle de KPSS, 
Les d et d (estimés et moyennes des estimés des différents sous échantillons) sont plus ou 
moins proches avec des valeurs de même ordre de grandeur. Les statistiques de Wald 
rejettent en général l'hypothèse nulle de constance de d avec des Wc en général 
supérieures au chi-2(l) pour b=2 et chi-2(3) pour b=4. En effet dans les cas de Londres, 
Toronto, et New York les résultats sont similaires, tandis que pour la bourse de Tokyo on 
note le rejet de l'hypothèse nulle ou son non rejet dans 50% des cas. Ce rejet de 
l'hypothèse nulle suppose que le â estimé diffère de celui obtenu de la moyenne des sous 
échantillons. Cela impliquerait que la série ne soit qu'un semblant de processus de longue 
mémoire encore appelé « spurious I(d) process ». Ainsi selon ce test la série présenterait 
probablement des bris structurels. Rappelons que selon Shimotsu, les incohérences au 
niveau du test de Wald peuvent être liés aux erreurs dans l'estimation du paramètre d. 
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Puisqu'il existe, comme vous pouvez le remarquer, des écarts entre le d estimé dans le 
cadre du test et celui réellement trouver pour chaque série dans les sections précédentes. 
La statistique de PP (Zt) et KPSS (eta) sont obtenus de l'application de leur test de racine 
unitaire aux séries différenciées d fois. L'analyse des Zt nous montre qu'en général les 
statistiques calculées sont supérieures à la valeur critique -2,9 (valeur obtenue de la table 
générée par Shimotsu sous Matlab dans son programme ELWCODE) pour les bourses de 
New York, Londres et Toronto. Cela nous conduirait à ne pas rejeter l'hypothèse nulle, 
soit que les séries ne sont pas stationnaires. Elles seraient donc un semblant de processus 
à intégration fractionnelle, soit un processus avec des bris structurels. Les résultats dans 
le cas de la bourse de Tokyo sont partagés, avec un rejet de l'hypothèse nulle pour 
m=[200,700], ce qui dans ce cas nous amènerait à conclure que la série différenciée du 
Nikkei225 est stationnaire. 
L'analyse des « eta » avec des valeurs toutes inférieures à 0,4 (valeur obtenue de la table 
générée par shimotsu sous Matlab dans son programme ELWCODE) nous amène par 
contre à ne pas rejeter l'hypothèse nulle soit que les séries sont stationnaires, Ce qui 
impliquerait par contre que les séries soient toutes stationnaires donc qu'elles présentent 
une réelle intégration fractionnelle. 
En résumé le test PP et le KPSS donnent des résultats opposés exactement comme dans 
les tests effectués plus haut pour détecter la présence d'intégration fractionnelle dans nos 
séries de rendement. Toutefois il faut noter que Shimotsu (2006) dans ses simulations a 
montré que pour certains processus à bris structurels, notamment les « mean-plus-noise 
model » et « STOPBREAK model » le test de KPSS avait assez de puissance pour rejeter 
la présence phénomène de longue mémoire et pas le test de PP; tandis que dans le cas des 
« Markov Switching model » et « Stochastic unit root model » le test de Phillips-Perron a 
plus de puissance pour détecter l'absence de stationnarité. Ainsi ces tests ne sont pas 
fiables à 100%, 
Néanmoins, on peut remarquer de façon certaine que, quel que soit les valeurs de m, les 
estimés de d restent très proches donc ne varient pas trop. 
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Ces résultats, conformément à ceux obtenus par Shimotsu (2006), Granger et Hyung 
(2004) et Zivot et Choi (2005), confirment l'intérêt d'un modèle avec bris structurels sans 
pour autant arriver à rejeter fortement le modèle avec longue mémoire, ainsi un modèle 
pouvant intégrer les deux types de processus réduit nos possibilités d'erreurs. Par ailleurs, 
il apparait évident qu'en termes de prévisions, le choix d'un modèle linéaire ou d'un 
modèle non linéaire n'a pas réellement d'impact lorsqu'on dispose d'un grand nombre 
d'observations, soit qu'on trouverait sensiblement les mêmes résultats de prévisions avec 
un modèle linéaire que ceux obtenus avec un modèle non linéaires. Cette assertion a bien 
été confirmée par les conclusions de Diebold et Inoue (2001) citées en début de cette 
section, conclusions similaires à celles de Granger et Ding (1996). 
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4. Spécification de la méthodologie adaptée pour la 
modélisation et la prévision de nos rendements boursiers 
Dans cette section, il sera premièrement question de se familiariser avec les différentes 
méthodes d'estimation qu'implique notre méthodologie. Par la suite on spécifiera 
clairement la méthodologie choisie pour estimer le comportement des rendements de nos 
quatre marchés boursiers, en tenant compte évidemment de la capacité de propagation 
des chocs structurels d'un marché boursier à l'autre. Nous pouvons d'ores-et-déjà 
confirmer que notre méthodologie empruntée à celle de Haldrup et al (2010), présentera 
une modélisation VAR des changements de régime de Markov et de la longue mémoire 
dans les séries de rendements des bourses de Londres, Tokyo, Toronto et New York. 
4.1 Introduction à la méthodologie d'estimation 
4.1.1 La modélisation Vector AutoRegressivc (VAR) 
La représentation VAR est une généralisation au cas multivarié, des modèles 
AutoRégressive (AR), qui est né des critiques émises par Granger (1969) et Sims (1980) 
à l'encontre des modèles structurels habituels qui offraient des prévisions ne tenant 
compte ni de la simultanéité des relations ni des défaillances liées à la spécification des 
variables exogènes. Ces auteurs soulèvent évidemment que les prévisions obtenues de ces 
modèles structurels sont de mauvaise qualité. 
De façon générale, selon Bourbonnais (2009) un modèle VAR à k variables et p retards 
est un modèle se présentant sous forme matricielle comme suit, 
Y t  = A0  + + A2Y t .  2  + ••• + ApY t .p  + d t  (26) 
V aîp - aiP -a?" r*iti 






Il est recommandé que les coefficients du VAR soient estimés à partir de séries 
stationnaires, autrement on risque d'obtenir des relations fictives entre les séries. Ainsi, 
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nous supposons que, dans l'équation précédente, le vecteur Yt est formé par k séries de 
Yjit stationnaires où i=l,...,k. 
Préalablement à l'estimation des paramètres d'un processus AutoRégressif multivarié, il 
convient de déterminer l'ordre optimal p du VAR, soit le nombre de retards optimal pour 
l'estimation. En effet, est considéré comme optimal la valeur de p qui minimise les 
critères d'information. 
Les critères d'information que nous choisirons pour l'estimation de notre VAR sont, le 
critère LR basé sur un test statistique du ratio de vraisemblance, le critère FPE (Final 
Prédiction Error), le critère AIC de Akaike, le critère SC de Schwartz, et le critère HQ de 
Hannan-Quinn. Aussi les deux critères les plus utilisés sont-ils ceux de Akaike et 
Schwartz. 
Soit |fl| le déterminant (ajusté au moyen d'un degré de liberté) de la matrice de variance-
covariance des résidus issus de l'estimation VAR, on a 
|n| = det—Zfâti,') (27) 
où p est le nombre de paramètres par équation dans le VAR et T la taille de l'échantillon. 
Soit 1, la log-vraisemblance de l'estimation VAR. Elle se calcule suivant l'algorithme, 
l = -l + Jog 2n) + log|n|) (28) 
où k est le nombre de variables du système. Pour calculer le critère AIC, on utilise 
AIC = -j + ^  (29) 
Tandis que pour obtenir le critère de Schwartz on effectue le calcul suivant, 
SC = + (k*plogT)/T (30) 
On peut remarquer que la seule différence entre les critères AIC et SC se trouve au 
numérateur du deuxième terme. En effet, celui du critère AIC est « 2k2p » tandis que 
celui du critère SC est « k2p logT ». En conséquence le deuxième tient compte, de façon 
additionnelle, de la taille de l'échantillon tandis que le premier est fixé par la valeur « 2 ». 
Les deux critères donneront donc des valeurs significativement différentes pour des 
échantillons de taille élevée. C'est en ce sens que Koehler et al (1987) prouvent dans 
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leurs travaux que le critère SC performe mieux dans 27% des cas de son étude empirique, 
que le critère AIC, d'où notre préférence pour le critère de Schwartz. 
4.1.2 Modèle de longue mémoire et de changement de régime de Markov 
Comme nous l'avons souvent rappelé depuis le début de cette étude, pour faire de la 
prévision, il est intéressant en termes de gain d'information, de choisir un modèle adéquat 
à nos séries de données. Intuitivement, un modèle capable de représenter simultanément 
les caractéristiques linéaire et non linéaire dans les données ne peut être que plus 
attrayant qu'un modèle uniquement linéaire ou uniquement non linéaire. 
Selon Kuswanto et Salamah (2009) une procédure semiparamétrique d'estimation du 
paramètre de longue mémoire est l'estimateur GPH de Geweke et Porter-Hudak (1983). 
Les modèles ARFIMA qui ont été introduits par Granger et Joyeux (1980) et Hosking 
(1981) pour modéliser la longue mémoire ne sont qu'une généralisation des modèles 
ARIMA auxquels on aurait ajouté une intégration d'ordre fractionnelle plutôt qu'un 
paramètre usuel d'intégration (paramètre entier). En effet, Kuswanto et Salamah 
affirment que le modèle de changement de régime de Markov et de longue mémoire offre 
la possibilité au processus de se comporter sous chaque régime tel un processus 
particulier ARFIMA avec un certain degré d'intégration fractionnelle. 
Ainsi, les résultats de Kuswanto et Salamah (2009) seraient donc une première preuve 
empirique de l'intérêt de la combinaison de ces deux processus. Une deuxième preuve 
empirique, qui conforte notre choix de spécification, serait celle liée à la qualité des 
prévisions des prix de l'électricité obtenues par Haldrup et Nielsen (2006,2010). 
Le modèle de Haldrup et Nielsen (2006) qui estime à la fois la longue mémoire et les 
changements de régime de Markov dans un cadre univarié, pourra être considéré comme 
point de départ de notre spécification; il se présente comme suit, 
<DSt(L)(l - atLr)( 1 - L)d s t(Y t  -  pS t)  = (31) 
Où £St t~NID(0,aSt), r et d sont respectivement les paramètres saisonnier et de longue 
mémoire,4>S((L) est un polynome de l'opérateur de retard L, et st = 0,1 spécifie le 
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régime dans lequel on se trouve selon une probabilité de transition P déterminé par une 
chaine de Markov 
'  =  ( l  - P u  1  P u ' )  0 1 >  
On peut remarquer que ce modèle est caractérisé par 2 régimes donnant les valeurs 0 et 1 
à st selon qu'on soit dans un régime ou dans un autre. Il faut noter que dans leur cas 
d'étude, Haldrup et Nielsen ont pu calculer les probabilités de transition d'un régime à 
l'autre du fait que les deux régimes étaient observables, un avec des prix identiques et 
l'autre avec des prix différents. Tous les autres paramètres sont estimés par Maximum de 
Vraisemblance Conditionnel (LM), 
LM = -jlnjjSLjÊf,,,} - jln{l - jln(2ir)} (33) 
Où èS t . t  = $,,«.)(! - atir)(l - «Mn - fis ,)-
4.2 Spécification du modèle 
Notre spécification consistera donc en une combinaison des trois méthodes présentées 
dans la section précédente, VAR - Longue Mémoire - Changement de régime de 
Markov. 
En effet notre modèle s'écrirait : 
4>Sf(I)(l -L)dHY t  = ES v t  (34) 
Où les paramètres sont semblables à ceux définis dans la section précédente aux détails 
que Yt et ES( t sont respectivement des vecteurs (4x1) des séries de rendements et des 
innovations des différentes bourses. En effet, 










Nous supposerons qu'on est en présence de deux régimes différents, soit que ici 
également st prendra les valeurs st = {0,1}- Rappelons que ces deux régimes qui ne sont 
pas observables impliquent simplement que les séries de rendements peuvent avoir deux 
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comportements différents. Cela signifie que si on estimait que les marchés sont intégrés 
notre spécification permettrait de prendre en compte l'état ou les séries sont cointégrés 
mais également celui où elles ne le sont pas. 
Ainsi le passage d'un état s t  à l'autre se fera de façon aléatoire, grâce à une probabilité de 
transition de Markov P, présentée dans la section précédente. 
Il est important de noter qu'un des avantages rare, dont Haldrup et al (2010) ont bénéficié 
dans leurs travaux, est le caractère observable des différents régimes de prix de 
l'électricité (congestion et non congestion). Cela leur a permis de calculer les probabilités 
de transition d'un régime à l'autre. Dans notre cas les différents états ne peuvent être 
observés, ainsi les probabilités ne peuvent être calculées mais qu'estimées. De plus, le 
logiciel Oxmetrics utilisé par les auteurs n'étant pas gratuitement disponible, nous 
procéderont à une estimation par étape. 
En premier lieu, nous filtrerons les séries dessaisonalisées de leur intégration 
fractionnelle. Nous utiliserons ensuite ces séries pour estimer le modèle VAR avec 
Changement de régime de Markov. L'objectif de notre étude étant de trouver un modèle 
permettant d'améliorer la qualité des prévisions des rendements boursiers, nous 
comparerons trois types de prévision : 
> la première sera la prévision issue de la modélisation VAR des rendements filtrés 
de leur longue mémoire 
> la deuxième sera la prévision issue de la modélisation VAR avec changement de 
régime de Markov sur les séries de rendements juste dessaisonalisées 
> la dernière sera la prévision issue de la modélisation VAR avec changement de 
régime de Markov sur les séries filtrées de leur paramètre d'intégration 
fractionnel. 
Ainsi, nous pourrons déterminer laquelle des trois prévisions obtenues est la plus précise. 
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5. Estimation et interprétation des résultats 
5.1 Modélisation de la propagation entre les différents marchés 
Dans la prochaine section, nous essaierons d'appréhender le sens de transmission des 
chocs entre les différents marchés. Nous analyserons donc brièvement les 
correlogrammes croisées de nos séries, puis estimerons le modèle VAR des séries 
désaisonnalisées. Nous obtiendrons alors le nombre de retards optimal pour nos 
prévisions multivariées et l'ordre adéquat de nos variables endogènes suite à une analyse 
de causalité au sens de Granger. 
5.1.1 Analyse des Correlogrammes croisés des séries 
Les différents corrélogrammes croisés des séries deux à deux (cf. l'iuurc 13), démontrent 
de la relation entre les différents rendements l'un pris au temps t et l'autre au temps t+1 
(lead) puis l'un toujours au temps t et cette fois l'autre au temps t-1 (lag). Leur 
observation montre que les corrélations entre les différents rendements sont plus fortes 
aux premiers retards. Ce qui traduit que si un rendement subit un choc, l'effet de la 
propagation de ce choc à un autre rendement est plus fort les premiers jours suivant le 
jour du choc. On remarque sur les différents graphiques que ces effets ne disparaissent 
pas totalement même après les 36 retards, leur intensité diminue. 
On remarque en outre en observant le Tableau 14 en annexes des lags et leads obtenus 
des corrélogrammes croisés que le premier retard, le plus significatif dans chacun des cas, 
soulèvent des sens de causalité. En effet, pour interpréter le sens de causalité, il suffit de 
savoir quelle est la variable dont on cherche à déterminer le coefficient de corrélation 
croisée (la variable primaire) par rapport à la deuxième (la variable secondaire). Par 
exemple, lorsqu'on veut évaluer la corrélation croisée du rendement de Londres par 
rapport à celui de Tokyo [FTSE_D, NKY_D(-i,+i)], si le coefficient calculé est plus élevé 
pour le « lag », cela implique que le rendement de Londres est influencé par celui de 
Tokyo. Dans le cas contraire, si c'est le « lead » qui est plus élevé, cela implique que le 
rendement de Londres influence celui de Tokyo. 
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En conséquence, dans notre cas d'études, les présomptions de sens de causalité se 
définiraient comme suit, 
• Dans la relation rendements de Londres-Tokyo, un choc se propagerait de la 
bourse de Londres vers la bourse de Tokyo; 
• Dans la relation rendements de Londres-Toronto, un choc se propagerait de la 
bourse de Toronto vers la bourse de Londres bien que la bourse de Londres soit 
un plus grand pôle financier que celui de Toronto, sens causalité probablement dû 
à la forte connexion entre Toronto et New York; 
• Dans la relation rendements de Londres-New York, un choc se propagerait de la 
bourse de New York vers la bourse de Londres; 
• Dans la relation rendements de Tokyo-Toronto, un choc se propagerait de la 
bourse de Toronto vers la bourse de Tokyo; 
• Dans la relation rendements de Tokyo-New York, un choc se propagerait de la 
bourse de New York vers la bourse de Tokyo; 
• Dans la relation rendements de Toronto-New York, un choc se propagerait de la 
bourse de New York vers la bourse de Toronto. 
Rappelons que ces sens de causalité ne sont pas unilatéraux, l'analyse précédente stipule 
juste que la relation est plus forte dans ce sens pas que la relation dans l'autre sens est 
inexistante. D'autre part, la réalisation de corrélogrammes croisés ne représentent qu'une 
analyse préliminaire, on verra à la prochaine section si cette causalité existe réellement et 
quelle en est le sens. 
5.1.2 Mesure de la propagation : Estimation du VAR linéaire 
5.1.2.1 Détermination de l'ordre du Vecteur Autorégressif 
Pour estimer notre modèle VAR sous Eviews, nous avons cherché à déterminer le 
nombre de retards adéquat. En ce sens, disposant de données journalières sur plus de 25 
ans nous avons choisi comme intervalle pour les lags d'estimation [1,20] (cf. Tableau J 5). 
60 
En choisissant le lag qui minimise les critères d'information on remarque que le FPE et le 
AIC et les autres critères choisissent 20, ce qui représente un chiffre peu vraisemblable. 
En effet, on ne pourrait expliquer comment dans ce monde si informatisé et de fortes 
interactions des marchés boursiers, 20 jours pour que certains marchés réagissent à des 
chocs sur les autres. Selon les travaux de Koehler et al (1987), le critère de Schwartz (SC) 
est quelques fois préférable au critère de Akaike, parce qu'il donne un ordre d'estimation 
plus faible pour certains modèles de prévisions, tout en restant efficient. Ainsi, dans notre 
cas, le critère de Schwartz (SC) détermine que le meilleur ordre d'estimation pour le 
modèle multivarié est 10, 
Étant donné que nous savons que les marchés réagissent vite, 10 est la valeur la plus 
vraisemblable comme nombre de retards, nous la choisirons alors par défaut. Rappelons 
que dans la littérature des travaux sur les mouvements de transmissions entre les marchés 
boursiers, Cheol S,Eun et Sangdal Shim (1989) ont utilisé un modèle VAR d'ordre 15, 
Cela justifie que 10 comme ordre d'estimation de notre modèle VAR n'est pas si 
extravagant. 
Dans la prochaine section nous présenterons les fonctions de réponses qui déterminent 
l'influence de chacun des rendements boursiers les uns sur les autres. 
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5.1.2.2 Fonction de réponse aux chocs sur les différents rendements 
Response of LRD NKY_LAST_D to Cholesky 
One S.D. Innovations 
Response of LRD FTSE_LAST_D to Cholesky 
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Figure 7 - Fonction de réponse aux chocs sur 10 périodes 
L'analyse des fonctions de réponses nous montre dans le cas de la bourse de Londres, 
qu'un choc de Cholesky sur le rendement de cette bourse, n'entraine un effet sur les 
autres rendements qu'après un jour. En effet, on remarque une augmentation plus 
importante dans le rendement de la bourse de New York et une hausse un peu moins 
importante du rendement de la bourse de Toronto, avec dans les deux cas des pics au jour 
2. L'effet sur le rendement du Nikkei225 tarde un peu et n'entraine une hausse qu'à partir 
du jour 2 avec un pic quoique faible au jour 3. Notons qu'après ses pics les différents 
rendements s'amortissent avec des valeurs proches de zéro. 
Un choc de Cholesky sur le rendement de la bourse de Tokyo entraine des hausses 
similaires sur les rendements des bourses de Londres et New York, et une hausse dans 
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des proportions moindres sur le rendement de la bourse de Toronto. Ici également les pics 
sont au jour 2 et bien que plus explosives, les courbes des différents rendements 
s'amortissent à partir de ce moment. 
Un choc de Cholesky sur le rendement de la bourse de Toronto entraine des réactions 
instantanées sur les rendements des bourses de Londres et Tokyo au jour 1 cette fois. 
Remarquons que la réaction du FTSE est la plus forte et celle du NIKKEI est plutôt 
légère. Le rendement de la bourse de New York, à son tour ne commence par s'accroitre 
qu'après le jour 1 atteignant son pic au jour 3. Globalement les rendements s'amortissent 
encore après leurs pics avec des valeurs proches de zéro. 
Un choc de Cholesky sur le rendement de la bourse de New York influence à la hausse de 
façon presque simultanée les rendements des bourses de Londres et Toronto. Notons que 
ces hausses sont fortes avec des pics au jour 1. Tandis qu'il a un effet faible mais à la 
baisse sur le rendement de la bourse de Tokyo. Les effets sur les différents rendements 
s'amortissent à partir du jour 2 avec des valeurs proches de zéro. 
En outre, lorsqu'on reprend la même analyse en augmentant le nombre de périodes ou en 
représentant les fonctions de réponses cumulatives (cf. Figure 14), on remarque que les 
fluctuations sont plus lisses après le 10ème jour mais également que l'intervalle de 
confiance est plus restreint, soit plus précis avant ce jour. Cela suggère que l'estimation 
du VAR avec un retard maximum de 10 jours est un choix optimal pour nos séries de 
données. 
Il ne faut pas omettre que le fait que tous les rendements s'amortissent, confirme la 
présomption de stationnarité des séries de rendement en question. 
5.1.2.3 Test de Causalité au sens de Granger 
Les corrélations entre les rendements comme abordées plus haut dans les tableaux de 
corrélations et analyses de corrélogrammes croisés n'impliquent que des présomptions de 
corrélation. Elles ne sont pas forcément un critère de décision suffisamment robuste 
statistiquement. De plus ces analyses de corrélation ne permettent pas, même si elle 
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existe, de déterminer de sens de cette causalité. C'est dans le cadre de corriger ses 
défaillances qu'intervient le test de causalité de Granger. 
-4 Statistique du test 
La causalité au sens Granger (1969) implique pour « x cause y », que la prédictibilité de 
y est améliorée lorsque l'information apportée par x est incorporée dans l'analyse. 
Pour un nombre de retards optimal l sélectionner pour l'étude de causalité au sens de 
Granger entre xt et yt définis comme suit 
y t  = «o + aiy t-i  + -  + + /Mt-i  + ••• + p tx t_ t  + e t  
(36) 
x t  = a0  + axx t_x  + ••• + 4- Pxy t-x  + ••• + /?{yt_, + ut 
Où st et ut sont les termes d'erreurs 
Eviews effectue un test de Wald et reporte les statistiques de Fischer obtenues. Le 
logiciel teste l'hypothèse suivante pour chacune des équations : 
P i = P z  =  • •  =  P i  = 0 (37) 
Ainsi on aura comme hypothèse nulle pour la première régression que x ne cause pas y 
au sens de Granger (contre l'alternative que x cause y ) et de façon analogue, pour la 
deuxième régression l'hypothèse nulle que y ne cause pas* au sens de Granger (contre 
l'alternative que y cause x ). 
Les valeurs obtenues sont interprétées suivant une table de Fischer. Rappelons que les 
explications apportées sur le fonctionnement du test ont été inspirées des travaux de 
Granger ( 1969). 
<4 Résultats et interprétation du test 
Le nombre de retards utilisés pour ce test est le nombre de retards optimal déterminé pour 
estimer le VAR, soit l'ordre du VAR 10. 
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Tableau 3 : Résultats du test de causalité de («ranger 
Variables exclues 
FTSE_D NKY_D SPTSX_D SPX D Toutes 
(1) 
XI ro 
<u 4-> FTSE D 104,4216* 230,8813* 1909,580* 2792,301* 
C fO TJ NKY D 324,7668* 238,3215* 2192,344* 5132,384* 
k. m > 
C 0) 
CL SPTSX D 89,51291* 67,34257* 582,0950* 1160,651* ><u 
TJ SPX D 66,07515* 40,51193* 196,2926* •Mm 363,7435* 
•signifie qu'on rejette l'hypothèse nulle au seuil de 5% 
L'analyse de causalité au sens de Granger nous présente des probabilités toutes nulles. Ce 
qui implique à chaque fois le rejet de l'hypothèse nulle qui dit que la variable en question 
n'influence pas la variable dépendante. Ainsi dans le cas du rendement de la bourse de 
Londres, tous les autres rendements l'influencent. On observe le résultat analogue pour 
chaque rendement. 
Encore appelé, « feedback effect » cela implique qu'on a des effets en boucle, synonyme 
d'une forte interaction entre les bourses de Londres, Tokyo, Toronto et New York. 
Cette section nous permet de conclure qu'il existe effectivement une forte interaction 
entre les différents marchés. Cela justifie l'intérêt de tenir compte du VAR dans la 
réalisation de nos prévisions. L'analyse de causalité au sens de Granger nous montre que 
l'ordre choisi pour les variables endogènes lors de l'estimation du VAR n'a pas 
réellement d'importance dans notre cas. Toutefois, puisque Christos Alexakis (2010) 
dans ses travaux, a soulevé que les fluctuations du S&P500 et du FTSE100 influençaient 
celles du NIKKEI225. Nous choisirons comme ordre : S&P500-FTSE100-SPTSX-
NIKKEI225. 
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5.2 Estimation du modèle et prévisions des rendements des Bourses de 
Londres, Tokyo, Toronto et New York 
Comme annoncé plus haut, cette section présentera essentiellement les résultats des 
estimations mais surtout des prévisions, incluant une sous-section destinée à les 
comparer, puis pour finir les limites de notre étude. 
5.2.1 Résultats des prévisions 
5.2.1.1 Prévisions des rendements avec le modèle VAR-LM 
Afin de réaliser cette estimation, nous effectuerons en premier lieu une différenciation 
fractionnelle de nos séries de rendements, au moyen du code fracdiff.sas de McCarthy et 
al (2003). En effet, l'utilisation de ce code sous le logiciel S.A.S nécessite l'introduction 
du paramètre de longue mémoire et des séries de données dessaisonalisées. 
Naturellement, il a également fallu modifier quelque peu, l'algorithme du code afin de 
l'adapter à nos données. Le code modifié est annexé à ce document (cf. Kncadrc1). 
Dès que les séries différenciées ont été générées, nous leur avons appliqué un VAR. Ainsi 
nous obtenons en deux étapes, l'estimation de notre processus VAR-LM. 
Toutefois, il est important de noter que, bien que le nombre de retards adéquats pour 
notre modèle VAR ait été déterminé comme étant 10, nous avons décidé d'estimer un 
VAR d'ordre 5. En effet, l'estimation du modèle VAR-RS-LM nécessite l'estimation 
d'un important nombre de paramètres. Par exemple, l'estimation d'un VAR-RS-LM dans 
notre cas (5 retards), nécessite la détermination de 172 paramètres. Ainsi ce choix a été 
effectué par soucis d'homogénéité; on y reviendra dans la prochaine section. 
Dans le Tableau 16. nous remarquons pour le VAR-LM, les résultats des quatre 
régressions MCO de chacun des rendements en fonction de ses homologues. Les 
statistiques de Fisher montrent que chacun des rendements possède une certaine capacité 
à expliquer les fluctuations observées au niveau des autres. Cela confirme nos 
conclusions précédentes de causalité réciproque entre les rendements boursiers. Les log-
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vraisemblances et les critères d'information quoique respectivement élevées et faibles, ne 
peuvent être préférés aux résultats obtenus de l'estimation. En effet, le modèle VAR-LM 
avec une log-vraisemblance de (179504,5) et des critères AIC et SC d'environ (-51), 
suggère que notre spécification présente de bonnes propriétés, tel que dans les travaux de 
Kuswanto et Salamah (2009). 
Observons les graphiques des prévisions obtenues pour 500 observations, du 11 Janvier 
1984 au 11 décembre 1985, comparativement aux valeurs réelles de la période. 
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Fitiure 8 - Comparaison des prévisions obtenues (à droite) avec le VAR-LM aux 
valeurs réelles (à gauche) 
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On remarque que les fluctuations des prévisions sont très dynamiques. Bien qu'elles 
semblent présenter des pics aux mêmes dates que les valeurs réelles, ces pics ne se 
distinguent pas clairement des périodes plus calmes. Les prévisions présentent donc un 
excès de volatilité entrainant un manque de précision de ces prévisions. Cela suggère 
qu'il existe des caractéristiques de nos séries de rendements qui ne sont pas prises en 
compte par cette spécification multivariée avec longue mémoire. Nous testerons dans la 
prochaine section si un modèle multivariée avec changement de régime de Markov donne 
de meilleurs résultats que le VAR-LM. 
5.2.1.2 Prévisions des rendements avec le modèle VAR-RS 
Dans cette section, après de multiples investigations sur un autre code que celui de 
Haldrup et al (2010) mais avec les mêmes fonctionnalités, notre choix s'est porté sur 
celui de Perlin M. (2010). Ce package MATLAB destinée à estimer en général, les 
changements de régime de Markov, contient parmi tant d'autres, des algorithmes 
permettant d'estimer et de réaliser la prévision pour les modèles de changement de 
régime de Markov. Soulignons qu'il n'offre la possibilité de réaliser des prévisions que 
dans le cas univarié, toutefois nous avons essayé de l'adapter à la prévision pour notre cas 
multivarié. 
Ainsi, après modification de l'algorithme MS_Regress_For.m de Perlin M. (2010) (voir 
Hncadrc 2), nous vérifions si nos données sont adaptées. En effet, dessaisonaliser les 
données comme on l'a fait ne suffit pas. Puisque, comme l'a présenté plus haut, notre 
tableau résumant les statistiques descriptives des séries de rendements boursiers, leurs 
valeurs peuvent augmenter ou diminuer de façon exponentielle. Il faut alors lisser les 
séries pour que les valeurs aberrantes n'affectent pas la convergence de notre fonction de 
Log-vraisemblance. 
La méthode de lissage pour laquelle nous avons opté est celle des centiles. En général, 
elle consiste à considérer que toutes les valeurs supérieures au 95eme centile, sont 
aberrantes et les remplacer par ce 95eme centile. De même toutes les valeurs inférieures 
au 5eme centile sont remplacées par le 5eme centile. Dans notre cas, disposant d'un 
grand nombre d'observations (6998 pour chaque rendement), la règle du 95eme centile 
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équivaut a la suppression d'environ 700 observations par rendement, ce qui constituerait 
une grosse perte d'observations. Nous avons donc décidé de prendre plutôt le 99eme 
centile, ce qui équivaut à une perte totale de 140 valeurs observées. 
Comme nous l'avons soulevé dans la section précédente, le nombre de retards que nous 
estimerons pour notre VAR sera 5. En effet, le but de l'étude étant de comparer les 
pouvoirs prédictifs des différents modèles. Ce choix ne devrait pas avoir trop d'impacts 
sur nos résultats finaux. 
Le Tableau 16 présente les paramètres obtenus de l'estimation du modèle VAR-RS. Il 
montre que la fonction de log-vraisemblance du modèle, converge avec une valeur de 
16108,6. Cela suggère également que cette spécification offre de bonnes propriétés. 
C'est-à-dire que la prise en compte des chocs structurels dans la représentation des 
rendements boursiers pourrait en effet, avoir un apport non négligeable. Lorsqu'on 
observe les probabilités de transition de Markov, avec des P„>0.5, on peut confirmer 
l'existence d'une forte persistance dans nos séries de rendements (cf. Kuswanto et al, 
2009). Les critères d'information qui sont de -31873 pour le critère AIC et de -30910 
pour le critère BIC sont largement inférieurs à ceux du modèle VAR-LM. Le modèle 
VAR-RS donnerait possiblement de meilleurs résultats que le VAR-LM. 
Observons les graphiques des prévisions obtenues comparativement aux valeurs réelles 
sur la même période que dans la section précédente. 
70 






































1984M07 1965M01 1985M07 
FTSE OM RS 
0002 
1984M07 19Ô5M01 1985M07 





1984M07 1985M01 1985M07 
NKY OM RS 
.0002 
0000 
1984M07 1985M01 1985M07 1984M07 1985M01 1985M07 
Figure 9- Comparaison des prévisions obtenues (à droite) avec le VAR-RS aux 
valeurs réelles (à gauche) 
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On remarque aisément que les graphiques des valeurs réelles des rendements 
comparativement à leurs prévisions, présentent une même dynamique. Les pics et les 
baisses se situent à des dates symétriques. Par exemple, les chutes autour d'Octobre 1984 
ou encore d'Octobre 1985 s'observent clairement. 
La question qu'on se pose est de savoir si cela implique que la longue mémoire n'a pas 
du tout d'apport sur la prévision de ces rendements boursiers. Nous le vérifierons dans la 
prochaine section en réalisant la prévision des rendements boursiers sur avec un modèle 
VAR-RS-LM. 
5.2.1.3 Prévisions des rendements avec le modèle VAR-RS-LM 
Cette section qui consiste en une combinaison des deux précédentes, fera usage d'une 
estimation en 2 étapes. En effet, la première consiste en la différenciation fractionnelle 
des séries de rendements désaisonnalisés et en leur lissage par la méthode des centiles 
énoncée à la section précédente. La deuxième consiste en l'estimation du modèle VAR 
avec changement de régime de Markov, des données filtrées de leur intégration 
fractionnelle et de leurs valeurs aberrantes. 
Le modèle VAR-RS-LM avec une log-vraisemblance de 16142.11 et des critères AIC et 
BIC de -31940 et -30977 respectivement, suggère que la méthode en question donnerait 
des résultats robustes en terme de prévision. On peut remarquer que la log-vraisemblance 
obtenu est plus élevée que celles obtenues dans les deux sections précédentes, de même 
pour les critères d'information qui sont plus faibles dans ce dernier cas. De façon 
parallèle au cas précédent, les probabilités de transitions de Markov obtenues sont 
également supérieures à 0,5 pour les probabilités diagonales P„, ce qui est synonyme de 
la capture de la forte persistance dans nos séries de données par le VAR-RS-LM. Ces 
résultats quoique exposant une différence faible entre le VAR-RS et le VAR-RS-LM, 
choisissent le VAR-RS-LM comme meilleur modèle. Lorsqu'on compare graphiquement 
les résultats des prévisions obtenues avec le VAR-RS-LM aux réelles valeurs des séries 
de rendements désaisonnalisées (cf.l imire 10), on remarque la présence d'une dynamique 
pratiquement similaire avec des pics plus prononcés que dans le cas précédent et aux 
mêmes périodes. 
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Cependant, il transparait que les chutes sont plus prononcés dans le cas des prévisions 
obtenues du modèle VAR-RS que dans celui du modèle VAR-RS-LM. De façon visuelle, 
on a même l'impression que le modèle VAR-RS représente mieux la dynamique dans nos 
séries de rendement que le modèle VAR-RS-LM. 
Dans la prochaine section nous déterminerons statistiquement quelle modèle offre 
effectivement la meilleure qualité de prévision. A cet effet nous calculerons les erreurs 
quadratiques entre les valeurs des prévisions et celles des rendements désaisonnalisées. 
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Figure 10 - Comparaison des prévisions obtenues (à droite) avec le VAR-RS-LM 
aux valeurs réelles (à gauche) 
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5.2.1.4 Comparaison de la qualité des prévisions des différents modèles au moyen de 
leurs erreurs quadratiques 
Pour évaluer la qualité de nos prévisions, notre choix s'est porté sur l'erreur quadratique 
moyenne (EMQ) plutôt que l'erreur moyenne absolue comme dans le cas de Haldrup et al 
(2010) car l'EMQ donne un poids relativement plus élevée à la marge entre les valeurs 
réelles et celles issues des prévisions. En effet, elle élève au carré cette marge d'erreur. 
La formule de calcul de l'erreur quadratique moyenne est la suivante : 
E M Q  =  ( " « • - > , ) '  ( M )  
Où PRi est la valeur prévue pour la date i, Vt est la valeur observée à la date i et n est le 
nombre de prévisions obtenues ou le nombre de dates sur lesquelles les prévisions ont été 
estimées. 
Pour interpréter la valeur de cette statistique, on dira que le modèle offrant la meilleure 
prévision est celui présentant la statistique la plus faible. 
Dans notre cas d'étude, les valeurs de cette erreur quadratique moyenne pour les 
prévisions de nos séries de rendements sont présentées dans le tableau suivant : 
VAR-LM VAR-RS VAR-RS-LM 
SPX 0.000149851998 0.000124056463** 0.000142745790* 
FTSE 0.000145862910* 0.000138801107** 0.000161258179 
SPTSX 0.000000012466 0.000000009707** 0.000000012136* 
NKY 0.000204792961* 0.000142054192** 0.000205844034 
••Valeur la plus faible (meilleure prévision) 
*2eme valeur la plus faible 
Tableau 4 : Erreurs quadratiques moyennes de nos prévisions (EMQ) 
Le tableau précédent confirme les résultats observés sur les graphiques comparatifs des 
prévisions. En effet, les prévisions obtenues du modèle VAR-RS offrent les erreurs 
quadratiques moyennes les plus faibles pour toutes les séries de rendements tandis que le 
modèle VAR-LM donne de meilleures prévisions pour les rendements des indices des 
bourses de Londres et Tokyo que le modèle VAR-RS-LM. De façon analogue, le modèle 
VAR-RS-LM donne de meilleures prévisions que le modèle VAR-LM pour les 
rendements des indices des bourses de New York et Toronto. 
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Remarquons que les écarts entre les erreurs quadratiques moyennes entre le VAR-LM et 
le VAR-RS-LM sont très faibles. Ainsi le choix du meilleur modèle de prévision entre 
ces deux modèles, se joue à très peu. Cependant les prévisions issues du modèle VAR-RS 
sont clairement les meilleures. La question que l'on se pose est de savoir si ce résultat est 
dû aux différences de propriétés existantes entre les rendements boursiers et les prix de 
l'électricité en Europe du Nord, bien que Haldrup et al (2006) affirmaient que le réseau 
ces prix de l'électricité se comportent tels des marchés boursiers. 
Dans la prochaine section nous présenterons les difficultés que nous avons rencontrées, 
ce qui nous permettra de mettre en exergue les limites de notre étude. 
5.2.2 Limites de l'étude 
Nos résultats impliqueraient que les chocs structurels influencent plus les rendements sur 
les marchés boursiers que la dépendance de long terme. En conséquence, dans le cas de la 
prévision des rendements boursiers, le VAR-RS-LM ne donne pas de meilleurs résultats 
que le VAR-RS. 
Toutefois, il faudrait considérer l'impact que nos estimations en plusieurs étapes, pourrait 
avoir sur la qualité de nos prévisions. En effet, étant conscient qu'un estimé représente 
une approximation de la réalité, il parait évident que des estimés d'estimé comportent une 
marge d'erreurs plus grande. 
Il ne faut pas omettre que même si le pack de Perlin M. (2010) en deux étapes, a permis 
l'obtention des mêmes paramètres que ceux obtenus avec la spécification de 
Hamilton(1989), ses résultats n'étaient que pour un modèle univarié. Ainsi, notre code de 
prévision multivariée est une adaptation du code MS_Regress_For.m (prévision 
univariée) de l'auteur. 
Au-delà de ces limites, il est important de noter, comme nous l'avons souligné dans la 
section « Données de l'Étude », que la dépendance de long terme est mieux capturée pour 
des données intra-journalières. Ainsi le fait de prendre des données journalières plutôt 
qu'intra-journalières a probablement aussi affecté la qualité de notre estimation. 
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Conclusion 
Dans ce travail, nous avons tenté de déterminer lequel des processus, de longue mémoire, 
de changement de régime de Markov ou encore celui combinant à la fois les changements 
de régime de Markov et la longue mémoire, offrait la meilleure représentation des 
rendements boursiers de Londres (FTSE100) , New York (S&P500), Tokyo 
(NIKKEI225) et Toronto (SPTSX). A cet effet, nous avons utilisé les rendements 
boursiers journaliers à défaut d'avoir des séries assez longues des rendements intra 
journaliers, dans notre base de données de Bloomberg. En effet, ces données intra 
journalières auraient permis de capturer les réactions instantanées sur les différents 
marchés permettant ainsi une meilleure illustration de la connexion entre ces derniers. 
Toutefois, d'une part nos données nous auront permis de démontrer que les rendements 
de nos quatre bourses présentent une dépendance de long terme. Ceci est évidemment 
conforme aux conclusions de certains auteurs tels que Ding et al (1993), Jacobsen( 1996), 
Hiemstra et Jones (1997), Barkoulas et al (1999) et bien d'autres. D'autre part, ils nous 
aurons permis également de détecter la présence de bris structurels dans nos séries de 
rendements, conformément aux conclusions de certains auteurs comme Schwert (1989), 
Turner et al (1989), Van Norden et al (1993) et George et Evangélia (2006). 
Après la justification du choix de ces processus dans notre cas d'étude et en vue de 
répondre à la question du modèle le mieux adapté a la prévision de rendements boursiers, 
nous avons effectué une analyse comparative des prévisions obtenues par les modèles 
VAR-LM, VAR-RS, VAR-RS-LM. Nous sommes parvenus à conclusion générale que le 
modèle VAR-RS est celui qui donnait les meilleures prévisions de nos rendements 
boursiers pour la période du 11 Janvier 19984 au 11 Décembre 1985. 
En effet, ce dernier présente l'erreur quadratique de prévision la plus faible pour tous les 
rendements sans exceptions. Cette conclusion implique que les changements structurels 
qui affectent l'ensemble des marchés constituent le facteur le plus déterminant pour la 
prévision. Nous ne pouvons affirmer avec certitude que la longue mémoire n'affecte pas 
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ces rendements puisque nous avons pu déterminer des paramètres d'intégration 
fractionnelle, ce qui prouve leur réelle présence. 
Possiblement qu'une meilleure méthode d'estimation et de prévision, soit une méthode 
d'estimation et de prévision en une seule étape, ou l'utilisation de données intra 
journalières, ou la possibilité d'estimer un VAR avec le nombre de retards adéquats 
permettrait de parvenir aux mêmes conclusions que Haldrup et al (2010). Notamment que 
le modèle VAR-RS-LM présente de meilleures propriétés que les deux autres. 
Ainsi pour les travaux futurs, il serait intéressant de reprendre nos analyses en corrigeant 
les limites de l'étude. Néanmoins, cette étude conforte de façon indubitable, l'importance 
de la prise en compte des chocs structurels dans la prévision des rendements boursiers, 
mais aussi l'intérêt des modèles non linéaires. 
Tout comme Haldrup et al (2010) l'ont utilisé pour réaliser des prévisions des prix de 
l'électricité en Europe Scandinave, cette nouvelle vague de modèles capturant à la fois les 
caractères linéaire et non linéaire des variables, pourrait se révéler adaptée pour la 
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Figure 11 - Corrélogrammes des séries de rendement 
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Figure 13 - Corrélogrammes croisés des séries de rendement 
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Figure 14 - Fonctions de réponses sur 50 périodes 
Tableaux 
Tableau 5 : Tableau des coefficients de corrélation entre les rendement? 
E tonnées sur toute la période 
FTSE NKY SPTSX SPX 
FTSE 1,00 0,45 0,54 0,53 
NKY 0,45 1,00 0,33 0,11 
SPTSX 0,54 0,33 1,00 0,67 
SPX 0,53 0,11 0,67 1,00 
Données censurées de 1996 à 2C 
de la crise asiatique et de la bul 
104 (période 
e internet) 
FTSE NKY SPTSX SPX 
FTSE 1,00 0,50 0,60 0,56 
NKY 0,50 1,00 0,37 0,12 
SPTSX 0,60 0,37 1,00 0,69 
SPX 0,56 0,12 0,69 1,00 
Données censurées de 1984 à 1995 
FTSE NKY SPTSX SPX 
FTSE 1,00 0,59 0,79 0,62 
NKY 0,59 1,00 0,31 0,09 
SPTSX 0,79 0,31 1,00 0,87 
SPX 0.62 0,09 0,87 1,00 
Don nées censurées de 2000 à 2010 
FTSE NKY SPTSX SPX 
FTSE 1,00 0,34 0,41 0,47 
NKY 0,34 1,00 0,36 0,17 
SPTSX 0,41 0,36 1,00 0,59 
SPX • 0,47 0,17 0,59 1,00 
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Tableau 6 : Test de la présence de saisonnalité 
Dl D2 [M D4 D5 Ml M10 Mil M12 M2 M3 M4 M5 M6 M7 M8 M9 
ID ITSI-: I.AST 
12,82877 10,67156 9,mm 9,899645 9,961527 -0.879077 9,109873 0,669464 -2,081762 -1,547371 0,150634 -2436744 -1,721972 -2,424366 -0,08393 -0.829678 1,7352 
(D NKY LAST 
12,8991 11,2973 10,8745 11,16322 10,6398 0,140141 8,1 (2702 1,116134 -0.857204 •2,579857 0,533619 -0,117997 -2,415642 -2,143806 -1.70275 -0,051365 -0.1385 
(D SPTSX I.AST 
10,6623 9,409997 8,66417 M17243 7,25537 •0,215158 9,494777 1,215634 -0,463509 -1,089231 -0,632292 -1.353196 -1,636599 -2,072982 -1.81909 -1.722343 0,2397' 
tD SPX I.AST 
8,908531 6,673286 5,611218 6,191745 5,469065 -0,338348 7,004186 0,511627 -0,835893 -1,109774 -0.221811 -0,643274 -1,253634 -1.594137 -1,067497 -0.804435 0,2713: 
••••on accepte l'hypothèse de présence d'une saisonnalité 
Tableau 7 : Test de VVald sur les séries de rendements 
F-statistic Chi-square 









0 108,5138 0 
LRD NKY_LAST 
Dummies 
journalières 0,794141 0,5288 3,176564 0,5287 
Dummies 
mensuelles 8,011159 




0,1593 6,590567 0,1592 
Dummies 





1,941313 0,1007 7,76525 0,1006 
Dummies 
mensuelles 5,254666 0 57,80132 
0 
**** on accepte l'hypothese nulle 
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Tableau 8 : Tests de racines unitaires 
S Test de ADF 
LRD FTSE_LAST Lrd nkyjast Lrd sptsxjast Lrd spxjast 












Tend:l,839227 Tend:2,428772 Tend:l,768184 Tend:2,179859 
Cte •10,03255 -0,030868 -16,04727 0,000772 -7,03514 -0,030944 -19,88155 -0,004753 









Cte+tend -3,410448 3,08+2,78 -3,410448 3,08+2,78 -3,410448 3,08+2,78 -3,410448 3,08+2,78 
Cte -2,861761 2,52 -2,861761 2,52 -2,861761 2,52 -2,861761 2,52 
Aucune -1,94087 -1,94087 -1,94087 -1,94087 
**** indique un rejet de l'hypothèse nulle de présence d'une racine unitaire 
S Test de PP 
LRD FTSE_LAST Lrd nkyjast Lrd sptsxjast Lrd spxjast 




-81,86164 cte: -4,046976 -105,2475 cte:-4,966424 -102,1351 cte:-6,557283 -95,19784 cte:-3,333547 
Tend:4,666771 Tend:5,725444 Tend:7,552998 Tend:3,843637 
Cte -82>52149 -0,002884 -106,6561 -0,006875 -103,3713 0,00582 -95,75094 -0,006747 









Cte+tend -3,410446 -3,410446 -3,410446 -3,410446 
Cte -2,861759 -2,861759 -2,861759 -2,861759 
aucune -1,940869 -1,940869 -1,940869 -1,940869 
**** indique un rejet de l'hypothèse nulle de présence d'une racine unitaire 
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• Test de KPSS 
LRD FTSE_LAST Lrd nkyjast Lrd sptsxjast Lrd spxjast 




0,140724 cte: -6,091801 0,083719 cte:-5,890225 0,147003 cte:-9,041362 0,168615 cte:-3,776456 
Tend:7,031708 Tend:6,794333 Tend:10,43403 Tend:4,358316 









Cte+tend 0,146 0,146 0,146 0,146 
Cte 0,463000 0,463000 0,463000 0,463000 
**** indique un rejet de l'hypothèse nulle de stationnarité 
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Tableau 9 : Valeurs des fonctions d'autocorrélations et des Q-stat par retard 
FTSE_D NKY_D SPTSX_D SPX_D 
i AC Q-Stat AC Q-Stat AC Q-Stat AC Q-Stat Prob 
1 0,388 1053,3 0,171 204,17 0,315 695,43 0,127 113 0 
2 0,276 1588,2 0,307 865,96 0,257 1158,6 0,195 378,04 0 
3 0,228 1951,9 0,144 1010,4 0,237 1551 0,096 442,9 0 
4 0,217 2280,9 0,275 1538,3 0,212 1866,4 0,071 478,59 0 
5 0,231 2654,1 0,114 1629,9 0,294 2471,9 0,175 694,06 0 
6 0,143 2797,3 0,215 1955 0,295 3083,5 0,086 745,85 0 
7 0,134 2923,6 0,122 2058,6 0,209 3390,2 0,08 790,68 0 
8 0,132 3045,2 0,189 2309,8 0,193 3652,2 0,089 845,62 0 
9 0,164 3233,5 0,121 2412,5 0,225 4007,6 0,091 904,21 0 
10 0,176 3451,7 0,18 2640,1 0,154 4174,3 0,065 934,14 0 
11 0,138 3585,4 0,107 2719,9 0,212 4490,6 0,091 992,16 0 
12 0,148 3739 0,155 2888,3 0,229 4857,4 0,076 1032,4 0 
13 0,144 3884,7 0,117 2984,6 0,147 5009 0,067 1064,3 0 
14 0,111 3970,5 0,106 3063,8 0,12 5110,7 0,04 1075,5 0 
15 0,154 4137,7 0,128 3178,3 0,166 5304,6 0,063 1103 0 
16 0,137 4268,4 0,129 3295,6 0,13 5423,7 0,065 1132,4 0 
17 0,141 4408,7 0,111 3382 0,228 5789,8 0,07 1166,8 0 
18 0,163 4594 0,101 3453,9 0,188 6037,6 0,072 1203,6 0 
19 0,117 4690,6 0,107 3535 0,117 6134,4 0,061 1229,3 0 
20 0,068 4723 0,086 3586,8 0,153 6299,7 0,06 1254,2 0 
21 0,108 4805,5 0,068 3619,3 0,179 6525,3 0,065 1283,9 0 
22 0,086 4857,8 0,091 3677,6 0,153 6689,4 0,047 1299,4 0 
23 0,113 4947,4 0,064 3706,7 0,159 6867 0,047 1315,1 0 
24 0,063 4974,9 0,063 3734,6 0,153 7032,2 0,061 1341,2 0 
25 0,103 5049,4 0,078 3777,8 0,164 7220,8 0,049 1358,1 0 
26 0,077 5090,7 0,063 3806,1 0,143 7363,6 0,045 1372,5 0 
27 0,094 5152,8 0,081 3852,6 0,208 7667,6 0,062 1399,3 0 
28 0,158 5328,5 0,08 3897,8 0,166 7861,5 0,062 1426,4 0 
29 0,075 5367,5 0,077 3939 0,16 8040,8 0,059 1450,5 0 
30 0,109 5450,5 0,056 3960,9 0,182 8273,3 0,065 1479,8 0 
31 0,104 5526,6 0,058 3984,8 0,101 8345 0,035 1488,5 0 
32 0,078 5569,9 0,066 4015,1 0,131 8465,1 0,048 1504,4 0 
33 0,078 5613,1 0,05 4033 0,198 8739,9 0,069 1537,9 0 
34 0,063 5640,8 0,047 4048,4 0,18 8966,9 0,038 1548 0 
35 0,107 5721,6 0,063 4076,8 0,136 9096,3 0,063 1575,6 0 
36 0,062 5748,3 0,033 4084,2 0,116 9191,1 0,045 1589,8 0 
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Tableau 10: Résultats du test de Engle et Granger 
test stat* Eq t-stat** 








Cte+tend -5,03 3,08+2,78 
Cte -4,71 2,52 
aucune -4,4 
**** indique un rejet de l'hypothèse nulle de présence d'une racine unitaire 
*basé sur les p-value de MacKinnon (1996) 
Tableau 11 : Résultats du test de Johansen 
Trace Test* 
Test du maximum de 
valeur propre 
Ni cte, ni tend dans EC ou VAR 4 4 
Pas de Tend mais cte dans EC + pas de Cte dans VAR 4 4 
Pas de tend+Cte dans EC et dans VAR 4 4 
Cte et tend dans EC+ pas tend dans VAR 4 4 
Cte et tend dans EC+ tend linéaire dans VAR 4 4 
*basé sur les p-value de MacKinnon-Haug-Michelis (1999) 
Tableau 12 : Résultats du test de Quandt Andrews 
LRD FTS E LAST Lrd nky last Lrd sptsx last Lrd spx last 

































158,5525 0 67,98869 0 73,57719 0 810,4589 0 
Exp Wald 
F-statistic 
641,8167 0 279,1256 0 301,773 0 3254,115 0 
Ave LR F-
statistic 
138,9835 0 104,7644 0 135,7738 0 840,8454 0 
Ave Wald F-
statistic 
555,9341 0 419,0574 0 543,0951 0 3363,381 0 
Les probabilitées sont estimées par la methode de Hansen's (1997) 
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l ablcau 13 : Résultats du test de présence de bris structurel contre celle de la longue 
mémoire 
m d d Wc z, 
"S 
eta 
b=2 b=4 b=2 b=4 
40 0,2603 0,2028 0,1765 0,7843 1,4139 -1,5784 0,192 
100 0,305 0,2635 0,2721 4,4255* 4,4368 -2,0808 0,1124 
160 0,3377 0,3213 0,3397 21,7416* 17,5595* -2,4479 0,0789 
200 0,3461 0,3264 0,3419 24,8712* 16,3783* -2,5136 0,074 
300 0,3282 0,3146 0,3582 29,8787* 19,3245* -2,2781 0,0918 
400 0,3281 0,328 0,3783 43,1428* 28,715* -2,272 0,0924 
500 0,2886 0,2787 0,3359 35,4629* 28,2274* -1,8667 0,14 
600 0,287 0,2853 0,3277 44,4923* 32,8482* -1,8527 0,1422 
700 0,2939 0,2979 0,3126 51,8413* 37,3303* -1,9205 0,1323 
800 0,2828 0,2817 0,298 44,3188* 31,6978* -1,8189 0,1479 
m d d 
v v»vi!. »• .... ^  .. 
wc 
HT * ^ 
z, eta 
b=2 b=4 b=2 b=4 
40 0,2095 0,2374 0,3125 0,0938 6,6665 -1,4625 0,2729 
100 0,2508 0,2518 0,2068 0,0672 1,4861 -1,8872 0,165 
160 0,3098 0,3023 0,2499 0,7004 2,8351 -2,5131 0,0853 
200 0,3424 0,3251 0,29 3,3315 4,2434 -2,9318* 0,0587 
300 0,3729 0,3597 0,3101 25,3614* 26,2033* -3,3405* 0,0426 
400 0,3786 0,3737 0,3222 44,0253* 54,5689* -3,4452* 0,0398 
500 0,3499 0,3421 0,2982 48,3368* 49,502* -3,0417* 0,0546 
600 0,3497 0,3416 0,3058 56,1864* 49,006* -3,0384* 0,0548 
700 0,352 0,3393 0,3043 48,8373* 44,09* -3,0778* 0,0534 
800 0,3292 0,3159 0,2853 45,9448* 42,1301* -2,8017 0,0675 
*RM IBffi w 1— " j • " 
m d d wc z, eta 
b=2 b=4 b=2 b=4 
40 0,3235 0,207 0,1765 1,6442 5,4583 -1,4338 0,2143 
100 0,4343 0,3294 0,3185 12,8331* 11,1299* -2,8307 0,0555 
160 0,4968 0,4303 0,4269 45,2562* 33,0255* -3,946* 0,0265 
200 0,4419 0,3604 0,3935 37,4561* 23,7577* -2,8876* 0,0534 
300 0,3822 0,3178 0,3825 42,2427* 39,4789* -2,0941 0,1073 
400 0,4045 0,3597 0,4225 63,1668* 57,8863* -2,3349 0,0853 
500 0,4083 0,3763 0,4415 76,436* 94,6856* -2,39 0,0818 
600 0,4155 0,3861 0,4239 72,6104* 83,9089* -2,4844 0,0755 
700 0,4041 0,371 0,3969 47,9979* 69,7872* -2,3439 0,0857 
800 0,3715 0,3405 0,3709 23,0122* 45,9447* -1,9624 0,1234 
ilH HB— 9BH 
—ÉM — absbreii 
m d d wc zt eta 
b=2 b=4 b=2 b=4 
40 0,2733 0,2559 0,1137 0,8833 4,0645 -2,267 0,1001 
100 0,3113 0,3013 0,313 6,0126* 4,1085 -2,7459 0,0669 
160 0,3085 0,3747 0,3862 35,1595* 29,4885* -2,6679 0,0711 
200 0,2964 0,343 0,3794 35,8443* 22,923* -2,4795 0,0831 
300 0,2708 0,3448 0,4018 62,3766* 52,5698* -2,1629 0,1102 
400 0,2623 0,3709 0,4467 103,2785* 101,7995* -2,0594 0,1216 
500 0,2567 0,3532 0,4157 106,8983* 104,7111* -2 0,1292 
600 0,2596 0,3336 0,3822 91,4189* 75,4135* -2,0295 0,0295 
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700 0,2547 0,3084 0,3573 72,1745* 64,7902* -1,9815 0,1318 
800 0,2362 0,2536 0,3134 30,9173* 48,3691* -1,8077 0,1576 
"•"signifie qu'on rejette l'hypothèse nulle au seuil de 5% 
Tableau 14 : Lags et Leads obtenus des correlogrames croisés 
FTSE_D,NKY_D(-i,+i) FTSE_D,SPTSX_D(-i,+i) FTSE_D,SPX_D(-i,+i) NKY_D,SPTSX_D(-i,+i ) NKY_D,SPX_D(-i,+ij SPTSX_D,SPX_D(-i,+i) 
i la? lead lag lead lag lead la$ lead lag lead lag lead 
0 0.4405 0.4405 0.534 0.534 0.5278 0.5278 0.3175 0.3175 0.1042 0.1042 0.6615 0.6615 
1 0.2448 0.4572 0.4173 0.3115 0.5454 0.1874 0.3965 0.2527 0.6069 0.2006 0.2812 0.2362 
2 0.2093 0.2493 0.33 0.2954 0.2794 0.1545 0.2955 0.1927 0.2044 0.0885 0.286 0.1497 
3 0.1805 0.1165 0.17 0.1875 0.1971 0.148 0.1473 0.1367 0.1466 0.1067 0.2001 0.1187 
4 0.1719 0.2453 0.1735 0.2351 0.1249 0.1154 0.1814 0.2721 0.0964 0.1381 0.1121 0.1071 
5 0.1099 0.1076 0.2169 0.2639 0.223 0.1886 0.1493 0.1059 0.1435 0.0711 0.3192 0.1616 
6 0.1168 0.184 0.1853 0.2048 0.0788 0.1135 0.174 0.1282 0.0763 0.0808 0.1218 0.1547 
7 0.0831 0.1291 0.188 0.1637 0.1347 0.1182 0.1529 0.1492 0.1243 0.0759 0.122 0.1502 
8 0.1102 0.1471 0.1506 0.1766 0.0708 0.1063 0.2395 0.1571 0.0719 0.1038 0.1167 0.1034 
9 0.1174 0.1397 0.1493 0.161 0.1466 0.093 0.137 0.1558 0.135 0.0578 0.1547 0.107 
10 0.0853 0.1386 0.1461 0.1818 0.1157 0.0888 0.1682 0.1439 0.0913 0.1099 0.129 0.1258 
11 0.1121 0.1273 0.1856 0.1865 0.1084 0.0916 0.1713 0.1119 0.1221 0.0455 0.1723 0.0908 
12 0.0814 0.1133 0.1351 0.1373 0.1318 0.1205 0.1496 0.1195 0.0754 0.0864 0.1286 0.1319 
13 0.0808 0.1493 0.1318 0,1006 0.0861 0.0561 0.1524 0.0881 0.1234 0.0387 0.0861 0.0948 
14 0.0784 0.1417 0.0993 0.0859 0.0821 0.0871 0.1137 0.1073 0.0731 0.0926 0.067 0.0795 
15 0.1176 0.1302 0.1318 0.14 0.0881 0.069 0.125 0,1476 0.0697 0.0848 0.0897 0.0766 
16 0.0944 0.1073 0.1157 0.1482 0.0879 0.1423 0.1211 0.0916 0.0889 0.0681 0.0927 0.1196 
17 0.1308 0.1683 0.1534 0.1595 0.1111 0.0791 0.1878 0.1122 0.1094 0.0755 0.1272 0.0984 
18 0.0912 0.112 0.105 0.1072 0.1025 0.1058 0.1149 0.0825 0.0878 0.0627 0.0944 0.137 
19 0.08 0.1608 0.1472 0.0913 0.1102 0.0689 0.1547 0.1283 0.0993 0.068 0.0778 0.0702 
20 0.0693 0.0581 0.1297 0.0997 0.061 0.0592 0.0862 0.0967 0.0741 0.0691 0.0997 0.0847 
21 0.1019 0.0821 0.0673 0.1326 0.0576 0.0802 0.1113 0.1175 0.0767 0.0666 0.1002 0.09 
22 0.0566 0.0673 0.0871 0.105 0.0686 0.0657 0.0841 0.115 0.0583 0.0699 0.0803 0.0909 
23 0.0597 0.0942 0.1052 0.1608 0.0557 0.1029 0.1223 0.0877 0.0664 0.0552 0.0863 0.0814 
24 0.0684 0.0675 0.0914 0.0843 0.0582 0.0603 0.0629 0.1 0.0294 0.0571 0.096 0.0844 
25 0.0374 0.0721 0.1316 0.1168 0.0586 0.0684 0.0866 0.1497 0.0462 0.0587 0.0806 0.097 
26 0.0709 0.0734 0.0785 0.1755 0.046 0.0644 0.0905 0.1385 0.0521 0.0924 0.1048 0.0675 
27 0.1106 0.0556 0.0776 0.1169 0.0637 0.0997 0.0879 0.1526 0.051 0.0741 0.0864 0.1047 
28 0.0627 0.0917 0.1462 0.1545 0.0901 0.0979 0.0846 0.0958 0.0691 0.0711 0.127 0.0917 
29 0.1222 0.0962 0.1426 0.1522 0.0618 0.0807 0.0906 0.1173 0.0471 0.0681 0.0786 0.105 
30 0.0429 0.0446 0.0836 0.1129 0.125 0.0741 0.0986 0.0651 0.0525 0.0515 0.1098 0.0802 
31 0.1076 0.0367 0.061 0.1009 0.0287 0.06 0.044 0.1249 0.0363 0.049 0.0511 0.0752 
32 0.0455 0.0607 0.0958 0.1247 0.0649 0.0749 0.0585 0.1395 0.0195 0.0741 0.0958 0.0612 
33 0.0627 0.0744 0.0693 0.1574 0.0413 0.0872 0.0767 0.0741 0.0532 0.0406 0.114 0.0856 
34 0.0535 0.0598 0.0916 0.0927 0.0409 0.0593 0.0767 0.1218 0.0363 0.0624 0.0617 0.1022 
35 0.0246 0.0268 0.0711 0.1352 0.0536 0.0684 0.0671 0.0558 0.0188 0.0324 0.1095 0.0701 
36 0.0329 0.0693 0.0507 0.1121 0.0342 0.0765 0.0544 0.0731 0.0437 0.048 0.0581 0.08 
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Tableau 15 : Dctermiiiatiou du nombre de retard optimal pour le V AR 
Lag LogL LR FPE AIC SC HQ 
0 174725,9 NA 2,10E-27 -50,07793 -50,074 -50,07658 
1 177525,9 5595,974 9,44E-28 -50,87586 -50,85623 -50,8691 
2 177937,8 822,661 8,43E-28 -50,98932 -50,95398 -50,97714 
3 178190,7 505,0459 7,87E-28 -51,05725 -51,0062 -51,03966 
4 178538 692,91 7,16E-28 -51,15221 -51,08545 -51,1292 
5 178816,3 554,8979 6,64E-28 -51,22738 -51,14492 -51,19896 
6 179166,5 697,8844 6,04E-28 -51,32317 -51,22499 -51,28933 
7 179245 156,2078 5,93E-28 -51,34106 -51,22718 -51,30181 
8 179361,5 231,9684 5,76E-28 -51,36988 -51,24029 -51,32521 
9 179464,9 205,7659 5,62E-28 -51,39493 -51,24964 -51,34486 
10 179595,5 259,518 5,44E-28 -51,42776 -51,26676* -51,37227 
11 179631,8 72,14334 5,40E-28 -51,43358 -51,25687 -51,37268 
12 179673,1 82,10675 5,37E-28 -51,44084 -51,24842 -51,37453 
13 179715,5 84,07993 5,33E-28 -51,4484 -51,24027 -51,37667 
14 179784,2 136,3634 5,25E-28 -51,46352 -51,23968 -51,38637 
15 179833,4 97,53525 5,20E-28 -51,47303 -51,23349 -51,39048 
16 179878,1 88,51425 5,15E-28 -51,48125 -51,226 -51,39328 
17 179972,8 187,5879 5,04E-28 -51,50381 -51,23286 -51,41043 
18 180070,3 192,8609 4,92E-28 -51,52716 -51,24049 -51,42836 
19 180107,5 73,70017 4,89E-28 -51,53325 -51,23088 -51,42904 
20 180177,8 138,9488* 4,82e-28* -51,54881* -51,23073 -51,43919* 
* indique le retard optimal choisi par le criteré 
LR: Test du ratio de vraisemblance (au seuil de 5%) 
FPE: erreur de prédiction finale 
AIC: critère d'information de Akaike 
SC: critère d'information de Schwarz 
HQ: critère d'information de Hannan-Quinn 
Tableau 16 : Résumé des paramètres issus des estimations VAR 













179504.3 16109 16142 
AIC -51.3143 -31873 -31940 
SC -51.2319 - -
BIC - -30910 -30977 
**signifie que les paramètres sont significatifs à 1%, 
Et les valeurs entre parenthèses sont les écarts types 
99 
Encadrés 
Encadré 1 : Code fravdiff.sus McCarthy et al (2003) modifiée pour filtrer les séries 
de rendements de leur intégration fractionnelle 
proc iml; 
use one; 
read ail irito xt; 
n=nrow(xt); 
print n; 
* d=frac:tional differencing parameter * ; 
d= .34; 
* initialization; 
yt = j (n,1,0) ; 
cj=j (n, 1,0); 
* do loop calculâtes coeficients using recursive method *; 
j j=0; 
do i=l to n; 
if i=l then cj [i] = 1; 
else cj [i]= cj[i-1]*{{jj-d-1)/jj); 




do i=l to n; 





Encadré 2 : Code M S Regress For. m de Perlin.lYl, adapte à la prévision VAR 
% Example Script using the function MS_Regress __For 
clear,-
addpath{'m_Files1); % add 'm__Files' folder to the search path 
addpath(1data_Files'); 
logRet=importdata(1Example_Fex.txt'); % load some Data. 
idx=501; % this is an index of where to forecast the new observation 
( in this case the obs 500) 
dep=logRet(1 :idx-1,1:4); % Load only data up to idx-1 
% constVec=ones(length(dep),1); % Defining a constant vector in 
mean équation (just an example of how to do it) 
% indep== [constVec logRet {1 : idx-1, 2 : 3 ) ] ; % Defining some explanatory 
variables (only info up to idx-1) 
indep=dep; 
nLag=5; % Number of lags in system 
k=2 ; % Number of States 
% S = [ 1 0 0 1]; % Defining which parts of the 
équation will switch states (column 1 and variance only) 
dolntercept=0; % add intercept to équations? 
advOpt.distrib='Normal'; % The Distribution assumption 
(1 Normal' , 't' or 'GED') 
advOpt.std_method=l; % Defining the method for 
calculation of standard errors. See pdf file for more détails 
%[Spec__Out]=MS_Regress _Fit(dep,indep,k,S,advOpt); % Estimating the 
model 
[Spec_Out]=MS_VAR_Fit(dep,nLag,k,dolntercept,advOpt); 
% newIndepData=[1 logRet(idx,2 : 3)] ; % this is the new information 
feeded to the forecasting function 
newIndepData=logRet(idx,1:4); % this is the new information feeded to 
the forecasting function 
%[meanFor,stdFor]=MS_Regress _For(Spec_Out,newIndepData); 
[meanFor,stdFor]=MS_Regress _For(Spec_Out,newIndepData); 
% printing results to screen 
fprintf(1,'\n The mean forecast (t+1 conditional on t) for obs % i is 
%4 .4f1 ,idx,meanFor); 
fprintf(1,'\n The sigma forecast (t+1 conditional on t) for obs % i is 
%4 .4f \n1 ,idx,stdFor); 
rmpath(1m_Files'); 
rmpath('data_Files'); 
