Unitary coupled-cluster based self-consistent polarization propagator


























Unitary coupled-cluster based self-consistent polarization propagator theory: a
quadratic unitary coupled-cluster singles and doubles scheme
Junzi Liua) and Lan Chengb)
Department of Chemistry, The Johns Hopkins University, Baltimore, MD, 21218,
USA
The development of a quadratic unitary coupled-cluster singles and doubles
(qUCCSD) based self-consistent polarization propagator method is reported. We
present a simple strategy for truncating the commutator expansion of the UCC
transformed Hamiltonian H̄ . The qUCCSD method for the electronic ground-state
includes up to double commutators for the amplitude equations and up to cubic com-
mutators for the energy expression. The qUCCSD excited-state eigenvalue equations
include up to double commutators for the singles-singles block of H̄, single commu-
tators for the singles-doubles and doubles-singles blocks, and the bare Hamiltonian
for the doubles-doubles block. Benchmark qUCCSD calculations of the ground-state
properties and excitation energies for representative molecules demonstrate signifi-
cant improvement of the accuracy and robustness over the previous UCC3 scheme





The equation-of-motion coupled-cluster (EOM-CC) methods1–9 and the closely-related
CC linear response (CC-LR) theory8,10–17 have been established as useful tools for treating
electronically excited states of small and medium-sized molecules. Recent efforts have also
been devoted to extending the applicability of EOM-CC and similarity-transformed EOM-
CC methods18,19 to large molecules20–24 and solids.25–29 In spite of the tremendous success,
the non-hermitian nature of the CC theory poses difficult unsolved problems. CC calcula-
tions in combination with complex Hamiltonians, e.g., the Hamiltonian in magnetic fields
and/or including spin-orbit coupling have been shown to produce complex ground-state
energies.30 This is a non-trivial formal problem of the standard CC theory, although the real
part of the complex CC energy is expected to serve as an accurate approximation to the full
configuration interaction energy. Further, EOM-CC calculations have been demonstrated
to have incorrect crossing conditions for intersections between electronic states of the same
symmetry (known as “same-symmetry conical intersection”).30–33 To enable CC calculations
of same-symmetry conical intersections, Köhn and Tajti32 have proposed a simple correc-
tion to obtain physically meaningful potential energy surfaces around conical intersections.
Koch and collaborators have recently developed a similarity constrained coupled-cluster sin-
gles and doubles (SCCSD) method that introduces an additional parameter associated with
a triple excitation and determines this parameter by requiring the eigenvectors of two tar-
get states to be orthogonal to each other.34,35 In general, these correction schemes have to
introduce a substantial modification to the wavefunctions and energies in order to enforce
orthogonalization in two otherwise parallel eigenvectors. For example, the resulting SCC
wavefunction often involves a significant contribution from a triply excited determinant.34,35
Same-symmetry conical intersections play essential roles in photochemistry.36–38 Avail-
able calculations of same symmetry conical intersections have used hermitian excited-
state formulations such as the algebraic diagrammatic construction (ADC) methods,31,39
time-dependent density functional theory (TDDFT)-based techniques,40,41 constrained
density functional theory-configuration interaction (CDFT-CI) method,42 and multiref-
erence techniques including complete active space self-consistent-field (CASSCF) method,43
CAS second-order perturbation theory (CASPT2),44 multi-reference perturbation theory
(MRPT),45,46 and multi-reference configuration interaction (MRCI) methods.47–51 The
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MRCI method as a non-perturbative wavefunction based approach has exhibited robust
performance. However, the lack of size-extensivity in MRCI often poses difficulties in
obtaining accurate electronic energies. For example, while MRCI calculations provided
high-quality potential energy surfaces to gain insights into nonadiabatic tunneling dynamics
of phenol dissociation,52–54 an energetic shift had to be applied to the computed poten-
tial energy surfaces to obtain a good agreement with the experimental energetics.53 The
size-inextensivity problem of MRCI is expected to be more serious for calculations of larger
molecules. Therefore, the development of new non-perturbative size-extensive/size-intensive
hermitian excited-state theories to enhance the capability to treat same-symmetry conical
intersections is of significant interest to photochemistry applications.
The unitary version of coupled-cluster (UCC) theory appears to be a natural approach
to solve the formal problems of the CC theory arising from nonhermiticity and to enable CC
studies of same-symmetry conical intersections. Analyses of the formal properties for the
UCC theory and the relation with the standard CC methods have been reported.55–59 Nu-
merical studies of the UCC methods have been carried out.60,61 The UCC methods truncated
up to a given rank of excitation operators have been shown to recover a similar amount of dy-
namic correlation energies compared with the standard CC methods involving the same ranks
of excitation operators.61 However, a formidable challenge in the UCC theory is to develop a
practically tractable truncation scheme for the non-terminating expansion of the transformed
Hamiltonian while maintaining the computational accuracy. Several truncation schemes for
the ground-state UCC theory have been reported. The UCC(4) and UCC(5) methods have
been developed using a perturbative analysis of the UCC energy expression.57,62 Taube and
Bartlett have reported a truncation scheme exact for two-electron systems.63 The commuta-
tor truncation schemes have been explored for the multireference version of UCC theory64,65
and the canonical transformation methods.66,67 A stochastic approach to select excitation
operators in UCC calculations has recently been developed.68 The recent development of
density-cumulant functional theory has also provided information about the accuracy of the
truncation schemes for hermitian formulations.69,70 We mention the rapidly growing interest
in using UCC in quantum computations and refer the readers to recent publications and
the references therein for this exploding field.59,71–81 Here accurate and efficient UCC cal-
culations on classical computers have the potential to help the initial state preparation for
quantum computations.
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Concerning UCC-based excited-state theories, the second-order version UCC linear re-
sponse theory has been shown to be identical to the second-order version of ADC [ADC(2)].82
We have recently developed a third-order formulation for calculations of both ground-state
energies and excitation energies within the UCC-based polarization propagator (PP) frame-
work (the UCC3 scheme).83 Interestingly, the strict version of UCC3 (UCC3-s) has been
shown to be equivalent to the strict version of the third order ADC [ADC(3)],84–86 estab-
lishing the relation between the UCC-based polarization propagator theory and ADC.83
Hodecker et al. have reported an implementation of UCC387 and a combination with a
second-order density matrix for calculations of properties.88 Although the schemes based on
perturbation theory performs well for simple molecules around the equilibrium structures,
the performance decays quickly for more complex molecules in the absence of smooth conver-
gence of the Møller-Plesset (MP) perturbation series. Therefore, we base our present work
on an alternative strategy of truncating the expansion of the UCC transformed Hamiltonian
to up to a certain power of cluster amplitudes. In Section II, We report the formulation and
implementation of a quadratic UCCSD scheme (qUCCSD) for calculations of ground-state
energies and excitation energies. The details about the benchmark calculations are discussed
in Section III. The benchmark results for ground-state properties and excitation energies are
presented and discussed in section IV. Finally, a summary and a perspective about future
work are presented in Section V.
II. THEORY
A. Unitary coupled-cluster based polarization propagator theory
In this subsection, we present a succinct summary of unitary coupled-cluster based po-
larization propagator (UCC-PP) theory in the language of wavefunction theory. We refer
the readers to Refs. 83 and 89 for a detailed account of the UCC-PP theory and to the
literature90–99 for Green’s function methods based on the biorthogonal CC representation.
The self-consistent polarization propagator methods represent the polarization propaga-
tor in an approximate many-electron basis by applying the inner-projection technique100
with a self-consistent operator manifold to decouple the forward and backward polariza-
tion propagator.89 In the UCC-based self-consistent polarization propagator method, the
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ground-state wavefunction adopts the UCC parameterization
|Ψgr〉 = e
σ|Φ0〉, (1)
in which the cluster operator σ comprises both excitation and de-excitation operators, e.g.,
in the UCC singles and doubles (UCCSD) method σ can be written as






























{i, j, . . . } and {a, b, . . . } denote occupied orbitals and virtual orbitals, respectively. σai and
σabij represent the cluster amplitudes. This anti-hermitian form of the cluster operator σ
ensures the wave operator eσ to be unitary. The UCCSD ground-state energy and amplitude
equations are given by
〈Φ0|H̄|Φ0〉 = Egr, (5)
〈Φl|H̄|Φ0〉 = 0. (6)
Here the transformed Hamiltonian H̄ = e−σHeσ is hermitian. Φ0 represents the ground-
state Hartree-Fock wavefunction, while Φl’s denote singly and doubly excited determinants.
The UCC-based polarization propagator theory employs a self-consistent operator manifold
consisting of the transformed excitation and de-excitation operators, {eσb†Ie
−σ}∪{eσbIe
−σ},








bajai} in the UCCSD
method. This leads to the following eigenvalue equations
∑
I
H̄JICIL = ELCJL , H̄JI = 〈Φ0|bJH̄b
†
I |Φ0〉, (7)




























Here H̄SS refers to the singles-singles block involving H̄ij, H̄ab, and H̄ia,bj , H̄SD and H̄DS
represent the singles-doubles block and doubles-singles block involving the contributions
from H̄ci,ab, H̄jk,ia, H̄ajk,ibc and H̄ab,ci, H̄ia,jk, H̄ibc,ajk, and H̄DD is the doubles-doubles block
involving H̄ij, H̄ab, H̄ia,bj , H̄ij,kl, H̄ab,cd, H̄iab,jcd, and H̄ija,klb. The H̄ components pertinent
to the UCCSD ground-state energy and amplitude equations as well as the excited-state
secular equations thus can be summarized as



























































































in which Egr is the UCCSD ground-state energy.
In contrast to that H̄ in the CC theory terminates at the quadruple commutators, the
commutator expansion of H̄ in the UCC theory is non-terminating. We adopt an expansion
using Bernoulli numbers for H̄83
H̄ = H̄0 + H̄1 + H̄2 + H̄3 + H̄4 + · · · · · · , (11)
H̄0 = F + V, (12)
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1
4
[[V, σ]R, σ] +
1
4




[[[VN , σ], σ]R, σ] +
1
8
[[[VR, σ]R, σ]R, σ] +
1
8




[[[V, σ]R, σ], σ] −
1
24




[[[[VR, σ]R, σ]R, σ]R, σ] +
1
16
[[[[V, σ]R, σ]R, σ]R, σ] +
1
48




[[[[V, σ]R, σ], σ]R, σ] −
1
48
[[[[VR, σ]R, σ], σ]R, σ] −
1
144




[[[[V, σ]R, σ]R, σ], σ] −
1
48
[[[[VR, σ]R, σ]R, σ], σ] −
1
720
[[[[VN , σ], σ], σ], σ]. (16)
Here “N” refers to the joint set of excitation and de-excitation portions of the target oper-
ator, while “R” refers to the rest of the operator excluding the “N” part.83 This expansion
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using Bernoulli numbers eliminates higher than linear commutators with respect to the Fock
operator and offers a compact framework for formulating practical UCCSD methods.
B. A general strategy for truncating the commutator expansion and the
qUCCSD scheme
The magnitude of the cluster amplitudes serves as a faithful measure for the strength
of dynamic correlation. We thus explore UCC truncation schemes based on the powers
of the cluster amplitudes, or equivalently, on the order of commutators in the commutator
expansion of H̄ using Bernoulli numbers. Note that, although σ1 emerges at the second order
in Møller-Plesset perturbation theory, single-reference systems with strong orbital-relaxation
effects exhibit large ground-state CC amplitudes for single excitations. The standard CC
methods can provide accurate treatments of orbital relaxation through the exponential of
single excitations.101 However, methods based on MP perturbation theory or truncation
of single excitations to the linear terms could not treat these systems accurately, e.g., see
Refs.102,103 Therefore, we truncate single and double excitations up to the same power in the
present work. We use a general notation UCCSD[k|l,m,n] to denote a scheme that include
up to the k’th order commutators for the ground-state amplitude equations [(k+1)’th order
commutators for the ground-state energy expression], l’th order commutators for the singles-
singles block of the excited-state secular equations, m’th order for the singles-doubles and
doubles-singles blocks, and n’th order commutators for the doubles-doubles block.
Applying the partitioning technique100 to Eq. (9) to fold the contributions from double
excitations into singly excited states, the eigenvalue equations can be rewritten as
(
H̄SS + H̄SD(E − H̄DD)
−1H̄DS
)
CS = ECS. (17)
As H̄SS is at least linear in σ, the truncation of H̄SS to the l’th order commutators, H̄SD
and H̄DS to the (l-1)’th order commutators, and H̄DD to the (l-2)’th order commutators
ensures H̄SS and H̄SD(E− H̄DD)
−1H̄DS to be correct up to the l’th power of σ and provides a
balanced description for the singly excited states. Further, to obtain a balanced description
for the ground and excited states, H̄SS should include the same ranks of commutators as
in the ground-state amplitude equations. The UCCSD[k|k,k-1,k-2] schemes thus emerge as
balanced options for treating ground state and singly excited states. Since the linearized
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methods usually are numerically not accurate, in the present work we explore the quadratic
version, UCCSD[2|2,1,0], which we will refer to as the qUCCSD scheme.
We should mention that the present general strategy is also applicable to the Baker-
Campbell-Hausdorff (BCH) expansion. Since [F, σ] is of similar magnitude as V , the com-
mutators between F and σ in the BCH expansion should be truncated to one rank higher
than the commutators between V and σ. For example, the qUCCSD scheme within the
BCH expansion consists of up to quadruple commutators for F and σ for the energy ex-
pression, triple commutators of F and σ for the ground-state amplitude equations, triple
commutators of F and σ for H̄SS, double commutators of F and σ for H̄SD and H̄DS, and
single commutators of F and σ for H̄DD, The expansion using Bernoulli numbers is more
compact than the BCH expansion. On the other hand, the BCH expansion is applicable to
non-Hartree-Fock reference functions. The present work is focused on the qUCCSD scheme
with the expansion using Bernoulli numbers.
C. The working equations for the qUCCSD scheme
As discussed in the previous subsection, the expression for the qUCCSD ground-state
energy EqUCCSDgr consists of up to the third commutators of the fully contracted part of H̄
and can be written as shown as below,

















































































































































































































































































































































































































ab,ij = 0, (25)























































































































































































































The qUCCSD scheme truncates H̄ij , H̄ab, and H̄ia,bj in the singles-singles block of the
excited-state eigenvalue equations to up to the double commutators. The expressions for
H̄
qUCCSD

































































































Similarly, H̄qUCCSDab and H̄
qUCCSD





































































































































































































































































































respectively. H̄ab,ci, H̄ia,kj, H̄ibc,ajk are involved in the singles-doubles and doubles-singles








H̄0ab,ci = 〈ab||ci〉, (42)
































H̄0ia,jk = 〈ia||jk〉, (45)






















and the three-body term takes the form
H̄
qUCCSD
ibc,ajk = −P (jk)
∑
l





H̄ij,kl and H̄ab,cd contribute to the doubles-doubles block and in the qUCCSD scheme com-
prise only the bare Hamiltonian integral
H̄
qUCCSD
ijkl = 〈ij||kl〉, H̄
qUCCSD
ab,cd = 〈ab||cd〉. (48)
Note that the qUCCSD scheme also uses the bare Hamiltonian integrals for H̄ij, H̄ab, and
H̄ia,bj in the calculations of the contributions from H̄DD to the excited-state equations.
H̄iab,jcd and H̄ija,klb do not contribute to the qUCCSD working equations.
III. COMPUTATIONAL DETAILS
The qUCCSD method for the calculations of ground-state energies and excitation en-
ergies as detailed in Section II.C have been implemented in the X2CSOCC module104 of
the CFOUR program105,106 on top of the previous implementation of the UCC3 method.83
In order to demonstrate the accuracy of the qUCCSD method for challenging ground-state
problems, qUCCSD calculations for the equilibrium structures and harmonic frequencies
of CuH, CuF, and O3 using cc-pVTZ basis sets
107,108 have been carried out and compared
with the corresponding results obtained from CCSD, UCC(4), and UCC3 calculations. The
copper-containing molecules have been chosen as examples with strong orbital-relaxation
effects that have been shown to be difficult to treat using approximate variants of CC
methods.102,103 The calculations of structural parameters for the ozone molecule, especially
the vibrational frequency for the asymmetric stretching mode and the ordering of the asym-
metric and symmetric stretching frequencies, played an important role in establishing the
CCSD and CCSD(T) methods.109–116 In spite of a certain degree of diradical character in
ozone, CCSD and CCSD(T) can provide qualitatively correct results. It is important for a
UCC method with a truncation of the commutator expansion to have this robustness.
The classic benchmark set compiled by Trofimov et al. consisting of excitation energies
in H2O, HF, N2, Ne, CH2, BH, and C2
84 have been used to demonstrate the accuracy of
qUCCSD excitation energies. We have used the same structures and basis sets as in the
previous calculations84,117–120 summarized in the footnotes 81 and 82 of Ref.83 The qUCCSD
excitation energies are compared with full configuration interactions (FCI), EOM-CCSD,
ADC(3), and UCC3 results. Here H2O, HF, N2, and Ne serve as example molecules for
which the perturbation series converge smoothly, and CH2, BH, and C2 as examples in
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the absence of a smooth convergence of the ADC series. We focus our discussion on the
improvement of the performance of qUCCSD over the previous UCC3 method.
IV. RESULTS AND DISCUSSIONS
A. Equilibrium structures and harmonic frequencies for CuH, CuF, and O3
Copper-containing molecules serve as excellent avenues to test the robustness for ap-
proximate many-body methods. They exhibit significant orbital-relaxation effects, e.g.,
the largest CCSD singles amplitudes in CuH and CuF amount to around 0.06. On the
other hand, the wavefunctions are dominated by a single determinant and the CCSD and
CCSD(T) methods can provide accurate results for properties of CuH and CuF, e.g., as
shown in Refs.102,103,121 Here we focus our discussion on the assessment of the qUCCSD,
UCC3, and UCC(4) results using the CCSD results as the reference values. As shown in
Table I, the UCC3 and UCC(4) results exhibit large discrepancies compared with the CCSD
ones, e.g., the UCC3 harmonic frequency of 739 cm−1 for CuF is more than 100 cm−1 greater
than the CCSD value of 609 cm−1. In contrast, the qUCCSD results agree closely with the
CCSD values, with the deviations in frequencies amounting to 8 cm−1 for CuH and 2 cm−1
for CuF. Interestingly, the UCC3 and UCC(4) calculations of CuH and CuF produced sin-
gles amplitudes larger than 0.2. This might be attributed to that UCC3 and UCC(4) have
only linear terms involving single excitations in the amplitude equations, which results in
larger t1 amplitudes when attempting to account for the large orbital-relaxation effects. It
thus is essential to include the quadratic terms involving single excitations in the amplitude
equations to obtain robust performance.
Ozone is a classic molecule for testing the accuracy of electronic-structure methods. In
particular, the asymmetric stretching frequencies, ω3, of O3 is very sensitive to the treatment
of electron correlation. For example, calculations of ω3 demonstrated the importance of the
fifth-order contribution in the noniterative triples correction of the CCSD(T) method.112
Although the ground state of ozone possesses certain degree of biradical character, i.e., the
largest t2 amplitude amount to around 0.2, the CCSD and CCSD(T) methods can provide
quite accurate equilibrium structures and vibrational frequencies.109–116 As shown in Table
I, the UCC3 and UCC(4) calculations provide inaccurate results for the structures and
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harmonic frequencies of ozone. UCC3 grossly overestimated ω3 and UCC(4) produced an
imaginary harmonic frequency for this mode. The qUCCSD method obtained structures
and vibrational frequencies in close agreement with the CCSD results, demonstrating the
robustness of the commutator truncation scheme. As expected, the qUCCSD results is
slightly worse than the CCSD ones, with the latter obtaining the correct ordering of ω2 and
ω3.
109 The inclusion of higher commutators is expected to further improve the performance
over qUCCSD.
B. Excitation energies of H2O, HF, N2, and Ne
We use H2O, HF, N2, and Ne as examples for which the Møller-Plesset perturbation
series converge smoothly. The excitation energies for these molecules computed using the
qUCCSD method are summarized in Tables II-V together with the corresponding FCI,
ADC(3), UCC3, and EOM-CCSD values. Here we use the FCI values as the reference
and give the other results as the deviation from the FCI values. The balanced inclusion of
high-order terms in the qUCCSD scheme provides uniformly better excitation energies than
UCC3. The mean absolute deviations of the qUCCSD results amount to 0.13 eV for H2O,
0.13 eV for HF, 0.16 eV for N2, and 0.21 eV for Ne, which exhibit consistent improvement
compared with the UCC3 values of 0.16 eV for H2O, 0.19 eV for HF, 0.21 eV for N2, and
0.22 eV for Ne. We mention that the qUCCSD results are better than the UCC3 values
for nearly all individual excitation energies presented here. The performance of qUCCSD
for these molecules is similar to that of EOM-CCSD. The absolute mean deviations of the
qUCCSD results with respect to FCI values are slightly larger than those of EOM-CCSD
for H2O (by 0.05 eV) and N2 (by 0.03 eV) and slightly smaller for HF (by 0.03 eV) and Ne
(by 0.01 eV).
C. Excitation energies of CH2, BH, and C2
The computed vertical excitation energies for CH2 and BH are summarized in Table VI-
VII as examples of simple molecules for which the ADC series do not converge smoothly.84
Here the mean and maximum absolute deviations of the ADC(3) method with respect to the
FCI values are much larger than for the molecules in the previous subsection. UCC3 pro-
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vides better results perhaps because of the iterative solutions of the ground-state amplitude
equations.83 qUCCSD again features uniform improvement over UCC3. The mean absolute
deviation of the qUCCSD excitation energies with respect to the FCI results amount to 0.05
eV for CH2 and 0.09 eV for BH, to be compared with 0.07 eV and 0.12 eV in the case of
UCC3. The mean absolute deviations of qUCCSD are still slightly greater than those of
EOM-CCSD, by 0.03 eV for CH2 and by 0.04 eV for BH.
The ground state of the C2 molecule has a certain degree of biradical character with the
largest t2 amplitude amounting to more than 0.2. The calculations of excitation energies
for C2 thus serves as a challenging test for the present truncated UCC-based polarization
propagator methods. As shown in Table VIII, the absolute deviation of the qUCCSD vertical
excitation energies with respect to the FCI values amount to 0.09 eV for the 1Πu state, 0.31
eV for the 1Σ+u state, 0.24 eV for the a
3Πu state and 0.39 eV for the c
3Σ+u state. These are
significantly more accurate than the UCC3 values with errors as large as 0.64 eV, 1.02 eV,
0.74 eV, and 0.88 eV for 1Πu,
1Σ+u , a
3Πu, and c
3Σ+u , respectively. As expected, the qUCCSD
method is still not as accurate as the EOM-CCSD method for the excitation energies for
C2. On the other hand, the significant improvement of qUCCSD over UCC3 indicates that
the commutator truncation scheme offers a promising pathway to obtain robust practical
UCC-based methods; the inclusion of triple and higher commutators is expected to further
improve the accuracy of the method.
V. SUMMARY AND OUTLOOK
We develop a self-consistent polarization propagator method using a quadratic unitary
coupled-cluster singles and doubles (qUCCSD) parameterization for the ground state wave-
function and the excitation manifold. Benchmark calculations of ground-state properties and
excitation energies for representative small molecules show that the qUCCSD scheme using
a commutator truncation scheme exhibits a uniform improvement of the accuracy and ro-
bustness over the previous UCC3 method derived using Møller-Plesset perturbation theory.
The future work will be focused on an implementation in the well-developed non-relativistic
CC machinery to enable extensive molecular applications of the qUCCSD scheme and the
development of a cubic UCCSD (cUCCSD) scheme, i.e., the UCCSD[3|3,2,1] scheme, to
further improve the accuracy and robustness.
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TABLE I. Computed equilibrium bond lengths (in Å), bond angle (in degree), and harmonic fre-
quencies (in cm−1) of CuH, CuF, and O3. The cc-pVTZ basis sets were used for all the calculations
presented here. The 1s electron of O and 1s, 2s, 2p, 3s, 3p electrons of Cu have been kept frozen
in the electron-correlation calculations.
method
CuH CuF O3
RCu−H ωe RCu−F ωe RO−O θ ω1,e(a1) ω2,e(a1) ω3,e(b2)
UCC(4) 1.4616 2052 1.6998 646 1.3142 117.1 560 876 1922i
UCC3 1.4877 1948 1.7367 739 1.2659 117.9 674 1033 4698
qUCCSD 1.4891 1829 1.7686 607 1.2488 117.5 767 1279 1314
CCSD 1.4888 1837 1.7669 609 1.2499 117.6 763 1278 1266
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TABLE II. Computed vertical excitation energies (in eV) of the H2O molecule. The
UCC3, qUCCSD, ADC(3), and CCSD values are presented as the differences relative
to the corresponding FCI values. ∆̄abs and ∆max denote the mean absolute error and
maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
2 1A1 9.87 0.14 0.20 0.14 -0.07
1 1B1 7.45 0.13 0.18 0.15 -0.07
1 1B2 11.61 0.18 0.23 0.17 -0.09
1 1A2 9.21 0.17 0.20 0.17 -0.09
1 3B1 7.06 0.09 0.14 0.12 -0.08
1 3A2 9.04 0.14 0.19 0.15 -0.08
1 3A1 9.44 0.10 0.15 0.11 -0.08
2 3A1 10.83 0.01 0.04 0.06 -0.11
2 3B1 11.05 0.11 0.14 0.12 -0.09
1 3B2 11.32 0.13 0.17 0.12 -0.08
∆̄abs – 0.12 0.16 0.13 0.08
∆max – 0.18 0.23 0.17 0.11
a Results for the singlet states are from Ref. 118 and those for the triplet states
are from Ref. 119.
b Ref. 84
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TABLE III. Computed vertical excitation energies (in eV) of the HF molecule. The
difference of ADC(3), UCC(3), qUCCSD, and CCSD results relative to the corre-
sponding FCI values are presented. ∆̄abs and ∆max denote the mean absolute error
and maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
1 1Π 10.44 0.18 0.23 0.16 -0.14
2 1Π 14.21 0.19 0.23 0.16 -0.15
2 1Σ+ 14.58 0.10 0.17 0.08 -0.11
1 1∆ 15.20 0.12 0.16 0.11 -0.17
1 1Σ− 15.28 0.12 0.15 0.11 -0.18
3 1Π 15.77 0.23 0.25 0.19 -0.18
3 1Σ+ 16.43 0.37 0.36 0.25 -0.14
1 3Π 10.04 0.14 0.20 0.14 -0.15
1 3Σ+ 13.54 0.05 0.09 0.03 -0.13
2 3Π 14.01 0.19 0.23 0.17 -0.16
2 3Σ+ 14.46 0.07 0.11 0.09 -0.21
1 3∆ 14.93 0.10 0.13 0.10 -0.19
1 3Σ− 15.25 0.12 0.16 0.12 -0.18
3 3Π 15.57 0.22 0.25 0.18 -0.19
∆̄abs – 0.16 0.19 0.13 0.16




TABLE IV. Computed vertical excitation energies (in eV) of the N2 molecule. The
ADC(3), UCC3, qUCCSD, and CCSD values are presented as the differences relative
to the corresponding FCI values. ∆̄abs and ∆max denote the mean absolute error and
maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
1 1Πg 9.58 -0.17 -0.08 -0.02 0.08
1 1Σ−u 10.33 -0.33 -0.27 -0.20 0.14
1 1∆u 10.72 -0.37 -0.25 -0.18 0.18
1 1Πu 13.61 -0.23 -0.25 -0.26 0.40
1 3Σ+u 7.90 -0.19 -0.26 -0.21 -0.02
1 3Πg 8.16 -0.29 -0.13 -0.06 0.06
1 3∆u 9.19 -0.27 -0.27 -0.21 0.07
1 3Σ−u 10.00 -0.29 -0.25 -0.19 0.19
1 3Πu 11.44 -0.19 -0.11 -0.09 0.10
∆̄abs – 0.26 0.21 0.16 0.13
∆max – 0.37 0.27 0.26 0.40
a Results for the singlet states are from Ref. 118 and those for the triplet states
are from Ref. 119.
b Ref. 84
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TABLE V. Computed vertical excitation energies (in eV) of the Ne atom. The
ADC(3), UCC3, qUCCSD, and CCSD values are presented as the differences rela-
tive to the corresponding FCI values. ∆̄abs and ∆max denote the mean absolute error
and maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
1 1P 16.40 0.17 0.16 0.16 -0.24
1 1D 18.21 0.18 0.18 0.17 -0.25
2 1P 18.26 0.18 0.17 0.17 -0.25
2 1S 18.48 0.27 0.27 0.25 -0.24
3 1S 44.05 0.35 0.35 0.34 -0.17
1 3P 18.70 0.13 0.16 0.15 -0.24
1 3S 19.96 0.10 0.13 0.12 -0.26
1 3D 20.62 0.13 0.17 0.15 -0.23
2 3P 20.97 0.13 0.17 0.15 -0.24
2 3S 45.43 0.40 0.44 0.41 -0.10
∆̄abs – 0.20 0.22 0.21 0.22
∆max – 0.40 0.44 0.41 0.25
a Results for the singlet states are from Ref. 117 and those for the triplet states
are from Ref. 119.
b Ref. 84
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TABLE VI. Computed vertical excitation energies (in eV) of the CH2 molecule. The
ADC(3), UCC3, qUCCSD, and CCSD values are presented as the differences relative
to the corresponding FCI values. ∆̄abs and ∆max denote the mean absolute error and
maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
3 1A1 6.51 -0.31 -0.05 -0.04 -0.01
4 1A1 8.48 -0.29 -0.04 -0.03 -0.02
1 1B2 7.70 -0.24 0.01 0.02 0.01
1 1B1 1.79 -0.55 -0.10 -0.08 -0.01
1 1A2 5.85 -0.42 -0.09 -0.07 0.01
1 3A1 6.39 -0.31 -0.06 -0.04 -0.01
2 3A1 8.23 -0.38 -0.09 -0.06 -0.03
3 3A1 9.84 -0.31 -0.07 -0.06 0.01
2 3B2 7.70 -0.31 -0.06 -0.04 -0.06
1 3B1 -0.01 -0.61 -0.14 -0.10 -0.03
2 3B1 8.38 -0.41 -0.02 0.00 0.01
1 3A2 4.79 -0.44 -0.10 -0.08 0.00
∆̄abs – 0.38 0.07 0.05 0.02
∆max – 0.61 0.14 0.10 0.06
a Results for the singlet states are from Ref. 117 and those for the triplet states
are from Ref. 120.
b Ref. 84
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TABLE VII. Computed vertical excitation energies (in eV) of the BH molecule. The
ADC(3), UCC3, qUCCSD, and CCSD values are presented as the differences relative
to the corresponding FCI values. ∆̄abs and ∆max denote the mean absolute error and
maximum absolute error relative to the FCI results, respectively.
State FCIa ADC(3)b UCC3 qUCCSD CCSDa
1 1Π 2.94 -0.61 -0.10 -0.08 0.02
2 1Σ+ 6.38 -0.43 -0.07 -0.04 0.04
2 1Π 7.47 -0.51 -0.14 -0.09 0.04
4 1Σ+ 7.56 -0.54 -0.16 -0.11 0.19
3 1Π 8.24 -0.50 -0.15 -0.10 0.04
1 3Π 1.31 -0.62 -0.11 -0.08 -0.01
1 3Σ+ 6.26 -0.47 -0.10 -0.08 0.03
2 3Σ+ 7.20 -0.49 -0.10 -0.07 0.02
2 3Π 7.43 -0.51 -0.14 -0.10 0.00
3 3Σ+ 7.62 -0.52 -0.14 -0.11 0.05
3 3Π 7.92 -0.45 -0.12 -0.13 0.08
∆̄abs – 0.51 0.12 0.09 0.05
∆max – 0.62 0.16 0.13 0.19
a Results for the singlet states are from Ref. 117 and those for the triplet
states are from Ref. 119.
b Ref. 84
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TABLE VIII. Computed vertical excitation energies (in eV) of the
C2 molecule. The UCC3, qUCCSD, and CCSD results are given as
the difference relative to the corresponding FCI values.
State FCIa UCC3 qUCCSD CCSDa
1Πu 1.39 -0.64 -0.09 0.09
1Σ+u 5.60 -1.02 -0.31 0.20
a3Πu 0.31 -0.74 -0.24 -0.03
c3Σ+u 1.21 -0.88 -0.39 -0.44
a Results for the singlet states are from Ref. 118 and those
for the triplet states are from Ref. 119.
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103J. Hrušák, S. Ten-no, and S. Iwata, J. Chem. Phys. 106, 7185 (1997).
104J. Liu, Y. Shen, A. Asthana, and L. Cheng, J. Chem. Phys. 148, 034106 (2018).
105CFOUR, Coupled-Cluster techniques for Computational Chemistry, a quantum-chemical
program package by J.F. Stanton, J. Gauss, L. Cheng, M.E. Harding, D.A. Matthews,
P.G. Szalay with contributions from A.A. Auer, R.J. Bartlett, U. Benedikt, C. Berger,
D.E. Bernholdt, Y.J. Bomble, O. Christiansen, F. Engel, R. Faber, M. Heckert, O. Heun,
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