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1. Introduction
We denote the sequence of zeros of the function zð1
2
þ itÞ in Rþ (arranged
in non-decreasing order, and counted according to multiplicity) by ftng and
the sequence of all the complex zeros in the upper half-plane by fbn þ igng; as
usual. It is familiar that NðTÞ ¼ cardfn: gnpTgBðT=2pÞ logT so that the
average value of rn :¼ ðgnþ1  gnÞ=ð2p=log gnÞ is 1. Selberg [15] proved that
m :¼ lim infrno1olim suprn ¼: l ð1Þ
and these numbers have received a great deal of attention. It is generally
believed that m ¼ 0 and l ¼N; but the numerical bounds which have been
obtained for them improving on (1) (round about mo2=3; l > 7=3) all
depend on either the Riemann Hypothesis, or Montgomery’s Pair Correla-
tion Conjecture [14] (which is stronger), or on a conjectural connection
between the zeta-function and Random Matrix Theory, which I think it is
fair to say is stronger still.
In view of all this I deﬁned some time ago in [6] the quantity
L :¼ lim sup
tnþ1  tn
ð2p=log tnÞ
ð2Þ
with the idea that this could be bounded from below unconditionally.
I proved that
LX
105
4
 1=4
¼ 2:263509y; LX
11
2
 1=2
¼ 2:345207y; ð3Þ
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in [6,7]. Clearly LXl; but it should be remarked that lower bounds for L
bear direct comparison with such bounds for l dependent on the Riemann
Hypothesis, since if this were true the distinction between L and l would be
nugatory. At the time of writing, the right-hand inequality in (3) is (slightly)
better than the best lower bound for l predicated on RH [3].
The method employed to establish (3) depends on asymptotic formulae
for the momentsZ T
0
ZðtÞ2k2hZ0ðtÞ2h dtBCðh; kÞT logk
2þ2hT ; ð4Þ
where ZðtÞ is Hardy’s function, sometimes referred to as the signed modulus
(this is a CN function with the remarkable property (coming from the functional
equation) that ZðtÞ ¼7jzð1
2
þ itÞj), and kAN; 0phpk: In [6,7], k ¼ 2: The
method works for k ¼ 1 and yields LXO3: The idea is a very simple one, that a
function which is in a suitable mean-value sense not too small compared with its
derivative cannot keep vanishing. The formula (4) is due to Hardy and
Littlewood [9] in the case k ¼ 1 (they had h ¼ 0; but this is easily coped with),
Ingham [12] in the case ð0; 2Þ and Conrey [2] in the cases ð1; 2Þ; ð2; 2Þ: When I
wrote [7] I believed that this was the end of the matter (apart from the possibility
of involving higher derivatives), since there is no unconditional progress with (4)
when kX3: the order of magnitude at ð0; 3Þ has not been determined. The editor
of my paper for the Journal of Number Theory was Professor R.C. Vaughan,
and Bob Vaughan was kind enough to point out to me that some values of
Cð0; kÞ had been predicted by Conrey and Ghosh [4], Conrey and Gonek [5],
and all the values by Keating and Snaith [13], the latter on the basis of Random
Matrix Theory. Correspondence with Professor Keating and Dr. Christopher
Hughes at Bristol followed, to see if a similar method would predict (4). The
work on Random Matrix Theory and the hypothesis (4) form part of
Christopher Hughes’ Thesis (Bristol University 2001).
There are three problems inherent in this investigation, the ﬁrst two
mathematical and the third philosophical. The ﬁrst problem, now solved, is
to establish (4) predicated on Random Matrix Theory. The second problem,
solved in this paper, is to establish the inequality in the Calculus of
Variations needed to use this information optimally. This problem was
treated, in the special case k ¼ 2; in [7]. I call this the Generalized Wirtinger
Inequality although as I shall explain the name is not quite correct. The
result obtained here is far more general than required for the application.
The third, philosophical, problem is that the investigation may appear to
be pointless in as much as Random Matrix Theory predicts that RH is
true and L ¼ l ¼N: My answer to this is that we do not know the relative
status of the Riemann Hypothesis and (4): one of these hypotheses could be
proved tomorrow and the other wait 100 years. In any case there is an
interesting calculus problem which becomes awkward with increasing k: this
is to perform the optimization.
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There is another curious (but I believe relevant) question which I asked in
[7] and about which I now have a little more information. Let us denote the
best lower bound for L which can be obtained from (4), with a given kAN
and employing the Generalized Wirtinger Inequality optimally, by LðkÞ:
Thus Lð1Þ ¼ O3 and Lð2Þ ¼ Oð11=2Þ: I shall prove in this paper that on the
basis of RMT we have Lð3ÞAOQ:
Theorem 1. On the hypothesis that (4) is correctly predicted by RMT we have
Lð3Þ ¼ Oð7533=901Þ ¼ 2:891489y : ð5Þ
Thus, in these cases LðkÞ2 is rational. By the way 7753 ¼ 31:35 and
901 ¼ 53:17: as I mentioned in [7], I do not know how this sequence
continues, however, I do not believe that the results so far obtained can be
fortuitous. In [6] I employed an inequality of Beesack [1] (but see also Hardy
et al. [10] Theorem 256) which is a special case of the inequality proved in [7]
and as such, a special case of the Generalized Wirtinger Inequality presented
in this paper. Beesack’s inequality is sharp, but not optimal for the
application, and we note that the ﬁrst lower bound in (3) above, to which it
leads, is not in OQ:
Before proceeding further we state and prove the
Theorem 2 (Generalized Wirtinger inequality). Suppose that kAN;
yðxÞAC2½0; p and yð0Þ ¼ yðpÞ ¼ 0: Let HðuÞ be an even function, increasing
and strictly convex on Rþ; and such that Hð0Þ ¼ H 0ð0Þ ¼ 0; moreover
uH 00ðuÞ-0 as u-0: Then we haveZ p
0
Hðy0ðxÞ=yðxÞÞyðxÞ2k dxXð2k  1Þl
Z p
0
yðxÞ2k dx; ð6Þ
where l ¼ lðk; HÞ is determined by the equationZ N
0
G0ðuÞ
GðuÞ þ ð2k  1Þl
du
u
¼ kp; GðuÞ :¼ uH 0ðuÞ  HðuÞ: ð7Þ
In particular, in the case
HðuÞ :¼
Xk
h¼1
2k  1
2h  1
k
h
 !
nhu2h; nhX0; nk ¼ 1 ð8Þ
Eq. (7) becomes
Z N
N
u2k2 þ
k  1
k  2
 !
nk1u2k4 þ
k  1
k  3
 !
nk2u2k6 þ?þ n1
u2k þ
k
k  1
 !
nk1u2k2 þ?þ
k
1
 !
n1u2 þ l
du
¼ p: ð9Þ
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We may rewrite (7) in the formZ N
0
log 1þ
GðuÞ
ð2k  1Þl
 
du
u2
¼ kp ð10Þ
from which it is evident that l is an increasing function of G (in the obvious
sense). Thus, in the special case (8), l ¼ lðn1; n2;y; nk1Þ is an increasing
function of every nj : The inequality is sharp.
If we put k ¼ 1; HðuÞ ¼ u2; GðuÞ ¼ u2 then (6) gives l ¼ 1 and the
theorem yields the familiar inequalityZ p
0
y0ðxÞ2 dxX
Z p
0
yðxÞ2 dx ð11Þ
which is Theorem 257 of Hardy et al. [10]. According to these authors (11) is
not Wirtinger’s Inequality (this is Theorem 258), but it seems to be
traditional that (11) bears Wirtinger’s name. In [7], I dealt with the case
k ¼ 2; HðuÞ ¼ u4 þ 6nu2 in some detail and established that
lðnÞ ¼
1
8
f1þ 4nþOð1þ 8nÞg; ð12Þ
my proof was longer than the present one and involved some quite tricky
substitutions and contour integration (I solved Euler’s equation), so that the
result appeared to be mysteriously fortuitous. There is another application
of (12) in [8] where it is shown how to perform the optimization more
simply. We note that the relation between G and H is
HðuÞ ¼ u
Z u
0
GðvÞ
dv
v2
ð13Þ
and it is better to regard G as the basic function as we have done in (8)
and (9).
Proof of Theorem 2. We begin with the problem of minimizing the integral
J :¼
Z p=2
0
y2kHðy0=yÞ dx; ð14Þ
subject to the constraints yð0Þ ¼ 0 and
I :¼
Z p=2
0
y2k dx ¼ 1: ð15Þ
We put
T ¼ y2kHðy0=yÞ  ð2k  1Þly2k; ð16Þ
where the factor 2k  1 in the Lagrange multiplier is a convenience
consistent with our treatment of this problem in [7]. Because T does not
involve x; Euler’s equation has a ﬁrst integral which is
C þ y2kHðy0=yÞ  y2k1y0H 0ðy0=yÞ ¼ ð2k  1Þly2k ð17Þ
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and we put
C ¼: ð2k  1Þlm2k; GðuÞ :¼ uH 0ðuÞ  HðuÞ; ð18Þ
so that we have
fð2k  1Þlþ Gðy0=yÞgy2k ¼ ð2k  1Þlm2k: ð19Þ
We may assume that m > 0: We have
@T
@y0
¼ y2k1H 0ðy0=yÞ ð20Þ
and since H is strictly convex and H 0ð0Þ ¼ 0; we see that the free end-point
(transversality) condition @T=@y0 ¼ 0 involves y0ðp=2Þ ¼ 0: From (19), we
have at any stationary point, either yðxÞ ¼7m or yðxÞ ¼ 0; and
y2kGðy0=yÞ-ð2k  1Þlm2k (this happens for example if we put k ¼ 1 and
GðuÞ ¼ u4). In the special case considered in [7] I gave a proof that if we
assume, as we may, that yðp=2Þ ¼ m then we may also assume that y0ðxÞ > 0
throughout ð0;p=2Þ: We leave this as an exercise for the reader. We put
F ðuÞ ¼ ð2k  1Þlþ GðuÞ ð21Þ
so that F : ½0;NÞ-½ð2k  1Þl;NÞ and we denote the function inverse to F
by f; so that from (19),
y0=y ¼ fðC=y2kÞ: ð22Þ
The condition yð0Þ ¼ 0 implies that
p
2
¼
Z m
0
1
y0
dy ¼
Z m
0
fðC=y2kÞ1
dy
y
¼
1
2k
Z N
0
F 0ðuÞ
F ðuÞ
du
u
; ð23Þ
where we have substituted C=y2k ¼ F ðuÞ in (23). We deduce the equationZ N
0
G0ðuÞ
GðuÞ þ ð2k  1Þl
du
u
¼ kp ð24Þ
for l: Next, we show in a very similar fashion that
I ¼
Z p=2
0
y2k dx ¼
m2k
2k
Z N
0
GðuÞ
GðuÞ þ ð2k  1Þl
du
u2
; ð25Þ
which, since I ¼ 1 and we know l from (24), determines m: The derivation
of (25) involves an integration by parts, in which we writeZ u
0
F 0ðvÞ
F ðvÞ2
dv ¼
1
ð2k  1Þl

1
F ðuÞ
ð26Þ
and it is at this point that we need the condition F ðuÞ ¼ ð2k  1Þlþ oðuÞ as
u-0; that is uH 00ðuÞ-0: We evaluate J in the same manner, except that at
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the point corresponding to (26) we writeZ N
u
F 0ðvÞ
F ðvÞ2
dv ¼
1
F ðuÞ
ð27Þ
to avoid a divergent integral which would result from (26). We ﬁnd
that
J ¼ ð2k  1Þl
m2k
2k
Z N
0
GðuÞ
GðuÞ þ ð2k  1Þl
du
u2
¼ ð2k  1Þl; ð28Þ
by (25). We check, by means of the Weierstrass E-function, as in [7], that we
have computed a strict minimum.
We now consider the integralZ p
0
fHðy0=yÞ  ð2k  1Þlgy2k dx; ð29Þ
subject to the constraint yð0Þ ¼ yðpÞ ¼ 0; with l as in (24). We split this into
two ranges ½0; p=2; ½p=2;p and in the ﬁrst range we apply the result
just proved to infer that the integral isX0: In the other range, we substitute
x ¼ p w; and put yðxÞ ¼ Y ðwÞ: It is at this point that we require
that H should be even. We do not concern ourselves initially with what
happens at x ¼ w ¼ p=2: in each half this is treated above as a free
end-point. However, we note that if it happens that yðp=2Þ ¼ Y ðp=2Þ
then the composite back-to-back function y that we started with is
continuous, y0 is continuous, and from the two separate Euler
equations, y00 is continuous. So the result is sharp. We notice that it readily
applies to an interval ½a; b of length L: if yAC2½a; b and yðaÞ ¼ yðbÞ ¼ 0
then Z b
a
H
Ly0ðxÞ
pyðxÞ
 
yðxÞ2k dxXð2k  1Þl
Z b
a
yðxÞ2k dx: ð30Þ
2. The zeros of Hardy’s function
In this section we explain how to derive lower bounds for L from the
asymptotic formulae in (4). Suppose that tl is the ﬁrst zero not less than T
and tm the last zero not exceeding 2T : Furthermore, suppose that for
lpnom we have
Ln :¼ tnþ1  tnp
2pk
log T
: ð31Þ
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We apply (30), with H as in (8), to obtainZ tnþ1
tn
Xk
h¼1
2k  1
2h  1
k
h
 !
Ln
p
 2h
nhZðtÞ
2k2hZ0ðtÞ2h
 lðn1;y; nk1ÞZðtÞ
2k dtX0 ð32Þ
and since the nh are X0 the inequality remains true if we replace Ln=p by
2k=log T throughout. We sum the result over n; and I have shown in [6] that
we introduce a negligible error at this point if we replace the limits of
integration tl and tmþ1 by T and 2T : We apply (4), which yields
T logk
2
T
Xk
h¼1
2k  1
2h  1
k
h
 !
Cðh; kÞð2kÞ2hnh
(
 ð2k  1Þlðn1;y; nk1ÞCð0; kÞgXoðT log
k2 TÞ; ð33Þ
whence
k2XX þ oð1Þ; ðT-NÞ; L2XX ; ð34Þ
where X is the real positive root of the equation
Xk
h¼1
2k  1
2h  1
k
h
 !
Rðh; kÞnhX h  ð2k  1Þlðn1;y; nk1ÞRð0; kÞ ¼ 0 ð35Þ
and
Rðh; kÞ :¼ 4hk
Cðh; kÞ
Cðk; kÞ
: ð36Þ
For example, in the case k ¼ 1 we have Cð0; 1Þ ¼ 1; Cð1; 1Þ ¼ 1=12;
Rð0; 1Þ ¼ 3; l ¼ 1; whence X ¼ 3; Lð1Þ ¼ O3: We are faced with a calculus
problem: to optimize n1; n2;y; nk1 to make X large. The maximum value of
X that may be obtained by this process is deﬁned to be LðkÞ2; and so one of
our questions is whether X is rational.
3. Random matrix theory
The conjectured value for Cð0; kÞ [13] is Cð0; kÞ ¼ aðkÞbðkÞ where
aðkÞ :¼
Y
p
1
1
p
 k2 XN
m¼0
Gðm þ kÞ
m!GðkÞ
 2
pm
( )
ð37Þ
(the product running over the primes) and
bðkÞ :¼
Gð1þ kÞ2
Gð1þ 2kÞ
; ð38Þ
in which G is Barnes’ function [16, Chapter 12]. The values bð3Þ ¼ 42=9! and
bð4Þ ¼ 24024=16! (which agree with (38)) had previously been suggested by
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Conrey and Ghosh [4] and Conrey and Gonek [5] on purely number theoretic
grounds. Random Matrix Theory now predicts [11] that (4) is true, with
Cðh; kÞ ¼ aðkÞbðh; kÞ; ð39Þ
where bðh; kÞ is a rational number which can be computed. Thus, Rðh; kÞ is
rational. This ﬁts with the case k ¼ 2 since Rð0; 2Þ ¼ 35; Rð1; 2Þ ¼ 7=3:
Perhaps fortunately we are not concerned here with aðkÞ: all that we require
for given k is a table of bðh; kÞ: I give a table of the values which Chris
Hughes sent to me: I understand that he hopes to give an explicit formula for
this function in the future.
Table of bðh; kÞ: Rðh; kÞ ¼ 4hkbðh; kÞ=bðk; kÞ:
k ¼ 1: að1Þ ¼ 1:
bð0; 1Þ ¼ 1 3 ¼ 3
bð1; 1Þ ¼ 1
12
1 ¼ 1
k ¼ 2: að2Þ ¼ 6=p2:
bð0; 2Þ ¼ 1
12
35 ¼ 35
bð1; 2Þ ¼ 1
720
7=3 ¼ 2:33333y
bð2; 2Þ ¼ 1
6720
1 ¼ 1
k ¼ 3: að3Þ as in (37).
bð0; 3Þ ¼ 1
8640
2695
3
¼ 898:333y
bð1; 3Þ ¼ 1
1209600
77
3
¼ 25:6666y
bð2; 3Þ ¼ 143545600
77
27
¼ 2:85185y
bð3; 3Þ ¼ 1
496742400
1 ¼ 1
k ¼ 4: að4Þ as in (37).
bð0; 4Þ ¼ 1
870912000
1216215
31
¼ 39232:7y
bð1; 4Þ ¼ 1219469824000
19305
31
¼ 622:741y
bð2; 4Þ ¼ 1
16094453760000
1053
31
¼ 33:9677y
bð3; 4Þ ¼ 1
575186514739200
825
217
¼ 3:80184y
bð4; 4Þ ¼ 31
271159356948480000
1 ¼ 1
4. Proof of Theorem 1
We reduce the equationZ N
N
x4 þ 2mx2 þ n
x6 þ 3mx4 þ 3nx2 þ l
dx ¼ p ð40Þ
R.R. Hall / Journal of Number Theory 97 (2002) 397–409404
to a purely algebraic equation. We may suppose that
t3  3mt2 þ 3nt  l ¼ ðt  a2Þðt  b2Þðt  c2Þ; ð41Þ
where a > 0; and either b; c > 0 or b ¼ jbjeib; c ¼ jbjeib; 0obop=2; and
a; b; c have positive real parts. Then the integral in (40) is
1
3
Z N
N
X
a;b;c
1
x2 þ a2
dx ¼
1
3
p
X
a1 ¼ p ð42Þ
so that X
a;b;c
a1 ¼ 3; ab þ bc þ ca ¼ 3abc: ð43Þ
This formula easily generalizes, but notice that it is essential that the real
parts are positive for (42). We square to obtain
3nþ 2abcða þ b þ cÞ ¼ 9l ð44Þ
and we see that 0oabc ¼ Ol; a þ b þ c > 0 whence 3l > n: Squaring again
yields
4lð3mþ 2ðab þ bc þ caÞÞ ¼ 9ð3l nÞ2 ð45Þ
and we substitute from (43) to deduce that
4lmþ 8lOl ¼ 3ð3l nÞ2 ð46Þ
which is a quartic equation for Ol > 0: The equation may be written out as
27l2  8lOl ð4mþ 18nÞlþ n2 ¼ 0: ð47Þ
An unilluminating formula for lðm; nÞ may be derived from this. A very
similar argument establishes that in the next caseZ N
N
x6 þ 3mx4 þ 3nx2 þ r
x8 þ 4mx6 þ 6nx4 þ 4rx2 þ l
dx ¼ p ð48Þ
we have 4l > r;
2ð4l rÞ2  3lnþ lOl > 0; ð49Þ
64l3mþ 64l2ð4l rÞOl ¼ ð2ð4l rÞ2  3lnþ lOlÞ2; ð50Þ
which has degree 8 in the variable Ol > 0: When k ¼ 2; we had 2lOl ¼ n
in [7], and so I think the degree is 2k1:
Let us return to the case k ¼ 3: Our problem is to maximize X :¼ k2
where
27X 3 þ 385mX 2 þ 10395nX  121275l ¼ 0; ð51Þ
the coefﬁcients being determined by the predictions from Random Matrix
Theory as explained above, m; nX0 are at our disposal and l ¼ lðm; nÞ: It is
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more informative to consider the more general case where
X 3 þ AmX 2 þ BnX  Cl ¼ 0; A; B; C > 0; ð52Þ
except that we shall have to impose certain inequality constraints on A; B; C
and check that these are satisﬁed when
A ¼
385
27
; B ¼ 385; C ¼
13475
3
: ð53Þ
The corresponding constraint in the case k ¼ 2; which was fully worked out
in [8], was satisﬁed in both my applications and I believe that this
phenomenon continues for increasing k and the relevant applications, but I
am far from being in a position to prove this.
We proceed as follows. We regard ﬁrst lXlð0; 0Þ ¼ 64=729 as our
independent variable and then, for ﬁxed l; optimize over nA½0; n1ðlÞ where
n1ðlÞ is the point o3l at which m; deﬁned by (46), equals 0. By this process
we arrive at a version of (52) in which l alone is a variable. So we have
4lm ¼ 3ð3l nÞ2  8lOl; 3l n1ðlÞ ¼ 2O
2
3
l3=4: ð54Þ
and clearly m is a decreasing function of n; indeed
l
dm
dn
¼ 
3
2
ð3l nÞ: ð55Þ
We differentiate Eq. (52) with respect to n; remembering that l is ﬁxed. We
obtain
ð3X 2 þ 2AmX þ BnÞ
dX
dn
¼ AX 2
dm
dn
 BX > 0 ð56Þ
if and only if
X >
2Bl
3Að3l nÞ
: ð57Þ
We begin by showing that n ¼ 0 implies dX=dn > 0: When n ¼ 0; we have
m ¼ 27
4
l 2Ol: Eq. (52) for X is, in this case,
X 3 þ A
27
4
l 2Ol
 
X 2 ¼ Cl ð58Þ
and this implies that X > 2B=9A if and only if
8B3 þ 9A2B2
27
4
l 2Ol
 
o729A3Cl ð59Þ
or
729A3C 
243
4
A2B2
 
lþ 18A2B2Ol > 8B2: ð60Þ
At this point we impose our ﬁrst constraint on A; B; C which is
8AC > B2: ð61Þ
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This is amply satisﬁed in the application. The coefﬁcient of l in (60) is then
X0 and if we substitute l ¼ 64=729 then (60) reduces to (61). We conclude
that X is increasing at n ¼ 0 so that we should allow n to increase. There are
now two cases according to whether dX=dv > 0 throughout ð0; n1ðlÞÞ or X
has a maximum in this interval. We examine the ﬁrst possibility when we
choose n ¼ n1ðlÞ: this implies m ¼ 0 and the equation for X is
X 3 þ Bn1ðlÞX  Cl ¼ 0: ð62Þ
We notice from (54) that
n01ðlÞ ¼ 3O
3
2
:l1=4X
3
4
l1=4X
2
3
O2
3
 
; ð63Þ
and by (62), dX=dl > 0 if and only if
X >
C
Bn01ðlÞ
; ð64Þ
or, by (62) again,
C2
B3n01ðlÞ
3
ol n1ðlÞ
n01ðlÞ
: ð65Þ
The right-hand expression in (65) equals l3=4=n01ðlÞO6; and (65) reduces to
C2
B3
o 1O6 l
3=4 3O3
2
l1=4
 2
: ð66Þ
We put l1=4 ¼ sO2
3
so that (66) becomes
s3  s2 þ
1
4
s 
C2
2B3
> 0: ð67Þ
In the application C2=B3 ¼ 35=99 and (67) requires that s > s0 :¼
0:934843y : there is only one real root. Therefore, X has a maximum in
this range when
X ¼
35
9ð1 1
2s0
Þ
¼ 8:36049y : ð68Þ
We proceed to the second possibility in which we suppose that dX=dn
vanishes at some point in ð0; n1ðlÞÞ: At such a point we should have, by (54)
and (57)
X ¼
2Bl
3Að3l nÞ
; m ¼
B2l
3A2X 2
 2Ol; n ¼ 3l 2Bl
3AX
: ð69Þ
We substitute these values into (52) which becomes
X 3  2AX 2Olþ 3BXl B
2
3A
þ C
 
l ¼ 0 ð70Þ
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and we put l ¼: y2X 2 so that
ð1 2Ay þ 3By2ÞX 3 ¼ C þ
B2
3A
 
y2X 2 ð71Þ
and
X ¼ C þ
B2
3A
 
y2
1 2Ay þ 3By2
: ð72Þ
The function of y on the right has a maximum at y ¼ 1=A when
X ¼
3AC þ B2
3Að3B  A2Þ
; Ol ¼ 3AC þ B
2
3A2ð3B  A2Þ
; ð73Þ
In the present application we ﬁnd that
X ¼
7533
901
¼
31:35
53:17
¼ 8:36071y; l ¼
312:316
5321721127252
¼ 0:343789y;
m ¼
457:38
53:17:1127252
¼ 0:022451y;
n ¼
709:31:313
532:172:112:72:52
¼ 0:291214y; ð74Þ
and we observe that the value of X is slightly larger than we obtained in the
other case. The small value for m relates to the narrow margin between the
two bounds. This completes the proof of Theorem 1.
Remark. In [7] we had l ¼ 121=196; n ¼ 22=49; and the extra complexity
observed in (74) is quite marked. On the other hand, the sequence LðkÞ ¼
1:7320y; 2:3452y; 2:8914y; for k ¼ 1; 2; 3 is steady, and slightly
concave. The next set of fractions will be interesting.
It would’be possible to write down a condition on A; B; C which
would imply that the second bound (73) was greater than that in (68), but
I have not thought this worth the extra candle. In the cases k ¼ 2; 3 so far
discussed two (that is the maximum possible) of the numbers a; b;y;
occurring in the integral evaluation (42) have been complex, and this may be
relevant.
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