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Part I: Observation Effects in Survey Sampling
1
Chapter 1
Observation Effects in Survey Response
The first part of this dissertation addresses a type of incongruence between the phenomenon of scientific interest
and the data ultimately recorded in a survey. Contingencies thought to be unrelated to the system under study can
influence the survey process. For example, respondents interact with features of the survey instrument structure such
as the order of responses and the order in which questions are asked. These interactions can alter the probability
distributions over their responses. The observation of a phenomenon interferes with the system of scientific interest. If
the interaction has a large effect on a response variable of interest, then the observation process biases the sampled data.
If the probability distribution of the response variable can be expressed as a function of features of the observation
process, then probabilities can be computed for counterfactual values of the observation process thereby generating the
hypothetical population of probability mass functions associated with every value the features take. If survey designs
assign different features, such as response or question orders, randomly, then causal interpretations of the effect of
observational features on a response are warranted.
1.1 Observation vs. Data-Generation
Observation is the process by which a phenomenon becomes recorded data. Dependence between the random vari-
ables comprising these processes can bias the observed data according to the effect of features of observation variables.
Let Z be a set of random variables associated with the observation process, possibly connected according to graph
structure GZ. Observation variables describe features of the process by which data is collected. This set might
contain features associated with response order, the time allotted to complete the survey, sampling mechanisms and
nonresponse. Let X be a set of random variables associated with the data-generating mechanism, possibly connected
according to graph structure GX. This set contains the variables thought to influence the value of the response if no
observation were made such as attributes of the respondent and responses to other questions in the survey.
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Under ideal scientific circumstances the processes are completely independent. That is, for all X ∈ X and Z ∈ Z
p(X,Z) = p(X)p(Z).
Under these conditions realizations of the variables in the observation process do not influence the distributions of
the random variables in the data-generating process. Hence the data generating process can be estimated without the
random variables contained in Z. The observation process is ignorable. But when variables in Z interact with or
cause variables in X, the observation and data-generating process must be modeled jointly.
As documented in Chapter 2, attributes of the survey instrument ’s structure interact with the sampled individual’s
response process. Surveys can ask about two different types of information: data that could be externally verified and
data that is inherently subjective. For example, suppose a survey asks two questions. How many computers do you
own? And, how do you feel right now on a scale of one to five? The first question asks about a piece of information that
could be theoretically verified without consulting the respondent. But, the latter question cannot. Interaction between
of the observation and data-generating processes presents an interesting challenge for subjective questions. Suppose
the order of choice varies across designs, and different designs of the survey are randomly assigned to respondents. If
the presentation order of the responses interacts with the response process, the observation process is not ignorable.
In the case of the number of computers, external validation is possible. But there is no straightforward way to validate
the response. Responses to similar questions and actions can serve as proxies.
Because the subjective information cannot be verified externally, experiments are needed to test the effect of vari-
ation in the survey instrument structure on some result. Removing the dependence between the estimator and the
instrument structure leaves a probability distribution without the artifacts of the observation process.
1.1.1 The Observation Process in Surveys
Observation is a process: the primal phenomenon must be organized into a logico-semantic representation such as a
sequence of ordered responses indicating the respondent’s level of interest in some topic. The representation must be
measured via an instrument, the instrument must have a specific structure and sampled individuals must interact with
the instrument. As depicted in the following flow chart, observation comprises the measurement and recording of a
3
representation of a phenomenon as it is perceived by the survey respondents.
Phenomenon As-It-Exists→ Phenomenon As-Can-Be-Represented
→ Representation As-Can-Be-Surveyed
→ Representation As-Can-Be-Perceived
→ Representation As-Surveyed-In-Fact.
Realizations of each step in the process determine the observed data. The respondent’s perceptions of the underlying
phenomenon and mental state interact with the structure of the survey. Like the observer effect in physics, the features
of the survey used to elicit responses can change the system under study. For example, unfamiliar or complicated
survey designs may increase uncertainty in the mind of the respondent just as a thermometer may warm the liquid it is
used to measure. But, unlike bodies of water or quantum particles, the perceptions of the humans under measurement
also determine the responses. The respondent interprets the survey prompts in a way that need not match the inter-
pretation intended by the survey designer. Hence all survey data depends on the representation of the phenomenon of
interest, the instrument used to measure it and the perceptions of the sampled individuals. But, the dependence does
not imply that variation across representations, instruments, mental states and perceptions is meaningful in a scientific
context. When it is, the context of the data creation should be modeled explicitly.
New methods are needed to assess whether the realizations associated with the survey context are particularly ex-
treme and to understand the range of possible outcomes under counterfactual circumstances. Not only does this help
to get less obscured views of the scientific object of interest, it can reveal what type of designs can mitigate the obser-
vation effect. The results of explicit models for survey context can also reveal insight into the cognitive processes that
alter responses. If this can be done, context-adjusted samples can be produced that might constitute better depictions
of the real-world phenomenon scientists actually wish to study. The remainder of this section introduces a general
graphical model for the survey context.
1.1.2 A Graphical Model for Survey Response
Let the observation process be the collection of random variablesO = {Z, E}with dependence graph GO andX = {X,Q}
with dependence graph GO. If there is dependence between variables in two sets, then the observation process may
intrude into the data-generating process. Aspects of the survey data creation process in general, and the network survey
data creation process, in particular, can be depicted as a graphical model. Let Γ denote the representation chosen for
the phenomenon of interest. The scientific community in which observation is embedded dictates a convention for the
4
phenomenon’s representation. The convention reflects current theoretical understanding of the system, and practical
issues associated with feasible measurement devices and tractability of data analysis. Let Z be a random variable
describing features of the instrument used to collect the information required by a representation. Instruments include
tools such as surveys and sensors (both biological and mechanical); features of instruments include their material
composition and design.
Since surveys are completed by people, they contain artifactual information about the respondent. The way peo-
ple answer survey questions depends on the state of their cognitive processes and their perceptions of themselves and
the external world. The former represents the way the brain functions at the time of the survey; the latter describes
their internal conceptions of themselves and their relations. For example, respondents distracted by the memory of
something that occurred earlier in the morning may answer survey prompts differently than they would under other
circumstances. The survey responses are therefore imbued with cognitive artifact. To given an example of the second
concept, what constitutes “Interest” in a topic may differ between people. A person’s available and relevant social
context alters perception of the phenomenon of interest.
[55] defines the notion of psychological entropy to be “the experience of conflicting perceptual and behavioral af-
fordances.” The psychological discomfort felt by respondents is associated with a heightened “degree of perceptual
and behavioral ambiguity within a situation.” Represent the entropy of a respondent’s mind by the random variable
E. Different values of E alter the probability distribution over responses in a survey setting. For example, suppose
objectively verifiable answers are available for the questions posed by a survey. When a higher entropy state is realized
due to some event independent of the survey process, the subject responds with increased levels of inaccuracy. In cases
where no such verifiable truth exists, such as how one person feels about another, the probability distribution exhibits
higher entropy thereby becoming less predictable.
Observation of the phenomenon of scientific interest may require that respondents perceive the questions in a way
that is similar to one another, and to the scientific community. When perceptions of the content of the questions
differ, and the difference in understanding is sufficiently large to change a sampled unit’s response, models of the
data-generating process suffer from omitted variable bias. If there is dependence between variables in two sets, then
the observation process may intrude into the data-generating process.
The level of cognitive entropy, E, determines the amount of variance in their reports. If cognitive entropy corre-
lates with ambiguity and novelty, then features of the survey instrument can affect the probability measure over E. A
novel or counterintuitive survey structure increases the probability of less reliable responses (if they could be verified).
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Assume E and Γ are independent given Z. The way in which a field of inquiry represents phenomena should not de-
pend on the particular state of E at the time and place of measurement. Moreover, given the features of an instrument,
Z, cognitive entropy does not depend on the representation. But, as previously mentioned, under some circumstances
the constitution of the instrument may be associated with E. Complex or unorthodox instrument designs induce greater
ambiguity in the respondent’s mind.
Scientists set the survey design Z ex ante; that is, they select an instrument to fit the needs of the data creation environ-
ment. The features of the survey affect the resulting data directly by framing the choice environment of the respondent
and indirectly by altering the respondent’s cognitive entropy. Some instrument designs may couple with certain rep-
resentations to have large effects on the resultant data; others can have relatively little effect. Lastly, the instrument
used to measure a phenomenon certainly depends on its representation. By setting a representation scientists identify
a subset of instruments concomitant with the representation. A possible theoretical framework for observation and
data-generating processes in surveys appears in figure 1.1. If a variables belongs to the observation process its node
is colored green; if a node belongs to the data-generating process, it is shaded blue. The left panel displays a model
in which the cognitive entropy and instrument are marginally independent. The right panels depicts a slightly more
complicated scenario; it assumes the instrument structure causes changes in the probability distribution over cognitive
entropy. The third panel presents in which the variables associated with the data-generating process cause changes to
the probability distribution over cognitive entropy. Suppose the model in the left panel holds and the representation
for the phenomenon is held fixed, Γ = γ0, where γ0 denotes a conventional representation. Then the probability of this
relational system is
p(Q,Z, E|X = z,Γ = γ0) = p(Q|Z, E, X)p(E)p(Z|Γ = γ0).
Similarly, suppose Z is fixed Z = z0 so that z0 are the features associated with a conventional instrument to observe
the phenomenon given the conventional representation Γ = γ0. Then the probability of the observed data given the
observation process is just
p(Q|Z = z0,Γ = γ0) =
∑
e∈E
p(Q|Z = z0, E = e,Γ = γ0)p(E|Z = z0,Γ = γ0),
Since E cannot be fixed, it is marginalized out of the expression. But, if a model for E is not tractable, then the survey
responses conflate the uncertainty associated with the phenomenon of interest with the uncertainty associated with
cognitive entropy of each of the respondents among other possible confounders.
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Figure 1.1: Observation and Data-Generating Processes as a Graphical Model.
1.2 Survey Data without an Instrument Structure
How would individuals respond to questions if data were collected without a survey instrument? Consider a survey of
N subjects asking them to choose their favorite word from a list of options. Repeat the experiment |Z| times where
each z ∈ Z is a distinct ordering of the options. Further suppose each z is sampled L times. The order in which the
various instrument structures were presented to respondents would influence their choices. Suspending disbelief for a
moment, suppose this is not the case and define
p(Qz = q) = p(Q = q|Z = z) = 1
L
L∑
l=1
I {Ql = q|Z = z} (1.2.1)
to be the probability of observing data Q with instrument structure z. The family of the probability mass function
{p(Qz = q)}z∈Z enables scientists to ask questions whether the differences in mass functions is significant. These
structures alter the data by changing the state of cognitive processes in the mind of the respondent. If such instrument
structures exist, they may reveal insights as to how respondents formulate responses to network surveys. Moreover,
the outlying data may provide different information about the object of interest. One way to compute this is to consider
the average KL-divergence
1
|Z|
∑
z′∈Z
KL(p(Qz)‖p(Qz′ )) = KL
p(Qz)
∥∥∥∥∥∥∥∏z′∈Z p(Qz′ )
1
|Z|
 . (1.2.2)
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The right side of the term on the right side is the geometric mean of the probabilities
{
p(Qz
′
= y)
}
z′∈Z meaning that the
average KL-divergence is a measure of distance from the probability of agreement between all z′. As an alternative
define the expected probability that Q = q over the instrument structure. Since each z appears L times, they are equally
likely. The expected probability that Q = q is therefore
p(Qz¯) = p∗(Q = q) =
1
|Z|L
∑
z∈Z
L∑
l=1
I {Ql = q|Z = z} , (1.2.3)
and the KL-divergence between p(Qz) and the expected probability is
KL(p(Qz)‖p(Qz¯)) =
∑
q∈Q
p(Qz = q) log
(
p(Qz¯ = q)
p(Qz = q)
)
. (1.2.4)
These two methods are not equal. Chapter 3 explores differences in the two means and their relation to the KL diver-
gence measures.
Of course, this thought experiment is not possible to perform. The order in which replications are introduced to the
respondent affects the downstream observations. More likely, the experiment could be run a single time in which the
possible survey structures are randomly assigned to the respondents, or in which a single survey instrument structure
is assigned to every respondent.
1.2.1 Exchangeability
Suppose only a sample of the possible instrument structures were implemented in a survey. In order to compute
probability mass functions of survey responses conditioned on counterfactual instrument structures, the data must be
exchangeable. The potential outcome Qz is distributed independently from the value of Z used to observe the data (see
[51]). Symbolically, for all z ∈ Z, Qz ∐ Z, so that
p(Qz = q|Z = z′, X = x) = p(Qz = q|Z = z′′, X = x)
for all z′, z′′ ∈ Z. Then if the instrument structures used in the experiment were randomly sampled the probability
mass functions can be interpreted as
p (Qz = q|X = x) = p (Qz = q| do(Z = z), X = x) .
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Since Z is exchangeable, the effect of Z is causally identified if the positivity assumption holds. That is, there must be
a positive probability of receiving each treatment. Thus Qz can be interpreted as the counterfactual network whenever
z , zobs. As before, averaging over the counterfactual probabilities provides an estimate for the expected probability
distribution over Q. Then the probability distribution for Q adjusted for the survey instrument structure is given by
p∗(Q = q) =
∑
z∈Z
p(Q = q|Z = z)pi(Z = z) = 1|Z|
∑
z∈Z
p(Q = q|Z = z). (1.2.5)
When the survey instrument structure is not randomly assigned to subjects due to dependence between the observation
and data-generating processes, methods from causal analysis identify instrument effects. For example, if a variable X
associated with the data-generating process is thought to cause Z, then
p∗(Q = q) =
∑
z∈Z
p(Q = q|(Z = z))pi(Z = z) = 1|Z|
∑
z∈Z
∑
x
p(Q = q|Z = z, X = x). (1.2.6)
Chapter 3 explores alternative aggregate measures such as mass functions proportional to the power means and the
Wasserstein barycenter.
1.2.2 Aggregate Measures for the Survey Process
Throughout this section assume Γ = γ0 where γ0 is the conventional representation of the phenomenon of interest.
Suppose scientists survey Q in every way it could be observed, with every possible instrument structure. The procedure
generates a family of probability measures
{p(Q = q|E = e, X = x,Z = z)}z∈Z . (1.2.7)
Each member provides a different lens through which humans view the primal phenomenon of interest. Average over
the different instruments and define an aggregate probability measure over the collection. Assuming the space Z is
finite, define
p∗(Q = q|E = e, X = x,Γ = γ0) =
∑
z∈Z
p(Q = q,Z = z|E = e, X = x,Γ = γ0)
=
∑
z∈Z
p(Q = q|E = e, X = x,Γ = γ0,Z = z)pi(Z = z|Γ = γ0). (1.2.8)
The probability mass function pi(Z = z|Γ = γ0) places equal prior weight on each distinct instrument consistent with
the representation γ0. The prior does not represent what design is likely to be used in the data created process, rather
it assigns probability to each of the ways the data could have been observed.
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Note that E depends on Z, but changes in E due to changes in Z are not included. This model conflates changes
in the level of cognitive entropy with changes in uncertainty due to Q under different Z. It does not account for dif-
ferent levels of cognitive entropy determined by different designs. Hence if cognitive entropy is thought to have a
negligible effect on the resulting data no matter the instrument structure, then 1.2.8 is a sensible choice. However, if a
model for E given Z is available, the probability
p∗(Q = y, E = e|Γ = γ0) =
∑
z∈Z
p(Q = q|E = e,Γ = γ0,Z = z)p(E = e|Z = z)pi(Z = z|Γ = γ0). (1.2.9)
can be used in its place. Here two the two sources of variation under different Z are modeled explicitly, but the
uncertainty in Q and E are conflated. If the cognitive entropy plays a large role in the behavior of the respondents, it
should be controlled in a similar manner to Z. Supposing E is finite, define the refined probability to be
p∗(Q = q|R = rc) =
∑
e∈E
∑
z∈Z
p(Q = q|E = e,Z = z)p(E = e|Z = z)pi(Z = z|R = rc). (1.2.10)
This is the probability of observing realizations of Q absent a particular survey instrument structure and cognitive
entropy. Although the focus of this paper remains 1.2.8, methods to estimate this alternative probability measure are
discussed in 4.
In typical situations it is not feasible to measure with every possible instrument. By modeling the data as a func-
tion of the instrument’s features, counterfactual data can be simulated and compared to the data created by instruments
actually used. This important step relies on exchangeability assumptions inherited from the causal inference tradition.
If statistics derived from the observed data appear to be extreme relative to statistics derived from the counterfactual
collection, then the particular instrument may have created data that does not reflect the distribution of data sets that
could be created by the set of all instruments. One must assess whether inferences made from such data sets reflect
properties of the scientific phenomenon of interest.
If use of these methods demonstrates that features of the observation process affect survey results to large degrees,
then it is possible observation effects exist in many social systems. The process at work in surveys represents a
particular example of a larger phenomenon.
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Chapter 2
Accounting for Observation Effects in
Subjective Surveys
2.1 Introduction
Surveys of subjective information differ from surveys of objective information in an important way: reports about
attitudes, preferences and impressions of the world do not refer to an unambiguous ground truth. If a respondent is
asked to report income, a birthdate or counts of some addictive behavior then, theoretically, these responses can be
compared to correct values. Inherently subjective surveys are therefore impossible to validate relative to an external
standard. Thus, a survey respondent cannot report subjective impressions incorrectly. It is well known that features
of the survey process such as the survey instrument’s structure affect the responses of sampled individuals. When
the responses can be modeled as a function of instrument structure, the population of possible survey responses can
be generated. This paper introduces a method to evaluate the extent to which a survey instrument structure produces
samples very different from the overall population. Then a method to aggregate over the population of counterfactual
responses to produce a distribution of responses free from the influence of a particular instrument structure is presented.
The structure of this paper proceeds as follows. Section 2.2 argues that surveys of subjective information are es-
pecially vulnerable to features of the survey instrument structure. Examples from existing survey data demonstrate
response and question order effects. These previous studies illustrate how reports of subjective impressions vary with
features of instrument structure. Section 2.3 introduces a general framework for surveys of subjective information.
This approach enables the researcher to assess the impact of the survey instrument structure relative to a population of
possible structures. Finally, a method to estimate a probability mass function aggregating over all possible instrument
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structures is introduced. Section 2.4 presents a method to model the entire survey jointly. Counterfactual methods
can be applied to aggregate over possible assignments of instrument structure and assess the extremity of the survey
instrument assigned in the observed data. Section 2.5 addresses incorporating time limits on a survey as an additional
dimension of instrument structure.
2.2 Survey Instrument Structure and the Observation Process
Many random variables affecting survey data have been identified within the total survey error paradigm. [45] reviews
its history. Within this framework a taxonomy of errors is enumerated. Error associated with survey instrument struc-
ture nests within this larger conceptual structure. The authors write that, “Instead of concentrating on error models that
have nice estimation properties, we should focus on error models that better reflect the phenomenon being modeled.”
This is the approach taken in this paper. Rather than estimating error, interested is shifted towards a better understand-
ing of the data generating and data observation processes. The concept of an error implies a systematic deviation from
a true value. When surveys ask questions about objective information, theoretically verifiable facts, respondents can
answer correctly or incorrectly. For example, if asked to report the number of cups of coffee purchased per week,
researchers could compare the survey responses to an electronic purchase history. Objective survey questions refer to
answers that could be known with the use of the appropriate archival technologies. But, when surveys inquire about
subjective information, there exists no externally verifiable ground truth to which the response can be compared.
[94] posits a theory supporting the present thesis that subjective and objective survey questions differ in a funda-
mental way. Under their model respondents, “carry around in their heads a mix of only partially consistent ideas
and considerations. When questioned, they call to mind a sample of these ideas, including an oversample of ideas
made salient by the questionnaire and other recent events, and use them to choose among the options offered. But
their choices do not, in most cases, reflect anything that can be described as true attitudes; rather, they reflect the
thoughts that are most accessible in memory at the moment of response.” The authors contend individuals often have
conflicting opinions on an array of topics. Survey instrument structure biases cognitive processes towards a subset
of the respondents’ ideas. They argue systematic variation arises from the artifactual effects of the survey instrument
structure on responses. The present argument pushes strengthens these claims. Questions about subjective perceptions
cannot have error, rather the subjective report exists within the context in which it is observed. Changes in the context
of observation beget changes in the survey responses. Since responses can only be collected within a survey context,
the dependence between context and response is unavoidable.
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2.2.1 Examples of Response Effects
This section presents several examples of response effects owing to features of instrument structure. [30] states, “A
survey instrument is a tool for consistently implementing a scientific protocol for obtaining data from respondents. For
most social and behavioral surveys, the instrument involves a questionnaire that provides a script for presenting a stan-
dard set of questions and response options.” The particular form these questions and response options take comprise
the survey instrument structure. When the artifacts of the instrument structure interact with respondents’ cognitive
processes, omission of the association between features of the instrument structure and the surveyed data leads to a
misspecified model of the data generating process.
In the following examples, the presentation order of questions or responses varies. Then the researcher can perform
statistical tests to determine the degree of difference between the responses under different survey structures. The
focus of this paper is the effect of structure, not content. Structure involves how humans observe a phenomenon while
content involves what humans observe. Changing the wording of a question changes the scientific object of interest;
the surveys elicits different information from respondents. But, changing the presentation order of responses elicits
information about the same content in a different way. Response changes persist across types of surveys whether they
are conducted face-to-face, by mail or electronically. This is important to note as simply changing the survey method
does not ensure that response effects do not bias the resulting data. Response effects are ubiquitous in surveys of
inherently subjective information.
[73] reports several instances in which contingencies of sampling, such as the order in which questions appear, influ-
ence the behavior of survey respondents. In September of 1997 pollsters interviewed 1002 potential voters regarding
their impressions about the honesty and trustworthiness of Bill Clinton and Al Gore. Respondents were asked whether
each person is “honest and trustworthy.” When they were asked about Clinton first 50% said yes to Clinton and 60%
said yes to Gore. When asked in the opposite order, 57% said yes to Clinton and 68% to Gore. The probability of
observing this difference in support for Clinton given the two instrument structures is approximately 0.027 while the
corresponding number for Gore is approximately 0.010. Other studies reported in the paper also produce large dis-
crepancies when the survey instrument structure varies. The company that administered the poll averaged the results
across the two survey instrument structures so that
Pr {i affirms x} = Pr {i affirms x|Z = z1} + Pr {i affirms x|Z = z2}
2
with equal weights since half of the sample responded to each structure. As the survey elicited subjective opinions, a
ground truth is not a coherent concept.
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Order Form A Form B
1 More difficult to obtain Easier to obtain
2 Stay the same Stay the same
3 Easier to obtain More difficult to obtain
Table 2.1: Actual Survey Instrument Structures Implemented in Mail Survey
[11] provides another example as to how survey design can alter the process by which the object of scientific in-
terest becomes data. The authors present results of experiments on taxonomic and componential organization using
balanced incomplete block designs. Test subjects were asked to identify the most dissimilar word contained in each of
the triads presented to them. Dimension reduction via nonmetric multidimensional scaling was used with estimates of
the similarity between words as inputs. The second of the authors’ two goals for the paper is to “discuss the structural
problems which may arise with the use of” balanced incomplete block designs. They write, “Clearly, the similarity
measure for any two words depends upon context, i.e. in the case of the triads test the three words. For this reason, it is
important that triads tests be done on words which are from the same semantic domain, and which are at the same level
of contrast in that domain.” They find certain randomizations had a real effect on the resulting analysis. For example
the triad
{
corn, peas, lima beans
}
leads to what the authors call a structural problem with the design. The three form a
complete triad in the beans that there are strong dyadic associations between each. If another vegetable were chosen
from a different domain in place of one of the three, this object would be judged as most distinct. Hence the specific
random assignment of triads altered the observation process.
As reported in [3], response effects appear in mail surveys. Under these conditions respondents are free to com-
plete the survey in any order. Moreover, they may reread questions and change answers after taking time to deliberate.
The authors note mild question order and response order effects. Most notably, subjects were asked whether divorce
should be easier to obtain, more difficult to obtain, or stay the same as it is now. Choices were presented in ascending
and descending orders according to 2.1. The paper reports 57.9% of respondents chose the “more difficult” option
when the option to make divorce more difficult to obtain was presented before the option to make divorce easier to ob-
tain, while 47.4% chose this option under the alternative design. To generate an estimate of the probability distribution
over beliefs the data could be pooled so that
p(Q = q) = p(Q = q|A)p(A) + p(Q = q|B)p(B)
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where p(A) and p(B) = 1 − p(A) are the marginal probabilities of the assigned instrument structure. Since the two
designs were assigned randomly, the estimate easier to obtain, while 47.4% chose this option under the alternative
design. To generate an estimate of the probability distribution over beliefs the data could be pooled so that
p∗(Q = q) =
p(Q = q|A) + p(Q = q|B)
2
is the probability distribution unaffected by the specific realization of random assignment.
[63] investigates response-order effects in the General Social Survey of 1984. These are defined as “changes in the
answers to closed-ended survey questions produced by varying the order in which response options are presented.” Re-
spondents were asked about 13 qualities regarding children. After seeing the list, respondents were asked to name most
three desirable qualities, and from those three, to choose one as the most desirable. Analogously, respondents were
asked for the three least important and the least important among those three. They conclude responses to the questions
about child qualities are partially determined by the order of possible responses. In particular, placing a quality among
the first three choices increased the probability that it was chosen as one of the three most desirable traits. For example
when the trait ‘Manners’ was placed first rather than last, it was chosen as a top three quality in 16.3% more surveys.
When the trait ‘Honest’ was placed second rather than 12th, it was chosen as a top three quality in 17.3% more surveys.
The two designs were implemented in the study are depicted in 2.2. Since the order was reversed, the qualities at
the beginning and the end have significant variation across the two designs. But, unlike the Clinton-Gore example, the
set of possible survey instrument structures is much larger than these two. There are 13! ways to list the options for
survey respondents. Averaging over the two observed structures models
p(Yi = k|Z = z1 or Z = z2).
If there exists a model for the data taking the ordering information as data, probability distributions associated with
counterfactual survey instrument structures can be estimated. Then the true counterpart to the Clinton-Gore averaging
is given by
1
|Z|
∑
z∈Z
p(Yi = k|Z = z)
where Z is the set of possible instrument structures. Doing so requires a method to generate the set of counterfactual
probability mass functions. Note that the 13 traits comprising the list of alternatives admits admits no natural or pre-
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Order Design 1 Design 2
1 Manners Studious
2 Success Interested
3 Honest Considerate
4 Clean Responsible
5 Judgment Obey
6 Control Amicable
7 Role Role
8 Amicable Control
9 Obey Judgment
10 Responsible Clean
11 Considerate Honest
12 Interested Success
13 Studious Manners
Table 2.2: Actual Survey Instrument Structures Implemented
ferred order; neither of the two forms is more natural than the other. Then any counterfactual order would have been
as plausible as the two observed survey instrument structures. This empirical fact lends credence to exchangeability
assumptions. That is, responses to the survey prompted with counterfactual instrument structures are independent of
the observed survey instrument structure.
Electronic surveys are also subject to response effects. [68] provides an additional example of an intrusive obser-
vation process. Individuals were surveyed about their opinions regarding the response to Hurricane Katrina. Two
versions of survey were used: one listing ranked alternatives in ascending order and another listing them in descend-
ing order. For example the first question in the survey asked about respondents’ interest in the events surrounding
Hurricane Katrina. For a subset of questions the alternative responses were listed in one of the two variations shown in
2.3. These are the two orders that preserve the relative ranking between alternatives. The authors demonstrate that the
format assigned to respondents has a significant effect on the number of questions for which respondents chose one of
the top two levels. Novel ordering response effects for this study are presented in 2.3.
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Order Form A Form B
1 Extremely interested Not interested at all
2 Very interested Slightly interested
3 Moderately interested Moderately interested
4 Slightly interested Very interested
5 Not interested at all Extremely interested
Table 2.3: Actual Survey Instrument Structures Implemented
2.3 Counterfactual Survey Responses
This section proposes a method to evaluate the sensitivity of the observed survey responses to changes in the instrument
structure using the electronic survey introduced in 2.2. Respondents received either form A or B. 2.3 details the two
structures presented for question one. In one version, the choices are in ascending order; in the other they are presented
in descending order. Both structures preserve the ordinal nature of the data while altering the order of presentation. The
experiment records for each respondent i = 1, . . . ,N the response given A or the response given B, but not both. Figure
2.1 shows the difference in responses between the two groups A Chi-Squared test of the contingency table associated
with 2.1 concludes the test statistic is as large at the observed statistic in 5.6% of samples under the null hypothesis of
independence. This result suggests meaningful variation exists in the responses between the two groups. Form A lists
the possible choices in descending order and places relatively more mass on the two largest values. The responses of
the individuals who received form B place relatively more mass on the bottom three levels - which appeared closer
to the beginning of the list of choices on their survey. The forms were assigned randomly to individuals. Hence the
potential outcome Qz is distributed independently of Z, the actual survey instrument structure, for all z ∈ Z ([51]).
Then for i = 1, . . . ,N and zi ∈ {A, B}
p(Qzii = qi|Zi = A) = p(Qzii = qi|Zi = B).
As a consequence the probability mass functions governing the response to the question can be computed for counter-
factual survey instrument structures. Consider the average of the two probability mass functions
p(Qi = qi) =
1
2
(
p(QAi = qi) + p(Q
B
i = qi)
)
.
The resulting probability mass function equally weights the contribution of all potential outcomes: estimation of the
probability distribution over a respondent’s selection accounts for all the possible ways the survey data could have
been generated. The instrument structure assigned to a respondent biases the response. Use of form A leads to overes-
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Figure 2.1: Histogram of Responses by Survey Form.
timates of interest in hurricane Katrina while form B leads to underestimates. Under this distribution Qi is distributed
independently of the survey instrument structure. If this is the true scientific object of interest, then averaging removes
the bias introduced by the survey instrument structure. In the theory advanced by [94], considering all possible survey
instrument structures leads to surveys in which the respondent oversamples from every subset of ideas made more
salient by a particular survey instrument structure. Averaging corrects for this oversampling.
Under certain conditions, averaging also reduces the variance in the estimates of the probability mass functions. Vari-
ation in pθˆ(Qi = qi|z) arises from uncertainty regarding the estimator θˆ. If the estimators θˆz for z ∈ Z are independent
of one another, then
var (p(Qi = qi)) =
1
4
(
var
(
p(QAi = qi)
)
+ var
(
p(QBi = qi)
))
≤ max
{
var
(
p(QAi = qi)
)
, var
(
p(QBi = qi
)}
so that if
var
(
p(QAi = qi)
)
< 3var
(
p(QBi = qi
)
var
(
p(QAi = qi)
)
< 3var
(
p(QAi = qi
)
then
var (p(Qi = qi)) ≤ min
{
var
(
p(QAi = qi)
)
, var
(
p(QBi = qi)
)}
.
That is, the variance of the aggregated probability mass function is always less than the most variable mass function.
And, when the variances of the potential outcome mass functions are sufficiently similar, aggregation reduces the un-
certainty in the estimate. In general, though, the model parameters do depend upon one another, and the inequalities
do not apply.
In this analysis the parameter θ is assumed to be invariant across instrument structures, θz = θ for all z ∈ Z. The
probability respondent i chooses level k is a function of the estimated parameters. To model the choice as a propor-
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tional odds regression set
p(Qi = k|zi, xi; θ) = p(Qi ≤ k|zi, xi; θ) − p(Qi ≤ k − 1|zi, xi; θ)
= F(αk,k+1 − (zi, xi)>(βz, βx)) − F(αk−1,k − (zi, xi)>(βz, βx)) (2.3.1)
(2.3.2)
where F is the Cauchy distribution function with center zero and scale one,
F(v) =
1
pi
arctan(v) +
1
2
.
The parameter vector θ subsumes the cut-point parameters α, the parameters associated with survey instrument struc-
ture βz and the parameters associated with respondent attributes βx. Figure 2.2 displays the coefficients with 95%
confidence intervals. The parameter ‘Form’ is an binary variable indicating whether the respondent received form
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Parameters Estimates for Question One's Model
Parameter Value
l
l
l
l
l
l
l
l
Form
Bachelor's
Form x Bachelor's
Age
South
Moderate
Female
African−American
Figure 2.2: Parameter Estimates with Confidence Intervals for Question One’s Model.
A; ‘Bachelor’s’ indicates whether the respondent attained a Bachelor’s degree; ‘Age’ indicates the respondent’s age;
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‘South’ is an binary variable indicating whether the respondent lives in the American South; ‘Moderate’ is a binary
variable indicating the respondent identifies as a political moderate; ‘Female’ indicates whether the respondent is fe-
male and ‘African-American’ indicates whether the respondent is African-American. Corroborating results in [68],
ordering effects disappear for respondents with a higher level of education. This can be seen by noting the sign and
magnitude of the coefficients for ‘Form’ and ‘Form x Bachelor’s.’
2.3.1 Individual Responses
Define the aggregate probability mass function to be the arithmetic mean of the probability mass function conditioned
on the actual and counterfactual instrument for respondent i,
p∗(Qi = k|xi; θ) = 12
∑
z∈{A,B}
p(Qi = k|z, xi; θ) (2.3.3)
with the empirical counterpart
p∗(Qi = k|xi; θˆ) = 12
∑
z∈{A,B}
p(Qi = k|z, xi; θˆ). (2.3.4)
Since the maximum likelihood estimates of θ are asymptotically normal, the variance of ̂p∗(Qi = k|xi; θˆ) can be ap-
proximated via the ∆-method as
var(p∗(Qi = k|xi; θˆ)) ≈
∇θ ∑
z∈Z
p(Qi = k|z, xi; θˆ)
> Σ(θˆ)∇θ ∑
z∈Z
p(Qi = k|z, xi; θˆ) (2.3.5)
where Σ(θˆ) is the estimated covariance matrix associated with the maximum likelihood estimate θˆ. The estimator
of 2.3.3 converges in distribution to a Gaussian distribution with mean 2.3.4 and variance Bootstrapping provides
an alternative method to compute variances. Sampling respondents from the data with replacement and computing
the parameter estimate R times obtains estimates (θˆ(1), . . . , θˆ(R)). For each sample r = 1, . . . ,R, compute the fitted
probability mass function conditioned on the actual instrument p(Qi = qi|xi, z = zobs; θˆ(r)), the fitted probability mass
function conditioned on the counterfactual instrument p(Qi = qi|xi, z = zcf; θˆ(r)) and the aggregate probability mass
function p∗(Qi = qi|xi; θˆ(r)). Figure 2.3 shows bootstrapped estimates of the median and 95% confidence intervals
of the actual and counterfactual distributions for 25 randomly selected respondents. The blue letter in the plot - an
indication the version of the form assigned for the survey - marks the median probability for level two, “Slightly
interested.” Figure 2.4 shows the actual and averaged distributions. Note the bootstrapped sample variance of the
averaged distribution is less than the actual distribution for 242 of 397 respondents; a paired t-test indicates the mean
difference is less for the averaged distributions.
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Figure 2.3: Bootstrapped Probability Estimates with Confidence Intervals.
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Figure 2.4: Bootstrapped Probability Estimates with Confidence Intervals.
2.3.2 Pooling Respondents
The electronic survey was sufficiently anonymous to make the stable unit treatment value assumption (SUTVA). That
is, assume
p(Qzii = qi|Z j = A) = p(Qzii = qi|Z j = B)
for i and j , i in 1, . . . ,N. By pooling across the respondents, the set of possible instrument structures becomes
Z = {A, B}N . The population average
p∗(Q = q|x; θˆ) = 1
N
N∑
i=1
p∗(Qi = qi|xi; θˆ) (2.3.6)
aggregates the probability mass function of each unit in the sample. Similar inferential conditions apply to the popu-
lation average. The distribution of the overall average is asymptotically normal with mean 2.3.6 and variance
var(p∗(Q = q|x; θˆ)) ≈
(
∇θp∗(Q = q|x; θˆ)
)>
Σ(θ)∇θp∗(Q = q|x; θˆ).
Bootstrapped estimates of the response probabilities for levels two through five are presented in 2.5. Each panel shows
a bootstrapped distribution for the aggregate probability mass function defined by
p∗(Q = q|x; θˆ(r)) = 1
N
N∑
i=1
p(Qi = qi|z, x; θˆ(r))
where r = 1, . . . ,R indexes the bootstrap replications. The proportions observed in the original survey are denoted
by the red line. The observed values for levels three and five deviate from the mean of the bootstrapped distribution
by more than .05. The observed data is an unlikely realization given the responses to the question are distributed
according to the aggregate probability mass function.
2.3.3 Extreme Instrument Structures
In the original survey, respondents were randomly assigned form A with some probability piA. Sampling from this
space creates counterfactual treatments to all respondents with the same marginal probabilities. A counterfactual
estimate of the population-wide probability mass function given a vector z of instrument structures can be compared
to the set of all such estimates by computing
∑
z′∈Z:z′,z
d(p(Q = q|z = (z1, . . . , zN)), p(Q = q|z′ = (z′1, . . . , z′N))), (2.3.7)
24
25
0.080 0.084 0.088
0
50
15
0
25
0
35
0
Probability of Level 2
D
en
si
ty
0.275 0.280 0.285 0.290 0.295
0
50
10
0
15
0
Probability of Level 3
D
en
si
ty
0.340 0.350 0.360 0.370
0
20
40
60
80
12
0
Probability of Level 4
D
en
si
ty
0.220 0.225 0.230 0.235 0.240
0
50
10
0
15
0
Probability of Level 5
D
en
si
ty
Figure 2.5: Density Estimate of the KL Divergences.
the total distance of p(Q = q|z = (z1, . . . , zN)) from all the alternatives. The sum indicates the extremity in the esti-
mate relative to all others in the collection. Since this is also a function of the estimator θˆ, a further application of
the ∆-methods yields an approximation of its asymptotic distribution. Figure 2.6 displays a non-parametric density
computed with the KL divergences between probability mass functions conditioned on z and their geometric mean.
The fitted mass function evaluated with the actual survey instrument structure is much closer to the majority of the
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Figure 2.6: Density Estimate of KL distances.
survey designs than the observed probabilities. The response generating process cannot be perfectly modeled; this
method works better when the responses can be explained well by the variables in the observation and data-generating
processes. The observed distribution’s distance from the majority of probability mass functions reflects two sources
of variation: variation due to the actual survey instrument structure and non-systematic variation at the unit level. The
latter combines the association of unmeasured variables and idiosyncratic noise.
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Setting the distance function in 2.3.7 to be the KL divergence implies a common reference point. Observe
1
|Z|
∑
z′∈Z
KL(p(Qz)‖p(Qz′ )) = KL
p(Qz)
∥∥∥∥∥∥∥∏z′∈Z p(Qz′ )
1
|Z|
 .
The right side of the term on the last line is the geometric mean of the probabilities
{
p(Yz
′
= y)
}
z′∈Z meaning that the
average KL-divergence is a measure of distance from the probability of agreement between all z′. The most outlying
member of the collection is defined as the probability mass function association with
z∗ = argmax
z∈Z
KL
p(Qz)
∥∥∥∥∥∥∥∏z′∈Z p(Qz′ )
1
|Z|
 .
Then the ratio
KL
(
p(Qz)
∥∥∥∥∏z′∈Z p(Qz′ ) 1|Z| )
KL
(
p(Qz∗ )
∥∥∥∥∏z′∈Z p(Qz′ ) 1|Z| )
measures the relative extremity of Qz. Note that by the AM-GM inequality, for all q ∈ Q,
∏
z′∈Z
p(Qz
′
= q)
1
|Z| <
1
|Z|
∑
z′∈Z
p(Qz
′
= y),
so that the sum over all elements in Q is less than one. Normalizing defines the probability mass function proportional
to the geometric mean of the collection of counterfactual probability mass functions,
Ψ(Q = q) =
∏
z′∈Z p(Qz
′
= q)
1
|Z|∑
q
∏
z′∈Z p(Qz
′
= q)
1
|Z|
.
Then
KL (p(Qz)‖Ψ) = log(K) + KL
p(Qz)
∥∥∥∥∥∥∥∏z′∈Z p(Qz′ )
1
|Z|

where
K =
∑
y
∏
z′∈Z
p(Qz
′
= q)
1
|Z| .
Then the elements that maximizes (minimizes) the distance from the unnormalized version will also maximize (mini-
mize) the distance from the normalized version.
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Using the Wasserstein distance between functions implicitly compares the probability mass functions to their Wasser-
stein barycenter. The total Wasserstein distance from all others is given by
∑
z′,z
d(pz, p′z)
p =
∑
z′,z
inf
pi(z,z′)
∑
x
∑
y
d(x, y)pi(x, y).
The probability mass function closest to the {p(Q|z}z∈Z is the Wasserstein barycenter. While
p(Q = q) = argmin
p(Q|z1),...,p(Q|z)
∑
z′,z
d(pz, p′z)
p (2.3.8)
is the member of the collection closest to the other functions. This suggests a different diagnostic: rank the members
of the collection according to their Wasserstein distance from the Wasserstein barycenter. Observe that if p(Q = q)
solves 2.3.8, then it is also the member of the collection closest to the Wasserstein barycenter.
2.3.4 Range of Possible Survey Outcomes
The experiments already considered preserve the observed distribution of respondents assigned to form A and B.
But, the probability of assignment to each of the two groups is a feature of survey design. Removing the constraints
augment the set of possible survey instrument structure to be {A, B}N . The surveys in which everyone receives A and
everyone receives B belong to this set. Sampling piA from the uniform distribution and then drawing form assignments
generates the full set of possible survey instrument structures. Figure 2.7 shows the density estimates for a sample of
assignment vectors. In each of the four panels, the red line indicates the observed probability, the green line represents
the probability had all been given form A and the purple presents the probability of response had all respondents been
assigned to form B. The distance between the green and purple lines measures the range of possible probabilities
achievable by different designs. The probability distributions exhibit significant variation; for example, the percentage
of respondents indicating moderate interest ranges from about 21 under the all form A design to 35 under the all form
B design. These plots illustrate the extent to which the subjective opinions of human respondents can be manipulated
via alternative survey structures. As in the case in which the number of respondents receiving form A and B are fixed,
a measure of extremity can be defined.
2.4 A Multi-Question Framework
Unlike paper-based surveys, electronic surveys enforce the direction in which respondents complete the question-
naire; the questions must be answered in the order in which they appear. Any such temporally-ordered survey can be
28
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Figure 2.7: Estimates of the Aggregated Overall Mass Function.
q1/q2 1 2 3 4 5
1 0.025 0.008 0.005 0.003 0.005
2 0.035 0.038 0.010 0.003 0.003
3 0.005 0.076 0.164 0.030 0.000
4 0.003 0.003 0.149 0.197 0.005
5 0.000 0.000 0.013 0.081 0.144
Table 2.4: Observed Joint Distribution of Questions One and Two.
decomposed as
p(Q = q) = p(Q1 = q1, . . . ,QM = qM) =
M∏
m=1
p(Qm = qm|qm′ ,m′ < m).
The choices made in the preceding questions affect the responses to subsequent questions. Table 2.4 depicts a simple
illustration of this phenomenon. The joint probability density of questions one and two from the survey exhibits
dependence. For example, 56.7% of respondents supplied the same answers to questions one and two. If the response
to question two can be modeled in terms of the response to question one and the response to question one depends
on the presentation order of the alternatives, then response to question two indirectly depends on the presentation of
question one. Survey instrument effects in one part of the survey can spill over to affect other responses. Questions
one and two can be modeled as
p(Q1,Q2|z, x) = p(Q2|Q1, z, x)p(Q1|z, x).
The mass functions for Q1 and Q2 depend on the respondent level attributes x. Figure 2.8 depicts the causal relations
assumed to exist as a direct acyclic graph. Randomization in the assignment of Z to respondents ensures the causal
effect of Z on Q1 is identified. Identification of the causal effect of Z on Q2 requires conditioning on Q1 and X. Doing so
blocks the two backdoor paths between Z and Q2 ([80]). Hence probability mass functions defined with counterfactual
values of Z can be computed and compared. Since question two is ordered, the same probability distributions are used
as question one save for the parameters. Figure 2.9 shows the parameter estimates with 95% confidence intervals of
the marginal distributions of questions one and two for choices three, four and five. Bootstrapped estimates of the joint
probability distribution are computed as
p∗(Q1 = q1,Q2 = q2|x; θˆ(r)1 , θˆ(r)2 ).
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Figure 2.9: Parameter Estimates with Confidence Intervals for Question Two’s Model.
Figure 2.10 plots the aggregate marginal probability distribution for question one by the aggregate marginal probability
for question two for a sample of counterfactual survey instrument structures with 95% confidence ellipses. The large
variation in the responses to question two of the survey reflect the two sources of variation: variation due to the effect of
Z on the response to question two and the variation in question one due to Z. In the actual survey the presentation order
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Figure 2.10: Aggregate Probability Estimates with 95% Confidence Ellipses for Question One and Two.
did not vary across questions. That is, (z1, z2) = (z, z). But, theoretically, the presentation could have varied; it would
have been possible to alternate the order of responses across consecutive questions. Exchangeability in this scenario
requires the potential outcomes of questions one and two are distributed independently from the survey instrument
actually administered to respondents.
p(Q(z1,z2)|z′ = (z′1, z′2)) = p(Q(z1,z2)|z′′ = (z′′1 , z′′2 ))
for all z′, z′′ ∈ {A, B}2N . This assumption implies the same model would have been estimated had instrument structure
varied across questions. The graphical model depicting the survey process changes to the DAG in Figure 2.11. The
universe of possible outcomes expands greatly.
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Q2
Q1
Z1
Z2
X
Figure 2.11: Counterfactual Survey Process Model
More generally, this procedure offers a method to compute probability distributions for all questions in the survey.
The set of all probability mass functions Algebraically the counterfactual joint probability mass function is given by
Q3
Q2
Q1
Z1
Z2
Z3
X
Figure 2.12: Counterfactual Survey Process Mode of Length Three.
p(Q = q|z = (z1, . . . , zM), x) =
M∏
m=1
p(Qm|zM , x,qm′ ,m′ < m).
The variation introduced by instrument structures propagates through the survey. Then extremity measures for the
entire survey instrument can be computed, as can the range of possible surveys under the set of possible structures
{A, B}MN .
Integrating question order effects in the framework presents an interesting application. The model in 2.12 is altered
to accommodate the new question order. Let zq denote the question order; the set of question orders is the set of all
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permutations of length M. If the order of questions varies in the data the aggregate probability mass function
p∗(Q = q|x) = 1|Z|M!
∑
zq
∑
z∈Z
p(Q = q|z = z = (z1, . . . , zM), zq, x)
averages over both question and response orders.
2.5 Discussion
Much occurs before data is ever analyzed. A scientific phenomenon of interest must be conceived in some way. This
conception is given a logico-semantic representation. This representation must be measured with an instrument in
some larger context. The various choices made prior to the analysis shape the observed values. Whether this has any
practical effect on the conclusions (or inferences) made from the data depends on the sensitivity of the values with
respect to the range of possible choices at each level. Survey data constitutes an interesting case study: the object that
is measured consciously participates in the measurement. In these cases the observation and data-generating processes
cannot be separated. This paper provides a graphical model encapsulating random variables belonging to the data-
generating and observation processes. Using counterfactual logic, a method is proposed to average over the different
contexts under which respondents could have completed the survey. The information in a collection of models with
counterfactual survey designs is aggregated to form a single probability function. This can be used to observe the
sample free from the hue cast by a particular instrument structure. Then the paper suggests a diagnostic to analyze the
extremity of a survey instrument’s structure.
Survey instrument structure matters. When scientists write a survey, they intend to measure the distribution of sub-
jective ideas in the minds of respondents. They do not seek to measure the opinions of a group of respondents as
restricted or influenced by a particular way of presenting the survey. This paper has shown that reports are sensitivity
to instrument structure across different instrument types: face-to-face, mail and electronic surveys. When the instru-
ment structure varies across respondents and assumptions about exchangeability are plausible, counterfactual survey
responses can be generated and compared to the observed data. Empirical examples computed using the post Katrina
survey conducted by Knowledge Networks in 2006 demonstrates strong response order effects. Since the survey en-
forced respondents to complete it sequentially, each question can be modeled in terms the previous questions, features
of instrument structure and respondent-level attributes. Variation in the joint probability mass function over elements
in the space of survey instrument structure can be assessed.
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2.5.1 Counterfactual Survey Time Limits
The survey studied in this paper also contains data on the length of time required for the respondent to complete the
survey. The electronic format did not place an explicit constraint on the amount of time allowed to complete the survey.
If exchangeability assumptions are warranted, then time limits can be construed as another form of survey instrument
structure. Then for survey instrument structure for a single individual is the vector
(z1, . . . , zM , t).
If respondents decided how much time to allocate to the survey prior to completion, then the causal effect of time on
the response can be computed. This can also hold if the amount of time allocated to each is decided upon reading the
prompt. If, however, the time spent answering questions is a consequence of the survey responses, then
p(Qz,t |z′, t′) , p(Qz,t |z′, t′′).
Additionally, since the survey was web-based, the amount of time required for a respondent to complete the survey
was recorded. Estimates of the survival curve are presented in 2.13. Since some rule regarding the amount of time
allotted for completion must be chosen, including the choice of no time limit, this feature of the data collection process
can also be characterized as survey instrument structure. Hence the survey instrument structure subsumes the ordering
of alternatives and the amount of time provided to respondents.
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Figure 2.13: Results of Maximum Likelihood Estimation.
Chapter 3
The Aggregation of Measures
3.1 Introduction
In some scientific settings a collection of probability mass functions over a finite set of states must be aggregated.
In chapters 2 and 5 collections of probability mass functions conditioned on counterfactual instrument structure are
analyzed. In both cases the surveyed information depends upon the survey instrument. Then the responses do not
represent the primary object of scientific interest, the responses independent of a particular sampling instrument. To
average over the effects of the survey instrument structure, a method is needed to produce a probability mass function
independent of a particular survey instrument structure. Other common needs for such a procedure include the aggre-
gation of a collection of experts and the creation of informed prior distributions.
This chapter explores several methods to do just this in the absence of training data. Two options receive significant
attention: the arithmetic average and the Wasserstein barycenter. To do this criteria for the comparison of alternative
measures are defined. It is shown that the arithmetic average of a set of probability mass functions is optimal in the
sense that it is the closest to the component. Moreover, this measure is the only aggregating measure to give equal
weight to each measure for every collection of measures. This egalitarian property is a stronger version of positive
responsiveness - the aggregating measure is monotonically increasing in each of its arguments. Although it is a natural
choice, if the members of the collection belong to an exponential family, the egalitarian aggregating measure is not
conjugate. The probability distribution of the sum of members from an exponential family is not a member of that
exponential family.
An alternative to the egalitarian measure is the Wasserstein barycenter. The barycenter when the distance between
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any pair of distinct elements is 0 or 1 is explored. The barycenter solutions satisfy boundedness (and therefore una-
nimity), but they are not responsive. Boundedness ensures the aggregate measure places no more or less probability
than the members of the collection do individually.
A third class of aggregating measures are the measures proportional to the power means. The geometric mean be-
longs to this class. In applications, the power mean can confer computational benefit. Moreover, when the collection
of probability mass functions share a common exponential family, the (weighted) geometric results in a conjugate
aggregating measure. Although the aggregating measure proportional to the geometric mean is exchangeable and
unanimous, it is not positively responsive nor is it bounded.
By introducing weights to the class of geometric means an optimal approximation to the egalitarian measure can
be computed that is conjugate to the collection. This is achieved by minimizing the KL divergence (or other measures
of distance between probability mass functions) relative to the egalitarian measure subject to the boundedness condi-
tions and, possibly, the requirement that the aggregating measure is no more informed than the egalitarian measure
in the sense that the entropy of the aggregating measure is at least as large as the entropy of the egalitarian measure.
Unlike other aggregating measures proportional to a power mean, the geometric mean admits a probabilistic interpre-
tation; it is the normalized probability that the component measures agree on subsets of the outcome space. This is the
probability of unanimity.
3.2 The Egalitarian Measure
Consider a collection of probability measures {Pω}ω∈Ω over a vector of random variables (Y1, . . . ,YK). Let Ψ be a
probability measure over the same set of random variables that aggregates the information contained in the collection
{Pω}ω∈Ω. A natural solution, as presented in [86], is to define Ψ to be the measure nearest to the members of the
collection of measures. Let M be the N × K matrix with the jth column equal to (p j(1), . . . , p j(K)). Choose Ψ ∈ ∆K−1
to minimize the squared distance from M,
N∑
j=1
K∑
k=1
(Ψ(k) − p j(k))2.
The solution, given by the first-order conditions of the objective function
L(Ψ, λ) =
N∑
j=1
K∑
k=1
(Ψ(k) − p j(k))2 − λ(
K∑
k=1
Ψ(k) − 1),
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is to use the average value for each k in the support,
Ψ(k) =
1
N
N∑
j=1
p j(k). (3.2.1)
In words, simply choose the aggregate measure to be the expected probability with respect to some measure over
subsets in Ω. In some cases a measure over ω may be known, such as the percentage of a certain type of sensor, or
can be estimated using data. But, many applications admit no obvious choice. These situations require a more general
formulation. This choice is the most natural definition and the subject of the next section. Equation 3.2.1 satisfies
many important properties. In particular, it satisfies unanimity.
Definition 1. A probability measure Ψ aggregating the mass functions
{
p j(1), . . . , p j(K)
}N
j=1
satisfies unanimity at
state k ∈ Ω if
p1(k) = p2(k) = · · · = pN(k) = p(k)
implies
Ψ(k) = p(k).
Suppose N measures place probability 13 on the outcome that it rains on a given day. Under what conditions should
the aggregate probability differ from 13 ? The evidence, represented by the probability mass functions, does not suggest
a larger or smaller probability is warranted. If an aggregating measure is unanimous at K − 1 states, then it is called
unanimous. Since it is an average of the of the N probability mass functions, when all probability mass functions agree
on the probability assigned to state k,
Ψ(k) =
1
N
N∑
j=1
p j(k) = p(k)
where p(k) is the probability mass assigned to state k by all of the probability mass functions in the collection. Beyond
unanimity, the egalitarian measure must be bounded by below and above by the minimum and maximum probability
masses, respectively.
Definition 2. A probability measure Ψ aggregating the mass functions
{
p j(1), . . . , p j(K)
}N
j=1
{Pω(B)}ω∈Ω is said to be
bounded if for all k = 1, . . . ,K,
Ψ(k) ∈
[
min
j
p j(k),max
j
p j(k)
]
.
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Figure 3.1: Region of bounded Aggregating Measures.
3.1 depicts the boundedness conditions. The blue line segment is the set of bounded aggregating measures. A
bounded aggregate measure can be as pessimistic as the most pessimistic measure and as optimistic as the most
optimistic measure. If the collection places mass on every element in the state space, then it cannot place mass outside
of the union of the support of
{
p j(k)
}
. This will not be true, in general, if there exists elements in the state space k such
that p j(k) = 0 for all j = 1, . . . ,N. Boundedness also implies unanimity.
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Lemma 3.2.1. If an aggregating measure Ψ is bounded, then it satisfies unanimity. Additionally,
supp(Ψ) ⊆
N⋃
j=1
supp(p j).
.
Proof. Assume the experts agree on a state k. Then boundedness implies
κ = min
j
p j(k) ≤ Ψ(k) ≤ max
j
p j(k) = κ.
Suppose k ∈ supp Ψ. Then boundedness implies there exists some j ∈ {1, . . . ,N} such that p j(k) > 0 so that k ∈
supp p j. Hence k is contained the union of the support of each member of the collection. If p j(k) > 0 for all j, then
Ψ(k) ≥ min j p j(k) > 0 and
supp(Ψ) =
N⋃
j=1
supp(p j).
. 
Remark 1. Lemma 3.2.1 provides a useful necessary condition: if Ψ does not satisfy unanimity, it cannot be bounded.
Since any function that lies outside the range of the experts on a set of positive measure cannot be an adjusted
measure, our definition excludes any non-unanimous measure. To see the use of this characterization suppose the
proposed aggregating measure is
Ψ(k) =
exp
{
β 1N
∑
j p j(k)
}
∑
k exp
{
β 1N
∑
j p j(k)
} .
Then whenever the experts agree on an element k so that p j(k) = q(k),
Ψ(k) =
exp {βq(k)}∑
k exp {βq(k)} , q(k)
for some k. Hence this choice is not bounded. Note the egalitarian measure is not the only bounded aggregating
measure. One could choose to place weights on the individual probabilities such that
Ψ(k) =
1
N
N∑
j=1
w j p j(k)
with w ∈ ∆N−1. Any choice of w gives rise to a bounded aggregating measure including placing all the weight on a
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single expert. Such a construction ignores the information from the other N − 1 experts.
Definition 3. Say the measure Ψ aggregating over
{
p j(k)
}
j,k
is positively responsive to j ∈ {1, . . . ,N} at state k if
p′j(k) − p j(k) > 0 =⇒ Ψ′(k) − Ψ(k) > 0 (3.2.2)
where Ψ′ is the aggregating measure obtained by substituting p′j(k) for p j(k). If Ψ is differentiable with respect to p j
at k, then
∂
∂p j(k)
Ψ(k) > 0.
Positive responsiveness implies an increase in expert j’s assessment of k is accompanied by an increase in Ψ(k).
An aggregating measure can also be negatively responsive. To see this let
Ψ(k) =
1
N
N∑
j−1
(1 − p j(k)).
Clearly, ∂
∂p j(k)
Ψ(k) < 0 for all j and k. Positive responsiveness implies the aggregating measure moves in the same
direction as component measures when they increase or decrease the mass placed on a given k. A stronger property
of aggregating measures concerns how the rates of change relate to one another. The next concept defines such a
property.
Definition 4. The aggregating measure Ψ is said to be egalitarian at k if
P′i(k) − Pi(k) = P′j(k) − P j(k) =  > 0 =⇒ Ψ′(k) − Ψ(k) = δ() > 0.
If Ψ is differentiable with respect to Pω at B, then this can be expressed as
∂
∂Pω(B)
Ψ(B) =
∂
∂Pι(B)
Ψ(B). (3.2.3)
In words, each measure receives equal treatment at every point in the support. A weaker version of egalitarianism is
possible. Let
{
p j(k)
}
and
{
q j(k)
}
be two probability mass functions and j, j′ two distinct indices in 1, . . . ,N. Whenever
p j(k) = q j′ (k) and q− j(k) = q− j′ (k), then
p′j(k) − p j(k) = q′j′ (k) − q j(k) =⇒ Ψ′(k; p) = Ψ′(k; q);
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and, if the aggregating measure is differentiable
∂
∂p j(k)
Ψ(k; p) =
∂
∂q j′ (k)
Ψ(k; q).
This weaker form of egalitarianism is equivalent to saying that Ψ is invariant under permutations of the collection of
measure. Component measures do not always receive the same weight, but they receive the same marginal weight
whenever the two components agree and the remaining components are permutations of one another. To see an
example of such an aggregating measure consider an aggregating measure proportional to the geometric mean
Ψ(k) =
(∏
j p j(k)
)1/N
∑
k
(∏
j p j(k)
)1/N .
Clearly, this measure is invariant under permutations of the collection, but it is not egalitarian. The properties and
egalitarianism imply the egalitarian aggregating measure. This is demonstrated in the following proposition.
Proposition 3.2.2. Suppose Ω is finite and the aggregating measure Ψ for {Pi} is bounded and egalitarian. Then
Ψ(B) =
1
N
N∑
i=1
Pi(B). (3.2.4)
Proof. Since Ψ is bounded, it must be unanimous. By unanimity for all B,
Ψ(B|Pi(B) = 0, i ∈ [N]) = 0.
Let any Pi(B) increase to 1 > 0. Then Ψ(B) = δ(1). If another P j(B) increases to 2 > 0, then Ψ(B) = δ(1) + δ(2).
This implies for any {Pi(B)},
Ψ(B) =
N∑
i=1
δ(Pi(B)).
Now suppose each Pi(B) = q(B), then
q(B) = Nδ(q(B)) =⇒ δ(q(B)) = q(B)
N
.
Hence
Ψ(B) =
N∑
i=1
δ(Pi(B)) =
1
N
N∑
i=1
Pi(B).
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If all measures are absolutely continuous,
ψ(y) =
1
N
N∑
i=1
pi(B)
almost everywhere. 
If a collection of independent experts receive the same weight in every part of the support, then the aggregating
measure is simply their average. Of course, this is the same result obtained by minimizing the distance of Ψ(k) from
each of a set of finite measures p j(k) shown in the introduction. The egalitarian aggregate measure has yet another
motivation. In the absence of training data to guide the aggregation of a set of probability mass functions, the researcher
can appeal to the principle of insufficient reason as described in [4]. They write, “in the absence of evidence to the
contrary, all possibilities should have the same initial probability.” Placing a uniform prior over the different mass
functions implies the egalitarian aggregating measure
Ψ(k) =
N∑
j=1
p j(k)pi( j) =
1
N
∑
j
p j(k).
3.3 The Power Means as Aggregating Measures
This section considers a general class of aggregating measures defined by setting Ψ to be proportional to a power
mean of the collection of mass functions
{
p j.
}
. The power mean aggregating measures are unanimous, responsive
and exchangeable measures. The unweighted power means, characterized by a parameter r, satisfy one-side of the
boundedness constraints. For r sufficiently close to one, the power mean aggregating measure is bounded. Conditions
for additional regions are given. If the members of the collection have weights, they can be chosen to approximate
the egalitarian aggregating measure. This holds because the power means are continuous functions. In addition, if
certain constraints hold on the probability matrix M, the power measure will be bounded for all r sufficiently large.
These means there will be bounded aggregating measures formed by power means with very different properties. The
next two subsections show properties that a function of probability measures must satisfy to produce an aggregating
measure.
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3.3.1 Function of the Component Measures
Suppose the aggregate probability of set B ∈ B is a function of the collection of measures. Let the aggregate measure
be
Ψ(B) = F(P1(B), . . . , PN(B))
where F : [0, 1]N → [0, 1]. To be an aggregate measure, Ψ must be a measure, and therefore, countably additive. This
means
Ψ(∪iEi) =
∑
i
Ψ(Ei).
For this to hold,
F
∑
i
P1(Ei), . . . ,
∑
i
PN(Ei)
 = ∑
i
F (P1(Ei), . . . , PN(Ei)) .
3.3.2 The Power Means
Consider the class of aggregating measures defined by
Ψ(y) ∝ k(y) = f −1 (g( f (p1((y)), . . . , f (pN(y))))) (3.3.1)
where f : [0, 1]→ R is injective and in C∞ and g : R|Z| → R in C∞. A special case of the f -experts is the power mean
Ψ(y) ∝ kr(y) =
 1N
N∑
i=1
(pi(y))r

1
r
(3.3.2)
for r , 0.
Proposition 3.3.1. The aggregating measures proportional to the rth power mean satisfy unanimity. When
∂
∂pi
kr(y)
kr(y)
,
∑
y
∂
∂pi
kr(y)∑
y kr(y)
.
they are responsive to changes in the collection
{
p j
}N
j=1
of probability mass functions. Additionally, the aggregating
measures are partially bounded in the sense that
Ψ(y) ≤ max
j
p j(y)
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for r > 1 and
Ψ(y) ≥ min
j
p j(y)
otherwise.
Proof. To see that Ψ(y) ∝ kr(y) satisfies unanimity suppose pi(y) = p(y) for all i ∈ {1, . . . ,N}. Then
kr(y) =
 1N
N∑
i=1
(p(y))r

1
r
= p(y).
That this choice of Ψ is responsive follows from the fact that
∂
∂pi
Ψ(y) =
∂
∂pi
kr(y)
∑
y kr(y) − kr(y) ∑y ∂∂pi kr(y)(∑
y kr(y)
)2
where
∂
∂pi
kr(y) =
pi(y)r−1
N
 1N
N∑
i=1
(pi(y))r

1−r
r
.
The numerator is nonzero whenever
p j(y)r−1
N
 1N
N∑
i=1
(pi(y))r
1−r = ∂∂pi kr(y)kr(y) ,
∑
y
∂
∂pi
kr(y)∑
y kr(y)
.
To establish the inequalities first let r > 1. The power mean inequality states for all real numbers r1 and r2, r1 < r2
implies
kr1 (y) ≤ kr2 (y).
Since the egalitarian aggregating measure is the power mean with r = 1, for all r > 1
k1(y) ≤ kr(y)
so that ∑
y
kr(y) ≥ 1
with equality when pi(y) = p(y) for all i ∈ {1, . . . ,N} and
max
j
p j(y) ≥ max j p j(y)∑
y kr(y)
≥ kr(y)∑
y kr(y)
.
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Thus for r < 1, ∑
y
kr(y) ≤ 1
with equality when pi(y) = p j(y) for all i, j ∈ {1, . . . ,N} and
min
j
p j(y) <
min j p j(y)∑
y kr(y)
≤ kr(y)∑
y kr(y)
.

Although these aggregating measures are responsive, it is possible for
∂
∂p j
Ψ(y) < 0
so the aggregating measure moves in the opposite direction as mass function p j. For example, the matrix of probability
mass functions
M =

0.300 0.500 0.050 0.150
0.220 0.220 0.440 0.120
0.980 0.010 0.005 0.005

gives rise to an aggregating measure proportional to k2(y) such that the derivative of Ψ with respect to the second
probability mass function (the second row of M) at the first state in the outcome space is negative. More exactly,
Ψ(1) =
k2(1)∑
y k2(y)
≈ .47 > .094 ≈
∂
∂pi
k2(1)∑
y
∂
∂pi
k2(y)
.
In this case the third row places a large amount of mass on the first state. Hence increases in the second row’s
assessment of the first state have a small effect relative to the other two rows. Moreover, this demonstrates that
aggregating measures proportional to power means are not egalitarian. For a collection of probability mass function
defined on a two-element set both sides of the bounding inequality hold.
Proposition 3.3.2. Suppose {P1, . . . , PN} is a set of measures over the two-point set {α, β}. Furthermore, suppose
the set is distinct: at least two differ on every set in the sigma algebra of Ω. Let the density functions be positive
throughout Ω. Then for any k ∈ Ω the power mean of {P1(k), . . . , PN(k)} is a bounded aggregating measure.
Proof. It is first shown that the proposition holds for the case in which N = 2 and the support of measures is the two
element set {α, β} and r > 1. Since the measures are distinct, P1(α) > P2(α) and P1(β) < P2(β) or P1(α) < P2(α) and
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P1(β) > P2(β). Without loss of generality let Pmaxα be the probability assigned to α by the larger of P1 and P2. Define
A =
(
1
2
(P1(α)r + P2(α)r)
)1/r
and
B =
(
1
2
(P1(β)r + P2(β)r)
)1/r
.
It shown that
Pmin(α) <
A
A + B
< Pmax(α)
and
Pmin(β) <
B
A + B
< Pmax(β).
The power mean inequality states that for any m, n with m > n, km(y) ≥ kn(y). Since the probability mass functions are
distinct, if r > 1, then the power mean inequality implies A + B > 1 so that
Pmax(α) ≥ A ≥ A
A + B
and
Pmax(β) ≥ B ≥ B
A + B
.
Only the lower bounds remain to be shown. Observe that for the two expert case, the probability mass function giving
the maximum mass to β will necessarily give the minimal mass to α. That is,
Pmax(β) ≥ B
A + B
=⇒ 1 − Pmin(α) ≥ B
A + B
=⇒ 1 − B
A + B
=
A
A + B
≥ Pmin(α).
An analogous argument shows
B
A + B
≥ Pmin(β).
This argument is extended for any number of experts N when K = 2. The addition of extra members of the collection
of probability mass functions does not change the logic. The mass function placing maximal weight on α places
minimal weight on β. When r < 1,
A + B < 1
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implies
A
A + B
≥ A ≥ Pmin(α)
so that
1 − Pmax(β) ≤ A
A + B
=⇒ Pmax(β) ≥ B
A + B
.
Hence it has been that the power means give rise to an aggregate measure for any collection of probability mass
functions over a two-point set. The proof follows precisely because of complementarities between the mass functions.

When the set of possible outcomes increases, this argument no longer holds. Take the following stochastic matrix
as a counterexample. Let the set of states be {α, β, γ}.
M =
0.792 0.018 0.1900.058 0.676 0.266

Then Ψ(γ) ≈ .167 < .19 = min {P1(γ), P2(γ)}. Taking the limit as r increases to infinity provides conditions about
boundedness for the range of values over r. The following proposition derives a necessary condition for boundedness
for r , 1.
Proposition 3.3.3 (Sufficient Conditions for Boundedness). Let {P1, . . . , PN} be a collection of distinct probability
mass functions over the space Ω = {1, . . . ,K} with K > 2. If
max j P j(k)∑
k max j P j(k)
> min
j
P j(k)
then there exists an r∗ > 1 such that for all r > r∗, Ψ(y) ∝ kr(y) is bounded. Analogously, if
min j P j(k)∑
k min j P j(k)
< max
j
P j(k)
then there exists an r∗ < 1 such that for all r < r∗, Ψ(y) ∝ kr(y) is bounded.
Proof. The value of the power mean converges to the maximum probability placed on state y by any of the probability
mass functions as r approaches infinity,
lim
r→∞ kr(y) = maxj
p j(y),
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and it converges to the corresponding minimum as r approaches negative infinity,
lim
r→−∞ kr(y) = minj p j(y).
Hence
lim
r→∞Ψ(y) =
limr→∞ kr(y)
limr→∞
∑
y kr(y)
=
max j p j(y)∑
y max j p j(y)
. (3.3.3)
Let
 j(y) =
max j P j(y)∑
k max j P j(y)
−min
j
P j(k).
By 3.3.3, there exists an r∗( j(y)) > 1 such that
∣∣∣∣Ψr(y) − max j p j(y)∑
y max j p j(y)
∣∣∣∣ <  j(y) for all r ≥ r∗. Then
Ψr(y) >
max j p j(y)∑
k max j p j(y)
−  j(y) = min
j
p j(y).
Analogously, there exists r∗(ν j(y)) < 1 such that
Ψr(y) <
min j p j(y)∑
k min j p j(y)
+ ν j(y) = max
j
p j(y).

This result implies coupled with the observation that for every collection of distinct probability mass functions,
there exist at least three possible regions such that Ψr(y) is bounded: very small values of r, very large values of r and
values of r near 1.
3.3.3 Example: Gaussian Experts
For our Gaussian experts suppose
p j(y) =
1√
2piσ2j
exp
− (x − µ j)22σ2j
 . (3.3.4)
The choice of the parameters
{
(µ j, σ2j )
}
defines the collection. It can be shown that the entropy of each expert is given
by
E(p j) = 12 ln
(
2pi exp
{
σ2j
})
. (3.3.5)
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Hence, expert i is shaper than expert j if and only if σ2i < σ
2
j . The degree of diversity in the collection is given by the
sum
∑
{i, j:i, j}
H2(pi, p j) = N(N − 1) −
∑
i, j
∫ √
pi(u)p j(u)du.
It can be shown that the product of any two univariate densities pi(u) and p j(u) is
pi j(y) = pi(y)p j(y) =
Λi j√
2piσi j
exp
− (y − µi j)22σ2i j

where
• µi j = µiσ
2
j +µ jσ
2
i
σ2i +σ
2
j
,
• σi j =
√
σ2i σ
2
j
σ2i +σ
2
j
, and
• Λi j = 1√
2pi(σ2i +σ
2
j )
exp
{
− (µi−µ j)22(σ2i +σ2j )
}
Then
∑
H2(pi, p j) = N(N − 1) −
∑
i, j
√
Λi j
∫ √
N(µi j, σ2i j)dy ≤ N(N − 1) −
∑
i, j
√
Λi j := UB(p).
As each Λi j grows larger, the total diversity in the collection decreases. That is,
∂
∂
∣∣∣µi − µ j∣∣∣UB =
√
Λi j
2
∣∣∣µi − µ j∣∣∣
σ2i + σ
2
j
> 0.
3.4 Approximating the Egalitarian Measure
3.4.1 Aggregating Measures and Exponential Families
Section 3.2 derives many of the benefits of the egalitarian aggregating measure. But, in general, it does not satisfy
conjugacy. That is, if pi belongs to a family of probability mass functions, then the arithmetic mean of the mass
functions need not belong to the same family. Exponential families are generally defined by the parameter θ in the
sense that each member can be indexed by θ, and the collection can be written as {pθ(y)}θ∈Θ. Differences in the
elements of the set are associated with different values of the parameters multiplying the sufficient statistics so that
each probability mass function weights the sufficient statistics differently. A probability mass function aggregating the
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collection with members given by
pθ(y) ∝ exp
{
θ>T (y)
}
is conjugate to the collection is it can be written as
Ψ(y) ∝ exp
{
F(θ)>T (y)
}
where T (y) is the sufficient statistic common to each probability mass function. The function F : ΘN → Θ selects a
value amongst the various possibilities. Note the mass functions agree on the value of the sufficient statistics, but not
in the parameter values. For a finite set Θn ⊂ Θ, if the members of the collection are not unanimous so that θi , θ j for
some i and j , i, then the egalitarian aggregating measure is not conjugate to the exponential family as
∑
θ∈Θn
pθ(y) =
n∑
i=1
exp
{
θ>i T (y) − A(θi)
}
, exp
{
F(θ1, . . . , θn)>T (y) −G(A(θ1), . . . , A(θn))
}
for some y ∈ Ω.
Proof. Is this true? 
Note, however, since exponential families are closed under multiplication,
∏
θ∈Θn
pθ(y) =
n∏
i=1
exp
{
θ>i T (y) − A(θi)
}
= exp

 n∑
i=1
θi
> T (y) − n∑
i=1
A(θi)
 ,
and there exist functions F and G such that the product of probability mass functions is contained in the exponential
family.
The models described in chapter 1 present a nonstandard exponential family. Consider the family of probability
mass functions given by
pi(y; θ) = exp
{
θ>T (y|zi) − A(θ)
}
.
Rather than differing the value of the parameter θ, the members of collection differ in the value of the sufficient statistic
Ti(y) = T (y|zi). Variation in the members of the collection originates from differences in the feature associated with
the observation process, z, such as aspects of the survey instrument structure, contingencies that must be set to make
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measurements. As argued for the exponential family indexed by the parameter θ, this exponential family is not closed
under addition. In general, the egalitarian aggregating measure over the {pi(y; θ)} is not a member of the exponential
family. But, the aggregating measure proportional to the product of probability mass functions does belong the family.
3.4.2 Approximation with the Weighted Geometric Mean
The insights from the previous section can be used to define an approximation to the egalitarian aggregating measure.
To derive an aggregating measure that satisfies boundedness and is conjugate to the collection of probability mass
functions whenever they belong to the same family, the egalitarian measure can be approximated by choosing weights
in the geometric weighed mean of the probability mass functions. More formally, suppose pi ∈ Fz(Ω) for all j ∈
{1, . . . ,N} where Fz(Ω) is an exponential family of probability measures over Ω indexed by the variable z. Choose a
function F : RKN → RK to minimize the difference
∥∥∥∥∥∥ exp
{
θ>F(g1(y), . . . , gN(y))
}∑
y exp {θ>F(g1(y), . . . , gN(y))} − P¯
∥∥∥∥∥∥2
2
(3.4.1)
subject to the boundedness constraints
min
j
p j(y) ≤ exp
{
θ>F(g1(y), . . . , gN(y))
}∑
y exp {θ>F(g1(y), . . . , gN(y))} ≤ maxj p j(y)
for all y ∈ Y where
{
g j(y)
}N
j=1
is a collection of sufficient statistics. The function F maps N vectors of length K to a
single vector of sufficient statistics of length K. One particular choice of functions is
F(g1(y), . . . , gN(y)) =
1∑
j w j
N∑
j=1
w jg j(y).
Observe that this choice is implied by approximating the egalitarian measure P¯ by the class of measures proportional
to the weighted geometric mean of the members of the collection as
Ψw(y) ∝
 N∏
j=1
exp
{
θ>g j(y)
}w j
1∑N
j=1 w j
= exp
θ>
∑N
j=1 w jg j(y)∑N
j=1 w j

for all y ∈ Y.
Proposition 3.4.1. Let N = K. For every point (P0,w0) such that
Ψw0 (y) = P¯0(y)
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for all y ∈ Ω with DwF(P0,w0) invertible, there exists an implicit function G such that in a neighborhood around
(P0,w0)
G(P¯(y)) = w(y)
for all y ∈ Ω. Hence the egalitarian measure can be approximated exactly.
Proof. Suppose N = K. The implicit function theorem as stated in [33] can be applied to show the result. Define the
mapping
F(P,w) = Ψw(y) − P¯(y).
Observe there exist points (P0,w0) such that F(P0,w0) = 0. To see this choose P0 so that P0(i, k) = P0( j, k) for every i
and j in {1, . . . ,N}. If the family of exponentials only differs in the sufficient statistic, then gi(y) = g(y) for all i. Then
since the weighted geometric and egalitarian aggregating measures satisfy unanimity,
Ψw(y) =
exp
{
θ>g(y)
}∑
y exp {θ>g(y)} = P¯(y).
If the matrix DwF(P0,w0) is invertible, the result holds. 
For all N = K, the probability can be approximated exactly.
The aggregating measures proportional to a power mean parametrized by r ∈ R also satisfies many desirable proper-
ties. But, they can give rise to probability mass functions that are not bounded. The probabilities assigned to certain
states can vary greatly from those given by the egalitarian aggregating measure. Observe that the distribution of the
aggregating mean can be influenced by the introduction of weights {wi}Ni=1 on the N probability mass functions. The
weighted power mean is given by
kr(y; w) =
 1N
N∑
i=1
wi pi(y)r

1
r
with
∑N
i=1 wi = 1. The egalitarian measure can be approximated by choosing weights to minimize
∥∥∥∥∥∥∥ 1N
N∑
i=1
pi(y) − Ψr(y; w)
∥∥∥∥∥∥∥
2
2
subject to the constraint that w ∈ ∆N−1.
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3.5 Wasserstein Barycenters as Aggregate Measures
This section explores properties of Wasserstein barycenters over a finite collection of probability mass functions. Let
Ω = {1, . . . ,K} be a set of outcomes and let P be a matrix with N rows and K columns with P j· ∈ ∆K−1 where P j· is
the jth row of P. Additionally, let D be the square matrix of distances between the elements in Ω. It will be shown
that for all K and N, the constraint qualification holds. That is, there exist matrices
{
Π j
}N
j=1
such that the constraints
implied by the definition of the Wasserstein barycenter hold. Hence an optimal choice exists. This is demonstrated for
the case where the distance matrix is trivial,
D = 1K − IK
and for symmetric matrices generally. Anisotropic distance matrices can also be accommodated.
3.5.1 Definition of the Wasserstein Barycenter
The following definition can be found in [25]. Let (Ω, d) be a metric space for which every measure is a Radon
measure and let P(ω) be the set of measures on Ω with finite pth moment for some element in Ω.
Definition 5. A Wasserstein barycenter of N measures {P1, . . . , PN} is a minimizer of
f (Ψ) =
1
N
N∑
i=1
W pp (Ψ, Pi).
over the set of all measures over the state space Ω where Wp is the Wasserstein distance given by
Wp =
(
inf
pi∈Γ(µ,ν)
∫
d(x, y)pdpi(x, y)
)1/p
.
The authors of [2] present results for the support of discrete Wasserstein barycenter for finitely supported measures.
That is, each measure places mass on a finite number of points in Euclidean space. The authors show the set of support
points is not contained in the union of the support of the individual measures. Hence discrete Wasserstein barycenters
in Euclidean space are not bounded by the component probability measures. This section focuses on the case such that
Ω is a finite set. The Wasserstein barycenter is any probability mass function Ψ that minimizes
N∑
j=1
 minpi∈Γ(p j,Ψ)
K∑
x=1
K∑
y=1
d(x, y)ppi(x, y)
 .
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This section considers two cases. In the first case the distance function is the indicator function; i.e., the distance is
zero when the components match and one otherwise. In the second case, elements in Ω are taken to be matrices with
distances defined by the Hamming distance.
3.5.2 Unordered Finite Outcome Space
Suppose for any two points x, y ∈ Ω, the distance between x and y is defined to be
d(x, y) =

1 x , y
0 x = y
.
Then the problem is to choose matrices Π1, . . . ,ΠN to minimize the objective function
f (Π) =
N∑
l=1
 K∑
y=1
K∑
y′=1
d(y, y′)2Πly,y′

=
N∑
l=1
K∑
y=1
∑
y′,y
Πly,y′
subject to the feasibility conditions for j = 1, . . . ,N and l,m = 1, . . . ,N
∑
j
Πly, j = pl(y)
∑
j
Πlj,y =
∑
j
Πmj,y
and the non-negativity constraints
Πly,y′ ≥ 0
for all l, y, and y′. Note that the objective function is the sum of the off-diagonal probabilities,
∑
k
∑
k′,k
Πl(k, k′) = 1 −
∑
k
Πl(k, k).
Hence minimizing the objective function is equivalent to maximizing the probability mass placed on the diagonal
entries of the joint probability density matrices
{
Πl
}
.
There are KN row constraints of the form
∑
j Π
l
k, j = pl(k) and K(N − 1) column constraints of the form
∑
j Π
l
j,k =∑
j Π
m
j,k. The latter statement is true because conditions between consecutive values of l are sufficient to equalize the
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column sums of the matrices
{
Πl
}
. Choosing N matrices of dimension K × K implies the selection of K2N probability
masses. Let A be the matrix with K(2N − 1) rows and K2N columns representing the constraints placed on feasible
solutions for the Wasserstein barycenter. A feasible solution for the problem can always be found by solving
AΠ = b =⇒ Π = A+b
where A+ is the Moore-Penrose inverse of A. Then Πlk,k′ = pl(k)/N for all k
′ and l. The column sums satisfy
∑
k
Πlk,k′ =
N∑
k=1
pl(k)/N =
1
N
.
This feasible point gives rise to the uniform distribution over the states in Ω. Moreover, since the objective function
is continuous and the set of feasible points is compact, there exists a solution to the Finite Wasserstein barycenter
problem.
The following proposition introduces a method to identify a feasible collection of matrices yielding a lower value
of the objective function. This implies any collection of matrices solving the Wasserstein barycenter problem satisfies
Πlkk = min
∑j Πljk,
∑
j
Πlk j

so that the full diagonal criteria is a necessary condition for a collection of joint probability mass functions to comprise
a Wasserstein barycenter.
Proposition 3.5.1. Let Π1, . . . ,ΠN be K×K matrices representing the joint distributions between a candidate barycen-
ter Ψ and the probability mass function p1, . . . , pN defined on the set of outcomes Ω = {1, . . . ,K}. Suppose the matrices
are feasible in the sense that for all l = 1, . . . ,N and k = 1, . . . ,K,
∑
j
Πlk, j = pl(k)
and for all m = 1, . . . ,N
∑
j
Πlj,k =
∑
j
Πmj,k,
but for some l and i
Πli,i < min
∑j Πli, j,
∑
j
Πlj,i
 . (3.5.1)
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Then there exists a feasible Π˜l , Πl such that
f (Π˜l,Π−l) < f (Πl,Π−l).
Proof. First observe that Πlk,k can never exceed min
{∑
j Πk, j,
∑
j Π j,k
}
. If it does, then the set of matrices is not a
feasible solution for the barycenter problem. Next suppose Πli,i < min
{∑
j Πi, j,
∑
j Π j,i
}
. Recall the objective function
can be written
f (Π) =
N∑
l=1
K∑
k=1
(1 − Πlk,k).
Increasing the probability mass on Πlk,k reduces the value of the objective function. There are three cases associated
with 3.5.1:
Πlk,k <
∑
j
Πlk, j <
∑
j
Πlj,k,
Πlk,k <
∑
j
Πlj,k <
∑
j
Πlk, j
and
Πlk,k <
∑
j
Πlj,k =
∑
j
Πlk, j
Suppose the first inequality holds. Then there exists some k1 , k such that Πk,k1 > 0. Setting
Π˜lk,k = Π
l
k,k + Π
l
k,k1
Π˜lk,k1 = Π
l
k,k1 − Πlk,k1 = 0
transfers probability mass from an off-diagonal entry to a diagonal entry in the matrix while preserving the row sums
in the matrices. Since
∑
j Πk, j <
∑
j Π j,k there exists a set of indices
{
ki2
}
and numbers in [0, 1], {i} , such that∑
i iΠki2,k = Πk,k1 . Then setting
Π˜lki2,k
= Πlki2,k
− iΠlki2,k
Π˜lki2,k1
= Πlki2,k1
+ iΠ
l
ki2,k
.
58
preserves the column sums. Hence Π˜l satisfies the row and column constraints. Since Πk,k1 has been transferred from
an off diagonal term to a diagonal entry, the objective function decreases by Πk,k1 . 
Since the diagonal criteria holds for any Wasserstein barycenter, the objective function must satisfy
f (Π) =
N∑
l=1
K∑
y=1
1 −min
pl(y),∑j Πlj,y

=
N∑
l=1
K∑
y=1
max
pl(y),∑j Πlj,y
 −min
pl(y),∑j Πlj,y

=
N∑
l=1
K∑
y=1
∣∣∣∣∣∣∣∣pl(y) −
∑
j
Πlj,y
∣∣∣∣∣∣∣∣ .
subject to the feasibility conditions for l,m = 1, . . . ,N and k = 1, . . . ,K
∑
j
Πlj,k =
∑
j
Πmj,k
∑
j
Πlk, j = pl(k)
and the non-negativity constraints on the entries of Π1, . . . ,ΠN . Note that these constraints imply that
∑
y′
∑
y Π
l
yy′ = 1
so that
Ψ(y′) :=
∑
y
Πlyy′
is a probability mass function.
3.5.3 Wasserstein Barycenters for Networks
The previous section considers objects with the distance function equal to one when elements match and zero oth-
erwise. This section generalizes the discussion to collection of probability mass functions over the space of binary
networks using the Hamming distance Define the distance between two networks to be the Hamming distance between
their associated adjacency matrices. That is,
d(Y (1),Y (2)) =
∑
m,n
∣∣∣Y (1)m,n − Y (2)m,n∣∣∣ .
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Set p = 2 so that the barycenter is defined with respect to the quadratic Wasserstein distance. Choose Ψ to minimize
the objective function
N∑
j=1
minpi j
K∑
x=1
K∑
y,x
∑
m,n
∣∣∣xm,n − ym,n∣∣∣2 pi j(x, y)
 .
subject to the feasibility conditions for l,m = 1, . . . ,N and k = 1, . . . ,K
∑
j
Πlj,k =
∑
j
Πmj,k
∑
j
Πlk, j = pl(k)
and the non-negativity constraints on the entries of Π1, . . . ,ΠN . Note that these constraints imply that
∑
y′
∑
y Π
l
yy′ = 1
so that
Ψ(y′) :=
∑
y
Πlyy′
is a probability mass function. As in the case for unordered data, the optimal bivariate probability mass functions pi j
place as much mass as possible on the diagonal elements.
3.6 Comparison to Copulas
Thus far the examination of aggregating has been limited to probability mass functions over discrete spaces. Assume
the density functions are absolutely continuous so that for any set B ∈ σ(Y),
P(y ∈ B) =
∫
B
pl(y)dy.
The notions of unanimity and boundedness extend to the continuous case. A continuous aggregating measure over the
collection {pl}Nl=1 satisfies unanimity if
Ψ(B) = P(B)
whenever
Pl(B) = Pm(B) = P(B)
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for all l,m ∈ {1, . . . ,N}. Additionally, the aggregating measure is bounded if for all B ∈ σ(Y),
min
l
Pl(B) ≤ Ψ(B) ≤ max
l
Pl(B).
This section explores the relations between copulas and aggregating measures of continuous probability functions.
[76] develops the theory of copulas; from it, the following definition is taken.
Definition 6. Let S 1, . . . , S |Z| be nonempty subsets of R¯, and let H be an |Z| real function such that the domain of H
is the Cartesian product of {S i}. Let B = [a,b] be an |Z|-box all of whose vertices are in the domain of H. Then the
H-volume of B is given by
VH(B) =
∑
c
sign(c)H(c), (3.6.1)
or the |Z|th-order difference of H on B
VH(B) = ∆ba H(t) = ∆
b|Z|
a|Z| · · ·∆b1a1 H(t) (3.6.2)
where
∆bkak H(t) = H(t1, . . . , tk−1, bk, tk+1, . . . , t|Z|) − H(t1, . . . , tk−1, ak, tk+1, . . . , t|Z|). (3.6.3)
An n-place real function H is n − increasing if VH(B) ≥ 0 for all n-boxes B whose vertices lie in Dom(H).
This last definition enables the following definition of a n-dimensional copula.
Definition 7. A function C : [0, 1]|Z| → [0, 1] is copula if for all i in 1, . . . ,Z,
• C(u1, . . . , ui−1, 0, ui+1, . . . , u|Z|) = 0 and
• C(1, . . . , 1, ui, 1, . . . , 1) = ui; and
• For every a and b in IN such that al ≤ bl for all l = 1, . . . ,N,
VC([a,b]) ≥ 0.
A result, known as the n-dimensional Fre´chet-Hoeffding bounds, implies there is exactly one bounded aggregating
measure in the set of copulas.
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Proposition 3.6.1. This set of continuous aggregating measures that are also a copula is nonempty. In particular, the
copula
C(u1, . . . , uN) = min
l
(∫ y
−∞
pl(u)du
)
has associated aggregating measure
Ψ(B) = P∗(B)
where
P∗(B) = min
l
(∫
B
pl(u) du
)
.
Proof. By construction Ψ(B) is the copula that achieves the Fre´chet-Hoeffding upper bound. To see that Ψ is bounded,
observe that for all B,
min
l
Pl(B) = Ψ(B) ≤ max
l
Pl(B).
Since this choice satisfies boundedness, it satisfies unanimity. 
Remark 2. When absolutely continuous an adjusted measure, φ, is a density and has an associated CDF given by
F(y) =
∫ y
0
φ(y)dy
An adjusted distribution’s CDF is a integral of a function of densities while the copula is a function of the individual
integrals.
Remark 3. Copulas are defined for multivariate distributions. Note that adjusted distributions are defined by multiple,
univariate distributions. That is, evaluate the probability a single realization of a single random variable with a pool
of experts.
Example 1. Adjusted measures with |Z|-increasing, grounded CDF. Two adjusted measures exist with a CDF that is
a near-copula. Observe that both
φ1(y) =
∑
j
(∏
i, j
∫ y
−∞ p(u|zi)du
)
p(y|z j)∫ ∞
−∞
∑
j
(∏
i, j
∫ y
−∞ p(u|zi)du
)
p(v|z j)dv
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and
φ2(y) =
∑
j
(∏
i, j
∫ y
−∞ p(u|zi)du
)
p(y|z j)∑
j
(∏
i, j
∫ y
−∞ p(u|zi)du
)
satisfy boundedness, although the demonstration of the former is more complicated. Both functions have a grounded
and |Z|-increasing CDF, but when all but of the component integrals are equal to one, the copula does not equal
the marginal CDF. This means that if all experts have placed all their mass save one, this last expert does not solely
determine the CDF. But, if there is an expert who places no mass in the region of study, she becomes the effective
dictator. Note that neither function is defined when more than one expert places no mass on the region. Finally, note
that
C(u1, . . . , un) =
∫ y
−∞
∑
j
∏
i, j
∫ y
−∞
p(u|zi)du
 p(v|z j)dv (3.6.4)
is a multiplicative copula.
3.7 A Probabilistic Approach
Rather than define an aggregate measure as an integral of a normalized generalized mean, let the aggregate measure
be the probability y ∈ B conditioned on the set of component measures. That is,
Ψ(B) = E [Y ∈ B | {Pi(B)} ] . (3.7.1)
For countable additivity to hold, for all partitions of B given by
{
E j
}
j
,
E
[
Y ∈ ∪Mj=1E j
∣∣∣∣ {Pi(∪Mj=1E j)} ] = M∑
j=1
E
[
Y ∈ E j
∣∣∣∣ {Pi(E j)} ] . (3.7.2)
Hence the expectation operator chosen must be linear. Note that unlike the kernel method, these models are undefined
whenever all measures agree. This can be corrected by setting Ψ(B) equal to the consensus probability. Using a Beta
distribution to model P(B) results in the egalitarian aggregate measure.
Example 2. The Beta distribution is a natural choice to model probabilities. Conceptually, the probability that Ψ(B)
is contained in some set S in the Borel set of [0, 1] is modelled as a beta distribution. That is,
Pr {Ψ(B) ∈ S | {Pi(B)}} =
∫
S
1
B(α, β)
uα−1(1 − u)β−1 du.
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Under the assumption that the measures are independent of one another the maximum likelihood estimates gives
E [Ψ(B)] =
1
N
N∑
i=1
Pi(B),
and
Var [Ψ(B)] =
1
N − 1
N∑
i=1
(Pi(B) − E [Ψ(B)])2.
Hence modeling the uncertainty associated with the aggregation of measures via a Beta distribution implies the egali-
tarian measure.
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Chapter 4
A Joint Model for Response and Network
Formation
4.1 The Observation Process for Social Networks
Chapter 1 describes a general model for the observation and data-generating processes associated with surveys. In
this chapter this line of thought is applied to surveys of social networks. [47] and [48] introduce a theoretical and
computational framework for inference in networks surveys. They distinguish between the design mechanism and
the out-of-design mechanism. The former comprises the “part of the observation process under the control of the
surveyor,” such as the process used to sample dyads and the survey instrument structure. The authors focus on the
method used to sampled nodes; in this chapter focuses on decision of sampled dyads to provide responses. A model
suggested in [47] accounts for the reliability of reports by supposing respondents erroneously report non-links as links,
and vice versa, with probabilities α1 and α0. Under these assumptions the sampling mechanism is non-ignorable That
is, the joint likelihood of the network and sampling mechanisms is not proportional to the product of their marginal
likelihoods.
The present model extends to cases in which the sampling D and response processes R need not give rise to sam-
ples satisfying the missing at random condition. For example, a sampled dyad’s response behavior may depend on
the response decisions of other dyads. In this case the network survey is relational: the sampling process or response
process depends on the underlying network structure. Consider two more common examples. In response driven
sampling (RDS) (see [41]) the sampling process depends upon the local network of the seeds. Whether a node’s edges
are sampled depends on the sampling status of alters in some network Y . In egocentric survey sampling in which it
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is possible for sampled nodes to not respond, the response decisions may depend on the response decisions of other
nodes, in particular, the nodes in local networks.
The extended network survey model can be subsumed into the observation and data-generating processes. The obser-
vation process proceeds as follows. A network is represented as a collection of dyadic relations; this conception is
represented as an adjacency matrix; the adjacency matrix is sampled by a survey with a specific instrument structure;
individuals are sampled from the population of interest; and data is recorded for those sampled nodes who respond
to the survey. Let the observation process be O = {Z,D,R} where the random variable Z represents the instrument
structure, D is the sampling matrix and R is the response matrix. The data-generating process X = {Y, X} contains the
adjacency matrix Y , and node and dyad attributes.
Whenever an entire network cannot be surveyed, a sample is taken which introduces two additional sources of un-
certainty: uncertainty associated with the sampling and response processes. Let sampling and response be denoted by
the random variables D and R, respectively. The sampling and response processes determine which dyads are surveyed
and which are missing. If a dyad is not sampled or if a sampled dyad does not respond, then it is missing. The nodes
were sampled randomly in the survey data analyzed later in the paper, but the response decisions of the sampled nodes
were not made randomly. 4.1 depicts three different models of observation and data-generation. The upper left and
right panels differ in how they represent the relationship between the network and the response decisions. In the left
panel, the response decisions do not depend upon the network Y . In the right, the response decisions depend upon
the response decisions of other nodes to whom the nodes are connected. The right panel presents a graphical model
with a social response mechanism; survey completion depends on social structure. The third model specifies that the
sampling process depends on social structure and other attributes X. This is a social sampling mechanism. Respon-
dent driven sampling provides an example of this. The instrument structure Z and the response decisions R could be
connected by an edge if response decisions are made after viewing the survey instrument structure. Sampled nodes
may decide to skip a survey if, for example, its structure is especially complex.
Let V be a set of N nodes. The probability a dyad is sampled can depend on the network Y and the sampling sta-
tus of other dyads. Whether a dyad responds to a survey depends on the response decisions of other other nodes in Y .
The joint probability of the relational system can be decomposed as
Pγ(Y = y,R = r,D = d|x, z) = Pθ(Y = y|x, z)Pψ(D = d|y, x)Pξ(R = r|d, y, x)
where
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Figure 4.1: Observation (blue nodes) and Data-Generation (green nodes) in a Network Survey.
• D is a binary matrix indicating whether the dyad was sampled,
• R is a binary matrix indicating whether the dyad responded to the survey,
• X is a matrix of dyad attributes possibly derived from node features, and
• γ = (ψ, ξ, θ) is a vector of parameters governing the sampling, response and the network formation process,
respectively.
The decomposition reveals the implicit assumption that networks exist prior to the survey process used to elicit them.
That is, conditioned on the survey attributes Z and dyad attributes X, the network does not depend on response or
sampling. To focus on the social response mechanism, assume ego were randomly sampled so that
p(D|Y) = p(D|Y ′)
for all Y,Y ′ in the space of networks Y. Implications of this assumption are discussed in Section 4.2; generally, sam-
pling parameters can be estimated separately from the response and network formation parameters. A generalization
to estimate the three objects simultaneously is discussed in in Section 4.5. Assume the network Y can be represented
as an exponential random graph model (ERGM) (see [59] for a good introduction). This framework posits the distribu-
tion of the network via sufficient statistics of the demographic and organizational data, the survey instrument structure
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and the network itself. If no data is missing, the probability of observing a graph is given by
Pθ(Y = y|x, z) = exp
{
θ>g(y|x, z)}
K(θ)
where g(y|x, z) is a vector of sufficient statistics and
K(θ) =
∑
y∈Y
exp
{
θ>g(y|x, z)
}
is a normalizing constant ensuring the probabilities sum to one. More generally, the survey can obtain information
on several relational variables Y1, . . . ,YK . In this case more elaborate probability models are required. The appendix
provides strong conditions under which the multiple networks can be treated as a single network.
4.1.1 Violation of SUTVA
In an idealized survey setting the stable unit treatment value assumption (SUTVA) would hold (see [84] and [87]). That
is, the portion of the network supplied by an individual would not depend upon the assignment of survey instrument
structure to other respondents so that for every pair i and j of respondents
p(Yi = yi|Zi = zi,Z j = z′j, X) = p(Yi = yi|Zi = z,Z j = z′′j , X) = p(Yi = yi|Zi = zi, X) (4.1.1)
for all zi, z′j, z
′′
j ∈ Z where Yi is the ith row of the adjacency matrix. But, networks exhibit dependence across dyads. If
the treatment alters the ties reported by respondents, then SUTVA cannot hold for an exponential random graph model
with arbitrary dependence across dyads. To see this suppose the reports are distributed as an exponential random
graph; i.e., let
P(Y = y|Z = z) = exp
{
θ>g(Y |Z, X)}
K(θ)
where g(Y |Z, X) is a vector of sufficient statistics, some of which depend on Z. Then the probability of the ith row of
the the adjacency matrix is
P(Yi∗ = yi∗|Z = z, X) =
∑
y−i∗∈Y−i∗
exp
{
θ>g(y−i∗, yi∗|Z, X)}
K(θ)
.
It is clear that P(Y = y|Z− j = z− j,Z j = z j, X) , P(Y = y|Z− j = z− j,Z j = z′j, X) for all j, z− j, z j and z′j whenever the
coefficients associated with terms in Z are nonzero. Then for all i , j in models with dyadic dependence between
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dyads incident on (i, j),
P(Yi∗ = yi∗|Z− j = z− j,Z j = z j) , P(Yi∗ = yi∗|Z− j = z− j,Z j = z′j)
Hence a network survey modeled as an exponential random graph with dyadic dependence cannot satisfy SUTVA.
Intuitively, suppose j receives z′j rather than z j so that she no longer nominates i. Then under a model with mutuality
or transitivity terms, the probability that i would nominate j changes based upon values the corresponding parameters.
4.2 Modeling Social Survey Response
This section presents the sampling and response mechanisms. In network surveys it is possible that D and R depend
on the network structure they measure. That is,
p(D,R|X,Y) , p(D,R|X,Y ′)
for some Y,Y ′ ∈ Y. The following subsections explain the model choices for D and R with regards to the network Y .
4.2.1 The Sampling Process
The sampling status D and the response R are random variables. In the most general setting, D and R are random
matrices with components taking values in {0, 1} so that Di j = 1 indicates the dyad i j is sampled and Ri j = 1 indicates
the sampled dyad responds to the survey. Then the dyads in Y can be partitioned by the values of Y into Yobs, Yns and Ynr
representing the observed, non-sampled and sampled but missing dyads, respectively. For the former the probability
a dyad is sampled can depend upon the sampling status of other dyads to which it is connected in the underlying
network. This holds for respondent driven sampling methods; an edge can only be sampled if it is connected to a seed
node. The organizational survey, however, followed an ego-centric design. Subjects were selected with probability η.
This design is said to be conventional in the sense that
P(D = d|Y = y; η) = P(D = d; η)
for all y ∈ Y. If Di = 1, then dyads {i j} j,i are sampled. Two immediate examples demonstrate this. [48] shows the
probability of observing d given an ego-centric design with probability η is given by
p(D = d|Y, η) = η1> s(1 − η)(|V |−1)> s
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where s ∈ {0, 1}|V | is the vector of sampling statuses. Alternatively, suppose a sample of size n is drawn from the set of
nodes V . Then since a dyad is sampled whenever i or j is chosen, the probability of observing dyad i j is
p(Di j = 1|Y = y; n) = Pr
{
S i = 1, S j = 0
}
+ Pr
{
S i = 0, S j = 1
}
+ Pr
{
S i = 1, S j = 1
}
= 2
n(n − 1)
|V |(|V | − 2) +
n(n − 1)
|V |(|V | − 1)
and does not depend on the underlying network. Since the sampling matrix is independent of the network, the joint
probability mass function can be factored as
p(D,R,Y |X,Z) = p(D; η)p(R,Y |X,Z,D; ξ, θ).
Inference about the parameters associated with (R,Y) does not require evaluation of p(D; η). The next section discusses
models for the response decisions that violate this principle.
4.2.2 Regression with Interactions
In many cases response decisions in surveys cannot be coerced. Sampled units may not agree to participate in the
survey and those who do may not answer specific questions. For these reasons response behavior belongs to the out-
of-design mechanism of the sampling process. When non-response is present, its patterns may be associated with
characteristics of the sampled unit and the decisions of other sampled units. These two approaches are presented in
4.1. The former is a standard procedure in survey statistics. Models for survey response generally assume conditional
independence between units. That is, after accounting for observable features of the sampled nodes, decisions to
complete (or partially complete) the survey are independent; sampled units are not influenced by the response decisions
of others. Inference of the data must account for non-response bias by modeling it explicitly. After computing the
probability of response for each the units, they are weighted so that response is no longer correlated with the variables
of interest in a study. Under these conditions the joint probability of the response vector and network structure is given
by
p(R,Y; ξ, θ) = p(R|X; ξ)p(Y |X,Z; θ).
Inference for ξ and θ can be completed separately. Logistic regression can be used to estimate the probability of
response for each sampled unit. Whenever nodes can communicate prior to completion of a survey or can formulate
the expected responses of their peers, then a social response model should be considered. Under a social response
model the probability that unit i responds depends on R−i, the response decisions of the other sampled units. In
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complex social structures the dependence structures between sampled units is unclear. Fortunately, when network
information is available, it can be integrated into the model.
Exponential Family Model with Neighborhood Structure
Ising and Curie-Weiss models either assume all units depend on others or assume a neighborhood structure based on
physical proximity. But, for social networks one’s peer group can depend on a confluence of factors. The network
structure elicited by the survey serves as a reasonable approximation to the peer group. Response can therefore depend
on the sampling statuses and response decisions of nodes to whom they are connected in network Y . Suppose Y is a
directed network for the nodes in V . Then the response vector can be modeled as
p(R = r|Y = y) ∝ exp
ξ1 ∑ Ri + ξ2 ∑i< j RiR j max
{
Yi j,Y ji
} .
Response decisions depend on number of total responses and the number of mutual responses between those connected
in the directed network. Sufficient statistics derived from the set of features of the sampled units can be added to the
model. Then the joint probability of the response vector and network can be decomposed as
p(R,Y; ξ, θ) = p(R|Y, X; ξ)p(Y |X,Z; θ).
consider the model
p(R = r|D = d,Y = y; ξ) ∝ exp
{
ξ>h(r|d, y, x)
}
.
If the vector of sufficient statistics depends on other response values, then R is an exponential random graph. Other-
wise, response decisions can be modeled as a logistic regression. Let NY (i, k) be the set of nodes that are k edges away
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from i and define the functions
h1(R|Y, X,Z) = h1(r|y) =
 ∏
i:Di=1
∑
j∈N(i,1):D j=1
R j∣∣∣∣{ j ∈ N(i, 1) : D j = 1}∣∣∣∣

1
|{i:Ri=1}|
h2(R|Y, X,Z) = h2(R|y) =
 ∏
i:Di=1
∑
j∈N(i,2):D j=1
R j∣∣∣∣{ j ∈ N(i, 2) : D j = 1}∣∣∣∣

1
|{i:Ri=1}|
h3(R|Y, X,Z) = h3(R|Y) =
∑
i:Di=1
∑
j:D j=1, j,i
max(Yi j,Y ji) f (Xi, X j)Ri
h4(R|Y, X,Z) = h4(R|X) =
∑
i:Di=1
XiRi
h5(R|Y, X,Z) = h5(R|Z) =
∑
i:Di=1
f (Z)iRi
to be the vector of sufficient statistics for the response model. The function h1 is simply the geometric mean of the
response rates within each node’s first-degree neighborhood. The function h2 measures the response rate of neighbor’s
neighbors. Association between node response and covariate values of the dyads with defined by Y is captured by h3.
Functions h4 and h5 measure the association between response and covariates without the influence of Y . This is the
information available to estimate survey response models in typical cases. Functions h1 and h2 induce dependence
between the response behavior of sampled nodes; whether i responds to the survey depends on the response of alters
in i’s neighborhood. Since response depends on Y , it is not ignorable. This can be seen by writing the joint likelihood
as
L(θ, ξ, n|Y,D,R, X,Z) ∝ p(Y,D,R|X,Z; θ, ξ, n)
= p(D = d|Y, X,Z; n)p(R = r|D = d,Y, X,Z; ξ)p(Y = y|X,Z; θ)
= p(D = d; n)p(R = r|d, y, x, z; ξ)p(Y = y|x, z; θ)
= L(n|D)L(θ, ξ|y, d, r, x, z).
Correlated Response Model
While the exponential family model has intriguing properties and allows for flexible terms, estimated distributions
can exhibit degeneracy. An alternative is to model the response decisions using the social network as a dependence
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structure for the unsystematic variation in R. Let
R∗i = ξ
>Xi + i
where  is distributed as a multivariate Normal random variable with mean zero and variance matrix
Σ(Y)i j =

σ2 if i = j
ρ0 if i , j,Yi j + Y ji = 1
ρ1 if i , j,Yi jY ji = 1
0 else.
(4.2.1)
In this construction, R∗ is a vector of latent variables with
p(Ri = 1|X,Y) = p(R∗i > 0|X,Y)
If i and j are related, then their response decisions have nonzero correlation. The model assumes mutual and asymmet-
ric relationships can have relations of different strengths. More elaborate structures are possible. Given a community
structure {V1, . . . ,VM} , nodes belonging to the same cluster Vm have correlation ρm while relations between members
of different groups are ρ0. The conditional densities are then
p(R∗i |R∗−i, X, µ,Σ(Y)) = N
(
µi + Σ(Y)i,−iΣ(Y)−1−i,−i(r−i − µ−i),Σ(Y)i,i − Σ(Y)i,−iΣ(Y)−1−i,−iΣ(Y)−i,i
)
.
Writing the joint density as an exponential family,
p(R∗|X, γ(µ,Σ(Y)) = exp
{
−1
2
[
(R∗)>Σ(Y)−1R∗ − 2µ>Σ(Y)−1R∗ + µ>Σ(Y)−1µ + log (2pidetΣ(Y))
]}
implies parameters
γ =
(
Σ(Y)−1µ,Σ(Y)−1
)
for the sufficient statistics R∗ and R∗(R∗)>. Then the joint distribution of (Y,R∗) is also an exponential family.
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4.3 Estimation and Missing Data
Joint estimation exploits the Markov chain Monte Carlo maximum likelihood method developed in [39] and [40] and
applied to networks in [59]. [48] applies estimation to missing data in which the data is missing at random. The
present case extends this estimation methodology to cases in which data is missing not at random.
4.3.1 Complete Data Likelihood
Before analyzing estimation of the relational system for partially observed data, consider the complete data case.
Recall that the joint distribution of response behavior and network structure is an exponential random graph with
probability mass function
P(ξ,θ)(R = r,Y = y|x, z) = exp
{
ξ>h(r|y, x) + θ>g(y|x, z)}
K(ξ, θ)
where
K(ξ, θ) =
∑
y∈Y
∑
r∈R
P(ξ,θ)(R = r,Y = y|x, z).
To simplify notation let β = (ξ, θ) and f (r, y|x, z) = (h(r|y, x), g(y|x, z)). Then the ratio of normalizing constants can be
written as
K(β)
K(β0)
= E(β0)
[
exp
{
(β − β0)> f (r, y|x, z)
}]
=
∑
y∈Y
∑
r∈R
exp
{
(β − β0)> f (r, y|x, z)
}
P(β0)(r, y|x, z).
To approximate this quantity, suppose {(rm, ym)}Mm=1 is a sample from P(β0)(r, y|x, z) and compute
1
M
M∑
m=1
exp
{
(β − β0)> f (rm, ym|x, z)
}
.
This term converges to the expectation as M → ∞. Then the ratio of the probability of observing the data (robs, yobs)
for parameter (ξ, θ) and reference point (ξ0, θ0) is
log
(
P(β)(robs, yobs)
P(β0)(robs, yobs)
)
= (β − β0)> f (robs, yobs|x, z) − log
(
K(β)
K(β0)
)
≈ (β − β0)> f (robs, yobs|x, z) − log
 1M
M∑
m=1
exp
{
(β − β0)> f (rm, ym|x, z)
} .
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4.3.2 Partially Observed Data
This section derives an expression that can be maximized to obtain estimates of β based upon the observed likelihood.
Edges in the surveyed network are missing if Di = 0 or Ri = 0. Then Y can be decomposed into observed dyads, Yobs,
dyads associated with nodes who did not respond,
Ynr =
{
Yi j : Ri = 0,Di = 1
}
,
and dyads associated with unsampled nodes,
Yns =
{
Yi j : Di = 0
}
so that Y = Yobs + Yns + Ynr. The pair (v,w) is concordant with the observed dyads yobs if yobs + v + w ∈ Y. Let
Y(yobs) = {u = v + w : yobs + u ∈ Y, v ∈ Yns,w ∈ Ynr}
be the set of all subnetworks concordant with yobs. Define the conditional distribution of Y given the observed responses
robs and the observed dyads yobs
Pβ(Ynr = v,Yns = w|R = robs,Yobs = yobs, x, z) = exp
{
β> f (robs, yobs + u|x, z)}
K(β|robs, yobs)
for v + w = u ∈ Y(yobs) where
K(β|robs, yobs) =
∑
u∈Y(obs)
exp
{
β> f (r, yobs + u|x, z)
}
is the conditional normalizing constant. Then reasoning as in Section 4.1 of [48] conclude
L(β|Yobs = yobs,R = robs) ∝
∑
u∈Y(yobs)
Pβ(R = robs,Y = yobs + u|x, z)
=
∑
u∈Y(yobs)
exp
{
β> f (robs, yobs + u|x, z)}
K(β)
=
K(β|robs, yobs)
K(β)
.
Then the likelihood ratio satisfies
L(β|robs, yobs)
L(β0|robs, yobs) ∝
K(β|robs, yobs)K(β0)
K(β0|robs, yobs)K(β)
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so that
`(β|robs, yobs) − `(β0|robs, yobs) = log
(
K(β|robs, yobs)
K(β0|robs, yobs)
)
− log
(
K(β)
K(β0)
)
= log
(
Eβ0
[
exp
{
(β − β0)> f (r, y|x, z)
}
|robs, yobs
])
− log
(
Eβ0
[
exp
{
(β − β0)> f (r, y|x, z)
}])
≈ log
 1M
M∑
m=1
exp
{
(β − β0)> f (r′m, y′m|x, z)
} (4.3.1)
− log
 1M
M∑
m=1
exp
{
(β − β0)> f (rm, ym|x, z)
}
where {(rm, ym)}Mm=1 is a sample from P(β0)(r, y|x, z) and
{
(r′m, y′m)
}M
m=1 is a sample from P(β0)(Ynr,Yns|robs, yobs, x, z). Note
that since there is no missing data in the response vector,
{
(r′m, y′m)
}M
m=1 does not contain sampled for r; the observed
values are used.
4.3.3 Methods to Obtain Initial Values
As indicated in equation 4.3.1, a value for β0 is needed. The closer the initial value is to the actual MCMLE values, the
better. This subsection discusses two methods to do so: contrastive divergence and maximum pseudolikelihood. The
use of these methods in network data is not new; see [59] or (other citation) for a review. But, the use of these methods
to solve for initial values for the parameters associated with the response process is not as well studied. In particular,
there is an important complication. The dyads in the network are only observed if an individual was sampled and
completed the survey. Hence
Ri = 0 ∨ Di = 0 =⇒ Yi j = NA
for all j , i. When Di = 1 and Ri = 0 the dyads
{
Y ji
}
j:R j=1
are observed. Hence node i can have no observed mutual
ties. If only observed data is used to estimate ξ0, then the only sufficient statistic available to us are the number of
respondents in node i’s in-neighborhood, ∑
j,i:R j=1
Y jiR j. (4.3.2)
In these cases it is unknown whether those who nominated j are known to i. For this reason the response decisions of
mutual acquaintances may better capture the data-generating process. If a sampled individual i did not respond to the
survey, then their neighborhood of mutual ties (i.e., the number of alters an individual nominates who also nominates
the individual in return) is missing. Hence ξ0 cannot be estimated with the observed data. To side-step this issue,
values are imputed for the missing dyads in the network. In the following subsections we apply maximum pseudo
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likelihood and contrastive divergence to exponential family models with these two sufficient statistics. For the latter a
sample of imputed networks are drawn and then estimates are compute on the samples.
Maximum Pseudolikelihood Estimates
Let R be the response vector of sampled individuals in the population and let N(i, g(R|Y)) be the set of responses
on which Ri depends conditioned on the response decisions of all other nodes as specified by the sufficient statistics
g(R|Y). More precisely define the set to be
N(i, g(R|Y)) =
{
j , i : Ri 6⊥ R j|Rk, k < { j, i} , g(R|Y)
}
.
Then the pseudolikelihood of the vector of responses is given by
Lpseudo(ξ|R,Y, X) = p(R = r)
∏
i
p
(
Ri = 1|R j = r j,∀ j ∈ N(i, g(R|Y))
)
.
The pseudolikelihood approximates the true likelihood. In the present case the response models takes the form
pξ(R = r|Y, X) ∝ exp
{
ξ>g(r|Y, X)
}
.
The pseudolikelihood becomes
pξ(R = r|Y, X) =
∏
i
exp
{
ξ>∆(g(r|Y, X))i}
1 + exp {ξ>∆(g(r|Y, X))i}
where
∆(g(r|Y, X))i = g(Ri = 1,R−i = r−i|Y, X) − g(Ri = 0,R−i = r−i|Y, X)
is the vector of change statistics. Then
ξˆ = argmaxLpseudo(ξ|R,Y, X)
are the maximum pseudolikelihood estimates.
If the only sufficient statistic involving the edges of the network Y are given by 4.3.2, then maximum pseudolike-
77
lihood estimates can be computed without imputing the missing edges in the network. The change statistic is simply
∆(g(r|Y, X))i = (∆(g(r|X))i,Y top−i,iR−i)
and the estimate is approximately 0.0601.
To use the mutual response within mutual ties, an association social theory suggests should be larger, values for
the missing dyads must be imputed. The observed degree distribution of respondents within each department is used
to sample a degree for all alters who were not sampled or who did not respond to the survey. This methods assumes
the outdegree of nodes that were not sampled or did not respond are distributed according to the random sample of
respondents from the same department in the organization. The mean of these estimates can be used as an initial value
for ξ0.
Contrastive Divergence Estimates
Estimation of the model parameters θ and ξ can be performed by maximizing the observed likelihood derived in the
previous subsection. Optimization depends on the reference parameter β0 = (ξ0, θ0). Choosing β0 to be a value near
the ML estimator aids convergence. To find such a value I use contrastive divergence learning. Extending the work
in [47] and [48], I use a run of contrastive divergence to find biased parameter estimates quickly, βCD = (ξCD, θCD).
Gradient descent of the negative log-likelihood proceeds by updating the parameter to
β(t+1) = β(t) − η ∂
∂β
`(β|r, y, x, z)
∣∣∣∣∣
β=β(t)
at each iteration t = 1, 2, . . . where η is the learning rate and
`(β|r, y, x, z) = β> f (r, y|x, z) − log(K(β)).
Learning model parameters in this way requires computation of the (intractable) normalizing constant, K(β). Con-
trastive divergence ([54] and [18]) provides a method to approximate the gradient without evaluating the normalizing
constant. Rather than minimizing the negative log-likelihood, the likelihood is approximated by the contrastive diver-
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gence after n steps
CDn = KL (p0‖p∞) − KL (pn‖p∞)
=
∑
r,y
Pβ0 (r, y|x, z) log
(
Pβ0 (r, y|x, z)
Pβ∞ (r, y|x, z)
)
−
∑
r,y
Pβn (r, y|x, z) log
(
Pβn (r, y|x, z)
Pβ∞ (r, y|x, z)
)
where r(n) is the realization of the Markov chain after n iterations given the current parameter value ξ. The estimates
are biased, but if the bias is small, the model can be used. Variances can be estimated by computing the approximate
information. Estimate βCD by iterating the following steps until convergence.
• Draw y′ in a Gibbs run.
• Draw r′|y′ in a Gibbs run.
• Since ∂
∂β j
E(r, y; β) = − f j(r, y|x, z) where f j(·) denotes the jth sufficient statistic. Set
β(t+1) = β(t) + η
(
f
(
r0, y0|x, z
)
− f
(
r(n), y(n)|x, z
))
.
4.3.4 MCMLE
If the bias is suspected to be large, a run of MCMC removes it. Then given our contrastive divergence estimates β0,
repeat the following steps until a criteria is met.
1. Draw {(rm, ym)}Mm=1 from P(β0)(r, y|x, z) and
{
(r′m, y′m)
}M
m=1 from P(β0)(Ynr,Yns|robs, yobs, x, z).
2. Update the model parameters to
(ξ′, θ′) = argmax
ξ,θ
{
`(ξ, θ) − `(ξˆCD, θˆCD)
}
where the approximation to `(ξ, θ) − `(ξˆCD, θˆCD) is defined by 4.3.1.
The first step is accomplished by MCMC. The complete data and conditional data distributions can both be decom-
posed so that the network and the response can be sampled serially. Given the current value of β(t) = (ξ(t), θ(t)), sample
a network y′ from Pθ0 (y|x, z). Then sample a response vector r′ from Pξ0 (r|y′, x, z). Generally, the Gibbs procedures
for each are straightforward for both cases and are given by
Pξ(Ri = 1|R−i = r−i, y, x) = exp
{
ξ>∆(h(r))i
}
1 + exp {ξ>∆(h(r))i}
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and
Pθ(Yi j = 1|Y−i j = y−i j, x, z) =
exp
{
θ>∆(g(y))i j
}
1 + exp
{
θ>∆(g(y))i j
} .
4.4 Sampling from the aggregate distribution
Given the estimate of θ from the prior section, simulation of random samples is possible. Divide θ into components
not associated with Z, θ1, and those associated with Z, θ2. Then the survey instrument free distribution is given by
Ψθ(Y = y) =
1
|Z|
∑
z∈Z
p(y|z) =
exp
{
θ>1 g1(y|x)
}
|Z|K(θ)
∑
z∈Z
exp
{
θ>2 g2(y|z, x)
}
=
exp
{
θ>1 g1(y|x) + log 1|Z|
∑
z∈Z exp
{
θ>2 g2(y|z)
}}
K(θ)
.
Under Ψ, Y is no longer an exponential random graph. To simulate a random sample free from the influence of
the survey instrument structure, an MCMC run through the network produces a sample. Thus to produce a random
network survey sample with respondents given in Robs use the conditional probabilities
Ψθ(Yi j = 1|Y−i j = y−i j, x) =
exp
{
θ>1 ∆(g1(y))i j
}∑
z∈Z exp
{
θ>2 g2(y|z, x)
}
1 + exp
{
θ>∆(g1(y))i j
}∑
z∈Z exp
{
θ>2 g2(y|z, x)
}
for all i, j, to accept Metropolis steps with probability
min
1, exp {θ>1 ∆(g1(y))i j}
∑
z∈Z exp
{
θ>2 g2(y
+
i j|z, x)
}
∑
z∈Z exp
{
θ>2 g2(y
−
i j|z, x)
}
 .
Unlike an exponential random graph model, Ψ, requires computation of exp
{
θ>2 g2(y|z, x
}
for every z increasing the
computational burden. Chapter two explores alternatives to the arithmetic mean of probabilities. The geometric mean
is a special case of the power means. Under this alternative the probability of a network becomes
Ψ˜(y) ∝
∏
z∈Z
exp
{
θ>g(y|x, z)
}1/|Z|
∝ exp
θ>1 g1(y|x) + θ>2 1|Z|∑
z∈Z
g2(y|x, z)
 ,
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which is an exponential random graph. Note the interpretation of Ψ˜, it is the probability all |Z| models agree normal-
ized by a constant. The metropolis acceptance probability for a single edge is
min
1, exp
θ>1 ∆(g1(y|x))i j + θ>2 ∆
 1|Z|∑
z∈Z
g2(y|x, z)

i j

 .
The geometric mean confers computational benefits in that one only must compute the difference between sufficient
statistics, and not the statistics themselves. Any results that hold for exponential random graphs hold for Y under Ψ˜.
But, as discussed in chapter two, the probabilities Ψ˜ assigns to a given network may be greater than maxz p(y|z, x) or
less than minz p(y|z, x) due to unequal weighting of the models.
Preserving the observed response decisions in the sampling implies the simulations control for Z given R. By the
letting the response vector differ from the observed so that there is some i such that Yi j is missing for all j , i, the
samples are from the joint distribution of R and Y . Rather than sampling, the model imputes the values of
{
Yi j
}
j,i
.
If the number of respondents is held fixed, then the original sample and the imputation will have the same number
of sampled dyads. The observed sufficient statistics may be a reasonable target for imputations. Doing so gives the
researcher insight into new regions of the network. Given D, X, and Z, for all t = {1, . . . ,T }, response and the network
can be sampled serially.
1. Use MCMC to sample Y (t)obs and Y
(t)
nr with Ψ or Ψ˜. Set Y
(t)
ns = 0.
2. Use MCMC to sample R(t)obs and set R
(t)
mis = 0.
4.4.1 Statistical inference of the counterfactual distribution
If the sampling distribution of the parameters of the estimation routine converges to a normal distribution, then the
Delta-method provides a method to estimate the uncertainty in the aggregate probability mass function. Asymptoti-
cally, the aggregate probability mass placed at Y = y is normally distributed with variance
̂Var
(
p∗
(
Y = y|x; θˆ
))
≈ (∇θp∗
(
Y = y|x; θˆ
)
)>Σˆ(θˆ)∇θp∗
(
Y = y|x; θˆ
)
,
In the case of independence between dyads, the marginal distribution of edge i j is given by
δ∗i j = p
∗(yi j = 1|θ, x) = 1|Z|
∑
z∈Z
exp
{
θT ∆i j(z)
}
1 + exp
{
θT ∆i j(z)
}
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where ∆i j(z) = g(y+i j, x, z)− g(y−i j, x, z). Otherwise the marginal distribution is computed by summing the joint distribu-
tion over all edges not equal to i j:
δ∗i j = p
∗(yi j = 1|θ, x) = 1|Z|
∑
z∈Z
∑
yci j
p(Yi j = 1,Yci j = y
c
i j|θ, x, z).
The ∆-method provides an approximation to the variance of the edge aggregate probability
̂Var
(
p∗
(
yi j = 1|x; θˆ
))
≈ 1|Z|2
∑
z∈Z
∆i j(z) exp
{
θT ∆i j(z)
}
(
1 + exp
{
θT ∆i j(z)
})2

>
Σˆ(θˆ)
∑
z∈Z
∆i j(z) exp
{
θT ∆i j(z)
}
(
1 + exp
{
θT ∆i j(z)
})2 .
Compute the sample analogs
p∗ (Y |x) = 1
S
S∑
s=1
p (Y |zs, x) (4.4.1)
and
̂Var
(
p∗
(
yi j = 1|x; θˆ
))
≈ 1
S 2
S∑
s=1
[
δˆi j(zs)(1 − δˆi j(zs))
]
∆Ti j(zs)Σˆ
S∑
s=1
[
δˆi j(zs)(1 − δˆi j(zs))
]
∆i j(zs). (4.4.2)
The estimate of the population variance for edge i j is then
( |Z| − S
|Z|
)
̂Var
(
p∗
(
yi j = 1|x; θˆ
))
. (4.4.3)
Computation of 4.4.2 can be costly if our network or S is large. To do this observe that we can compute it serially by
constructing the difference
Var
(
p∗(r+1)(yi j = 1|x; θˆ)
)
− Var
(
p∗(r)(yi j = 1|x; θˆ)
)
≈
[
δˆi j(z(r+1))(1 − δˆi j(z(r+1)))
]2
∆Ti j(z(r+1))Σˆ∆i j(z(r+1))
+ 2
r∑
s=1
δˆi j(zs)(1 − δˆi j(zs))∆Ti j(zs)Σˆδˆi j(z(r+1))(1 − δˆi j(z(r+1)))∆i j(z(r+1)).
4.5 Discussion
This chapter presents a method to estimate the network formation and survey response process simultaneously. Sam-
pled individuals’ decisions to complete the network survey depend on the completion of those to whom they are
connected in the social network. This accomplish by modeling the network as an exponential random graph and the
vector indicating survey completion as an exponential family. But, if the sampling process depends on attributes of
the pool of possible respondents and the network which connects, then specify the sampling matrix D is distributed
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according to an exponential family model,
pψ(D = d|Y, X) ∝ exp
{
ψ> f (d|Y)
}
.
Then the relational system is distributed as
pγ(Y = y,R = r,D = d|X,Z) ∝ exp
{
θ>g(y|X,Z) + ξ>h(r|Y,D, X,Z) + ψ> f (d|Y, X)
}
.
4.3.1 can be extended to include ψ. As is the case for ξ and θ, a good value for ψ0 is required. This can be estimated
using maximum pseudolikelihood or contrastive divergence. Note this methodology can be extended to any series of
random variables that depend on an underlying network. Network surveys provide an interesting case of the types of
problems that might be modeled in this way.
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Chapter 5
Lifting the Fog
Chapter 4 develops a general framework for network surveys with non-ignorable dependence between random vari-
ables in the observation process and random variables in the data-generating process. This chapter applies to these
ideas to a specific network survey with a complex instrument structure. The structure did not vary across respondents.
Because sufficient statistics can be created using the order between names - and this feature does vary across dyads -
it is possible to estimate the effect of instrument structure. Then sufficient statistics are created to model the response
process. The model estimates are used to compute counterfactual quantities of interest as well as compare the actual
instrument design to other possibilities.
5.1 Operationalizing Instrument Structure in a Network Survey
Chapter 4 introduces the distinction between the design mechanism and the out-of-design mechanism. When designing
experiments and surveys, researchers choose a structure for data collection instrument. Stimuli must be presented in
some sequence; when choosing from a list, the feasible options must be presented in some order. As the complexity
of a survey or experiment increases, so does the number of choices facing the researcher. The more complicated the
structure, the greater the opportunity for artifacts of the design to interact with the subject’s cognitive processes. If
changes in the structure lead to changes in the subject’s brain in a way that systematically alters the response process,
then the structure acts like a lens, influencing the observed information. A sample becomes more dissimilar from
the thing the researcher wants to measure as the association between cognitive processes and the instrument structure
grows stronger. This section describes the Lifting the Fog (LTF) survey.
The organizational survey motivating the methods developed in this chapter was given to a 20% random sample
of employees. Sampled individuals were asked to select known others from a roster. After selecting no more than
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56 alters, they were asked questions about the nature of their relationships with the identified nodes. Seventy-seven
percent of sampled employees completed the survey. See [65] and [66] for additional details. The survey roster and
the form onto which the respondents record their responses are components of the survey instrument structure. The
organization was divided into divisions. Each division contained a set of departments. The roster preserved this nested
structure as it listed divisions numerically. Within divisions, departments were listed. Finally, names of the nodes
appeared in alphabetic order within the department blocks. Hence each node has an overall, intra-division and intra-
department order. Figure 5.1 illustrates a simple example of this nested structure. The survey instrument structure
A B C
A1 A2 A3 B1 B2 B3 C1 C2 C3
A11 A12 A13 A21 A22 A23 A31 A32 A33 B11 B12 B13 B21 B22 B23 B31 B32 B33 C11 C12 C13 C21 C22 C23 C31 C32 C33
Division
Department
Employee
Figure 5.1: Simplified Version of Instrument Structure.
provides several natural hypotheses.
1. The number of response options may have distorted the neighborhood of a respondent. Some may have enu-
merated more or fewer than they would have given a different instrument structure.
2. Respondents might have used the order in which names appeared on the roster to complete the survey.
The first hypothesis cannot be operationalized. The number of spaces provided to enumerate names did not vary across
respondents. But, the second hypothesis can be investigated because sufficient statistics constructed from the surveys
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vary across respondents.
5.1.1 Permutation Tests for Survey Instrument Structure
This section presents a series of diagnostic tests to determine whether the survey responses depend on the instrument
structure. Permutation tests, [42], can assess whether the observed network data depends on the survey instrument
structure z. Let the null hypothesis be that the sampled network does not depend on z. That is, under the null
hypothesis,
P(Y |z) = P(Y |z′)
for all z, z′ ∈ Z. If this holds, then any function of sufficient statistic, F(Y), of the network is independent of z as well.
That is, for all z, z′ ∈ Z and F : Y ×Z → R,
P(F(Y)|z) = P(F(Y)|z′).
Rejecting the null hypothesis that a function of Y is independent of the instrument structure implies that z is not inde-
pendent of Y . And, therefore, the observation and data-generating processes depend upon one another.
The sufficient statistics interact attributes of the network with the survey instrument structure. These functions are
guided by the following substantive hypotheses.
1. Names appearing towards the beginning of the roster are more likely to be nominated by respondents.
2. Names appearing closer to a the respondent’s name might have been more likely to be nominated than names
far from the respondent’s name.
3. Respondents might have been more likely to nominate groups of names close to one another rather than names
appearing farther apart from one another.
4. Respondents might be more likely to nominate names which appear towards the beginning of division blocks.
Distance Measures of the Survey Instrument Structure
Respondents may use salient names as reference points in the roster - alters they know well including themselves.
Alters may be clustered closer to these reference points.
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• The total distance between egos and their associated alters:
∑
i
∑
j∈N(i,1)
∣∣∣absorderi − absorder j∣∣∣ . (5.1.1)
• The total distance between an ego’s nominated alters:
∑
i
∑
j∈N(i,1)
∑
k∈N(i,1),k< j
∣∣∣absorder j − absorderk∣∣∣ (5.1.2)
• The total absolute order in which a nominated name appears in the roster:
∑
i, j<i
Yi jabsorder j. (5.1.3)
• The total order in which a name appears in its corresponding division block:
∑
i, j<i
Yi jdivorder j. (5.1.4)
Each of the sufficient statistics are evaluated after sampling from the set of all possible orderings such that the order
in which divisions appear, the order in which departments appear in the division, and the order of names within
departments are permuted. Figure 5.2 presents histograms of samples of size 50, 000 - this sample represents just
5.74×10−8% of the number of ways to permute the order in which division blocks appear. Only 5.1.1 does not present
strong evidence that the observed data is not independent of the survey instrument structure.
Reciprocity
Reciprocity measures the extent to which Yi j = 1 implies Y ji = 1 for nodes i and j in {v ∈ V : Rv = 1} and i , j. If the
network and survey instrument structure are independent, then the reciprocity would be equal under different survey
instrument structures. In particular, the reciprocity for a given node should not depend on its location in a list. Under
the assumption that the network is independent from the survey instrument structure, it must be the case that
Pr
{
Y ji = 1|Yi j = 1, z
}
= Pr
{
Y ji = 1|Yi j = 1, z′
}
for all z, z′ ∈ Z. Let the set of nodes located in the xth quantile be given by
S (x) = {i ∈ V : F(zi) ≤ x} .
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Figure 5.2: Sufficient Statistics for the Roster of Names
Then the rate of reciprocity is equal under different z and, therefore, S (x).
FS (Y) =
∑
i:zi∈S Yi jY ji∑
i:zi∈S Yi j
computes the rate of reciprocity for all egos with list locations in the set S and
FS (Y) =
∑
i:zi∈S Y ji
|S |
computes the mean in-degree for all egos with list locations in S . When the number of sampled nodes is low, there will
be fewer reciprocal ties. In the case of the Lifting the Fog survey, implementation of this method is not suggested as
the number of reciprocal ties is very low. Reciprocity can be incorporated in ERGM models by introducing a sufficient
statistic equal to the number of reciprocal relationships.
Proximity in the Survey Instrument Structure
Intuition suggests that given a survey respondent finds her name in the survey roster, she is more likely to see names
near her own. The total distance between nodes that are connected by at least one edge is
F(Y, z) =
∑
i, j:Yi j+Y ji=1
d(zi, z j)
and the total distance for mutual ties is given by
F(Y, z) =
∑
i, j:Yi jY ji=1
d(zi, z j).
To test this compute the total distance between the nodes comprising each dyad for which an edge is present under
different survey instrument structures. Tests for three sufficient statistics are implemented: the sum of total distance
to alters, the sum of the total distance between alters in the same department and the total distance between alters
from different divisions. Figure 5.3 displays the results. In each plot the red line indicates the observed value of the
sufficient statistic; the sample p-value is reported above the red line.
Concentration
In chapter 3 a measure for the concentration of a probability measure is discussed. Recall the survey instrument
structure is a list of length N. Each node selects Mi for i = 1, . . . ,N alters. Denote this vector vi ∈ {0, 1}N . Define the
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Figure 5.3: Permutation Tests for Dependence of Instrument Structure and Network Structure.
finite concentration to be
Ck(vi) =
∑
x
I {d(x, vi) ≥ k}
where
d(x, vi) = min
y∈A d(x, y).
If the survey process is independent from the instrument structure, then the degree of concentration of vi does not
depend on z. Hence the concentration of vi satisfies
Pr {Ck(vi) | z } = Pr
{
Ck(vi)
∣∣∣ z′ }
for z, z′ ∈ Z. The nested structure of the survey instrument structure can be exploited to test within and between de-
partments and divisions. This must be done as the coincidence of department and division with survey order overstates
the effect. The measure of concentration given here is contrasted with the range and standard deviation of vi. The
degree of concentration does not suggest a particularly strong effect.
5.2 The Model
Chapter 4 presents a general model for observation and data-generation in network surveys. This section adapts the
general model to the LTF survey data. The assumptions about the Lifting the Fog survey data are encapsulated in
figure 5.4. The sets of variables X1 and X2 are comprised of node and network attributes such that X1 contains the data
causing the observed survey instrument structure. The data in X2 is marginally independent of Z. More specifically
X1 contains the department and division of each node. The nesting structure described in section 5.1 determines the
order of the options in the survey instrument structure. Individuals within the same department must be adjacent to
one another, departments within the same division must be adjacent to one another and divisions were placed in a
numerical order. The outcome space of Z given the department and division assignments is all orders that can be
constructed by permuting the order of individuals within departments, the order of departments within divisions and
the order of divisions amongst themselves. Let N(z, x) be a binary variable indicating whether the z satisfies the nesting
structure given in x. Then the survey instrument structure is modeled as
p(Z = z|X1 = x1) = |z : N(z, x1) = 1||Z| .
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The effect of the survey instrument structure on Y is confounded by X1. Before aggregating over all possible survey
instrument structures, the effect of X1 on Y and the effect of Z on Y must be disentangled. Pearl’s so-called backdoor
adjustment formula described in [80] can be applied to identify the effect. Conditioning on X1 blocks the backdoor
paths Z ← X1 → Y , Z ← X1 ↔ X2 → Y and Z ← X1 ↔ X2 → R ← Y . The latter of the group contains a collider, R,
that is not in the conditioning set. Furthermore, it has no descendants so that none can be contained in the conditioning
set.
p(y|do(Z = z), X2 = x2) =
∑
x1
p(y|Z = z, X1 = x1, X2 = x2)p(x1|X2 = x2)
=
∑
x1
exp
{
θ>g(Y |X1, X2,Z)}
K(θ)
p(x1|X2 = x2). (5.2.1)
If it is believed that Y and X1 are independent given X2, then there is no confounding and the effect of the survey
instrument structure on the network data is identified, then the only open backdoor path from Z to Y is Z ← X1 ↔
X2 → Y . Conditioning on either X1 or X2 suffices to block the path and identify the effect of Z on Y . The probability
X1 ZX2
R
D
Y
X1 ZX2
R
D
Y
Figure 5.4: Models for Observation (blue nodes) and Data-Generation (green nodes).
measure p(X1|X2) models the probability of the assignment of departments to individuals given the information in X2.
5.2.1 Modeling the Network Data
Exogenous attributes such as age, gender, ethnicity and years of education and attributes related to the individual’s role
within the institution such as salary, tenure, geographic location, functional area and organization structure are used to
explain the variation in the survey nominations. Three terms make estimation of an ergm model with a term based on
Z difficult: department, division and mutuality. The previous subsection explains identification of the effect of Z on
Y when a covariate X1 partially determines Z. Practically, if respondents are more likely to nominate names closer to
their own, then any variable that is highly correlated with the distance between the respondents and their alters will be
correlated with statistics such as |orderi − order j| derived from Z. If i and j belong to the same department Vd,g, then
92
the distance between them must satisfy
|orderi − order j| ≤
∣∣∣Vg∣∣∣ − 1
and if i and j belong to division Vd,. but different departments, then
|orderi − order j| ≤
∣∣∣Vg∣∣∣ − 1
Since the order of the departments is determined by the department numbers, these statistics can be furthered bounded.
For example if i and j are in adjacent departments, then
|orderi − order j| ≤
∣∣∣Vg∣∣∣ + ∣∣∣Vg+1∣∣∣ − 2.
If individuals from the same department are likely to nominate alters from the same department and individuals are
more likely to nominate alters listed near their names, then the effect of the order on their nominations is confounded
by department. Several terms are possible including
• ordering terms for dyads within large departments,
• ordering terms for dyads between nodes from different departments within large divisions,
• ordering terms for dyads between nodes from different divisions.
Given terms indicating nodes hail from the same department and same division, the ordering terms show a low asso-
ciation with the presence of edges.
A mutuality term in an exponential random graph model can also confound ordering effects. If respondents are
more likely to nominate alters listed closer to them on the survey instrument structure, then the graph will display
more mutual ties. If ordering effects are asymmetric with respect to the respondent’s order on the list or if the ordering
effects are not highly mutual the confounding is alleviated. To estimate ordering terms with a mutuality term in the
model, one can add the term ∑
i
∑
j,i
Yi jY ji
∣∣∣orderi − order j∣∣∣ . (5.2.2)
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An alternative is to use the dyadcov term in the ergm package. This introduces three terms to the model: the mutuality
term in 5.2.2, the lower triangular term
∑
i
∑
j<i
Y ji(1 − Yi j)|orderi − order j|
and the upper triangular term
∑
i
∑
j>i
Yi j(1 − Y ji)|orderi − order j|.
The lower triangular term captures the interaction of order with receiver and sender behavior. Computation indicates
the parameter associated with the mutuality term is positive while the latter two are negative. There are more mutual
ties between nodes at a greater distance than expected by random chance. But asymmetric ties are more likely when
pairs are near one another. This suggests the following hypothesis: when nominating alters respondents scanned the
names farther from their own with purpose, whereas, they nominate alters nearer to their own more haphazardly.
Models containing these terms indicate department and division are not highly associated with the presence of edges
in the network survey given the values of the other parameters in the model. Two options are possible: omit the terms
from the model and interpret the coefficients of the dyadcov terms are the effect of the instrument structure on Y , or
include one or both and adjust according to 5.2.1. Small parameter values for department and division term implies
small variation between probability mass functions conditioned on different department assignments. Hence the effect
on the adjustment may be small in the sense that the absolute difference
|p(Y |Z, X1, X2) − p(Y |do(Z), X2)|
is small for many y ∈ Y.
5.2.2 Model Results
The model for network formation depends on variables capturing organizational structure in the organization, personal
attributes of the nodes, organization-related attributes of the nodes such as tenure and salary and the survey instrument
structure. (Make a quick plot with confidence intervals for the model terms)
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5.3 Aggregating Measure
As argued in section 5.2, the effect of the instrument structure on the data generation process obscures the object of
scientific interest. It imbues the resultant data with artifacts from the sampling process. The models examined in the
previous subsection demonstrate a clear link between the network and the instrument structure. The data required to
produce the term is the matrix of distances between each pair of individuals, Dobs. Values for the distance matrix D
such that D , Dobs give rise to counterfactual conditional probability mass functions. Hence it is possible to estimate
the probability distribution for the network survey had it been obscured by a different survey instrument structure.
5.3.1 Exchangeability
Using counterfactual distance matrices requires assumptions about exchangeability. Suppose only a sample of the
possible instrument structures were implemented. Then one must assume the data is exchangeable to compute proba-
bility distributions for Y conditioned on counterfactual instrument structures. In its simplest version, exchangeability
means that the potential outcome Yz is distributed independently from the value of Z used to observe the data (see [51]).
Dyad i j, if assigned alternate identities kl such that k assumes all of i’s information and l does the same for j, would
have the same marginal edge probability as dyad kl. This implies there can be no unmeasured variable, such as the
actual names of the people on the roster, that affects the probability of nomination. If there were a name effect, then
our estimates of the parameters associated with the sufficient statistics containing information from the instrument
structure would be conflated with the effect of having a certain name. For example, suppose the names are enumerated
in alphabetic order. If names beginning with the letter ‘V’ are more aesthetically pleasing, then the ‘V’ effect would
be conflated with a greater preponderance to nominate alters listed towards the end of list. Counterfactual survey in-
strument structures, such as reverse alphabetic order, would contain relatively more nominations from the front of the
alphabet. Individuals’ names, something not observed in the survey data, do not alter the propensity for nomination in
either direction after conditioning on the observed attributes.
Since Z is exchangeable, the effect of Z is causally identified if the positivity assumption holds. That is, there must
be a positive probability of receiving each treatment. My assumption that instrument structures receive equal weight
assures this is so. Hence Yz can be interpreted as the counterfactual network whenever z , zobs. As before, averaging
over the counterfactual probabilities provides an estimate for the expected probability distribution over Y . Then the
probability distribution for Y adjusted for the survey instrument structure is given by
p∗(Y = y) =
∑
z∈Z
p(Y = y|Z = z)pi(Z = z) = 1|Z|
∑
z∈Z
p(Y = y|Z = z). (5.3.1)
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In most surveys of social networks, however, the survey instrument structure is not randomly assigned to subjects.
Frequently, the survey instrument structure does not vary across respondents. In many settings the distribution of the
desired quantity without introducing informed priors or external data sources. Fortunately the relational structure of
networks enables the creation of terms that vary across dyads. Hence, even though a single survey instrument structure
is observed, a model can account for the influence of the survey instrument structure on the resulting sample. Choosing
an unobserved z and transforming it to a vector sufficient statistics makes it possible to simulate counterfactual samples
of Yz
′
for z′ , z.
5.3.2 Types of Exchangeability with Survey Instrument Structure
Sampling from the set of possible orders subject to some set of conditions enables computation of the average distance
matrix. Consider the following sampling schemes:
• Sample orders Z by permuting the absolute order in which names are listed subject to no constraints.
• Sample orders Z by permuting the order of division blocks, departments within divisions and names within
departments. This preserves the nesting structure, but does not preserve the alphabetic order in which names are
listed.
• Sample orders Z by permuting the order of division blocks and departments within the divisions. This method
preserves the nesting structure and the order in which names appear within department blocks.
The first method assumes unconditional exchangeability; the second method assumes exchangeability conditioned
on the nesting structure and the third method assumes exchangeability conditioned on the nesting structure and the
alphabetic order in which names appear in their respective departments. Denote the support of the uniform distribution
given each of the assumptions by C1, C2 and C3 respectively. Observe C3 ⊂ C2 ⊂ C1. Hence there are three probability
mass functions defined over the space of all survey instrument structures given by
pi(z|Ct) =

ct if z ∈ Ct
0 else
where ct = 1|Ct | . Suppose a prior probability distribution over the three sets of exchangeability assumptions exist.
Define the aggregating measure over the three probability mass functions to be
pi(z) =
3∑
t=1
pi(z|Ct)pi(Ct)
=
3∑
t=1
pi(C1)
|Ct | I {z ∈ Ct} .
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To obtain a sample from this distribution, sample from the three pools with probabilities given by the prior.
Given a set of exchangeability assumptions or an aggregating measure over the various sets of exchangeability assump-
tions, sample {zs}s=1S and compute the sufficient statistics needed to produce the aggregating measure over networks.
A distance matrix is extreme if its components Di j are very large or small relative to the counterfactual population. Let
D¯ = Ez[D]. Figure 5.5 shows a density plot of the deviations between the observed distance matrix and D¯. Then the
probability that dyad D(z)i j that depends on the uniformly distributed instrument structure z is less extreme than dyad
i j in the observed matrix is given by
p
(∣∣∣∣Dzi j − D¯i j∣∣∣∣ < ∣∣∣Dobsi j − D¯i j∣∣∣) ≈
∑
z∈Z I
(∣∣∣∣Dzi j − D¯i j∣∣∣∣ < ∣∣∣∣Dobsi j − D¯i j∣∣∣∣)
|Z| .
If this estimate is large, then dyad has an extreme design relative to the sample. Figure 5.6 shows the probability
that for a randomly drawn z, Di j(z) is less extreme than Dobsi j . The red bar on the histogram shows all D
obs
i j such that
every z sampled leads to less extreme distances between i and j than in the observed data. These extreme dyads in the
observed data are those likely to be affected by artifacts of the instrument structure. Averaging over the dyads provides
a measure for the entire matrix
1
N(N − 1)/2
N∑
i=1
∑
j<i
∑
z∈Z I
(∣∣∣∣Dzi j − D¯i j∣∣∣∣ < ∣∣∣∣Dobsi j − D¯i j∣∣∣∣)
|Z| .
This provides a measure to compare the total differences between two distance matrices.
5.3.3 Sampling from the Geometric Approximation to the Egalitarian Measure
Given a sample of counterfactual distance matrices, an aggregating measure is defined as
Ψ(y|X2) = 1|Z|
∑
z
p(y|do(Z = z), X2 = x2). (5.3.2)
Sampling from this distribution is possible with a Gibbs or metropolized Gibbs algorithm. Since the probability
distribution over the network object is no longer an exponential random graph, networks cannot be sampled using
standard software. Consider the odds of the presence of an edge
Ψ(Yi j = 1,Y−(i j) = y−(i j)|X2)
Ψ(Yi j = 0,Y−(i j) = y−(i j)|X2) =
exp{θ>x g(Yi j=1,Y−(i j)=y−(i j) |X2)}∑Ss=1 exp{θ>z g(Yi j=1,Y−(i j)=y−(i j) |zs)}
exp{θ>x g(Yi j=0,Y−(i j)=y−(i j) |X2)}∑Ss=1 exp{θ>z g(Yi j=0,Y−(i j)=y−(i j) |zs)}
= exp
{
θ>x ∆(g(y|X2))i j
} ∑S
s=1 exp{θ>z g(Yi j=1,Y−(i j)=y−(i j) |zs)}∑S
s=1 exp{θ>z g(Yi j=0,Y−(i j)=y−(i j) |zs)} . (5.3.3)
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Figure 5.5: Deviations in the Distances between the Observed and Counterfactual Average for all Dyads.
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Figure 5.6: Test for Extremity of the Instrument Structure Relative to Counterfactual Population. The red bar indicates
all dyads whose distance is most extreme than in any of the randomly sampled instrument structures.
Equation 5.3.3 shows the egalitarian aggregating measure equals an exponential random graph times the ratio of sums
of exponential random graphs.
A Gibbs or Metropolis-Hastings sampling routine requires evaluation of 2S K sufficient statistics at every step where
K is the length of g(Y |Z). An alternative discussed in 3 is use the aggregating measure proportional to the geometric
mean of the counterfactual distributions
Ψ′(y|X2) ∝
 S∏
s=1
exp
{
θ>x g(r|X2) + θ>z g(r|zs)
}1/S
= exp
θ>x g(r|X2) + θ>z 1S
S∑
s=1
g(r|zs)
 .
Unlike the arithmetic mean, the aggregating measure formed by the geometric is an exponential random graph. The
sufficient statistics unassociated with the survey instrument structure remain unchanged while the sufficient statistics
derived from the survey instrument structure are the mean of the S sampled structures. Hence sampling from the prob-
ability mass function is as simple as sampling from any of the counterfactual probability mass functions. Moreover,
this choice admits an intuitive interpretation. The aggregating measure proportional to the geometric mean is a product
of experts model. The probability is the probability that all S experts agree. Despite its computational advantages, this
choice is not guaranteed to be bounded by the probability mass functions that comprise it.
5.3.4 Analyzing the Counterfactual Networks
Networks sampled from the aggregating measured proportional to the geometric mean provide a common reference
point for the observed and counterfactual networks. Figure 5.7 displays the population of differences between the
observed dyads and the average of draws from the aggregating measure. That, these differences tend to be negative
suggests the aggregating mass function places small amounts of mass on dyads without edges in the observed data.
The probability that the observed networks is farther from the reference network Y∗ that the potential outcome Yz
associated with randomly sampled z is given by
p
(
d(Yz,Y∗) < d(Yobs,Y∗)
)
≈
∑
z∈Z I
(∣∣∣∣Dzi j − D¯i j∣∣∣∣ < ∣∣∣∣Dobsi j − D¯i j∣∣∣∣)
|Z| .
Networks sampled from the aggregating measure can be compared to the observed network or networks sampled from
the probability mass function conditioned on the observed instrument structure, zobs.
100
101
−0.2 0.0 0.2 0.4 0.6 0.8 1.0
0
20
40
60
80
10
0
Density Esimate of Deviation from Aggregate Edge Rate
Yobs − Yavg
Figure 5.7: Deviations in the Distances between the Observed and Counterfactual Average for all Dyads.
5.4 Appendix
5.4.1 Modeling Multiple Networks
The LTF survey motivating this analysis asked respondents whom they knew in the organization. Then respondents
answered questions about each of the enumerated relationships such as frequency of communication. The relational
system setting permits interdependence between sampled networks: values of dyads in one network depend on the
values of dyads in other networks.. For example, the frequency with which i communicates with j can partially
determines whether i seeks advice from j. Suppose Y1 and Y2 are networks connecting nodes in V . Further suppose
there are no dyads connecting Y1 and Y2. The networks can be jointly modeled as a single exponential random graph
P(Y1 = y1,Y2 = y2) = K(θ) exp
{
θ>g(Y1,Y2)
}
where g(Y1,Y2) is a vector of sufficient statistics derived from the dyads in Y1 and Y2. Then the two networks are
independent if sufficient statistics are separable. In that case
exp
{
θ>g(Y1,Y2)
}∑
y1,y2 exp {θ>g(Y1,Y2)}
=
exp
{
θ>1 g(Y1) + θ
>
2 g(Y2)
}
∑
y1,y2 exp
{
θ>1 g(Y1) + θ
>
2 g(Y2)
}
=
exp
{
θ>1 g(Y1)
}
exp
{
θ>2 g(Y2)
}
∑
y1,y2 exp
{
θ>1 g(Y1)
}
exp
{
θ>2 g(Y2)
}
=
exp
{
θ>1 g(Y1)
}
∑
y1 exp
{
θ>1 g(Y1)
} exp {θ>2 g(Y2)}∑
y2 exp
{
θ>2 g(Y2)
}
and the networks can be estimated separately. Suppose now that Y2 depends on Y1. The next section provides very
conditions under which the networks can not only be estimated separately, but can be condensed to a single network.
5.4.2 Nested Networks
I argue that when certain nesting conditions hold, the set of networks can be simplified to a single object. Suppose
V = {1, . . . ,N} is a collection of nodes and Y (1),Y (2), . . . ,Y (M) are networks comprised of binary edges representing
M levels of nested relations. The relation underlying Y (m−1) is a necessary condition for the relation underlying Y (m).
That is, for all m > 1,
Y (m)i j = 1 =⇒ Y (m−1)i j = 1.
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Then
P(Y (m) = ym|Y (m−1) = ym−1) =

P
(
Y (m) = ym
)
if Y (m−1)i j − Y (m)i j ≥ 0∀ i, j ∈ V
0 otherwise
and
P
(
Y (1),Y (2), . . . ,Y (M)
)
= P(Y (1) = y1)
M∏
m=2
P(Y (m) = ym|Y (m−1) = ym−1).
Clearly, the degree can only decrease as m grows. Define the aggregate network
Y0 =
M∑
m=1
Y (m)
as a valued network. Doing so reduces the complexity of the modeling. Observe
M∑
m=1
Y (m)i j = k ⇐⇒ Y (m)i j = 1∀m ≤ k
and
P
 M∑
m=1
Y (m)
 = P
Y (M)
∣∣∣∣∣∣∣
M−1∑
m=1
Y (m)
 P
M−1∑
m=1
Y (m)

= P(Y (1))
M∏
m=2
P
Y (m)
∣∣∣∣∣∣∣
m−1∑
l=1
Y (l)

= P(Y (1))
M∏
m=2
P(Y (m)|Y (m−1))
= P(Y (1), . . . ,Y (M)).
Hence given full-information, the separate layers can be estimated as a single object. The result also holds if all but
the Mth level are binary and Y (M)i j ≥ 0 for all i, j.
Let Y1 be the binary knowledge network and Y2 be the non-negative integer-valued communication frequency net-
work. The aggregate network is simply Y1 + Y2. The assumption Y1,i j = 0 =⇒ Y2,i j = 0 - if i does not know j,
then she does not communicate with j - means that the aggregate is functionally equivalent to Y2 in the sense that the
aggregate network is just Y2 with one added to all components equal to one in the knowledge network. For this reason,
a single network will be analyzed throughout the chapter.
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5.4.3 Accounting for Unobserved Edges
Now suppose the network is partially observed. Assume that if Y (m)i j is unobserved, then so is Y
(k)
i j for all k > m.
Further, suppose that if Y (m)i j = 0, then Y
(k)
i j is not observed for all k > m. Since the structure is assumed to be nested,
despite the fact the edges are not observed, I set them to zero.
P(
∑
m
Y (m)obs ) =
∑
{
Y (m)mis
} P(
∑
m
Y (m)obs ,
∑
m
Y (m)mis)
=
∑
Y (1)mis,...,Y
(M)
mis
P
(
Y (1)obs,Y
(1)
mis, . . . ,Y
(M)
obs ,Y
(M)
mis
)
Hence the equality persists under this pattern of missingness. There are therefore two sources of zeros in each level. A
person may know someone, but does not communicate with him or her. Alternatively, a person may not communicate
with someone because she or he does not know the alter. These are differentiated in our model as the first and second
cases would sum to different values.
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Part II: Latent Networks in Group-Level Outcomes
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Chapter 6
Review of Model Selection with Hierarchy
Constraints
6.1 Introduction
In sports competitions involving teams such as soccer, basketball, lacrosse and hockey, two lineups compete against
one another. These sports all feature objects used to score. The period of time in which a team assumes control of
the object is defined to be a possession. Each possession can have many outcomes such as length of time, number of
teammates who control the object (number of passes) and total movement of players, but the most essential is whether
the offensive team scores. Researchers in this area created the adjusted plus-minus model which has become a folk
method in sports statistics. Using the possessions as individual observations, the models estimate parameters for each
of the players on the court. Penalized versions improve the predictive efficacy of the model while Bayesian models are
used to set priors to the model terms, possibly from prior seasons of play.
6.2 Bayesian Model Selection with Hierarchy Constraints
Let V be an arbitrary matrix of variables and G be the space of all models - the set of vectors of length N =
∑|V |
k=0
(|V |
k
)
with each index equal to one or zero. A model, M, is a vector in G. Let pii(M) = Pr {Mi = 1|M−i = m−i,G} be the
probability that the ith term is included in the model. For each term mi, there exists a family F (mi) which contains
the lower-order that comprise mi. Define P(mi) ⊂ F (mi) to be the parents of mi. [89] follows [22] by assuming (1)
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conditional independence of terms of the same order and (2) the probability of a term depends on its parents. The
probability that term i is included in the model is
pii(M) = Pr {Mi = 1|P(Mi),G}
and the probability of a model M is
pi(M|G) =
∏
i
pii(M)mi (1 − pii(M))(1−mi).
Under the assumption of strong hierarchy, m = 0 for any m ∈ P(mi) implies mi = 0 while weak hierarchy imposes that
if m = 0 for all m ∈ P(mi), then mi = 0. Several specifications for pi(·) are possible.
6.2.1 Uniform Prior with a Hierarchy Condition
All terms that are not constrained to be zero by our hierarchy condition share the same probability of inclusion; that
is, for all distinct i and j such that mi and m j are not prohibited by a hierarchy condition, pii(M) = pi j(M). Set
pii(M) ∼ Beta(a, b) for all i. Let N(M|HC) ≤ N denote the number of terms not constrained to be zero by the hierarchy
condition. Similarly, define G(HC) to be the set of binary vectors which satisfy the specified hierarchy constraint.
Then
p(M|G(HC)) =
∫ 1
0
p(M|pi,G(HC))p(pi|G(HC))dpi
=
∫ 1
0
 ∏
i∈G(HC)
pimi (1 − pi)(1−mi)
 pia−1(1 − pi)b−1B(a, b) dpi
=
1
B(a, b)
∫ 1
0
pi
∑
i mi+a−1(1 − pi)|G(HC)|−∑i mi+b−1dpi
= B
 ∑
i∈G(HC)
mi + a, |G(HC)| −
∑
i∈G(HC)
mi + b)
 /B(a, b).
Hence all models with the same number of terms exhibit the same probability.
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6.2.2 Independence Prior with a Hierarchy Condition
Suppose the terms are distributed independently with pii ∼ Beta(ai, bi). Then the probability of a model becomes
p(M|G(HC)) =
∫
[0,1]|G(HC)|
p(M|pi,G(HC))p(pi|G(HC))dpi
=
∫ 1
0
· · ·
∫ 1
0
 ∏
i∈G(HC)
pimii (1 − pii)(1−mi)

 ∏
i∈G(HC)
piai−1i (1 − pii)bi−1
B(ai, bi)
 dpi1 . . . dpi|G(HC)|
=
∏
i∈G(HC)
1
B(ai, bi)
∫ 1
0
pimi+a−1i (1 − pii)1−mi+b−1dpii
=
 ∏
i∈G(HC)∩{i:mi=1}
B(ai + 1, bi)
B(ai, bi)

 ∏
i∈G(HC)∩{i:mi=0}
B(ai, bi + 1)
B(ai, bi)

=
 ∏
i∈G(HC)∩{i:mi=1}
B(ai, bi)(ai/(ai + bi))
B(ai, bi)

 ∏
i∈G(HC)∩{i:mi=0}
B(ai, bi)(bi/(ai + bi))
B(ai, bi)

=
 ∏
i∈G(HC)∩{i:mi=1}
ai
ai + bi

 ∏
i∈G(HC)∩{i:mi=0}
bi
ai + bi
 .
6.2.3 Order Prior with a Hierarchy Condition
A more nuanced assumption specifies for all distinct i and j such that Order(mi) = Order(m j), pii(M) = pi j(M) = pio.
That is, all terms with the same order have equal inclusion probabilities given the hierarchy condition. In particular,
assume pio ∼ Beta(ao, bo). Let O denote the maximal order of M and Go(HC) = G(HC) ∩ {i : Order(mi) = o}. Then
p(M|G(HC)) =
∫
[0,1]|G(HC)|
p(M|pi,G(HC))p(pi|G(HC))dpi
=
∫ 1
0
· · ·
∫ 1
0
 ∏
i∈G(HC)
pimii (1 − pii)(1−mi)

 ∏
i∈G(HC)
piai−1i (1 − pii)bi−1
B(ai, bi)
 dpi1 . . . dpi|G(HC)|
=
O∏
o=1
∫ 1
0
· · ·
∫ 1
0
 ∏
i∈G(HC)∩{i:Order(mi)=o}
pimio (1 − pio)(1−mi)
 piao−1o (1 − pio)bo−1B(ao, bo) dpi1 . . . dpiO
=
O∏
o=1
1
B(ao, bo)
∫ 1
0
pi
∑
i∈Go (HC) mi+ao−1
o (1 − pio)|Go(HC)|−
∑
i∈Go (HC) mi+bo−1dpio
=
O∏
o=1
B
 ∑
i∈Go(HC)
mi + ao, |Go(HC)| −
∑
i∈Go(HC)
mi + bo)
 /B(ao, bo).
6.3 Principled Model Averaging: Basketball as a Motivating Example
The model selection literature provides several methods for assigning prior probabilities to possible models from unin-
formed priors to priors giving differential weights to models which obey various hierarchy conditions. These methods
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have a conceptual appeal. Data may be generated according to mechanisms that obey hierarchy conditions; sparsity
may increase in the degree of polynomial terms. While useful guidelines, these methods do not use empirical evidence
- they do not make use of the data revealing the dependence between variables. This section defines preferential se-
lection and simultaneous selection for models over the polynomial expansion of a data set V , and introduces a novel
prior that maps observed relational data to model probabilities.
[89] consider priors over models with various statistical dependencies between model terms. The graph structure
relies on term order, the number of parent terms or the term length. For researchers with substantial prior knowledge
about their respective problems, these approaches are insufficient. Suppose a set of networks, {Z} , is observed with
nodes equal to the variables in V . We wish to encode some properties of the networks in the model priors. As an
example let V = [A, B,C]. We define preferential selection via Z by
Pr {AB = 1|A = 1, B = 1,Z[A, B] = 1} , Pr {AB = 1|A = 1, B = 1,Z[A, B] = 0} ,
and simultaneous selection via Z
Pr {AB = 1|·,Z[A, B] = Z[A,C] = 1, AC = 1} , Pr {AB = 1|·,Z[A, B] = Z[A,C] = 1, AC = 0} .
The first assumption states that interactions between variables related via a prior network have a different propensity
for selection than terms which do not. The second assumption states interaction terms which interact in the prior
network with at least one of the component terms interacts with another variable such that their interaction is included
in the model exhibit differ inclusion propensities than if the latter interaction were not included.
Preferential selection via Z can be implemented in [89]’s scheme. For example, suppose all interactions with an edge
in the prior network are group exchangeable and share a common Beta distribution. But, the simultaneity assumption
violates conditional independence of equi-ordered terms. The inclusion probabilities can no longer be written in terms
of the inclusion of the parents of an interaction term. To address this issue, consider another an alternative approach.
For a given model m ∈ M let
Pr
{
m|θ,
{
Yg
}}
= exp
{
θT t
(
m|
{
Yg
})
− A(θ)
}
(6.3.1)
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where Z is a set of relational networks, t(m,Z) is a vector of the sufficient statistics of model m the model, θ measures
the association between the sufficient statistics and the model probability and
A(θ) = log
∑
m
exp
{
θ′t(m,Z)
}
is the normalizing constant.
6.3.1 Passes-To Example (Second-Order Interactions with a Binary Network Prior)
Suppose a single, binary network, Z, is observed over three variables {A, B,C}. The following demonstrates how to
encode preferential selection via Z, simultaneous selection via Z with this formulation and a penalty for the hierarchy
constraint into the model. Write
θT t(m,Z) = θ1(AB + AC + BC)
+ θ2(AB ∗max(ZAB,ZBA) + AC ∗max(ZAC ,ZCA) + BC ∗max(ZBC ,ZCB))
+ θ3(AB ∗min(ZAB,ZBA) + AC ∗min(ZAC ,ZCA) + BC ∗min(ZBC ,ZCB))
+ θ4(AB ∗ ZAB ∗ AC ∗ ZAC + AB ∗ ZBA ∗ BC ∗ ZBC + AC ∗ ZCA ∗ BC ∗ ZCB)
+ α ∗ I{m<HC(M)}
where α is the hierarchy penalty. As α→ −∞ the probability of an offending model goes to zero. Here θ1 captures the
weight given to the total number of two-way interactions present in the model; θ2 captures the weight given to nodes
with that have a relationship in at least one direction; θ3 captures the weight given to reciprocal relationships and θ4
captures the weight given to two-stars - instances in which an individual exhibits a network relationship with more
than one alter. To extend the binary model to arbitrary dimension write
θT t(m,Z) = θ1
∑
i< j
xix j

+ θ2
∑
i< j
xix j max(Zi j,Z ji)

+ θ3
∑
i< j
xix j min(Zi j,Z ji)

+ θ4
∑
i
∑
j,i
∑
k<{i, j}
xix j ∗ Zi j ∗ xixk ∗ Zik

+ α ∗ I{m<HC(M)}.
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6.3.2 Passes-To Example (Second-Order Interactions with a Valued Network Prior)
If the edges of Z contain non-negative counts, then write
θT t(m,Z) = θ1(AB + AC + BC)
+ θ2(AB ∗ (ZAB + ZBA) + AC ∗ (ZAC + ZCA) + BC ∗ (ZBC + ZCB))
+ θ3(AB ∗min(ZAB ∗ ZBA) + AC ∗min(ZAC ,ZCA) + BC ∗min(ZBC ,ZCB))
+ θ4(AB ∗ ZAB ∗ AC ∗ ZAC + AB ∗ ZBA ∗ BC ∗ ZBC + AC ∗ ZCA ∗ BC ∗ ZCB)
+ α ∗ I{m<G(HC)}.
6.3.3 Pick and Roll Example (Third Order Interaction with Multiple Prior Networks)
The previous example only considers models of order two or less, but prior information may exist to model beliefs
over the inclusion of higher order terms. Suppose two prior networks are observed: Zpass and Zpnr. Consider the triad
formed by a shooter, a ballhandler and a screener. Suppose V contains four individuals {A, B,C,D} and specify
θT t(m,Z) = θ1(AB + AC + BC)
+ θ2(ABC + ABD + ACD + BCD)
+ θ3(AB ∗ (max(ZpassAB ,ZpassBA ) + AC ∗max(ZpassAC ,ZpassCA ) + AD ∗max(ZpassAD ,ZpassDA ) + BC ∗max(ZpassBC ,ZpassCB )
+BD ∗max(ZpassBD ,ZpassDB ) + CD ∗max(ZpassCD ,ZpassDC ))
+ θ4(AB ∗ (min(ZpassAB ,ZpassBA ) + AC ∗min(ZpassAC ,ZpassCA ) + AD ∗min(ZpassAD ,ZpassDA ) + BC ∗min(ZpassBC ,ZpassCB )
+BD ∗min(ZpassBD ,ZpassDB ) + CD ∗min(ZpassCD ,ZpassDC ))
+ θ5(AB ∗ ZpassAB ∗ AC ∗ ZpassAC + BA ∗ ZpassBA ∗ BC ∗ ZpassBC + CA ∗ ZpassCA ∗CB ∗ ZpassCB
+ θ6(AB ∗ (max(ZpnrAB ,ZpnrBA ) + AC ∗max(ZpnrAC ,ZpnrCA ) + AD ∗max(ZpnrAD,ZpnrDA) + BC ∗max(ZpnrBC ,ZpnrCB)
+BD ∗max(ZpnrBD,ZpnrDB) + CD ∗max(ZpnrCD,ZpnrDC))
+ θ7(AB ∗ (min(ZpnrAB ,ZpnrBA ) + AC ∗min(ZpnrAC ,ZpnrCA ) + AD ∗min(ZpnrAD,ZpnrDA) + BC ∗min(ZpnrBC ,ZpnrCB)
+BD ∗min(ZpnrBD,ZpnrDB) + CD ∗min(ZpnrCD,ZpnrDC))
+ θ8(AB ∗ ZpnrAB ∗ AC ∗ ZpnrAC + BA ∗ ZpnrBA ∗ BC ∗ ZpnrBC + CA ∗ ZpnrCA ∗CB ∗ ZpnrCB
+ α ∗ I{m<G(HC)}.
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Chapter 7
A Latent Network Model for Competitive
Interaction
7.1 Introduction
This paper develops methods to learn the value of main and interaction effects when an outcome is observed at a
group level. Outcomes are associated with a subset of interacting nodes. Many examples can be subsumed into this
paradigm. Interaction between members of a commercial or political organization gives rise to measures of collective
efficacy, musicians collaborate to create pieces of music, and teammates coordinate to score points or prevent com-
petitors from scoring. The collective outcome can be attributed to the individuals comprising the group and the ways
in which these individuals interact.
Although this methodology applies to many social systems, this work focuses on basketball. This is a particularly
good application because relatively few individuals interact to produce group level outcomes repeatedly. Moreover,
some of the intra-possession interactions can be observed. Hence we can link relational events to the probability distri-
bution of outcomes. In this application estimation of a latent network model can be understood as a further innovation
in the family of the regularized main effect models commonly used in basketball analytics. These models capture a
node’s impact given the presence of all other nodes on the court. But, they fail to account for the inherently social
nature of the sport.
Without doubt, the inclusion of interaction terms captures the data-generating process in a more faithful way. But,
even for groups of moderate size, the space of possible models is huge. To avoid overfitting (by estimating far too
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many terms), one can perform model selection via a penalized regression method such as the Lasso developed in [91].
While such procedures produce a parsimonious model, they do not provide information as to why certain subsets of
nodes are selected and others are not. By placing a structured network prior on the set of feasible interactions terms,
the possible models (dyadic and/or triadic interactions), one can estimate the influence of various features on the model
probabilities. Typical examples are dyadic relational events such as passes and fouls. Both are examples of directed
relational events, but in the former case one teammate throws the ball to the other while in the latter a defensive node
fouls an offensive node (or vice versa). Parameters corresponding to sufficient statistics derived from the relational
events indicate why certain subsets of players are selected by the model. The network approach provides a method
to capture and interpret the extent of a team’s connectedness. Bayesian inference learns about the model probabilities
from observed relational events, and average over the possible models to make better predictions.
The chapter is organized as follows. Section 7.2 introduces the scientific framework, important concepts and no-
tation. Two variations of the general method are described: CoordiNet and TriadNet. The primary distinction between
the models is the degree of interaction considered in the latent networks. The former considers dyadic interaction while
the latter considers dyadic and triadic interaction. As the degree of interaction grows large, hierarchy of interactions
are needed to preserve the interpretation of model parameters. Section 7.3 examines possible the estimation strategy
for CoordiNet. Then alterations needed for TriadNet are presented. Section 7.5 applies CoordiNet to the Boston-
Washington series during the 2016-17 NBA playoffs. Section 7.6 compares the network prior method to competing
procedures to select interactions. Model variations and extensions are examined.
7.2 Team Sports as a Relational System
This section presents the conceptual framework and justification for the latent network approach to group interaction.
The introduction argues that basketball is not an atomistic sport; people must coordinate their actions to achieve a
collective outcome. The ball cannot be passed without a sender and receiver, and the so-called hockey assist (a pass
from i to j followed by an assist from j to k) is not possible without three individuals. The triadic interaction of a pick
and roll pair with a shooter in the corner requires all three to be present for certain actions to be efficacious. When
these interactions, coordinated or not, have a differential effect on the propensity to score, game play is relational. That
is, models accounting for interaction provide a more realistic framework than atomistic models of play.
As noted in the introduction, the models developed can be applied to many team sports such as soccer, hockey and
lacrosse, but from this point forward focus resides on the model’s application to basketball for several reasons. The
possession in basketball serves as a natural unit of analysis as it is clearly defined and many possessions occur during
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a typical game. Since rosters are small, many combinations of players are observed; to estimate interaction terms,
observations with the two nodes separately and together are required. If lineups are changed completely, many players
never face or play with one another, limiting the range of interactions.
For each possession many outcomes are possible such as the number of points scored, the amount of time elapsed,
the amount of movement during the possession and counts of particular events. The latent network estimated by the
models developed in this paper are defined relative to the outcome of interest. Hence, when the number of points
scored during a possession serves as the outcome, the network measures the propensity to score as a function of the
individuals on the court. Alternatively, if total ball movement per second is the outcome, the latent network measures
feet moved per second as a function of the players.
Many events transpire during a possession that lead to the observed outcome of interest. Observed relational events
can be understood as networks in-themselves. For example, when every pass is recorded during possessions, one can
model the data as a network directly or as a sequence of relational events ([14]). Doing so allows one to model the
frequency of interaction, and therefore, make predictions about the flow of intra-possession phenomena. Defining
a network relative to an outcome, while using the observed relational data, enables one to make predictions about
efficacy of the set of players. Outcomes can be modeled in terms of relational events directly. That is, the number of
points scored can be modeled in terms of the number and order of relational events observed during a possession.
A network need not be modeled for play to be relational. Estimating the probability that player i will pass to player j
given features describing the possession is a relational account of the play. To continue the example, a passing matrix
between nodes on the same team can be estimated as part of this approach. After a pass from i a probability mass
function can be estimated for model j’s action. But, as models become more complicated, the demands on the data
become more extreme. Moreover, the focus shifts from estimating interpretable parameters representing structure to
recreating game play.
Highly-detailed intra-possession models require that relevant relational information is present in the data. Given
the subtlety and complexity of most possessions, many relational events are missing from the data. For example, play-
by-play data sources record a lob thrown to a player for a dunk, but neglect the back screen used to free the dunker
from the defense. Modeling outcomes in terms of observed relational events makes interpretation difficult because
many crucial relational events are omitted from the model. Omission of such events bias parameter estimates of the
relational events that are recorded in the data. Thus, an analyst may identify important relational events, but if they are
not recorded in the data, they cannot be used to model intra-possession dynamics. Aside from the lack of important
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events, some relational events may not be recognized by human cognition. That is, teammates may coordinate their
actions in ways that are difficult to classify or capture with a label. These type of relational events include subconscious
positioning relative to others, non-verbal communication such as eye contact or boxing out an opponent so a teammate
can rebound a missed shot. So not only will important, known relational events be missing, other important, unknown
relational events are missing from the data. True chemistry on the court cannot be fully explained by charting the
motions of players. The lobs, screens, spacing and other relational events can instead be thought of as manifestations
of team chemistry represented as an underlying or latent network. The latent network approach generalizes the rela-
tionships between the nodes in a population.
Two general models for group-level outcomes generated by interacting nodes are depicted in 7.1. In both the right
and left panels, the group-level response R is generated by the main effects β, interaction effects Ψ and additional
parameters α. The two panels show two types of model selection methods. In the left panel, M is random variable
indicating which interactions are to be included in the response model. By choosing to model M as an exponential
random graph, it is recognized as a network between nodes. Additionally, this choice allows M to depend on relational
data Y between members of the population. Note the prior placed on the network does not directly model the value
of nonzero dyads in the interaction adjacency matrix Ψ. Hence the values of θ learned during estimation relate to
the probability of inclusion as a function of relational events. The prior provides no information about how relational
events are associated with the values.
The model in the right panel does not include M. Rather, the dyads of Ψ are modeled via an additive-multiplicative
model. The parameters θΨ do reflect the association between relational events and the value of Ψ directly. By adjusting
R
α β Ψ
τ M
Yθ
R
α β Ψ
θβ
YθΨ
Figure 7.1: Group Outcome Model as a Directed Acyclic Graph
the assumptions associated with the various components in the model, many variations are possible. As discussed in
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this section, a network prior is placed over the interaction terms. Although this technique is novel in the study of social
networks, network priors have been used in the analysis of brain networks, particularly Bayesian connectomics. [52]
and [53] assume connections between regions in the brain are distributed as a network. In the former paper the graph
connecting brain regions is distributed as an exponential random graph such that the edge length follows an exponen-
tial distribution. This choice prefers networks exhibiting the so-called small-world property. The latter assumes the
prior network follows an Erdo˝s-Re´nyi model. The remainder of this section explores two common variation dubbed
CoordiNet and TriadNet, respectively.
7.2.1 Dyadic Interaction Models: CoordiNet
The most basic version of group-level outcome modeling with a network prior, called CoordiNet, assumes the pos-
session outcomes are a function of main effects and dyadic interaction effects. Two players exhibit a relation if they
share an edge in a given model. The edges are real-valued; pairings associated with a higher propensity for offensive
have positive edges, while dyads associated with lower scoring propensities have negative edges. Hence a negative
edge between two offensive players indicates a worse outcome for the offensive team. And, a positive edge between an
offensive and defensive player indicates a better outcome for the offensive team, and a worse outcome for the defensive
team.
An edge is said to be feasible if the dyad appeared on the court at any time during the sample. Since the number
of possible models becomes large as the set of the feasible dyads increases, the dyadic model must be able to select
good candidates. While we do want to include every feasible edge to clarify interpretation of the model parameters,
it would be absurd to consider this model only. The inclusion of too many terms can lead to overfitting, and in some
extreme cases, aliasing. Moreover, practical experience dictates that not every dyad has an impact on the offense’s
propensity to score. Model selection is made tractable by placing an exponential random graph prior on the model
space. Observed relational events between dyads guide the model exploration process. Let V be a population of nodes.
The model analyzes outcomes generated by subsets of V . Define the following model objects referenced in the two
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panels in 7.1 as follows.
R = a vector of possession-level responses,
β = individual player effects in the underlying model,
Ψ = interaction effects for the underlying model,
α = additional parameters for the underlying model,{
Yg
}
= layers of data relating the nodes in V ,
θ = parameter measuring association between{
Yg
}
and M in the left panel,
θΨ = parameter measuring association between{
Yg
}
and Ψ in the right panel,
τ = the prior standard deviation for Ψ and β in the left panel,
γ = hyperparameter for prior over α,
θβ = parameters for main effects in the right panel.
The relational system contains three pieces of observed data, the possession outcomes R, the lineups present on the
court during each possession W and the observed relational events between players
{
Yg
}G
g=1
. Points are scored as the
result of the myriad events which transpire during a possession. Some of these things can be captured in the layers
of relational data,
{
Yg
}
, such as passes between nodes, assists between nodes, fouls against between two nodes, shots
blocked, pick and rolls run, double teams executed and so on. Observable directed actions are manifestations of under-
lying connections between nodes. Of course, as explored in the discussion, outcomes can be modeled as a function of
these actions directly. But, the current interest focus is in the general connections between nodes. Consider that latent
ties may exist between players who have not coordinated via one of the observable directed actions
{
Yg
}
available
to us. This method includes these instances in the same way that (regularized) adjusted plus-minus models account
for individual actions not recorded by boxscores or optimal cameras. Response data is assumed to be conditionally
independent of
{
Yg
}
given Ψ so that the outcome is a function of lineup indicators and the parameters α, β and Ψ.
The main effect parameters β represent the vector of main (or individual) effects on the propensity to score. The
CoordiNet model includes a main effect term for every player in the dataset. The interaction terms in Ψ are selected
according to the prior probability distribution over the network. Since every main effect is included, every model
explored in the ensuing MCMC sampling satisfies strong hierarchy; i.e., if an interaction between nodes is included
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in the model, then both of the main effect terms associated with the dyad are included. The exact form α assumes
depends upon the probability distributions chosen to model the response. Since CoordiNet takes the response R to be
the number of points scored during a possession, an ordinal logistic regression framework is assumed. Then α is the
set of cut-point parameters. Precise details follow in Section 7.3.
Since CoordiNet assumes only dyadic interaction, Ψ can be represented as an adjacency matrix as in 7.2. Two nodes
o1 . . . o|V | x1 . . . x|V |

| o1
ΨO−O | ΨO−X ...
| o|V |
− − − | − − −
| x1
ΨX−O | ΨX−X ...
| x|V |
Figure 7.2: The Adjacency Matrix in CoordiNet.
i and j can be tied to one another in four different ways. If i and j play on the same team and appear on the court
together while their team is on offense, the offensive edge ΨO−Oi j is feasible. Similarly, the value of defensive coordi-
nation between nodes i and j is represented by ΨX−Xi j . If i and j belong to different teams, when i is on defense and j is
on offense, their interaction is captured by ΨX−Oi j . Finally, when i’s team is is defended by j’s, their interaction is cap-
tured by ΨO−Xi j . Note that Ψ
O−O and ΨX−X are symmetric matrices. Only dyads connecting pairs of players who have
appeared on the court together for at least one possession are feasible and all self-loops are set to zero. The networks
ΨX−O and ΨO−X are transposes of one another and connect dyads nodes from different teams. Competition between
two teams can be represented as interacting subnetworks as in 7.3. The models presented in 7.1 can be decomposed
into
p
(
R,Ψ, β, α
∣∣∣∣ W, {Yg} ) = p (R |Ψ, β, α,W ) p (Ψ, β, α∣∣∣∣ γ, τ, {Yg} )
= p (R |Ψ, β, α,W ) p(α|γ)p(β|τ)
∑
m∈M
p (Ψ |m, τ ) p(m|θ,
{
Yg
}
)
118
Network Between Two Lineups
o1
o2
o3
o4
o5
x1
x2
x3
x4
x5
O−O
X−X
O−X
Figure 7.3: Competitive Interaction in CoordiNet.
and
p
(
R,Ψ, β, α
∣∣∣∣ W, {Yg} ) = p (R |Ψ, β, α,W ) p (Ψ, β, α∣∣∣∣ γ, θβ, θΨ, {Yg} )
= p (R |Ψ, β, α,W ) p(α|γ)p(β|θβ)p
(
Ψ
∣∣∣∣ θΨ, {Yg} ) ,
respectively. Here p(R|·) is the probability distribution for the response, and p(Ψ|m, τ), p(β|τ) and p(α|γ) are the prior
densities over Ψ, β and α, respectively. These probabilities are specified in Section 7.3.
7.2.2 Triadic Interaction Models: TriadNet
Beyond the dyad, the next most fundamental social structure is the triad. CoordiNet implicitly assumes that triadic
effects are the sum of the main and dyadic effects. But, basketball commonsense suggests this is not the case. Con-
sider three offensive players performing specific roles: a ballhandler, a screener and a spot-up shooter. The ballhandler
and screener perform a pick and roll while the shooter waits for any opportunity to shoot or cut to the basket. If all
three perform their rolls extremely well, the three-term offensive interaction is positive. Hence the full value of the
trio exceeds the sum of the main and dyadic effects. Similarly, particularly young or inexperienced trios may perform
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worse than the sum of their main and dyadic effects. Geometrically, the introduction of a third node changes the spatial
orientation from a line to a triangle thereby increasing the dimension of the space the defense must traverse to move
between the offensive players. More complicated strategies become feasible with three nodes.
The triadic network can be represented as 7.4. Each sublattice represents a different type of triadic interaction. For ex-
ample the green sublattice (top, left cube closest to the the reader) is the triadic offense cube. Each point represents an
offensive interaction between teammates. Since hyperedges are undirected, the symmetry exhibited in the adjacency
matrix for CoordiNet carries over to the adjacency cube for TriadNet. Every two dimensional subspace derived by
fixing the value of one coordinate is a symmetric matrix. The red cube represents the defensive sublattice; it exhibits
similar symmetry properties. The blue cube represents the defense-offense-defense interaction lattice. Because the
edges are undirected every sublattice containing the same number of offense and defense terms contains the same
information. In the adjacency lattice the yellow cube contains the same information as the blue cube. Four types of
O X
O
X
O
X
Figure 7.4: The Adjacency Cube in TriadNet.
triadic interactions can be included in the model:
• ΦO−O−O - triads of offensive players;
• ΦX−X−X - triads of defensive players;
• ΦX−X−O - triads consisting of two defenders and one offender; and
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• ΦO−O−X - triads consisting of two offenders and one defender.
Strong and Weak Hierarchy
Because dyadic effects are chosen probabilistically, interpretability demands some notion of interaction hierarchy. A
triadic model, represented by the adjacency matrix and lattice (Ψ,Φ), satisfies strong hierarchy if
1. ΦO−O−Oi jk , 0 =⇒ ΨO−Oi j , 0 ∧ ΨO−Ojk , 0 ∧ ΨO−Oik , 0,
2. ΦX−X−Xi jk , 0 =⇒ ΨX−Xi j , 0 ∧ ΨX−Xjk , 0 ∧ ΨX−Xik , 0,
3. ΦX−X−Oi jk , 0 =⇒ ΨX−Xi j , 0 ∧ ΨX−Ojk , 0 ∧ ΨX−Oik , 0, and
4. ΦO−O−Xi jk , 0 =⇒ ΨO−Oi j , 0 ∧ ΨO−Xjk , 0 ∧ ΨO−Xik , 0.
These conditions constrain the space of feasible models. In order to estimate a triadic effect, three dyadic effects must
also be included in the model. If a certain scheme requires three players to implement it effectively, strong hierarchy
may miss important coordination between nodes and fail to learn interesting structures. As an alternative consider a
version of weak hierarchy in which at least one of the interactions must be present. Formally, the adjacency matrix
and lattice (Ψ,Φ), satisfies weak hierarchy, denotedWH(Ψ,Φ) = 1, if
1. ΦO−O−Oi jk , 0 =⇒ ΨO−Oi j , 0 ∨ ΨO−Ojk , 0 ∨ ΨO−Oik , 0,
2. ΦX−X−Xi jk , 0 =⇒ ΨX−Xi j , 0 ∨ ΨX−Xjk , 0 ∨ ΨX−Xik , 0,
3. ΦX−X−Oi jk , 0 =⇒ ΨX−Xi j , 0 ∨ ΨX−Ojk , 0 ∨ ΨX−Oik , 0, and
4. ΦO−O−Xi jk , 0 =⇒ ΨO−Oi j , 0 ∨ ΨO−Xjk , 0 ∨ ΨO−Xik , 0.
There are at least two different strategies to induce hierarchy in models. One can sample from triadic networks that
satisfy weak hierarchy only. Then every model in the probability distribution over models represented by (Ψ,Φ) satis-
fies weak hierarchy. This ensures a minimal level of interpretability. However, constraining the model space reduces
predictive ability. One cannot minimize mean squared error by restricting the space of possible optima. An alternative
approach is to introduce a hierarchy condition as a sufficient statistic in the model probability. Possibilities include
the number of violations of weak and/or strong hierarchy in a model or simply whether a model satisfies weak and/or
strong hierarchy. Using the number of violations as a sufficient statistics dictates the relative importance of hierarchy
in terms of explaining the variation in the possession outcomes.
In addition to hierarchy terms, triadic sufficient statistics can be used in the prior over Φ given Ψ. If triadic rela-
tional events are available, they can be used as sufficient statistics. Examples of offensive relational events include
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hockey assists in which i passes the ball to j who assists k and the aforementioned ballhandler, screener and shooter
triangle. A common X − X − O relational event is the so-called double team. Nodes i and j defend k collectively.
The model grows to admit Φ and mΦ. As in the dyadic model, the latter object is binary whereas the former is
real-valued. The primary change to the model is reflected in the alternative decomposition where the relational data Y
and the lineup indicator data W have been suppressed for intelligibility. The probability distribution of the relational
system can be written as
p (R,Φ,Ψ, β, α ) = p (R |Φ,Ψ, β, α ) p (Φ,Ψ, β α| γ, τ, )
= p (R |Φ,Ψ, β, α ) p(α|γ)p(β|τ)
∑
mΨ∈MΦ
∑
mΨ∈MΨ
p (Φ,Ψ |mΦ,mΨ, τ ) p(mΦ,mΨ|ζ, θ)
= p (R |Φ,Ψ, β, α ) p(α|γ)p(β|τ)
∑
mΨ∈MΦ
∑
mΨ∈MΨ
p (Φ |mΦ,mΨ, τ ) p(mΦ|mΨ, ζ)p (Ψ |mΨ, τ ) p(mΨ|θ).
7.3 Modeling a Latent Network
This section provides the probability distributions assumed for each random variable in the models depicted in 7.1.
The mathematical structure for the response model and cut-point parameters is invariant across the two panels. Recall
the left panel performs model selection explicitly by modeling the probability that a subset of dyads is included in the
model as an exponential random graph while the right places a model selection prior directly on Ψ. Since the systems
contain so many random variables the hyperparameter for the priors over Ψ and β are fixed thereby constraining the
strength of the prior. Possible probability models for these parameters are introduced and discussed in 7.6.
Model Averaging versus Model Selection Model selection is helpful whenever the number of features, in this case
main effects and interactions of maximum degree two or three, is large and a parsimonious explanation is desired.
However, the decision to choose models probabilistically requires a method to interpret the results. One method is
sum over the possible values for M - this is model averaging. Then for Ψ,
Pr {Ψ = ψ|R} =
∑
m∈M
p(Ψ,m|R)
=
∑
m∈M
p(R|m,Ψ)p(Ψ,m)
p(R)
∝
∑
m∈M
p(R|m,Ψ)p(Ψ|m)p(m; θ)
= p(R|Ψ)p(Ψ|m∗)p(m∗; θ)
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where m∗ is the model that concords with Ψ given by I {Ψ , 0} , and
p(R|Ψ) =
∫ ∫
p(R, α, β|Ψ) dαdβ.
This method requires that the conditional probability of p(Ψ|m) is estimated. In practice this means running MCMC
chains for the model parameters for every model. Note that for a given m, choices of Ψ can be infeasible if a dyad in Ψ
is nonzero and the corresponding dyad in M is zero. Hence the probability is then determined by exactly one model.
Alternatively, one can choose some of the highest performing models and compare them. Doing this requires compu-
tation of the model probabilities. Generally, the posterior probability of a model is
p(m|R) = p(R|m)p(m)∑
m′∈M p(R|m′)p(m′)
where
p(R|m) =
∫ ∫ ∫
p(R|Ψ, α, β,m)p(α, β,Ψ|m) dαdβdΨ
=
∫ ∫ ∫
p(R|Ψ, α, β,m)p(α)p(β)p(Ψ|m) dαdβdΨ. (7.3.1)
Unless a small group of models are far more probable than the many alternatives, model averaging provides probabili-
ties that each term is included in the model. The MCMC routine reflects this decision. Parameters are sampled serially
and individually. Hence model selection can be implemented by introducing a point mass on that probability that a
term is zero. Once the sampling routine visits a new model, it must sample the from the parameter space conditioned
on the model. The goal of the sampling is to produce samples of the form
{{
α(n), β(n),Ψ(n)|R,m
}N
n=1
}
m∈M
from the joint posterior distribution with N samples taken for every possible model. In practice only a subset of models
will be visited. Before constructing the routine, the next few subsections introduce model assumptions for the various
random variables.
7.3.1 The Response Model
The network prior method admits any probabilistic response model at the group level. To make the latent network
reflect a node’s or dyad’s ability to affect the score, the response is chosen to be the number of points scored during
123
a possession. If parameters are needed for each node and dyad, then the proportional odds logistic regression is a
natural choice ([16]). A single set of parameters provide each unit’s probability distribution over outcomes. This has
its benefits and drawbacks, a higher rate lineup will always have a higher probability to obtain the largest outcome.
In Section 7.5 the higher number of points in a possession is four (though possessions of five or more points are
possible). Teams without four point plays will be predicted to achieve them with higher probability. Section 7.6
discusses modifications to address this issue. In addition to the vector of responses, the lineups used during play are
observed. Denote this matrix as W. Where each column indicates whether a player is on the court during a possession.
Let WO be the columns corresponding to the offensive players and WX be the columns corresponding to the defensive
players. Define the interaction matrices WO−O, WX−X and WO−X . Each contains terms indicating which offense-
offense, defense-defense and offense-defense pairs share the court during a possession, respectively. Following [37],
for each observation define the latent variable
R∗i =
〈
wO−Xi ,Ψ
O−X〉 + 〈wO−Oi ,ΨO−O〉 + 〈wX−Xi ,ΨX−X〉 + 〈wOi , βO〉 + 〈wXi , βX〉 + i (7.3.2)
= si + i (7.3.3)
where 〈wi,Ψ〉 is the inner product of the ith row of the interaction matrix and the vectorization of Ψ, and the i are
independent and have logistic distribution given by
p(i ≤ t) = logit−1(t) = e
t
1 + et
.
This assumption implies
p(R∗i ≤ t) = p(si + i ≤ t) = p(i ≤ t − si).
The quantity si is the latent value of the lineup wi. With outcomes in {0, 1, 2, 3, 4} the model requires the estimation of
a vector of cut-points α satisfying
Ri =

0 if −∞ < R∗i < α1
1 if α1 ≤ R∗i < α2
2 if α2 ≤ R∗i < α3
3 if α3 ≤ R∗i < α4
4 if α4 ≤ R∗i < ∞
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Note that we only consider possessions in which 0, 1, 2, 3 or 4 points are scored - this accounts for more than 99% of
the possession from the 2016-17 season. The probability that the ith observation results in outcome j is
p(Ri = j) = p(Ri ≤ j) − p(Ri ≤ j − 1)
= p(R∗i ≤ α j) − p(R∗i ≤ α j−1)
=
eα j−si
1 + eα j−si
− e
α j−1−si
1 + eα j−1−si
The likelihood of observing the vector of responses R is therefore given by
p(R|Ψ, α) ∝
N∏
i=1
p(Ri|Ψ) (7.3.4)
=
N∏
i=1
J∏
j=1
p(Ri ≤ j) (7.3.5)
=
N∏
i=1
J∏
j=1
(
logit−1(α j − si) − logit−1(α j−1 − si)
)zi j
(7.3.6)
=
L∏
l=1
J∏
j=1
(
logit−1(α j − si) − logit−1(α j−1 − si)
)∑
i:wi=l zi j (7.3.7)
where zi j =
∑
I {Ri = j} and l indexes the L distinct lineups in the N observations.
7.3.2 Prior for the Cut-points
Prior Over the Proportion of each Level
Although they are not typically the object of interest in analysis, the cut-points α require a prior distribution. By
assumption, the prior for α is independent of all other random variables in 7.1. The authors of [35] specify a Dirichlet
prior over the probability of each outcome with the predictors evaluated a their sample means. In the context of the
current application, the mean of the data refers to a possession played by all players with weights determined by the
number of possessions played. Since all input data W is binary, the sample mean is never realized in the data. But, it
corresponds to the league averages for all outcomes. For j ∈ {0, 1, 2, 3, 4} let
pi j = Pr {R = j|x¯} (7.3.8)
and
p(pi|γ) ∝
J∏
j=1
pi
γ j−1
j (7.3.9)
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where γ is a vector of prior counts. Setting γ j = 1 assumes 1 observation in each of the categories. To compute the
cut-point j, sum the is given by
α j = logistic−1
 j∑
i=1
pii
 = ln
 ∑ ji=1 pii
1 −∑ ji=1 pii
 . (7.3.10)
Hence cut-points are not estimated directly. To derive the implied prior distribution observe that
j∑
i=1
pii =
exp
{
α j
}
exp
{
α j
}
+ 1
for j = 1, . . . , J. The prior for α j is a function of
∑ j
i=1 pii hence the prior distribution over the
∑ j
i=1 pii is need to compute
p(α j). If the first j terms sum to p˜i, then the vector of proportions is in the set
V =
pi ∈ ∆K−1 :
j∑
i=1
pii = p˜i,
J∑
i= j+1
pii = 1 − p˜i

and
p
 j∑
i=1
pii = p˜i
 = vol(V)1/J! .
Note that V is a subset of the J dimensional simplex. The vertices k = 0, . . . , J are given by
vkl =

p˜i if k ≤ j, l = k
1 − p˜i if k > j, l = k
0 else
Then a change of variable yields
p(α j = a) = det
d
dα j
g−1(α j)p(g−1(α j))
=
exp
{
α j
}
(
exp
{
α j
}
+ 1
)2 vol(V)1/J! .
If they are available, aggregate counts or proportions from prior seasons can be used.
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Direct Prior Over α
While the prior distribution over the probability of each outcome is quite intuitive, there are alternative formulations
that may perform better. Recall the cutpoints must satisfy
α0 < · · · < α4. (7.3.11)
so that any prior distribution over α must satisfy
{a : p(αi = a) > 0} ∩ {a : p(αi+1 = a) > 0} = 0
for i = 0, 1, 2, 3. Let α¯ be a vector of means satisfying
α¯0 < · · · < α¯4.
Then a joint prior for α can be defined by
p(α = a) ∝N(a0; α¯0, σ2α)I {a0 < a1} ∗
N(a1; α¯1, σ2α)I {a0 < a1 < a2} ∗
N(a2; α¯2, σ2α)I {a1 < a2 < a3} ∗
N(a3; α¯3, σ2α)I {a2 < α3 < a4} .
Note the prior gives zero weight to any a that does not satisfy 7.3.11. The vector of means can be the observed
frequency of each outcome by transformed as in 7.3.10. Under this construction, the likelihood and proposal can be
written in terms of α. Details on the proposal distribution are in Section 7.4.
7.3.3 The Network Prior
This section specifies the prior probability distributions used to model dyadic interaction. Two types of models are
presented: the exponential random graph in the left panel and the additive-multiplicative model in the right panel.
Exponential Random Graph Prior
The random variable M indicates which dyads in Ψ are nonzero. That is, for all i, j ∈ V with j , i, Mi j = 1 if and
only if Ψi j , 0. CoordiNet assumes Ψ can be partially explained in terms of relational data between nodes. Two
conceptualizations are possible. In the first case a prior for model selection is introduced while in the second the dyads
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are directly modeled in terms of relational data.
p
(
M = m
∣∣∣∣ {Yg} , θ ) = exp
{
θ>g
(
m
∣∣∣∣ {Yg} )}
Z(θ)
(7.3.12)
where g
(
m| X,
{
Yg
})
is a vector of sufficient statistics and
Z(θ) =
∑
m∈M
exp
{
θ>g
(
m
∣∣∣∣ {Yg} )}
is a normalizing constant. The probability that M takes a given value can depend on a variety of sufficient statistics,
many derived from the layers of observed relational data. Some possibilities include
• a term for sparsity: the total number of nonzero terms in M;
• a term for the number of possessions played together: for edges of types t ∈ {O − O, X − X},
∑
i∈V
∑
j,i possti jΨ
t
i j
2
,
and ∑
i∈V
∑
j,i
possO−Xi j Ψ
O−X
i j
for offense-defense interactions;
• terms for transitivity: for t ∈ {O − O, X − X} the number of triangles in M are computed by
∑
i∈V
∑
j,i
∑
k,i,k, j I
{
Ψti j , 0
}
I
{
Ψtjk , 0
}
I
{
Ψtki , 0
}
3
;
• terms interacting different relationships: the number of dyads with a term for both offensive and defensive
interactions ∑
i∈V
∑
j,i I
{
ΨO−Oi j , 0
}
I
{
ΨX−Xi j , 0
}
2
;
• terms involving relational events: counts such as
∑
i
∑
j,i
ΨO−Oi j Y
ast
i j ,
∑
i
∑
j,i
ΨO−Oi j Y
oreb
i j ,
∑
i
∑
j,i
ΨX−Xi j Y
blkreb
i j
for teammates, and ∑
i
∑
j,i
ΨX−Oi j Y
stl
i j ,
∑
i
∑
j,i
ΨO−Xi j Y
foul
i j ,
∑
i
∑
j,i
ΨX−Oi j Y
blk
i j
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for opponents;
• terms involving dyadic attributes: These are terms commonly found in exponential random graph models
such as the difference in age between two nodes.
Sparsity is in the models selected is appealing as there exists sparsity of data. That is, many offense-offense, offense-
defense and defense-defense combinations rarely appear in the data. Hence many interaction terms should be set to
zero. Interacting sections of the latent networks permits connectedness on defense to influence connectedness on of-
fense and vice versa. The use of relational events in the prior allows observed events to nudge the model towards those
concomitant with the events. For example, if the corresponding coefficient is positive, the number of assists between
two players, the higher the probability their offensive interaction is selected. More examples of possible sufficient
statistics can be found in [59].
The dyads included in the model relate to observed relational data. As discussed in Section 7.2, specifying the prior
probability as an exponential random graph models Ψ in terms of Y indirectly. Equation 7.3.12 establishes the prior.
Choices of the sufficient statistics have also been introduced. More specifically, the model m includes models for the
offense-offense network, ΨO−O, the defense-defense network, ΨX−X , and the offense-defense network, ΨO−X . Then
m = (mO−O,mX−X ,mO−X) ∈ MO−O ×MX−X ×MO−X
where eachMt is the set of feasible models for dyads of type t. If the sufficient statistics in the exponential random
graph model governing the three networks are separable, then the priors over these three submatrices are independent.
This implies selection of a dyadic offensive term is independent of selection of a dyadic defensive term. A violation
of this condition is demonstrated in the following example.
Dependence between Prior Distributions Suppose the vector of sufficient statistics g(m|θ,Y) contains just the two
terms
(g1, g2) =
∑
i< j
mO−Oi j m
X−X
i j ,
∑
i, j
mO−X
 .
The term on the left counts the number of two-way dyads in the model; i.e., it measures reciprocity in the model space
and accords with the intuitive notion that dyads who coordinate well with one task likely coordinate well with another.
The term on the right is the number of offense-defense dyads included in the model. Then the prior over the model
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space can be expressed as
p(mO−O,mX−X ,mO−X |θ,Y) ∝ exp
{
θ>g(m|θ,Y)
}
= exp {g1θ1 + g2θ2}
= exp {g1θ1} exp {g2θ2}
= p(mO−O,mX−X |θ,Y)p(mO−X |θ,Y).
The offense-offense and defense-defense networks depend upon one another. Dependence between dyads implies
the dependence between networks. Such nuances may be important for particular applications, but they introduce
computational complexity to estimation.
Additive and Multiplicative Effects Prior
Model selection is possible without introducing a new random variable to represent the set of active interactions in
the model. The value of dyads in Ψ can depend on relational events between nodes directly. An alternative to the
exponential random graph is an AMEN model as developed in [57]. Consider a mixture prior such that the elements of
Ψ are equal to zero with some probability; otherwise they are given by an additive-multiplicative model for relational
data. Let the prior probability over the interaction terms for a symmetric matrix Ψ be
p(Ψ|ω, θΨ) =
∏
i, j<i
p(Yi j|ωΨ, ω)
=
∏
i, j<i
p(Ψi j = 0|ω, θΨ) + p(Ψi j , 0|ω, θΨ)
=
∏
i, j<i
δi j(ω)I
{
Ψi j = 0
}
+ (1 − δi j(ω))P(Ψi j|Ψ , 0, θΨ). (7.3.13)
This mixture distribution places an atom of mass at zero. The probability that dyad i j is excluded from the model is
δi j =
1
1+exp{−ωni j} where ni j is the number of possessions during which i and j shared the court. This type of prior will
simultaneously perform model selection while informing the value of Ψ via relational data.
The continuous probability density for the value of Ψ when it is nonzero is given by the following equations. For
dyad i j of type offense-offense or defense-defense, suppose
Ψi, j = θ
>
ΨYi, j + u
>
i Λu j + i, j (7.3.14)
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with  ∼ N(0,Σ) where
Σ,i j =

1 if i = j
ρ else
. Then
p
(
Ψi j = ψ|Y; θΨ,Σ
)
= N(θ>ΨYi, j + u
>
i Λu j, σ
2
 ).
While for dyad i j of type offense-defense the prior specifies that
Ψi, j = θ
>
ΨYi, j + u
>
i v j + i, j. (7.3.15)
Under the same assumptions for the error structure,
p(Ψi j = ψ|Y; θΨ) = N(θ>ΨYi, j + u>i v j, σ2 ).
Suppose the systematic variation not captured by the dyadic features or the individual effects is represented by the
symmetric matrix M. Then the eigenvalue decomposition implies
M = UΛU>
where Λ is a diagonal matrix of eigenvalues and U is an orthonormal matrix of eigenvectors. Then the product
u>i Λu j
is the effect of the latent factors ui and u j. For the asymmetric offense-defense matrix, the latent factors can be
expressed as
u>i v j
where
M = UV>
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for square matrices. Finally the terms used in Yi, j can be the same as those which appear in the exponential random
graph prior.
The advantages are that the network prior is real-valued. Hence it models the values of Ψ directly. The coefficients θ
therefore indicate not the effect on the probability an edge is included, but the effect on the value of the dyad itself.
This procedure, however, increases the number of parameters in an already large model. Equation 7.3.13 contains the
random variable δ. Assumptions on the mass at zero affect the number of new parameters. Suppose a matrix of δ are
estimated, then N(N − 1) parameters are added to the model. 7.3.14 introduces a latent vector for every node in the
population while 7.3.15 introduces two latent vectors for every node. If this is too demanding for the data, then the
latent factors can be omitted. Furthermore, if model selection is not necessary, then prior simply becomes
Ψi j ∼ N(θ>ΨYi, j, σ2 ).
Then the model has the same number of parameters as the exponential random graph model. The crucial difference is
the role relational data plays in determining Ψ.
7.3.4 The Prior for Main and Dyadic Effects
The model exists to provide estimates of node and dyad effects. Regularized plus-minus methods shrink parameter
values to improve the model fit. Models like the elastic net, set a number of terms equal to zero while shrinking the
rest of the coefficients. Let β and Ψ have normal priors centered at zero with variance τ. That is, for all nodes v ∈ V ,
p(βv|τ) = N(0, τ)
and for all dyads v, v′ ∈ V with v′ , v,
p(Ψvv′ |m, τ) =

1 mvv′ = 0 ∧ Ψvv′ = 0
0 mvv′ = 0 ∧ Ψvv′ , 0
N(0, τ) mvv′ = 1
so that for t ∈ {O − O, X − X},
p(Ψt |m, τ) =
∏
(i, j):i< j,mi j=1
p(Ψti j|m, τ)
=
∏
(i, j):i< j,mi j=1
N(Ψti j; 0, τ)
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and
p(ΨO−X |m, τ) =
∏
(i, j):i, j,mi j=1
p(ΨO−Xi j |m, τ)
=
∏
(i, j):i, j,mi j=1
N(ΨO−Xi j ; 0, τ).
Since (ΨO−X)> = ΨX−O, p(ΨO−X |m, τ) = p(ΨX−O|m, τ). Note the same shrinkage parameter applies to the main and
dyadic effects. CoordiNet and TriadNet share this features with methods like the Lasso or the Elastic net; a single
λ is chosen to regularize all variables. Section 7.6 reviews alternative choices for a fixed τ and proposes a method
to estimate the shrinkage parameter as one would any other hyperparameter. This formulation shrinks coefficients
towards zero; i.e., it assumes nodes and dyads have no effect in expectation. If estimates from prior periods of play are
available, they can be used in place of zero. Posterior samples are shrunk towards values estimated in prior periods.
7.3.5 The Model Selection Hyperparameter
Exponential Random Graph Prior
The vector of sufficient statistics θ drives the model selection in the methodology. Two methods to estimate θ are
discussed in this subsection. The first choice is to make the model fully Bayesian by placing a prior distribution on
θ. Many alternative have been proposed in the literature on Bayesian analysis of statistical networks. The conjugate
prior is a standard choice. Assume
p(θ|ν, n0) ∝ exp
{
θ>ν − n0A(θ)
}
(7.3.16)
where A(θ) = log(Z(θ)). With the conjugate prior, the marginal prior of m is given by
p(m|Y) =
∫
Θ
p(m, θ|Y) dθ
=
∫
Θ
p(m|θ,Y)p(θ|ν, n0) dθ
=
∫
Θ
exp
{(
ν + g
(
m
∣∣∣∣ {Yg} ))> θ − (n0 + 1)A(θ)} dθ.
The posterior distribution for the θ is
p(θ|R) =
∑
m∈M
p(θ,m|R)
∝
∑
m∈M
p(R|m)p(m|θ)p(θ)
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where p(R|m) is the expression in 7.3.1. But, due to factors such as computational efficiency, θ is estimated by Markov
chain Monte Carlo maximum likelihood developed in [39]. The sampler treats the current model as if it were data.
Then given the current model and relational data Y , choose
θˆ = argmax
θ∈Θ
L(mcurrent; θ,Y).
Doing this is equivalent to sampling the most likely part of the conditional distribution. For large networks this method
confers substantial computational benefit.
Dyadic Independent Models When the prior distribution for over the model space satisfies dyadic independence,
then it is equivalent to logistic regression. In this case, standard methods can be used to apply priors such as the
prior suggested in [38]. For such models, the choice between the two should be made on the availability of prior
information. A simple choice is
p(θ) = N(0, ν2)
with ν2 fixed.
The Additive Multiplicative Latent Factor Model
Recall the prior introduced in 7.3.13 such that the offense-offense and defense-defense interaction terms satisfy
Ψi j = θ
>
ΨYi j + u
>
i Λu j + i, j
with
(i, j,  j,i) ∼ N
0, σ2
1 ρρ 1


where ui and u j are latent factors, and
θΨ ∼ N(0, I).
The priors over the vector of parameters θΨ is
p(θΨ = t) = N(t; 0, σ2θ).
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[58] develops a method to simulate orthonormal matrices capturing the latent factors. Given the complexity of the
model a low-rank approximation is sufficient to capture unobserved data relating pairs in V . A rank-one approximation
is simply
λ1uu>
where u is the first eigenvector of Z. The prior for the matrix Z is
p(Z|U,Λ) = p(UΛU> + E|U,Λ)
= p(E|U,Λ)
∝ exp
{
tr
−(Z − UΛU>)>(Z − UΛU>)
4
}
The prior for the diagonal matrix Λ is
p(Λ|Z,U) =
R∏
r=1
N
(
λr;
τ2U>r ZUr
(2 + τ2)
,
2τ2
(2 + τ2)
)
.
And, the prior for orthonormal matrix U is
p(U |Z,Λ) ∝ exp
{
tr
Z>UΛU>
2
}
The offense-defense matrix is asymmetric. Hence the latent factors will be as well. Then
p(Z|U,V) ∝ exp
{
tr
−(Z − UΛV>)>(Z − UΛV>)
4
}
The prior distributions on U and V are uniform on the space of orthonormal N × R matrices.
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7.3.6 Alterations for TriadNet
Denote the cube of three-term interactions as Φ. The main issues involve the prior over the additional parameters. One
particularly simple strategy is to suppose Φ is an exponential random graph given Ψ; i.e.,
p(Φ|Ψ) ∝ exp
{
ζ>h(Φ = φ|Ψ,Y)
}
. (7.3.17)
Since the prior for Φ is set conditionally, it can be used to introduce hierarchy conditions to the set of interactions
included in the model. By assumption, the triadic model includes all main effects, but not all dyadic interaction
effects. Hence model hierarchy depends upon which dyadic effect terms are included in a particular model. Consider
p(Φ|Ψ) ∝ I {H(Φ|Ψ) = 1} exp
{
ζ>h(Φ = φ|Ψ,Y)
}
(7.3.18)
whereH(Φ|Ψ) indicates whether hierarchy conditionH holds for Φ given Ψ. If the prior values of Φ only depend on
whether the terms in Ψ are nonzero, the distribution can be written
p(Φ|mΨ, ζ) ∝ I {H(Φ|mΨ) = 1} exp
{
ζ>h(Φ|mΨ,Y)
}
.
if hierarchy is encoded into the sufficient statistics h(mΦ|mΨ,Y), then the prior is given by 7.3.17 with sufficient statis-
tics such as an indicator for a hierarchy conditions or the proportion of terms that satisfy the hierarchy condition.
Relational data in CoordiNet records events that transpire between two individuals. In a triadic model, ternary rela-
tional events are used to inform the prior over models. Interestingly, many ternary motifs or relational events can be
decomposed into binary events. A triangle in a social network provides an example. Let i, j and k form a triangle if
and only if Yi j = Y jk = Yik = 1. A double team in basketball follows the same logic; let i and j be a double team k if
and only if i and j defend k. This observation aids in the intuition of a triadic term learned by TriadNet. A triadic term
captures systematic variation that cannot be decomposed into the dyads that comprise it.
Dependence between mΨ and mΦ Assumptions about the interaction hierarchy conditions to which the model is
subject induces dependency between Ψ and Φ. But, one can imagine various mechanisms connecting these random
variables.
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The priors over the values of the selected triadic interaction terms is
p(Φvv′v′′ |m, τ) =

1 mvv′v′′ = 0 ∧ Φvv′ = 0
0 mvv′v′′ = 0 ∧ Φvv′ , 0
N(0, τ) mvv′v′′ = 1
Hence the joint prior for mΦ, mΨ, Φ and Ψ given θ, ζ and, Y will be an exponential random graph. A conjugate prior
for ζ can be assessed or the maximum likelihood estimate can be used within the sampling scheme. The next section
reviews the MCMC sampling strategy.
7.4 Posterior Inference and Sampling
Estimation procedures for the dyadic and triadic interaction models are developed. The former obtains a sample from
{p(Ψ, β, α,m)}m∈M and the latter obtains a sample from {p(Φ,Ψ, β, α,mΦ,mΨ)}mΦ,mΨ∈M.
7.4.1 Posteriors of Interest
In this subsection the objects of primary interest are reviewed and methods to sample from the posterior distribution
of each are presented. Focus resides on three posterior computations: computation of model probabilities, model-
averaged parameter estimates and the posterior predictions. Comparison of model probabilities requires good estimates
of the posterior distribution of the parameters dependent on a given model m. Hence whenever the sampler moves to a
new model, it must sample from the conditional distribution of the relevant parameters. For each mi with i = 1, . . . ,Dm
draw (α( j)i , β
( j)
i ,Ψ
( j)
i ) for j = 1, . . . , S from the conditional posterior p(α, β,Ψ|m,R) and compute
p(R|mi) =
∫ ∫ ∫
p(R|α( j)i , β( j)i ,Ψ( j)i ,mi)p(α)p(β)p(Ψ|m) dαdβdΨ
≈
∑
j
p(R|α( j)i , β( j)i ,Ψ( j)i ,mi)p(α( j)i )p(β( j)i )p(Ψ( j)i |mi).
Then, combining all sampled models, compute the posterior model probability
p(mi|R) ≈ p(R|mi)p(mi)∑Dm
i=1 p(R|mi)p(mi)
.
The sampled models can be ranked according to their probabilities. The parameters sampled at each model can be
used to infer characteristics of the posterior distribution of highly likely models. Usually, the parameters β and Ψ
are of greater interest than α. The joint posterior of these parameters can be computed for a given model, or the
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model-averaged parameters can be used to analyze the main and dyadic effects. The latter can be computed by
p(Ψ, β|R) =
M∑
i=1
∫
p(α, β,Ψ|mi,R)p(mi|R) dα
≈
M∑
i=1
∑
j
p(α( j)i , β,Ψ|mi,R)p(mi|R)
Posterior Predictive
Samples drawn from the posterior distribution of the main effects, β, the network Ψ and the cut-point parameters α can
be used to compute the posterior predictive distribution. Given the sequence of values R1, . . . ,RL, a new point with
design w˜ is distributed as
p(R˜|w˜,R1, . . . ,RL,W) =
∫ ∫ ∫
p(R˜, α, β,Ψ|w˜,R,W) dαdβdΨ
≈
∑S
j=1 p(R˜|α( j), β( j),Ψ( j))
∏L
l=1 p(Rl|α( j), β( j),Ψ( j))p(α( j), β( j),Ψ( j))∑S
j=1
∏L
l=1 p(Rl|α( j), β( j),Ψ( j))p(α( j), β( j),Ψ( j))
(7.4.1)
where
{
α( j), β( j),Ψ( j)
}S
j=1
are samples from the posterior distributions of α, β and Ψ, respectively. Note the models have
been averaged out of this expression. 7.4.1 can be used to compare the performance of CoordiNet to other modeling
techniques.
7.4.2 Algorithm Details
Gibbs sampling provides a method to draw from the posterior distribution of p(α, β,Ψ,m|R). In order to average over
models, the sampler must explore the space of models and explore the parameter space for every model considered. A
Gibbs sampler of the conditional distribution p(α, β,Ψ|m,R) is regular and therefore converges to the unique stationary
distribution.
Choose initial values for the random variables α, βO, βX ,ΨO−O,ΨX−X ,ΨO−X , θO, θX , θOX , τ. Note that MO−O and MX−X
are implicitly defined as Mi j = I
{
Ψi j , 0
}
for i < j, i, j ∈ V . Consider a Gibbs sampling algorithm for the model. To
sample from p(θ|m,Ψ, β, α,R) when r < r1, solve
θˆ = argmax
θ∈Θ
L(m; θ,Y)
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and set Q(θ′|θ) = N(θˆ, σ2θ). Otherwise, if r > r1, set Q(θ′|θ) = N(θ, σ2θ). For the latter condition, the acceptance ratio
for the offense-offense and defense-defense dyadic effect models is
p(m|θ′)p(θ′)Q(θ|θ′)
p(m|θ)p(θ)Q(θ′|θ) =
∏
i< j
(
pi′i j
)mi j
(1 − pi′i j)1−mi j N(θ′; 0, σ2θ)∏
i< j
(
pii j
)mi j
(1 − pii j)1−mi j N(θ; 0, σ2θ)
where pii j =
exp{θ>gi j}
1+exp{θ>gi j} . This simplifies to
∏
k
exp
−
(
(θ′k)
2 − θ2k
)
2σ2θ
∏i< j
 exp
{
−(θ)>gi j
}
+ 1
exp
{
−(θ′)>gi j
}
+ 1

mi j  exp
{
(θ)>gi j
}
+ 1
exp
{
(θ′)>gi j
}
+ 1

1−mi j
.
After updating θO−O, θX−X and θO−X , perform a Gibbs run through each feasible dyad in ΨO−O, ΨX−X and ΨO−X . For
each model, sample m and Ψ jointly to improve mixing. For some fixed δ > 0 propose Ψ′i j = 0 so that m
′
i j = 0;
otherwise propose Ψ′ ∼ N(Ψ, σ2
Ψ
) and m′i j = 1.
In to Out Suppose the latent networks Ψ and Ψ′ differ by a single edge. Let Mi j = 1 so that Ψi j , 0, and M′i j = 0 so
that Ψ′i j = 0. Then the acceptance probability is
p(Ψ′,M′|β, α,R)Q(Ψ|Ψ′)
p(Ψ,M|β, α,R)Q(Ψ′|Ψ) =
p(R|Ψ′, β, α)p(Ψ′|M′, τ)p(M′|θ)
p(R|Ψ, β, α)p(Ψ|M, τ)p(M|θ)
(1 − δ)N(Ψi j; Ψ′i j, σ2Ψ)
δ
=
∏
l∈Li j p(Rl|Ψ′, α, β)∏
l∈Li j p(Rt |Ψ, α, β)
p(Ψ′i j = 0|M′i j = 0, τ)
p(Ψi j = ψ|Mi j = 1, τ)
exp
{
θ> f (M′)
}
exp {θ> f (M)}
(1 − δ)N(Ψi j; Ψ′i j, σ2Ψ)
δ
= exp
{
−θ> f (Mi j)
} (1 − δ)
δ
∏
l∈Li j
(
p(Rl|Ψ′, α, β)
p(Rl|Ψ, α, β)
)
N(Ψi j; 0, σ2Ψ)
N(Ψi j; 0, τ)
where the last line holds whenever the network prior satisfies dyadic independence and Li j is the set of lineups con-
taining dyad i j.
Out to In Let Mi j = 0 so that Ψi j = 0, and M′i j = 1 so that Ψ
′
i j , 0. Then the acceptance probability is
p(Ψ′,M′|β, α,R)Q(Ψ|Ψ′)
p(Ψ,M|β, α,R)Q(Ψ′|Ψ) = exp
{
θ> f (Mi j)
} δ
(1 − δ)
∏
l∈Li j
(
p(Rl|Ψ′, α, β)
p(Rl|Ψ, α, β)
) N(Ψ′i j; 0, τ)
N(Ψ′i j; 0, σ
2
Ψ
)
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In to In In this case Mi j = M′i j = 1, and Ψi j , Ψ
′
i j. The acceptance probability becomes
p(Ψ′,M′|β, α,R)Q(Ψ|Ψ′)
p(Ψ,M|β, α,R)Q(Ψ′|Ψ) =
∏
l∈Li j
(
p(Rl|Ψ′, α, β)
p(Rl|Ψ, α, β)
) N(Ψ′i j; 0, τ)
N(Ψi j; 0, τ)
Then many draws are taken given the fixed model. Doing so provides the samples necessary to compute model
probabilities. Sampling for the Ψ and β parameters is straightforward. Sample from the conditionals
p(Ψi j|Ψ−i j, τ, β, α, θ)
and
p(βi|β−i, τ, ψ, α, θ).
Sample α by sampling proportions of observations falling into each of the categories pi′ from the J − 1 unit simplex.
Observe that p(pi|R,Ψ) can be sampled via a run of Metropolis-Hastings with proposal distribution
q(pi′|pi) = Γ(J)
Γ(1)J
I
{
d(pi, pi′) ≤ }
and accepted with probability
min
(
1,
p(pi′|Ψ,R)q(pi|pi′)
p(pi)q(pi′|pi)
)
= min
(
1,
p(pi′)
p(pi)
)
.
Given d(pi′, pi) ≤  the instrumental densities cancel. Then the parameters are transformed.
Note this choice is not necessary. One could sample m without Ψ. Doing so can lead to many dyads i j with mi j = 1,
but Ψ = 0. The acceptance probability for these models.
1. Sample τ′ from p(τ|R, α, βO, βX ,ΨO−O,ΨX−X , θO, θX).
2. Sample Ψ (and implicitly sample M′). Iterate over each dyad in the network and with probability δ > 0 set
Ψ′i j = 0. With probability (1 − δ) sample Ψ′i j from
p(Ψi j|Ψ−i j, τ, β, α, θ) (7.4.2)
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3. Iterate over each node and sample βi from
p(βi|β−i, τ, ψ, α, θ) (7.4.3)
4. Sample α by sampling proportions of observations falling into each of the categories pi′ from the J − 1 unit
simplex. Observe that p(pi|R,Ψ) can be sampled via a run of Metropolis-Hastings with proposal distribution
q(pi′|pi) = Γ(J)
Γ(1)J
I
{
d(pi, pi′) ≤ }
and accepted with probability
min
(
1,
p(pi′|Ψ,R)q(pi|pi′)
p(pi)q(pi′|pi)
)
= min
(
1,
p(pi′)
p(pi)
)
.
Given d(pi′, pi) ≤  the instrumental densities cancel. Then the parameters are transformed.
5. Update θ by maximum likelihood estimation of the simulated values or the appropriate conditional posterior.
Again, Metropolis-Hastings can be used.
7.5 Application: Eastern Conference Semifinals
CoordiNet was applied to the play-by-play data generated during the Eastern Conference Semifinals in 2016-17 in the
NBA. Two teams played seven games against one another. The prior for the main effects used data on the player’s
attributes like; the prior for the dyads is based upon an intercept and the total height of a pair. Results for the additive-
multiplicative network prior are demonstrated. Figure ?? presents a histogram of the number of terms selected. Figures
7.6 and 7.7 show a run of MCMC for dyadic and main effects. Some of the information can be presented in network
plots with the color of node indicative of the sign of the estimated main effect. Edges are colored green if their
parameters are positive and red otherwise. Dyads not included in the model do not share an edge. Figures 7.8 and 7.9
display network plots for the Eastern Conference Semifinals.
7.5.1 Prediction of Counterfactual Dyads
Prediction of the response for dyads that were actually observed can be accomplished by sampling from 7.4.1. This
type of prediction implicitly assumes the potential outcome of a lineup is independent of the other lineups in which
they were observed. Under this assumption, every lineup composed of dyads that have played together in the observed
play-by-play can be computed.
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Figure 7.5: Selection of terms in the direct prior CoordiNet.
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Figure 7.7: Posterior draws for main effects in the direct prior CoordiNet.
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Figure 7.8: Boston’s inferred defensive network via the direct prior CoordiNet.
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Figure 7.9: Boston’s inferred offensive network via the direct prior CoordiNet.
Prediction of counterfactual lineups composed of players who have never played with one another requires stronger
assumptions. The exponential random graph prior model can provide priors over the probability of an edge, but it
cannot determine the sign and magnitude. In the Normal model, there is no object representing the model. Suppose
the prior for dyad i j is
p(Ψi j|x) ∼ N(x>i jθ, σ2)
and
{
θ( j)
}
j
are samples from p(θ|R). Then for counterfactual dyad Ψ′ with associated data x′,
p(Ψ′|R, x′) ≈
S∑
j=1
p(Ψ, θ( j)|R).
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The NBA as a Network
Figure 7.10: League Plot
7.6 Discussion
This chapter outlines methods to estimate models with dyadic and triadic interactions, and fits the former using the
Eastern Conference Semifinals data from 2016-17. For CoordiNet two priors are suggested for dyadic interactions. In
the first the prior over the dyads included in the regression is an exponential random graph. This has the feature of
modeling dependence between the dyads included in the model. The second prior assumes dyads are distributed inde-
pendently conditioned on data x. No model term must be introduced in this version. Moreover, this method provides
a way to simulate counterfactual dyads.
There are several issues which merit further investigation. The model assumes the responses {Rl} are distributed
independently of one another. A more general model allows responses to be correlated in time. Although the propor-
tional odds logistic regression provides interpretable parameters, there are some issues associated with it. One obvious
problem with this formulation is that lineups can score four points in a single possession frequently, but may perform
poorly otherwise so the sum of their parameters is quite low. They will be expected to score four points fewer times
than a lineup who never scored four points. This can be an issue when certain lineups are used strategically for short
periods of time. Some lineups specialize in scoring one or two points while others score three or none. The assumption
of ordinal data obscures this phenomenon. One solution is to remove the assumption that the data is ordinal. In this
case far more parameters are required.
The estimated parameters provide a network structure. They can be analyzed to create measures of centrality within
teams. Let g = 1, . . . ,G be a collection of teams to which the nodes belong. Consider the spectral decomposition
of the dyads contained within a team. For all g and Ψg ∈
{
ΨO−Og ,ΨX−Xg
}
, the component associated with the largest
eigenvalue of an adjacency matrix is called the eigenvalue centrality, the best one-dimensional approximation of the
adjacency matrix. Intuitively those with positive values are highly connected to those with positive values.
The relational events used to inform the prior are assumed to non-stochastic in the model. But, this is clearly not
a realistic assumption. The outcomes of possessions result from the myriad actions that occur. Not only are these
actions indicative of important dyadic and triadic effects, the efficacy of relational events vary across the dyads. Co-
ordiNet and TriadNet assume relational events are only associated with the dyads included in the model. Taking these
events seriously enables modeling of different sequences of events with different lineups. Outcomes can be modeled
as a function of the relational events and the lineup in which it occurs.
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7.7 Appendix
7.7.1 The Prior for τ
In the exponential random graph model the components of the parameters are distributed independently and normally
around zero with standard deviation τ. Since τ is a hyperparameter - a parameter in a prior distribution - its value
can be fixed or can vary according to a prior distribution. Results in the main text use a fixed value of τ to reduce
computation. Alternatively, let the prior for τ be
p(τ; τ, τ) =
I
{
τ ∈ [τ, τ]
}
τ − τ .
Propose all values within 2 of τ with equal probability. Define the proposal distribution as
q(τ′|τ) =

I{τ∈(0,τ+]}
2−τ τ < 
I{τ∈(τ−,τ+)}
2 τ −  ≥ τ ≥ 
I{τ∈(τ−,τ]}
2−(τ−τ) τ −  < τ
There are 5 types of moves possible in the sampling scheme. Each has a different scheme.
Lower Boundary to Interior Accept a proposal with probability
ν = min
{
1,
p(Ψ, β|τ′)p(τ′; τ)q(τ′|τ)
p(Ψ, β|τ)p(τ; τ)q(τ|τ′)
}
= min
{
1,
p(Ψ, β|τ′)(2 − τ)
p(Ψ, β|τ)2
}
.
Interior to Lower Boundary Accept a proposal with probability
ν = min
{
1,
p(Ψ, β|τ′)p(τ′; τ)q(τ′|τ)
p(Ψ, β|τ)p(τ; τ)q(τ|τ′)
}
= min
{
1,
p(Ψ, β|τ′)(2)
p(Ψ, β|τ)(2 − τ)
}
.
Interior to Interior Accept a proposal with probability
ν = min
{
1,
p(Ψ, β|τ′)
p(Ψ, β|τ)
}
.
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Upper Boundary to Interior Accept a proposal with probability
ν = min
{
1,
p(Ψ, β|τ′)(2 − (τ − τ))
p(Ψ, β|τ)(2)
}
.
Interior to Lower Boundary Accept a proposal with probability
ν = min
{
1,
p(Ψ, β|τ′)(2)
p(Ψ, β|τ)(2 − (τ − τ))
}
.
The likelihood in the acceptance proposal is just the normal distribution with standard deviation τ centered at zero.
Then
p(Ψ, β) =
∏
j
τ
τ′
exp
−Ψ2j (τ2 − (τ′)2)2τ2(τ′)2
∏
i
τ
τ′
exp
−β2i (τ2 − (τ′)2)2τ2(τ′)2

=
(
τ
τ′
)2N+2M
exp
−
∑
i β
2
i (τ
2 − (τ′)2) + ∑ j Ψ2j (τ2 − (τ′)2)
2τ2(τ′)2

=
(
τ
τ′
)2N+2M
exp
− (
∑
i β
2
i +
∑
j Ψ
2
j )(τ
2 − (τ′)2)
2τ2(τ′)2

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