Given two sculptured objects, described by 
Introduction
Free-form objects, also called sculptured objects, are widely used in scientific and engineering applications. Propeller and turbine blades, or ships, automobiles, and aircraft bodies are good examples of this kind of objects.
nee-form object surface representations can be classified into two categories: parametric surfaces and implicit surfaces. For the first category BCzier patches, B-spline patches, and NURBS are widely used for the representation, design, and data exchange of geometric information in most industrial applications. We assume that our objects are represented by Bkzier patches. This assumption is not too restrictive because surfaces expressed as NURBS or B-splines can be decomposed into rational B6zier patches [ll, p. 1621 .
Different applications involving free-form objects need fast answers to separation or penetration distance queries. Most of the work on these computations comes from the robotics, computer graphics, and computational geometry communities. In robotics, distance information is useful, for example, for computing interaction forces and penalty functions in robot motion planning. In computer graphics, minimum distance computations play roles in physical simulation and model prototyping. Unfortunately, most attained results are limited to separation distances and/or to convex objects [12] . A solution to the problem of computing minimum distances between sculptured objects based on parametric surfaces is to resort to conversion to polyhedral forms. However, when accuracy is a must, such an approach may not be adequate, as it is possible that the actual surfaces intersect with each other, but their polyhedral approximations do not and vice versa. The exact computation of the minimum distance for parametric models can be translated into a minimization or root finding method for a system of equations that describe the conditions for the minimum distance [23] . Alternative approaches keep the geometric flavor of methods for polyhedral models, thus avoiding many of the numerical issues that complicate the numerical methods [19, 9, lo] .
Contrary to the computation of distances between object models, past research in the computation of penetration distances is quite sparse and limited to convex objects and, to our knowledge, no results have been reported for free-form objects.
A widespread approach to compute the minimum distance between two objects with complex geometries consists of (a) recursively decomposing them up to a given resolution level; (b) generating pairs of candi-date regions possibly containing the nearest points; and (c) removing pairs that have lower bounds in their distance greater than the upper bound on the minimum distance between both objects. This basic approach neglects the fact that the closest points of the two surfaces satisfy the necessary condition that their normals are aligned and opposite in direction. This paper shows how three important benefits are obtained by introducing this constraint into the basic subdivision approach, namely: (a) the convergence to the nearest points is speeded up; (b) a measure of penetration distance, in the case that both objects intersect, can be obtained; and (c) degenerate cases are treated more efficiently.
Section 2 reviews some properties of BCzier patches needed throughout this paper. Section 3 shows how the computation of points with collinear normals is related to the concept of convolution between surfaces. Local methods, needed to refine approximate nearest points, are briefly discussed in section 4. The upper-lower subdivision strategy is reviewed in section 5. Section 6 describes how the collinearity condition is introduced in the subdivision strategy and, finally, section 7 contains the conclusions and points that deserve further at tent ion. This paper is organized as follows.
Background
Unlike implicit surfaces, parametric surfaces are not generally closed manifolds so that they do not represent a complete solid model, but rather a piece of its boundary. Thus, our solid models are assumed to be compact subsets of R3 whose boundary is described by a collection of untrimmed rational B6zier patches, Given a BCzier patch, F ( s , t ) , of degree m x n, its pseudo-normal patch is defined as:
where Fs and Ft are the partial derivative vectors. The projection of the pseudo-normal patch onto the unit sphere is the Gauss map of F ( s , t ) . The pseudonormal patch is also a Bbzier patch and its parametric degree is (2m -1) x (2n -1) for a polynomial patch As a conclusion, when we search for the nearest points between two surfaces such that their normals are collinear, we get the exact separation distance when they do not intersect but, in general, a lower bound of the penetration distance when they intersect, unless both surfaces are convex or locally convex.
Local methods
among those satisfying the equation
For a point P, the closest point on a surface F is
If F is a rational BCzier surface, H can be itself expressed as a rational BCzier patch, so that the problem becomes that of a point inversion problem [ll, p.2291. Unfortunately, inverse point mapping is subject to numerical instability and it is in general quite costly. When we deal with two surfaces, F and G , instead of a point and a surface, the following two perpendicularity conditions must be simultaneously satisfied: ( F -G ) x ( F , x F , ) = ( G -F ) x (G, x G , If we have a good approximation of the nearest points between two surfaces, we can always rely on a local numerical technique t o refine them. The same techniques used in surface/surface intersection to relax approximate points onto intersections can be adapted to obtain the local nearest points [2, 151. They employ some variation of the Newton-Raphson iteration or numerical optimization. Also, optimization techniques used for the computation of the nearest points between convex polyhedra can be adapted.
In our implementation we have used the Newton method described in [2, p. 2663 because of its quadratic convergence.
The upper-lower bound subdivision strategy
For complex concave geometries a useful approach to compute the minimum distance between objects has been to surround them with hierarchies of bounding volumes. These volumes can be pruned by establishing and refining an upper bound on the minimum distance between both objects then removing bounding volumes that have lower bounds on their distance greater than the current upper bound [9]. As the algorithm descends the bounding volume hierarchies, the lower bound tighten to the underlying geometry. The most common types of bounding volumes are box and sphere but more sophisticated ones, such as spherical shells [14], are possible.
In our case, an alternative to pre-compute hierarchies of bounding volumes is the subdivision of the patches for which we want to obtain the nearest points. Then, bounds can be obtained using the convex hull property of B6zier patches. Since this operation at each subdivision is quite expensive, bounding volumes instead of the convex hulls themselves should be used. As a consequence of this approximation, more subdivisions are needed to obtain good distance bounds. Three-dimensional bounding volume is a ubiquitous need in a wide variety of applications and has received a considerable attention. Unfortunately, the designed linear time algorithms for optimal bounding volumes require mathematical sophistication, their implementation is not easy, and furthermore the constants of proportionality in their complexities are generally large. This is why in practice only near-optimal bounding regions are computed at run time. In our implementation we use the near-optimal spheres described in [24] , but obviously other alternatives, and even combinations of them, are possible (fig. 2) .
The first step of the subdivision approach consists of obtaining the distance bounds between all pairs of patches. To avoid the quadratic complexity of this initial step we use a variation of the sweep-and-prune technique described in [4] to find the initial set of candidates in nearly linear time.
The recursive subdivision of two B6zier patches first requires selecting the necessary level of subdivision at which a point on the subdivided patches can be refined by local methods to give the exact solution. Fortunately, the number of subdivisions needed to give an excellent degree of accuracy is, in practice, very small. Subdivision is robust but computationally expensive compared to solutions based on a hierarchy of bounding volumes. Nevertheless, it allows us to easily introduce the collinearity condition as explained in the next section.
Searching for collinear normals
The closest points of two surfaces satisfy the necessary condition that their normals are aligned and opposite in direction. From the surface intersection literature, it is well known that for two surfaces to intersect in a loop there must be a collinear normal between them 1171. Thus, much of the literature in this area has been very helpful in coming up with a technique that combines this necessary condition with the basic upper/lower bound subdivision algorithm.
As a consequence of the collinearity condition, if patches F1(s,t) and F2(s,t) contain the nearest points, then the projections onto the unit sphere of N1 and -N2 overlap. This condition can be tested by computing the control points of each of the pseudonormal patches and checking, using linear programming, whether they can be separated by a plane passing through the origin. If this test fails, the corresponding Gaussian maps might overlap, and the corresponding patches can be further subdivided. Since computing the control points of the orientation patch is linear with the total number of original control points and determining the existence of a separating plane is also linear, the overall complexity of this operation is linear. Although this is clear and simple, a different approach has been finally adopted for the reason given below.
Although a tight bound on the orientations of the normals to F can be obtained by considering the controls points of N,,t, a cheaper solution consists in individually bounding the orientations of F, and Ft and then computing the region that contains any cross product between a vector in both regions.
Based on the fact that F, is a rational BBzier patch of degree (2m -2) x 272, a near-optimal algorithm to obtain a cone that bounds the orientations of F, in linear time with the number of control points of F is The cone bounding the resulting control points, or s cone, will bound the direction of all the iso-parameter curves on the surface. If this cone is translated so that its vertex lies on any point on the surface, the cone will bound the curve which passes through that point. Given the s and t cone, the cone which contains any cross product between a yector in the s cone and the vector in the t cone is computed. This leads to a conservative normal cone whose axis is mutually perpendicular to the s and t cone axes (fig. 3b) Now, depending on the relative orientation between patches, we can assign signed bounds. Consider the patches F1 and F'. Let S(F1) and S(F') denote the smallest spheres bounding their control points (and thus the patches themselves). Also let C(N1) and C(N') denote the cones bounding their associated pseudo-normal patches and C(N") the cone bounding all possible vectors emanating from a point on F1 and pointing to a point on F2 (which can be approximated from S(F') and S(F2)). Then, the distance D between F1 and F2 will be bounded as follows: 
then we obtain the largest interval:
where ra. and r b are the radii of S(F') and S(F2), respectively, and d the distance between their centres. If none of the four above situations arise, the pair of patches formed by F' and F2 can be removed from the list of candidates. Now, the subdivision strategy proceeds as explained above, the only difference being that bounds are signed and the sought points, which are bound to satisfy the collinearity condition, must realize the minimum absolute distance. Subdivision ends when the computed spheres or orientation cones are small enough. Thus, the introduction of orientation cones also avoids the unnecessary subdivision carried out by the basic upper-lower subdivision strategy in many degenerate cases.
Conclusions
The typical degree of the patches involved in most model descriptions are bicubic (16 control points). For example, a torus is described using eight rational B6zier patches. The general expressions for the control points of subdivided patches and control points of the derivative patches -which can be found in [6] and [18] , respectively -have been particularized to bicubic patches.
The whole algorithm is being implemented using ACIS [5]. Preliminary results confirm that the introduction of the collinearity condition speeds up the convergence of the subdivision approach and compares favorably to the approaches based on hierarchical representations, at least in degenerate configurations.
Finally, the way the orientations cones intersect provides valuable information on where to subdivide the patches. Adaptive subdivisions based on this or other informations is a point that deserves further attention.
