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a b s t r a c t
An inverse problemof spectral analysis is studied for Sturm–Liouville differential operators
on a A-graph with the standard matching conditions for internal vertices. The uniqueness
theorem is proved, and a constructive solution for this class of inverse problems is
obtained.
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1. Introduction
We study an inverse spectral problem for Sturm–Liouville differential operators on the so-called A-graphs (for the
definition, see below). Inverse problems consist in recovering operators from their spectral characteristics. The main results
on inverse spectral problems on an interval are presented in [1–3]. Inverse problems for differential operators on graphs
(spatial networks) often appear in the natural sciences and engineering (see [4,5] and the references therein). In particular,
sometimes it is possible tomeasure not only spectra related to the whole spatial networks but also spectra of networks with
Dirichlet conditions for some of fixed internal vertices.
For studying inverse spectral problems on graphs, the method of spectral mappings [6] is an effective tool. In particular,
by this method, inverse problems of recovering coefficients of differential operators on trees (i.e. on graphs without cycles)
were investigated in [7,8] and other works. In [9] the inverse problem is solved for graphs having only one cycle. In this work
we study more general graphs with an arbitrary number of cycles. This produces new qualitative difficulties in studying the
inverse problem. For this class of graphs we give a formulation and obtain the solution of the inverse spectral problem.
We prove the corresponding uniqueness theorem and provide a constructive procedure for the solution of this class of
inverse problems. For solving the inverse problem we develop ideas of the method of spectral mappings [6]. We note that
the results and the methods of the theory of inverse spectral problems can be useful for investigating inverse problems for
partial differential equations (see [3]). With reference to inverse problems for partial differential equations see monographs
[10–13] and the references therein.
Consider a compact connected graph G in R` with the set of edges E = {e1, . . . , es}, the set of verticesV = {v1, . . . , vm},
and with themap σ which assigns to each edge ej ∈ E an ordered pair of (possibly equal) vertices: σ(ej) := [u2j−1, u2j], uj ∈
V . The vertices u2j−1 =: σ−(ej) and u2j =: σ+(ej) are called the initial and terminal vertices of ej, respectively. The points
U := {uj}j=1,2s are called the endpoints for E . Each vertex v ∈ V generates the equivalence class (which is denoted by
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the same symbol v): v = {uj1 , . . . , ujν } such that v = uj1 = · · · = ujν . In other words, the set of endpoints U is
divided into m equivalence classes v1, . . . , vm. The number of endpoints in the class vk is called the valency of vk, and is
denoted by val(vk). The vertex vk ∈ V is called a boundary vertex if val(vk) = 1. All other vertices are called internal. Let
V0 = {v1, . . . , vp} be the boundary vertices, and let V1 = {vp+1, . . . , vm} be the internal vertices. The edge ej is called
a boundary edge if one of its endpoints belongs to V0. All other edges are called internal. Let E0 = {e1, . . . , ep} be the
boundary edges, and vk ∈ ek for k = 1, p. Let lj be the length of the edge ej. Each edge ej ∈ E is parameterized by the
parameter xj ∈ [0, lj] such that the initial point u2j−1 corresponds to xj = 0, and the terminal point u2j corresponds to
xj = lj. Let Sj(xj, λ), Cj(xj, λ), j = 1, s, xj ∈ [0, lj], be the solutions of Eq. (1) on the edge ej with the initial conditions
Sj(0, λ) = C ′j (0, λ) = 0, S ′j (0, λ) = Cj(0, λ) = 1. For each fixed xj ∈ [0, lj], the functions S(ν)j (xj, λ), C (ν)j (xj, λ), ν = 0, 1,
are entire in λ of order 1/2.
A chain of edges bk = {bk1, . . . , bk,ηk}, bkj ∈ E is called a cycle if it forms a closed curve. The point wk := σ−(bk1)
is called the initial point of the cycle bk. If ηk = 1 (i.e. the chain consists of only one edge), then the cycle is called a
boundary.We enumerate the edges as follows:E1 = {e1, . . . , er} are the so-called simple edges (they are not a part of cycles);
E2 = {er+1, . . . , es} are the edgeswhich form the set of cyclesB := {bk}k=1,N . Elements of the set E := E1∪B, E := {Ek}k=1,r+N
are called a-edges. An a-edge Ek ∈ E is called adjacent to v ∈ V if v ∈ Ek. Denote by R(v,G) the set of a-edges of G which
are adjacent to v. As an example, one can consider the graph with s = 5, p = r = 2, N = 2, m = 4, v1 = {u1}, v2 =
{u4}, v3 = {u3, u5, u6, u7, u10}, v4 = {u2, u8, u9}. The graph has two cycles b1 = {e4, e5} and b2 = {e3}.
We assume that if bk, bj ∈ B, k 6= j, and bk ∩ bj 6= ∅, then bk ∩ bj = v ∈ V1, i.e. each two cycles can have at most
one common point. Such graphs are called A-graphs. For definiteness, let p > 1 (the cases p = 0 and p = 1 require slight
modifications; they will be considered separately). Let us take the boundary vertex vp as a root. The corresponding edge ep
is called the rooted edge. We agree that if ej ∈ E1 is a simple edge, then the endpoint u2j is nearer to the root than u2j−1, and
if bk ∈ B is a cycle, then the initial pointwk is nearer to the root than other points of bk.
Fix Ek ∈ E. The minimal number ωk of a-edges between the rooted edge and Ek (including Ek) is called the order of Ek.
The order of the rooted edge is equal to zero. The number ω := maxEk∈E ωk is called the order of the graph G. We denote by
E (µ), µ = 0, ω, the set of a-edges of order µ.
An integrable function Y on G may be represented as Y = {yj}j=1,s, where the function yj(xj), xj ∈ [0, lj], is defined on
the edge ej. For continuously differentiable Y we define
Y|u2j−1 := yj(0), Y|u2j := yj(lj), ∂Y|u2j−1 := y′j(0), ∂Y|u2j := −y′j(lj).
If v ∈ V , then Y|v = 0 means Y|uj = 0 for all uj ∈ v. Let q = {qj}j=1,s be an integrable real-valued function on G; q is called
the potential. Consider the following differential equation on G:
− y′′j (xj)+ qj(xj)yj(xj) = λyj(xj), xj ∈ [0, lj], j = 1, s, (1)
where functions yj, y′j, j = 1, s, are absolutely continuous on [0, lj] and satisfy the following matching conditions (MC) in
each internal vertex vξ ∈ V1:
Y|ui = Y|uj for all ui, uj ∈ vξ ,
∑
ui∈vξ
∂Y|ui = 0. (2)
Fix cycle bk ∈ Bwith the initial pointwk ∈ U . If (2) holds for the set U \ {wk}, we will call these conditions thewk-MC.
Let us consider the boundary value problem L0(G) for Eq. (1) with MC (2) and with the Dirichlet boundary conditions at
the boundary vertices V0:
Y|vj = 0, j = 1, p. (3)
We also consider the boundary value problems Lk(G), k = 1, p− 1, for Eq. (1)withMC (2) andwith the boundary conditions
∂Y|vk = 0, Y|vj = 0, j = 1, p \ k. Let Lξν(G), ξ = 1,N, ν = 0, 1, be the boundary value problem for Eq. (1) with wξ -MC
and with the boundary conditions ∂νY|wξ = 0, Y|vj = 0, j = 1, p, where ∂0Y := Y , ∂1Y := ∂Y . Denote byΛk = {λkn}n≥1
and Λξν = {λξνn}n≥1 the eigenvalues (counting with multiplicities) of Lk(G) and Lξν(G), respectively. The inverse problem is
formulated as follows.
Inverse problem 1. Given the spectraΛk, k = 0, p− 1, andΛξν, ξ = 1,N, ν = 0, 1, construct the potential q on G.
This inverse problem is a generalization of the classical inverse problems for Sturm–Liouville operators on an interval
and on trees. The solution of this inverse problem is provided in Section 3 (see Theorem 2).
2. Auxiliary propositions
Let Y = {yj}j=1,s be a solution of Eq. (1) on G. Then
yj(xj, λ) = aj1(λ)Cj(xj, λ)+ aj2(λ)Sj(xj, λ), j = 1, s, (4)
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where aj1(λ) and aj2(λ) do not depend on xj. Substituting (4) into (2) and (3), we get a linear algebraic system s0 with respect
to aj1(λ), aj2(λ), j = 1, s. The determinant ∆0(λ,G) of system s0 is an entire function of order 1/2. The zeros of ∆0(λ,G)
coincide with the eigenvalues of L0(G). The function ∆0(λ,G) is called the characteristic function for L0(G). Analogously we
define the characteristic functions∆k(λ,G), k = 1, p− 1 of the boundary value problems Lk(G). Since xk = 0 at vk, it follows
that∆k(λ,G) is obtained from∆0(λ,G) by the replacement of S
(ν)
k (lk, λ), ν = 0, 1, with C (ν)k (lk, λ). Denote by∆ξν(λ,G) the
characteristic functions of Lξν(G).
Let ek, k = p, r , be a fixed simple edge, and let v = σ−(ek) ∈ V be the initial point of ek. The vertex v divides the graph
G into two parts: G = Q ∪ Gˆ, where Q ∩ Gˆ = v, Gˆ ∩ R(v,G) = ek. Then Q = ⋃Ei∈R(v,Q ) Qi, Ei ∈ Qi, ⋂Ei∈R(v,Q ) Qi = v.
Consider the boundary value problem L0(Q , v) for Eq. (1) on Q with MC (2) for vξ ∈ V1 \ {v} and with the boundary
conditions Y|vj = 0, vj ∈ V0 ∪ {v}. Let ∆0(λ,Q , v) be the characteristic function for L0(Q , v). Expanding the determinant
∆0(λ,G) of system s0 with respect to the columns corresponding to the edges of Gˆ, we obtain the following relations.
Case 1. Let v be an internal vertex of Q . Then
∆0(λ,G) = ∆0(λ, Gˆ)∆0(λ,Q )+∆k(λ, Gˆ)∆0(λ,Q , v),
∆j(λ,G) = ∆0(λ, Gˆ)∆j(λ,Q )+∆k(λ, Gˆ)∆j(λ,Q , v), ej ∈ E0 ∩ Q .
}
(5)
Case 2. Let v be a boundary vertex of Q , i.e. R(v,Q ) =: ei ∈ E1 consists of one simple edqe ei, and v = σ+(ei). Then
∆0(λ,G) = ∆0(λ, Gˆ)∆i(λ,Q )+∆k(λ, Gˆ)∆0(λ,Q ),
∆j(λ,G) = ∆0(λ, Gˆ)∆ij(λ,Q )+∆k(λ, Gˆ)∆j(λ,Q ), ej ∈ E0 ∩ Q .
}
(6)
Here ∆ij(λ,Q ) is the characteristic function of the boundary value problem Lij(Q ) which is obtained from L0(Q ) by the
replacement of the Dirichlet boundary conditions at the boundary vertices σ−(ej) and σ+(ei), with the Neumann conditions.
Therefore, ∆ij(λ,Q ) is obtained from ∆0(λ,Q ) by the replacement of S
(ν)
j (lj, λ), ν = 0, 1, with C (ν)j (lj, λ) and by the
replacement of Si(li, λ), Ci(li, λ), with S ′i (li, λ), C
′
i (li, λ), respectively.
3. Solution of the inverse problem
Fix k = 1, p− 1, and consider the auxiliary inverse problem on the edge ek, which is called IP(ek,G): Given∆0(λ,G) and
∆k(λ,G), construct the potential q on ek.
LetΦk = {Φkj}j=1,s be the solution of Eq. (1) on G satisfying MC (2) and the boundary conditions
Φk|vj = δkj, j = 1, p, (7)
where δkj is the Kronecker symbol. DefineMk(λ) := ∂Φk|vk = Φ ′kk(0, λ). The functionMk(λ) is called theWeyl functionwith
respect to the boundary edge ek. PutM0kj(λ) = Φ ′kj(0, λ),M1kj(λ) = Φkj(0, λ), j = 1, s. Then
Φkj(xj, λ) = M1kj(λ)Cj(xj, λ)+M0kj(λ)Sj(xj, λ), j = 1, s. (8)
Substituting (8) into (2) and (7) we obtain a linear algebraic system sk with respect to M0kj(λ),M
1
kj(λ), j = 1, s. The
determinant of sk is∆0(λ,G). Solving system sk byusing Cramer’s ruleweobtainMνkj(λ) = ∆νkj(λ,G)/∆0(λ,G), ν = 0, 1, j =
1, s, where the determinant ∆νkj(λ,G) is obtained from ∆0(λ,G) by the replacement of the column which corresponds to
Mνkj(λ)with the column of free terms. In particular,
Mk(λ) = −∆k(λ,G)/∆0(λ,G), k = 1, p− 1. (9)
Let λ = ρ2, Im ρ ≥ 0, and let λ0kn = (ρ0kn)2 be the eigenvalues of the boundary value problem Lk(G) with the zero
potential q = 0. We will denote this boundary value problem by L0k(G.) Let∆0k(λ,G) be the characteristic function of L0k(G).
The following properties hold for the eigenvalues of the boundary value problems Lk(G).
(1) There exists h > 0 such that the eigenvalues λkn = ρ2kn lie in the domain |Im ρ| < h.
(2) The number Nξk of zeros of ∆k(λ,G) in the rectangle Πξ = {ρ : |Im ρ| ≤ h, Re ρ ∈ [ξ, ξ + 1]} is bounded with
respect to ξ .
(3) For n→∞, ρkn = ρ0kn + O((ρ0kn)−1).
The characteristic functions∆ξν(λ,G)have similar properties. UsingHadamard’s factorization theoremand the properties
of the characteristic functions, one can show that the specification of the spectrumΛk = {λkn}n≥1 uniquely determines the
characteristic function∆k(λ,G) (see [14] for details). Analogously, the specification of the spectrumΛξν = {λξνn}n≥1 uniquely
determines the characteristic function∆ξν(λ,G).
Let us now formulate the uniqueness theorem for the solution of the inverse problem IP(ek,G). For this purpose together
with qwe consider a potential q˜. Everywhere below if a symbolα denotes an object related to q, then α˜ denotes the analogous
object related to q˜.
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Theorem 1. Fix k = 1, p− 1. If ∆0(λ,G) ≡ ∆˜0(λ,G) and∆k(λ,G) ≡ ∆˜k(λ,G), then qk(xk) = q˜k(xk) a.e. on [0, lk].
This theoremwas proved in [14]. Using themethod of spectral mappings [6] for the Sturm–Liouville operator on the edge
ek one can get a constructive procedure for the solution of the inverse problem IP(ek,G). Here we only explain ideas briefly;
for details and proofs see [6]. Take q˜ = 0. Then S˜k(xk, λ) = sin ρxkρ . Fix k = 1, p− 1. Define λ′ = minl≥1(λ0l, λ˜0l) and take a
fixed δ > 0. In the λ-plane we consider the contour θ (with counterclockwise circuit) of the form θ = θ+ ∪ θ− ∪ θ ′, where
θ± = {λ : ±Im λ = δ; Re λ ≥ λ′}, θ ′ = {λ : λ−λ′ = δ exp(iα), α ∈ (pi/2, 3pi/2)}. For each fixed xk ∈ [0, lk], the function
Sk(xk, λ) is the unique solution of the following linear integral equation:
Sk(xk, λ) = S˜k(xk, λ)+ 12pi i
∫
θ
D˜k(xk, λ, µ)Sk(xk, µ)dµ, (10)
where D˜k(x, λ, µ) =
∫ x
0 S˜k(t, λ)S˜k(t, µ)Mˆk(µ)dt , Mˆk(µ) := Mk(µ) − M˜k(µ). The potential qk on the edge ek can be
constructed from the solution of the integral equation (10) via the formula qk(xk) = 12pi i
∫
θ
(Sk(xk, λ)S˜k(xk, λ))′Mˆk(λ)dλ.
Let bξ = {bξ1, bξ2, . . . , bξ,ηξ } ∈ B be a fixed cycle of G. Consider the following auxiliary inverse problem, which is called
IP(bξ ,G): Given∆
ξ
0(λ,G) and∆
ξ
1(λ,G), construct the potential q on bξ1.
This inverse problem is investigated similarly to IP(ek,G), and can be solved by the same arguments as IP(ek,G).
Descent procedure. Let ek ∈ E (µ) ∩ E1 be a fixed simple edge of order µ, and let v = σ−(ek) ∈ V be the initial point of ek.
The vertex v divides the graph G into two parts G = Q ∪ Gˆ, where Q ∩ Gˆ = v, Gˆ∩ R(v,G) = ek. Then (5)–(6) hold. Suppose
that the potential q is known on Q . Fix ej ∈ E0 ∩ Q . Let∆0(λ,G) and∆j(λ,G) be given.
(1) Solving the algebraic system (5) or (6) we calculate∆0(λ, Gˆ) and∆k(λ, Gˆ).
(2) Solving the inverse problem IP(ek, Gˆ), we construct the potential q on ek.
This procedure of calculating q on ek is called the descent procedure.
Let us provide a procedure for the solution of Inverse problem 1, and establish its uniqueness. Let the spectra Λk, k =
0, p− 1 andΛξν, ξ = 1,N, ν = 0, 1, be given. Then one can uniquely construct the characteristic functions∆k(λ,G), k =
0, p− 1 and ∆ξν(λ,G), ξ = 1,N, ν = 0, 1. The procedure for the solution of Problem 1 consists in the realization of the
so-called Bµ-procedures successively for µ = ω,ω − 1, . . . , 1, 0 where ω is the order of G. Let us describe Bµ-procedures.
The Bω-procedure.
(1) For each fixed simple boundary edge ek ∈ E (ω) ∩ E1, we solve the inverse problem IP(ek,G), and find the potential q
on ek.
(2) For each fixed boundary cycle bξ ∈ E (ω) ∩ B, we solve the inverse problem IP(bξ ,G), and find the potential q on bξ .
Now we carry out Bµ-procedures for µ = 0, ω − 1 by induction. Fix µ = 0, ω − 1, and suppose that Bω, . . . , Bµ+1-
procedures have been already carried out, and the potential q has been constructed for all a-edges Ek ∈ E (ω) ∪ · · · ∪ E (µ+1).
Let us carry out the Bµ-procedure.
The Bµ-procedure.
(1) For each fixed simple boundary edge ek ∈ E (µ) ∩ E1, we solve the inverse problem IP(ek,G), and find the potential q
on ek.
(2) For each fixed simple internal edge ek ∈ E (µ) ∩ E1, we construct q on ek by the descent procedure.
(3) For each fixed cycle bξ = {bξ1, bξ2, . . . , bξ,ηξ } ∈ E (µ) ∩ B, we solve the inverse problem IP(bξ ,G), and find the
potential q on bξ1. By the descent procedure we construct q on bξ2, . . . , bξ,ηξ successively.
Thus, executing successively Bω, Bω−1, . . . , B0-procedures we obtain the solution of Problem 1 and prove its uniqueness,
i.e. the following theorem holds.
Theorem 2. If Λk = Λ˜k, k = 0, p− 1,Λξν = Λ˜ξν, ξ = 1,N, ν = 0, 1, then q = q˜ on G. The solution of Problem 1 can be
obtained by executing successively Bω, Bω−1, . . . , B0-procedures.
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