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Abstract : This paper investigates causal optimal transportation problems, in the framework of two Polish
spaces, both endowed with filtrations. Specific concretizations yield primal problems equivalent to several
classical problems of stochastic control, and of stochastic calculus ; trivial filtrations yield usual problems
of optimal transport. Within this framework, primal attainments and dual formulations are obtained, un-
der standard hypothesis, for the related variational problems. These problems are intrinsically related to
martingales. Finally, we investigate applications to stochastic frameworks. A straightforward equivalence
between specific causal optimization problems, and problems of stochastic control, is obtained. Solutions to a
class of stochastic differential equations are characterized, as optimum to specific causal Monge-Kantorovich
problems ; the existence of a unique strong solution is related to corresponding Monge problems.
Keywords : Stochastic analysis ; Optimal transport ; Stochastic processes ; Malliavin calculus ;
Entropy.
Mathematics Subject Classification : 93E20, 60H30
Over the last decade, connections between optimal transport and stochastic calculus have received
contributions of several origins (among many, see [7], [21], [25], [29]), with applications to fields
such as financial mathematics and stochastic mechanics. Here we establish, and we investigate, an
extension of classical optimal transport, which encompasses applications to stochastic differential
equations, and to stochastic control.
Given two Polish spaces E and S, optimal transport models transformations of a Borel probability
η ∈ PE , to a probability ν ∈ PS , by Borel probabilities on E×S, whose first (resp. second) marginal
is η (resp. ν). The latter set, denoted by Π(η, ν), is called the set of transference plans (or of coupling
plans), from η to ν. To take into account the arrow of time, in this paper, we endow E (resp. S)
with any filtration (Bt(E))t∈I (resp. (Bt(S))t∈I), of its Borel sigma-field, indexed by a same totally
ordered set I. As stated accurately below, within this framework, any transference plan γ ∈ Π(η, ν)
induces canonically a filtration (Gt(γ)) on E. We say that γ is causal if
(Gt(γ)) ⊂ (Bt(E)η),
the name being inherited from adapted, also called causal, processes ; subsequently, Πc(η, ν) denotes
the set of causal transference plans from η to ν. Roughly speaking, in most applications, a causal
transference plan is a transference plan, such that, at any time t ∈ I, the proportion of mass which
is transported to any subset A ∈ Bt(S), of the target space S, can be computed from the information
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available, at time t, on the initial space E ; this information being modeled by the η−completion of
Bt(E). In this paper we consider optimal transportation problems under this constraint.
The structure of the paper is divided in two parts. The first part (Section 1-Section 3) inves-
tigates causal counterparts to Monge-Kantorovich problems, and related optimization problems, in
the analytic framework stated above. Section 1 introduces the notation, and definitions, used in the
whole paper. Topological properties of causal transference plans (Definition 1) are stated in Theo-
rem 1. Without further assumptions, neither on marginals, nor on filtrations, given a non-negative
l.s.c. (lower semi-continuous) cost map c : E × S → R ∪ {+∞}, we obtain the primal attainment
(Corollary 1), for the causal Monge-Kantorovich problem
Pη,ν = inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ Πc(η, ν)}) ,
and the precise dual problem (Theorem 2),
(0.1)
Pη,ν = sup
({∫
S
g(y)dν(y)
∣∣∣∣(g, h) ∈ Cb(S)×Hη,ν : h(x, y) + g(y) ≤ c(x, y), ∀(x, y) ∈ E × S}) ,
Hη,ν denoting a set of maps which expresses the causal constraint, though a penalization of the
cost ; this set is naturally related to martingales. The price to pay, for the generality of (0.1), is
Lemma 3, which extends the usual Kantorovich duality theorem, to a specific set of measurable cost
maps, which are not lower-semicontinuous.
As a common feature, in most applications we encountered, the filtration on S satisfies further
properties, emphasized explicitly in the proof of the celebrated Yamada-Watanabe criterion, on
stochastic differential equations (see Lemma 1.1. p.165 of [12]) ; the latter motivated this work.
Namely, it is induced by a family (ρt)t∈[0,1] of continuous maps, such that ρt : S → S is continuous,
and Bt(S) = ρ−1t (B(S)), for all t ∈ I. It further satisfies the consistency condition
ρs ◦ ρt = ρs∧t,
for all s, t ∈ I, s ∧ t denoting the minimum of s and t, and ◦ denoting the pullback of maps.
To obtain compact statements, we call regular (Definition 3 of Section 3) such filtrations ; it
is of topological origin. This involves further topological properties, inherited from those of the
underlying space S, for several sets of causal transference plans, with applications to optimization
problems ; the latter are investigated in Section 3. Lemma 4 is the key result of this section.
It provides a characterization of causal transference plans within this assumption. Corollary 2
and Corollary 3, which state primal attainment and dual problems to several causal optimization
problems, are obtained from Theorem 2 ; their proofs emphasize the importance to have continuous
and bounded maps in (0.1), which is the main technical issue.
This section enlightens the origin of applications to stochastic control, and to stochastic calculus
investigated subsequently. Indeed, Lemma 4 states that, within this further regularity assumption
on (Bt(S)), a causal transference plan is a transference plans, which satisfies the constraint on
joint laws of pairs of random elements, introduced by Yamada and Watanabe, in the proof of the
above mentioned result (see p.164-166 of [12]). Equivalently, in this case, it is a transference plan,
which preserves martingales, in the precise sense that, the filtered probability space (E×S, (B(E)⊗
B(S))γ , ((Bt(E)⊗Bt(S))γ), γ) is an extension of the filtered probability space (E,B(E)η, (Bt(E)η), η) ;
see Definition 7.1 of [12]. That is, for any (Bt(E)η)−martingale (Mt)t∈I , of the particular formMt =
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Eη[f |Bt(E)η], f ∈ L∞(η), on the complete probability space (E,B(E)η, η), the stochastic process
(Mt ◦ π)t∈I coincides with the (Bt(E) ⊗ Bt(S))γ−martingale (Eγ [f ◦ π|(Bt(E) ⊗ Bt(S))γ ]), on the
complete probability space (E×S,B(E×S)γ , γ); π (resp. ◦) denoting the canonical projection π : E×
S → E (resp. the pullback of maps). Thus, causal optimal transportation problems are intrinsically
related to martingales, and roughly speaking, within this further specific assumption, the originality
of the present paper is to consider optimal mass transportation problems, over transference plans
satisfying this Yamada-Watanabe constraint, or equivalently, preserving those martingales ; this
seams to be new.
The second part of the paper (Section 4-Section 6) investigates equivalences of causal optimization
problems, to problems of stochastic calculus, and of stochastic control. Section 4 is essentially a
reformulation of part of the proof of the Yamada-Watanabe criterion, and of the related results of
[15], within the analytic framework of the first part of the paper. Assuming the weak existence and
weak uniqueness of solutions, Proposition 3 states that, taking suitable spaces and filtrations, given
X , a weak solution to
(0.2) dXt = σt(X)dBt + bt(X)dt;X0 = x,
on a complete stochastic basis (Ω,A, (At)t∈[0,1],P), and τ a (At)−stopping-time (bounded by 1),
resp. (Yt) an (At)−adapted continuous process, the joint law of the pair (X, τ) (resp. (X,Y )) is a
causal transference plan, of the unique law η of solutions to (0.2). Conversely, Proposition 4 states
that, within the same framework, any causal transference plan of η, to any Borel probability on
[0, 1] (resp. on C([0, 1],Rd)), is the joint law of such pairs. We emphasize here that this equivalence
fails, in general, when (At) is not right-continuous, which motivated our framework in subsequent
sections. Section 5 (resp. Section 6) investigates applications of causal optimization problems (resp.
causal Monge-Kantorovich problems) to stochastic control (resp. to stochastic differential equations).
By Section 4, the equivalence is obtained in a systematic way : the processes, or stopping times, of
interest in stochastic frameworks, are represented by the canonical projections of E × S, which is
straightforward.
Under the same assumptions on (0.2) as above, Section 5 investigates the associated optimal
stopping problems, of the form
(0.3) inf EP [ca([X ]τ , τ)] ,
where the optimization is performed on all pairs (X, τ), defined on any complete stochastic basis
(Ω,A, (At)t∈[0,1],P), such that τ (resp. X) is an (At)−stopping time bounded by 1 (resp. is a
solution to (0.2)), and where [X ]τ denotes the process X stopped at τ . Under weak conditions, we
obtain the equivalence of (0.3), with the causal optimization problem
inf
({∫
W×[0,1]
c(x, y)dγ(x, y)
∣∣∣∣∣γ ∈ P [0,1]c (η)
})
,
where P [0,1]c (η) := ∪ν∈P[0,1]Πc(η, ν) denotes causal transference plans, from the law η of solutions
of (0.2), to any Borel probability on [0, 1] (the latter being endowed with a suitable filtration), and
where
c(ω, t) := ca(ω.∧t, t),
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for all (t, ω) ∈ [0, 1] × C([0, 1],Rd).This provides the primal attainment for (0.3), under very weak
assumptions. We relate this to the concomittent paper [1]. The latter, investigates an analytic
approach to optimal SEP (Skorokhod embedding problems) ; in their particular framework, causal
transference plans appear, through objects they call RST and PRST , and the equivalence is achieved
by an auxiliary stopping time ; they obtain highly impressive results, through a sharp investigation
of the geometry of their optimum. Here, we show that the same straightforward representation
by projections, which we encountered in optimal stopping problems, and which we will meet again
in applications to stochastic differential equations, yields a straightforward alternative representa-
tion to extended optimal SEP, which improves [1] ; our representation is straightforward, and in
view of applications to the primal attainment, we are more general. We emphasize here that [1]
motivated us to add general dual formula to this paper. Thus, the related sections are indebted
to [1], and must be compared to it. As far as dual formulas in Polish frameworks are concerned,
in a different framework, which yields more general applications, we follow a similar strategy ; in
applications, the alternative approach we introduce here, which is natural, involves specific technical
difficulties described below. In particular the whole generality of (0.1), which allows applications to
non-Markovian frameworks, requires the specific extension, of the classical Kantorovich duality, by
Lemma 3. Within the framework of Section 4, Corollary 3 can be used to obtain the particular mar-
tingale dual formulas of [1], for generally non-Markovian solutions of (0.2), under the assumptions
of Section 4 ; this is not investigated in this paper.
In Section 6, under technical conditions, settingW := C([0, 1],Rd), and taking suitable filtrations,
we characterize (Theorem 4) the joint law of pairs of processes (X,B), weak solutions to stochastic
differential equations (SDE) of the form
(0.4) dXt = dBt + bt(X)dt;X0 = 0,
as optimum of causal Monge-Kantorovich problems of the form
inf
({∫
W×W
|x− y|2Hdγ(x, y)
∣∣∣∣γ ∈ Πc(µ, ν)}) ,
where µ denotes the law of standard Brownian motions, where ν denotes the law of solutions to (0.4),
which is assumed to be unique, and where |.|H denotes the so-called Cameron-Martin norm. The
pathwise uniqueness for (0.4) is then related to the corresponding causal Monge problem. The
proof relies on an optimal transport formulation, of a well known representation of the relative
entropy with respect to µ (Lemma 5), inherited from a celebrated result of Fo¨llmer ([11]) ; Lemma 5
completes several recent results, mentioned in Section 6. Moreover, the characterization follows from
a straightforward representation of B (resp. of X), by the respective projection on the product space
W×W ; in full consistency with Section 5. By completing the final version of this manuscript, we were
acquainted of the related [17], of stochastic calculus ; the analytic optimal transportation framework
of the present paper should be compared. Excepted results on extensions of filtered probability
spaces, the general functional analytic proofs, of the first part of our paper, still hold if we drop the
condition that I is totally ordered, and that the families (Bt(E)) and (Bt(S)) are increasing ; with
no further condition. However in this case, on suitable spaces, one looses the property to preserve
martingales, which we do not want, since it is the key in applications to stochastic frameworks we
encountered. Finally, the geometry of the optimal transference plans we obtain, is not beyond the
scope of this paper.
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1. Preliminaries and notation
1.1. Framework. In the whole paper, E and S denote two Polish spaces, endowed with filtrations
(Bt(E))t∈I (resp. (Bt(S))t∈I) of their Borel sigma-fields B(E) (resp. (B(S)), indexed by a same
totally ordered set I ; that is, Bs(E) ⊂ Bt(E) ⊂ B(E) for all s ≤ t, and similarly on S. Further
assumptions on spaces, on filtrations, and on I, are stated explicitly, when it is required.
Given a Polish space Z, PZ denotes the set of Borel probabilities on Z. We systematically
endow it with the so-called topology of weak convergence in measure (see [27]), inherited from the
weak−⋆ topology, by identifying PZ to a subset of the dual of Cb(Z) ; the latter is endowed with
the topology of uniform convergence. Given a probability space (Ω,A,P), f⋆P ∈ PZ denotes the
direct image (pushforward), of a probability P , by a measurable map f : Ω→ Z. To handle specific
problems investigated below, given a sigma-field G ⊂ B(E), and η ∈ PE , it is useful to consider its
η−completion, denoted by Gη ; the unique extension of η to B(E)η is still denoted by η. Moreover,
in applications, equivalences between variational problems, involve joint laws of pairs of maps, and
the projections on E × S. For this reason we need the following notation. Given X : Ω→ E (resp.
Y : Ω → S) two measurable maps, defined on a same probability space (Ω,A,P), X × Y denotes
the A/B(E × S) measurable map defined by
(1.5) X × Y : ω ∈ Ω→ (X(ω), Y (ω)) ∈ E × S.
Thus, (X × Y )⋆P is the joint law of the pair (X,Y ). In the whole paper π : (x, y) ∈ E × S → x ∈ E
(resp. π˜ : (x, y) ∈ E × S → y ∈ S) denote the projections on the respective component of E × S.
1.2. Transference plans and the related kernels. Given η ∈ PE , ν ∈ PS , define
(1.6) Π(η, ν) = {γ ∈ PE×S|π⋆γ = η, π˜⋆γ = ν} ,
the set of transference plans from η to ν, and
(1.7) PS(η) := ∪ν∈PSΠ(η, ν).
Recall that, by continuity of the projections, Π(η, ν) and PS(η) are closed. Moreover, together with
Prohorov’s criterion on the Polish space E×S, the inner regularity of marginals implies that Π(η, ν)
is relatively compact, and therefore, compact.
A straightforward way to see transference plans as models of mass transports, is to introduce the
desintegration kernel of γ ∈ Π(η, ν), with respect to the projection on E. We state the definition ;
for further details see [12] (Theorem 3.3. and p.164), or [26] (Chapter I), and the references therein.
Since E and S are Polish spaces, for any γ ∈ Π(η, ν), there exists a map
Θγ : (x,B) ∈ E × B(S)→ Θxγ(B) ∈ R,
which meets the following assumptions
(i) For any x ∈ E, Θxγ ∈ PS .
(ii) For all B ∈ B(S), the map φB : x ∈ E → Θxγ(B) ∈ R is B(E)/B(R)−measurable.
(iii) For all A ∈ B(E), B ∈ B(S),
(1.8) γ(A×B) =
∫
A
Θxγ(B)dη(x).
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It is further said to be unique, in the sense that, if Θ˜ is a kernel which satisfies the same conditions,
then outside a η−negligible set, Θ˜ necessarily coincides with Θγ , as PS−valued maps. Actually,
(1.9) Θxγ(B) = γ(π˜ ∈ B|π = x) η − a.s.,
so that Θxγ(B) is interpreted, as the proportion of mass located at x ∈ E, which is transported to
B ∈ B(S). Subsequently, for convenience of notation,
(1.10) γ =
∫
E
dη(x)δDiracx ⊗Θxγ
denotes that Θγ is a kernel associated to a transference plan γ, as above.
1.3. Deterministic transference plans, and morphisms of probability spaces. Determinis-
tic transference plans naturally model systems, which answer deterministically to a, possibly random,
input ; such plans can be seen as a transport, without splitting the mass from a given point. By
following [23], given (Ω,A,P), a complete probability space, MP((Ω,A), (S,B(S))) (or, when there
are no ambiguity on the underlying space, L0(P , S)), denotes the set of P−equivalence classes of
maps, which is obtained by identifying the A/B(S)− measurable maps f : Ω → S, which coincide
outside P−negligible sets. Taking (Ω,A,P) to be the completed space (E,B(E)η, η), we systemati-
cally endow L0(η, S) with its usual metric topology (see [23]) ; the latter induces the convergence in
probability. Thus, we refer to the latter, as the topology of convergence in probability. Given ν ∈ PS ,
define
R(η, ν) := {U ∈ L0(η, S)∣∣U⋆η = ν} .
By following [23], we call elements of R(η, ν) morphisms of probability spaces. Given U ∈ L0(η, S),
(IE × U)⋆η denotes (IE × fU )⋆η, for any (and then all) B(E)η/B(S)−measurable map fU : E → S,
whose η−equivalence class of maps is U , IE : x ∈ E → x ∈ E denoting the identity map on E. The
continuous injection
(1.11) j : U ∈ L0(η, S)→ (IE × U)⋆η ∈ PE×S
yields the embeddings L0(η, S) →֒j PS(η), and R(η, ν) →֒j Π(η, ν), of morphisms of probability
spaces in transference plans. The set of deterministic transference plans, from η to ν, is the range
j(R(η, ν)) of j|R(η,ν), the restriction of j to R(η, ν) ; below, this notation yields compact statements,
and proofs. Whence, for any U ∈ R(η, ν),
(x,A) ∈ E × B(S)→ δDiracfU (x) (A) := 1A(fU (x)) ∈ R,
is a kernel associated to γ := j(U) by (1.10), for any B(E)η/B(S)−measurable map fU : E → S,
whose η−equivalence class is U .
In stochastic analysis, transformations of measures are usually achieved, on suitable spaces, as
direct images of laws of stochastic processes by morphisms of probability spaces, which satisfy
some further constraints. In particular, those induced by adapted processes are crucial. Causal
transference plans, investigated below, can be seen as an abstraction of the related transference
plans, by further allowing the mass to be splitted ; it will be clear in Section 6.
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2. Causal transference plans, and their optimal transportation problems
As stated accurately by Definition 1, within the Polish framework stated in Section 1, once a
transference plan is given, it induces canonically a filtration on the initial space E. The plan is
causal if its filtration is smaller than the completed reference filtration on E. Definition 1 is natural,
stemming from the functional analytic formulation (Lemma 1) of the Portmanteau theorem on
product spaces ; it yields compact sets (Theorem 1). Whence, under usual assumptions, the primal
attainment is obtained (Corollary 1), for causal Monge-Kantorovich problems. The natural idea, to
handle dual problems, is to penalize cost maps, in order to apply the classical Kantorovich duality
theorem, through a min-max theorem. A specific set of maps (Definition 2) provides a suitable
penalization of the cost (Lemma 2). However it is not l.s.c., so that the usual Kantorovich duality
doesn’t apply. General extensions of the latter require further conditions on marginals, which we do
not want. We rather extend the classical Kantorovich duality to specific cost maps involved in the
penalization (Lemma 3), by Lusin’s theorem. This yields the desired duality formula (Theorem 2),
for arbitrary filtrations of the Borel sigma-fields, under the standard hypothesis of optimal transport
; none further condition is required, neither on filtrations, nor on on marginals.
2.1. Definition, topological properties.
Definition 1. Given η ∈ PE, and ν ∈ PS, let γ ∈ Π(η, ν). For all t ∈ I, Gt(γ) denotes the
η−completion, of the smallest sigma-field on E such that, for any C ∈ Bt(S) of ν−continuity (i.e.
its boundary satisfies ν(∂C) = 0), the map
(2.12) φC : x ∈ E → Θxγ(C) ∈ R
is measurable, Θγ denoting any kernel, associated to γ by (1.10). We call (Gt(γ))t∈I , the filtration
generated by γ on E. The set of causal transference plans (resp. of causals morphisms of filtered
probability spaces), from η to ν, denoted by Πc(η, ν) (resp. by Ra(η, ν)), is defined by
Πc(η, ν) := {γ ∈ Π(η, ν)|Gt(γ) ⊂ Bt(E)η , for all t ∈ I} ,
resp. by
Ra(η, ν) := {U ∈ R(η, ν)|j(U) ∈ Πc(η, ν)} ,
j denoting the map (1.11).
Remark 1. (i) Above, (Gt(γ)) does not depend on the version of the kernel, associated to γ ∈
Π(η, ν) by (1.10). Whence the completion.
(ii) From Definition 1, γ ∈ Π(η, ν) is causal, if and only if, the map φC defined by (2.12) is
Bt(E)η−measurable, for any C ∈ Bt(S) of ν−continuity, for any t ∈ I.
(iii) If Y : Ω → E, and Z : Ω→ S, are two A/B(E)− (resp. A/B(S)−) measurable maps, defined
on a same complete probability space (Ω,A,P), such that (Y × Z)⋆P ∈ Πc(Y⋆P , Z⋆P), then
(Y, Z, (Ω,A,P)) (or (Y, Z) for short) will be called a causal coupling.
Recall that, given η ∈ PE , PS(η), defined by (1.7), is the set of Borel probabilities on E×S, whose
first marginal is η. The following Lemma 1 is a functional analytic formulation of the Pormanteau
theorem on product spaces ; it yields the compactness of causal transference plans with given
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Lemma 1. Given η ∈ PE, ν ∈ PS, and γ ∈ Π(η, ν), a sequence (γn)n∈N ⊂ PS(η) converges to
γ, in the topology of weak convergence in measure, if and only if, for any Borel set B ∈ B(S) of
ν−continuity (i.e. ν(∂B) = 0), the sequence (Θn(B))n∈N converges to Θ(B), in the weak topology
σ(L1(η), L∞(η)) of L1(η), for any (and then for all) kernel Θ (resp., for n ∈ N, Θn) associated to
γ (resp. to γn) by (1.10).
Proof: Taking a set A ∈ B(E) (resp. B ∈ B(S)), of η− (resp. ν−) continuity, from the definition
(see (1.8)), the σ(L1(η), L∞(η))−convergence of (Θn(B)) to Θ(B) yields
γ(A×B) = lim
n→∞
γn(A×B).
From the Portmanteau theorem on product spaces (for instance see Theorem 3.1 of [2]), it implies
the convergence of (γn) to γ. Conversely, denote by Cη the subset of the g ∈ L∞(η) of the form
η − a.s.
(2.13) g =
N∑
i=1
αi1Ai ,
for some N ∈ N, where for all i = 1, ..., N , αi ∈ R, and Ai ∈ B(E) is a set of η−continuity. Cη is
dense in L∞(η) for the (strong) L1(η) topology. Indeed, together with Tietze’s extension theorem,
Lusin’s theorem yields the density of Cb(E) in L
∞(η), for the subspace topology, which is induced
by the strong L1(η)−topology. On the other hand, given f ∈ Cb(E), by the dominated convergence
theorem, a classical argument (for instance see the proof of Theorem 1.1.1 of [26]) ensures the
existence of a sequence (gn)n∈N ⊂ Cη, which converges to f , in the strong L1(η)−topology. Thus,
given ǫ > 0, and X ∈ L∞(η), we take g ∈ Cη of the form (2.13), such that
|X − g|L1(η) ≤ ǫ
2
.
Given a set B ∈ B(S) of ν−continuity, we first obtain
(2.14) |Eη[XΘn(B)]− Eη[XΘ(B)]| ≤ ǫ+
N∑
i=1
|αi||γn(Ai ×B)− γ(Ai ×B)|,
where we used that kernels takes their values in [0, 1], together with the definition of Θn, Θ (see (1.8)),
and g. Recall that η (resp. ν) are the first (resp. second) marginal of γ, and that B (resp. for
all i ∈ [1, N ], Ai) is a set of ν− (resp. η−) continuity. Therefore, together with (2.14), by the
Portmanteau theorem on product spaces, the weak convergence of (γn) to γ yields
(2.15) lim sup |Eη[XΘn(B)−XΘ(B)]| ≤ ǫ.
Since (2.15) holds for any ǫ > 0, and for any X ∈ L∞(η), the proof is complete.
Theorem 1 states topological properties of the sets, introduced by Definition 1.
Theorem 1. For any η ∈ PE, ν ∈ PS, and any filtration (Bt(E))t∈I (resp. (Bt(S))t∈I) of the Borel
sigma-field of E (resp. of S), indexed by a same totally ordered set I,
(i) Πc(η, ν), the set of causal transference plans from η to ν, is a not empty convex set, which is
compact in PE×S, for the topology of weak convergence in measure ;
(ii) Ra(η, ν), the set of causal morphisms of probability spaces from η to ν, is closed in R(η, ν),
endowed with the topology of convergence in probability (see Section 1).
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Proof: As it contains η ⊗ ν, Πc(η, ν) is not empty, while the convexity trivially follows from the
definition. Ra(η, ν) = j−1(Πc(η, ν)), j denoting the continuous map (1.11). Since any compact
set of PE×S is closed, (ii) follows from (i). Moreover, Π(η, ν) being compact, to obtain (i), it is
enough to prove that Πc(η, ν) is closed. Thus, assume that (γn)n∈N ⊂ Πc(η, ν), converges to some
γ ∈ PE×S . Since Π(η, ν) is closed, it contains γ ; Given t ∈ I, Definition 1 yields
(2.16) Θn(B) = Eη [Θn(B)|Bt(E)η] η − a.s.,
for all n ∈ N, and B ∈ Bt(S), which is a set of ν−continuity ; Θ (resp.for all n, by Θn), denoting
any kernel associated to γ (resp. to γn) by (1.10). On the other hand, Lemma 1 implies the weak
L1(η) convergence of (Θn(B)) to (Θ(B)), for all set B ∈ B(S) of ν−continuity. Furthermore, as a
linear map which is strongly continuous, the conditional expectation is weakly continuous in L1(η).
Whence, taking the σ(L1(η), L∞(η))−limit in (2.16), it follows that Θ(B) is Bt(E)η−measurable,
which achieves the proof.
2.2. Primal attainment. Similarly to the usual Monge-Kantorovich problems, together with the
Portmanteau theorem of [27], Theorem 1 yields the primal attainment stated below.
Corollary 1. (Primal attainment) Given
c : E × S → R ∪ {+∞},
a non negative l.s.c. map, for any η ∈ PE, and ν ∈ PS, there exists a γ ∈ Πc(η, ν), which attains
the infimum of
(2.17) inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ Πc(η, ν)}) .
We call (2.17) a causal Monge-Kantorovich problem, and we call
(2.18) PMη,ν := inf
({∫
E
c(x, U(x))dη(x)
∣∣∣∣U ∈ Ra(η, ν)}) ,
the causal Monge problem associated to (2.17).
2.3. Dual problems. The following set of maps, closely related to martingales, is naturally involved
in dual formulations to causal Monge-Kantorovich problems.
Definition 2. For convenience of notations, set Bt0(S) := {∅, S}, and Bt0(E) := {∅, E}, for some
t0 /∈ I. Given η ∈ PE, and ν ∈ PS, we define Hη,ν (resp. Hη) to be the convex subset, of Borel
measurable maps h : E × S → R, of the specific form
(2.19) h =
N∑
i=1
gi ◦ π1Ai ◦ π˜,
where N ∈ N, and where, for some (ti)i=1,...,N ⊂ I ∪ {t0}, (Ai), and (gi), meet the following
assumptions, for all i ∈ I ∪ {t0}:
(i) Ai ∈ Bti(S), and ν(∂Ai) = 0 (resp. Ai ∈ Bti(S)).
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(ii) gi : E → R is a bounded measurable map, such that η − a.s.
(2.20) Xi − Eη[Xi|Bti(E)η] = gi,
for some Xi ∈ L∞(η).
Lemma 2. Given η ∈ PE, and ν ∈ PS, define the map
Ccaus : γ ∈ Π(η, ν)→ Ccaus(γ) := sup
h∈Hη,ν
Ch(γ) ∈ R ∪ {+∞},
where for all h ∈ Hη,ν , Ch denotes the map
Ch : γ ∈ Π(η, ν)→ Ch(γ) := Eγ [h] ∈ R.
The following assertions hold :
(i) For all h ∈ Hη,ν , the map Ch is continuous on Π(η, ν), for the topology of weak convergence
in measure.
(ii) For all h ∈ Hη,ν , and γ ∈ Πc(η, ν), Eγ [h] = 0.
(iii)
(2.21) Ccaus(γ) =
0 if γ ∈ Πc(η, ν)+∞ otherwise .
Proof: Taking h ∈ Hη,ν , it is of the form (2.19), where the Ai are sets of ν−continuity. Thus, for
all γ ∈ Π(η, ν), we have
(2.22) Eγ [h] =
N∑
i=1
Eγ [gi ◦ π1Ai ◦ π˜] =
N∑
i=1
Eη [giΘ(Ai)] ,
where Θ is a kernel associated to γ by (1.10), and where, for all i ∈ [1, N ], (2.20) holds, for some
Xi ∈ L∞(η). Given (γn)n∈N ⊂ Π(η, ν), a sequence of transference plans, which converges to some
γ ∈ PE×S , since Π(η, ν) is closed (and compact), we obtain γ ∈ Π(η, ν). Moreover for all i, Ai is a
set of ν−continuity. Whence, denoting by Θn the kernel associated to γn by (1.10), for all n ∈ N,
Lemma 1 implies the weak L1(η)−convergence of (Θn(Ai)) to Θ(Ai). Since gi ∈ L∞(η), by (2.22)
it yields
Ch(γ) =
N∑
i=1
Eη [giΘ(Ai)] = lim
n→∞
N∑
i=1
Eη[giΘn(Ai)] = lim
n
Ch(γn),
which yields (i). Taking γ ∈ Πc(η, ν), and Θ an associated kernel by (1.10), for all h ∈ Hη,ν of the
form (2.19), by (2.22) we obtain
Eγ [h] =
N∑
i=1
Eη [(Xi − Eη[Xi|Bti(E)η])Θ(Ai)] = 0,
where we used that, since γ is causal, and Ai ∈ Bti(S) is a set of ν−continuity, Θ(Ai) is (Bti(E)η)
measurable, for all i ∈ I. To prove (iii), first notice that, by (ii), the map Ccaus vanishes on
Πc(η, ν). Conversely, taking γ ∈ Π(η, ν) such that Ccaus(γ) = 0, the linearity implies Eγ [h] = 0, for
all h ∈ Hη,ν . Given s ∈ I, and B ∈ Bs(S), a set of ν−continuity, for all A ∈ B(E) we take h ∈ Hη,ν
such that
h := (1A − Eη[1A|Bs(E)η]) ◦ π1B ◦ π˜ γ − a.s..
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Whence, we obtain
0 = Eγ [h] = Eη [(1A − Eη [1A|Bs(E)η])Θ(B)] = Eη [1A (Θ(B)− Eη [Θ(B)|Bs(E)η])] .
The latter holds for all A ∈ B(E), so that Θ(B) is Bt(E)η−measurable. This yields γ ∈ Πc(η, ν) ;
by linearity we obtain (iii).
Remark 2. In particular, for all measurable c : E × S → R ∪ {+∞}, Lemma 2 entails
Pη,ν = inf ({Eγ [c] + Ccaus(γ)|γ ∈ Π(η, ν)}) ,
Pη,ν denoting the infimum of the primal problem (2.17).
Lemma 3. Given a non-negative l.s.c. map c : E × S → R ∪ {+∞}, let η ∈ PE, and ν ∈ PS.
Further consider h : E × S → R, a map which is assumed to be of the specific form
h : (x, y) ∈ E × S → h(x, y) :=
N∑
i=1
Zi(x)1Ai(y) ∈ R,
for some N ∈ N, where, Zi ∈ L∞(η), and where Ai ∈ B(S) satisfies ν(∂Ai) = 0, for all i = 1, ..., N .
Defining
Dhη,ν := sup
({∫
E
f(x)dη(x) +
∫
S
g(y)dν(y)
∣∣∣∣(f, g) ∈ L∞(η)× Cb(S), f ◦ π + g ◦ π˜ ≤ c+ h}) ,
and
P hη,ν := inf
({∫
E×S
(c(x, y) + h(x, y))dγ(x, y) : γ ∈ Π(η, ν)
})
,
we have P hη,ν = D
h
η,ν .
Proof: Since Dhη,ν ≤ P hη,ν follows from the definition, it is enough to prove the converse inequality.
Henceforth, take ǫ > 0, and for convenience of notation, define B := maxi=1,...,N |Zi|L∞(η). Since
Zi ∈ L∞(η), applying Lusin’s theorem, together with Tietze’s extension theorem, we obtain the
existence of Zǫi ∈ Cb(E), such that
(2.23) |Zǫi |L∞(η) ≤ B,
for all i = 1, ..., N , and
(2.24) max
i=1,...,N
|Zi − Zǫi |L1(η) ≤
ǫ
3N
.
On the other hand,
1Ai(y) =↓ limn→∞
(
1
1 + dS(y,Ai)
)n
,
for all y ∈ S, and i = 1, ..., N . Whence, the dominated convergence theorem ensures the existence
of gǫi ∈ Cb(S), such that
(2.25) 1 ≥ gǫi ≥ 1Ai ≥ 1Ai ,
and
(2.26) |gǫi − 1Ai |L1(ν) ≤
ǫ
3NB
,
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for all i = 1..., N . Since y ∈ S → 1 ◦
Ai
(y) ∈ R is a non-negative l.s.c. map, together with the
dominated convergence theorem, Moreau-Yosida’s approximations (see Lemma 4.4 of [22]) ensure
the existence, of a Lipschitz continuous bounded map Gǫi ∈ Cb(S), which satisfies
(2.27) Gǫi ≤ 1 ◦
Ai
≤ 1Ai
and
(2.28) |Gǫi − 1 ◦
Ai
|L1(ν) ≤ ǫ
3NB
,
for all i = 1..., N . Define Fǫ :=
∑N
i=1 |Zǫi − Zi|, Gǫ := B
∑N
i=1(g
ǫ
i −Gǫi), and hǫ : (x, y) ∈ E × S →
hǫ(x, y) :=
∑N
i=1 Z
ǫ
i (x)g
ǫ
i (y) ∈ R. In particular, (Fǫ, Gǫ, hǫ) ∈ L∞(η) × Cb(S) × Cb(E × S). From
the definitions, (2.23), (2.25), and (2.27) yield
(2.29) |hǫ(x, y)− h(x, y)| ≤ Fǫ(x) +Gǫ(y),
for all (x, y) ∈ E × S. Since, ν(∂Ai) = 0, we obtain 1 ◦
Ai
= 1Ai ν − a.s., for all i = 1, ..., N .
Thus, (2.26), (2.27), and (2.28) yield
(2.30) Eη[Fǫ] + Eν [Gǫ] ≤ ǫ.
By (2.29) and (2.30), for any γ ∈ Π(η, ν), we obtain
P hη,ν ≤ Eγ [c+ h] ≤ Eγ [c+ hǫ] + ǫ,
so that
(2.31) P hη,ν ≤ P ǫ + ǫ,
where P ǫ := infγ∈Π(η,ν)Eγ [c+hǫ]. By definition of (g
ǫ
i ), h
ǫ, and by (2.23), the classical Kantorovich
duality theorem (see Theorem 5.1 of [32], or [22]) yields the existence of (f, g) ∈ Cb(E)×Cb(S) such
that
(2.32) Eη[f ] + Eν [g] ≥ P ǫ − ǫ,
and
(2.33) f(x) + g(y) ≤ c(x, y) + hǫ(x, y),
for all x ∈ E, y ∈ S. Define f˜ := f − Fǫ ∈ L∞(η), and g˜ := g − Gǫ ∈ Cb(S). By (2.29) and (2.33)
we obtain
f˜(x) + g˜(y) ≤ c(x, y) + h(x, y),
for all (x, y) ∈ E × S. Whence,
Dhη,ν ≥ Eη[f˜ ] + Eν [g˜] ≥ P ǫ − 2ǫ ≥ P hη,ν − 3ǫ,
follows from (2.30), (2.31), and (2.32), for all ǫ > 0 ; the proof is achieved.
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Theorem 2. Given a non-negative l.s.c. map c : E × S → R ∪ {+∞}, for η ∈ PE and ν ∈ PS , we
have
(2.34) Pη,ν = Dη,ν ,
where
(2.35) Dη,ν := sup
({∫
S
g(y)dν(y)
∣∣∣∣(g, h) ∈ Cb(S)×Hη,ν : g ◦ π˜ + h ≤ c}) ,
and where
Pη,ν := inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ Πc(η, ν)}) .
Proof: By (ii) of Lemma 2, Dη,ν ≤ Pη,ν . Since Πc(η, ν) is compact (Theorem 1), taking Moreau-
Yosida’s approximation’s (see Lemma 4.4 of [22]), it is enough to prove the converse inequality for
c : E × S → R, continuous and bounded. Assuming that c ∈ Cb(E × S), Lemma 2 yields
Pη,ν = inf
γ∈Π(η,ν)
sup
k∈Hη,ν
F (γ, k) ∈ R,
where F : (γ, k) ∈ Π(η, ν) × Hη,ν → Eγ [c + k] ∈ R. For all γ ∈ Π(η, ν) (resp. k ∈ Hη,ν), F (γ, .)
(resp. F (., k)) is concave (resp. convex and l.s.c.), on the convex set Hη,ν (resp. on the compact
convex set Π(η, ν)). Indeed, by (i) of Lemma 2 (resp. by the Portmanteau theorem of [27]), the
map γ ∈ Π(η, ν) → Eγ [k] ∈ R (resp. C : γ ∈ PE×S → C(γ) := Eγ [c] ∈ R) is continuous, so that
F (., k) is continuous. Therefore, by a classical result of convex analysis (for instance Theorem 2 of
[8]), we obtain
(2.36) Pη,ν = inf
γ∈Π(η,ν)
sup
k∈Hη,ν
F (γ, k) = sup
k∈Hη,ν
inf
γ∈Π(η,ν)
F (γ, k).
By Lemma 3, given ǫ > 0, (2.36) ensures the existence of k ∈ Hη,ν , f ∈ L∞(η), g˜ ∈ Cb(S) such that
(2.37) f(x) + g˜(y) ≤ c(x, y) + k(x, y),
for all (x, y) ∈ E × S, and
(2.38) Eη[f ] + Eν [g˜] ≥ Pη,ν − ǫ.
Define h : (x, y) ∈ E × S → h(x, y) = f(x) − Eη[f ] − k(x, y) ∈ R, and g(y) = Eη[f ] + g˜(y). Thus,
h ∈ Hη,ν , and g ∈ Cb(S). By (2.37) and (2.38), it yields
Dη,ν ≥ Eν [g] = Eη[f ] + Eν [g˜] ≥ Pη,ν − ǫ,
for all ǫ > 0, which proves the claim.
3. Causal optimization problems, under regularity assumptions
Under further assumptions on (Bt(S)), we consider several causal optimization problems. To
obtain compact statements, we call a regular filtration (Definition 3), any filtration which meets some
assumptions of topological origin, which are satisfied in most situations encountered in applications.
On the contrary, in view of applications, the filtration on the first space (Bt(E)) is still assumed
to be any filtration of the Borel sigma-field on E. Thus, the range of this section is not limited to
stochastic analysis, and encompasses purely analytic frameworks, such as E = S = R with suitable
filtrations (see Example 1). Lemma 4, which is the key result of this section (resp. Proposition 2),
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characterizes causal transference plans (resp. couplings), in the particular case where (Bt(S)) is
regular. The assumptions on filtrations allow some communication of the topological properties of
the underlying Polish space S, to the topology of several sets of transference plans (Theorem 3),
through Lemma 4 ; the latter encapsulates the effects of the filtration’s regularity. This yields the
primal attainment, and the existence of dual formulations, to several problems of causal optimization
(Corollary 3). Dual formulations are derived from Theorem 2, by substituting for Hη,ν , the set Hη,
which does not depend on the second marginal.
3.1. Assumptions on (Bt(S)). In view of applications, the following assumption on filtrations
on S is crucial. The notation of Definition 3 is inherited from [12] p.165, which emphasizes these
properties.
Definition 3. We say that a filtration (Bt(S))t∈I , of the Borel sigma field of a Polish space S, is a
regular filtration, if there exists a family (ρt)t∈I of maps which meets the following assumptions
(i) For all t ∈ I the map ρt : S → S is continuous, and
Bt(S) = ρ−1t (B(S)).
(ii) ρs ◦ ρt = ρs∧t, for all s, t ∈ I, where s ∧ t := min(s, t).
(iii) There exists some tf ∈ I, such that ρtf = IS ; the identity map on S.
In this case we say that (Bt(S)) is induced by the consistent family of continuous map (ρt)t∈I .
Moreover, in this case, if I := [0, 1], and if the map ρ : (t, y) ∈ [0, 1]× S → ρt(y) ∈ S is continuous,
then we say that (Bt(S)) is completely regular.
Assume that S is endowed with a regular filtration (Bt(S))t∈I , and that (Ω,A,P) is a complete
probability space, with a P−complete filtration (At)t∈I , not necessarily right-continuous. To shorten
subsequent statements, we say that a A/B(S)−measurable map X˜ : Ω → S, is an (At)−adapted
map, if
X˜−1(Bt(S)) ⊂ At,
for all t ∈ I; such maps are usually handled in stochastic analysis, to perform transformations
of measures. If I = [0, T ], for some T > 0, then by following [14], for convenience of notation,
by a complete stochastic basis (Ω,A, (At)t∈I ,P), we mean a complete probability space (Ω,A,P),
together with a filtration (At), such that At ⊂ A, for all t ∈ I, which further satisfies the usual
conditions (i.e. it is P−complete, and right-continuous ; At = At+, for all t ∈ I).
Example 1. (i) Setting I := R ∪ {+∞}, we have Bt(R) = ρRt −1(B(R)), where
(3.39) Bt(R) := σ((−∞, a], a < t),
and where ρRt denotes the continuous map
ρRt : s ∈ R→ s ∧ t ∈ R,
for all t ∈ I. Thus, (Bt(R))t∈I is a regular filtration.
(ii) Given T > 0, B([0, T ]) denotes the usual sigma-field on [0, T ], which is the trace of B(R) on
[0, T ]. We have, Bt([0, T ]) = ρ[0,T ]t
−1
(B([0, T ])) , where Bt([0, T ]) denotes the trace of Bt(R)
on [0, T ], and where
ρ
[0,T ]
t : s ∈ [0, T ]→ s ∧ t ∈ [0, T ],
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for all t ∈ [0, T ]. Take (Ω,A, (At)t∈[0,T ],P), a complete probability space, with a P−complete
filtration (At), such that At ⊂ A, for all t ∈ [0, T ]. A A/B([0, T ])-measurable map τ : ω ∈
Ω → τ(ω) ∈ [0, T ] is (At)−adapted, if and only if, {τ < t} ∈ At, for all t ∈ [0, T ] iff τ is
an (At+)−stopping time (bounded by T ). In particular, if (Ω,A, (At)t∈[0,T ],P) is a complete
stochastic basis, then τ is an (At)−stopping time, if and only if, τ is an (At)−adapted map. By
considering [0,∞] with its usual compact Polish structure, this extends to unbounded stopping
times.
(iii) The space Rn, for some n ∈ N, with I := {1, ..., n} is naturally endowed with the filtration
(Bt(Rn))t∈I , which is defined by Bt(Rn) := σ(πi, i ≤ t), for t ∈ I, where πi : (x1, ..., xn) ∈ Rn →
xi ∈ R denotes the canonical projection on the i− th component. Defining, the continuous map
ρnt : x ∈ Rn → (x1, ..., xt, 0, ..., 0) ∈ Rn,
we obtain Bt(Rn) = (ρnt )−1(B(Rn)), for all t ∈ I. If X : Ω → Rn denotes a measurable map,
on a complete probability space (Ω,A,P), with a P−complete filtration (At)t∈I of A, define
Xt := πt ◦X, for all t ∈ I. Thus, (Xt)t∈I is a stochastic process, on this probability space, and
X−1(Bt(Rn)) ⊂ At, for all t ∈ I, if and only if, Xt is At−measurable, for all t ∈ I.
(iv) On [0, T ]n (cartesian product), for some n ∈ N, the filtration (Bt([0, T ]n))t∈[0,T ] defined by
Bt([0, T ]n) := Bt([0, T ])⊗ ...⊗Bt([0, T ]), for all or all t ∈ [0, T ], is a regular filtration. Indeed,
ρ˜t : (s1, ..., sn) ∈ [0, T ]n → (s1 ∧ t, ...sn ∧ t) ∈ [0, T ]n
yields (Bt([0, T ]n)) = (ρ˜−1t (B([0, T ]n))). Define
U := τ1 × ...× τn : ω ∈ Ω→ (τ1(ω), ..., τn(ω)) ∈ [0, 1]n,
where τi : Ω→ [0, T ] is some A/B([0, T ])−measurable map on a complete stochastic basis (Ω,A
, (At)t∈[0,T ],P). All the (τi) are (At)-stopping times (bounded by T ), if and only if, U is a
(At)−adapted map. It extends to unbounded stopping times using the remark in (ii).
(v) In this paper, W denotes the space C([0, 1],Rd), of Rd−valued continuous maps on [0, 1],
endowed with the norm of uniform convergence. In stochastic calculus, each ω ∈ W models
a sample path, of a Rd−valued continuous process, on the interval of time [0, 1]. The natural
filtration (B0t (W ))t∈[0,1] is defined by setting B0t (W ) := σ(Ws, s ≤ t), for t ∈ [0, 1], where Wt is
the map
Wt : ω ∈W →Wt(ω) := ω(t) ∈ Rd,
for t ∈ [0, 1]. Given η ∈ PW , (Wt)t∈[0,1] defines the so-called evaluation process on the proba-
bility space (W,B(W )η, η). Setting
ρWt : ω ∈W → ω.∧t ∈W,
yields B0t (W ) = ρWt −1(B(W )), for all t ∈ [0, 1], so that (B0t (W ))t∈[0,1] is a regular filtra-
tion. Moreover, it is completely regular. Further considering a complete stochastic basis
(Ω,A, (At)t∈[0,1],P), and a measurable map X : Ω→W , define
Xt : ω ∈ Ω→ (Wt ◦X)(ω) := Wt(X(ω)) ∈ Rd,
for all t ∈ [0, 1]. We call (Xt)t∈[0,1] the process associated to X on (Ω,A,P). The process
(Xs)s∈[0,1] is (At)-adapted, in the usual acceptation of stochastic calculus (i.e. Xt is At-
measurable, for all t ∈ [0, 1]), if and only if, X is an (At)−adapted map.
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(vi) Consider the complete stochastic basis of (v), with the same map X, and the associated process
(Xs)s∈[0,1]. We still define S = W , but we set (Bt(W )) := (B0t+(W )). It is not a regular
filtration, however since (At) satisfies the usual conditions (in particular it is right-continuous),
it defines the same (At)−adapted maps as the filtration of (v). Moreover, setting GXt :=
X−1(Bt(W ))P , (GXt ) is the usual augmentation, of the filtration generated by the stochastic
process (Xs)s∈[0,1], in the usual acceptation of stochastic calculus.
3.2. Causal transference plans, for regular filtrations on S. In Lemma 4 below, the equiv-
alence of (i) and (ii) states that, when the filtration on S is regular, causal transference plans are
exactly those transference plans, which satisfy the constraint on joint laws introduced in the proof
of the Yamada-Watanabe criterion (see [12] p.164-166). The equivalence of (ii) and (iii) is trivial,
and follows as a particular case of well known results (see [15], for instance), we state it precisely,
and provide a concise proof, for the sake of completeness.
Lemma 4. Given η ∈ PE, ν ∈ PS and γ ∈ Π(η, ν), by further assuming that (Bt(S)) is a regular
filtration, for all t ∈ I, Gγt (see Definition 1) is also the η−completion, of the smallest sigma-field
on E, such that for all A ∈ Bt(S), the map
φA : x ∈ E → φA(x) := Θx(A) ∈ R
is measurable, Θ denoting any kernel associated to γ by (1.10). In particular, the following assertions
are equivalent
(i) γ ∈ Πc(η, ν)
(ii) γ satisfies the Yamada-Watanabe constraint. That is, for all t ∈ I, and A ∈ Bt(S), the map
φA is Bt(E)η−measurable.
(iii) For all f ∈ L∞(η)
Eγ [f ◦ π|(Bt(E)⊗ Bt(S))γ ] = Eη[f |Bt(E)η] ◦ π γ − a.s., for all t ∈ I.
Proof: Given t ∈ I, denote by Ht, the η−completion of the smallest sigma-field on E, such that, the
map φA is measurable, for all A ∈ Bt(S). By definition Gγt ⊂ Ht ; we want yo obtain the converse
inclusion. By definition, it is equivalent to prove, that the map φA is Gγt −measurable, for all
A ∈ Bt(S). For any element L of the set L∞1,+ := {L ∈ L∞(η)|η − a.s.L > 0, Eη[L] = 1} , by Fubini’s
theorem (see [5] p.31-33), we define two probabilities on the measurable space (S,Bt(S)), by setting
P˜t,L :=
∫
E
dη(x)L(x)Θx, and Q˜t,L :=
∫
E
dη(x)Eη [L|Gγt ]Θx. Denote by (ρs), a family of continuous
maps, which induces (Bs(S)), in the acceptation of Definition 3. Since ρt is Bt(S)/B(S)−measurable,
setting Pt,L := ρt⋆P˜t,L, and Qt,L := ρt⋆Q˜t,L, we obtain two Borel probabilities on (S,B(S)), for all
L ∈ L∞1,+. By linearity, Ht ⊂ Gγt , is equivalent to Pt,L = Qt,L, for all L ∈ L∞1,+. On the other hand,
from the definitions, the map φA is Gγt −measurable, for all A ∈ Bt(S) of ν−continuity. Whence, we
obtain
(3.40) Pt,L(B) = Qt,L(B),
for all L ∈ L∞1,+, and B ∈ B(S), such that ν(∂ρ−1t (B)) = 0. Since ρt is continuous, and since, for
all L ∈ L∞1,+, ρt⋆ν ∼ Pt,L (i.e. equivalent), (3.40) holds, for all L ∈ L∞1,+, and B ∈ B(S), such that
Pt,L(∂B) = 0. Thus, since Pt,L ∈ PE, the Portmanteau theorem (see [26]) yields Pt,L = Qt,L, for
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all L ∈ L∞1,+ ; this proves that Gγt = Ht. In particular (i) is equivalent to (ii). On the other hand,
for all t ∈ I, and f ∈ L∞(η), we have
Eγ [(f ◦ π − Eη[f |Bt(E)η] ◦ π)1A ◦ π1B ◦ π˜] = Eη [f1A (Θ(B)− Eη[Θ(B)|Bt(E)η])] ,
for all A ∈ Bt(E), B ∈ Bt(S). Therefore, the equivalence of (ii) with (iii) follows, by a monotone
class argument.
From Definition 1, Lemma 4 (resp. Lemma 4, together with a monotone class argument), easily
entails the following Proposition 1 (resp. Proposition 2), which characterizes deterministic causal
transference plans (resp. causal couplings), under this further assumptions on (Bt(S)).
Proposition 1. Given η ∈ PE, ν ∈ PS, U ∈ R(η, ν), and further assuming that (Bt(S)) is a
regular filtration, for G ⊂ B(S) a sigma field, we define U−1(G) := f−1(G)η, for any B(E)η/B(S)−
measurable map f : E → S, whose associated η−equivalence class of maps is U . Then, we have
Gj(U)t = U−1(Bt(S)),
for all t ∈ I, j denoting the map given by (1.11). In particular, U ∈ Ra(η, ν) if and only if
U−1(Bt(S)) ⊂ Bt(E)η, for all t ∈ I.
Proposition 2. On a complete probability space (Ω,A,P), let Y : Ω → E, and Z : Ω → S, be
two A/B(E)− (resp. A/B(S)−) measurable maps. Further define (GYt ) := (Y −1(Bt(E)))P (resp.
(GZt ) := (Z−1(Bt(S)))P ), the completed filtration generated by Z (resp. by Y ). Further assuming
that (Bt(S)) is a regular filtration, the following assertions are equivalent
(i) (Y × Z)⋆P ∈ Πc(Y⋆P , Z⋆P), i.e. (Y, Z) is a causal coupling.
(ii) We have
P (Z ∈ C∣∣GYt ) = P (Z ∈ C∣∣σ(Y )P) P − a.s.,
for any C ∈ Bt(S), and t ∈ I, σ(Y )P denoting the P−completion of Y −1(B(E)).
(iii) We have
EP [f ◦ Y |GYt ] = EP [f ◦ Y |σ(GYt ∪ GZt )] P − a.s.,
for any t ∈ I, and any f ∈ L1(Y⋆P).
Remark 3. (Stability by pullback) Consider E, S, Z three Polish spaces, endowed with filtrations
of their Borel-sigma fields, those of S and Z being regular filtrations. Take η ∈ PE, ν ∈ PS, ν˜ ∈ PZ .
For γ ∈ Π(η, ν) (resp. γ˜ ∈ Π(ν, ν˜)), we denote by Θγ (resp. by Θγ˜) an associated kernel to γ
(resp. to γ˜) by (1.10). Setting Θγ˜◦γ : (x,A) ∈ E × B(Z) → Θxγ˜◦γ(B) =
∫
S
Θxγ(dy)Θ
y
γ˜
(B) ∈ R, by
Fubini’s theorem, it defines uniquely a probability, which we denote by γ˜ ◦ γ ∈ Π(η, ν˜), such that
γ˜ ◦ γ(A×B) = Eη[1AΘγ˜◦γ(B)], for A ∈ B(E), B ∈ B(Z). Under our assumptions on marginals, it
does not depend on the version of the kernels. We have j(V ) ◦ j(U) = j(V ◦U), for all U ∈ R(η, ν),
V ∈ R(ν, ν˜), where j is the map defined by (1.11), and where in the right hand term , ◦ denotes the
pullbacks of morphisms of probability spaces (see [23] p.156). Further assuming that γ ∈ Πc(η, ν),
and γ˜ ∈ Πc(ν, ν˜), Fubini’s theorem (see [5]) yields, γ˜ ◦ γ ∈ Πc(η, ν˜). This allow to define distance on
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the Wasserstein space, based on the symmetric counterpart of causal couplings defined in Section 4,
with similar proof as in the unconstrained case.
3.3. Further topological properties, and the associated optimization problems.
Theorem 3. For η ∈ PE, define PSc (η) := ∪ν∈PSΠc(η, ν), and L0a(η, S) := ∪ν∈PSRa(η, ν); see
Definition 1. Further assuming that S is endowed with a regular filtration, these sets have the
following properties
(i) PSc (η) is convex and closed in PE×S, for the topology of weak convergence in measure. In
particular, if S is further assumed to be compact for its Polish topology, then PSc (η) is compact.
(ii) L0a(η, S) is a closed subset of L
0(η, S) (see Section 2), for the topology of convergence in prob-
ability.
(iii) Let (γn) be a sequence of elements of PSc (η). Further assuming that (π˜⋆γn) is tight, there exists
a γ ∈ PSc (η), and a subsequence (γk(n)) of (γn), which converges weakly in measure to γ.
Proof: The convexity in (i) is trivial. By continuity of the map j defined by (1.11), (ii) follows from
(i). Whenever (π˜⋆γn) is tight, ∪nΠ(η, π˜⋆γn) is tight (see [32] p.45). Thus, we extract a subsequence
(γk(n)) ⊂ PSc (η), which converges to a γ. By continuity of π⋆, γ ∈ PS(η). Hence, (iii) follows from
(i). On the other hand, together with Lemma 4, it follows, similarly to the proof of Theorem 1,
that PSc (η) is closed. If S is compact, by Prohorov’s criterion, the inner regularity of η implies the
compactness of PS(η). Thus, the closed subset PSc (η) of PS(η) is compact.
We obtain the following relaxation to Theorem 2 ; recall that Hη is introduced in Definition 2
Corollary 2. Given a non negative l.s.c. map c : E × S → R ∪ {+∞}, we further assume that
(Bt(S)) is a regular filtration. For any η ∈ PE, ν ∈ PS, we have DRη,ν = Pη,ν , where
Pη,ν := inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ Πc(η, ν)}) ,
and where
DRη,ν = sup
({∫
S
g(y)dν(y)
∣∣∣∣(g, h) ∈ Cb(S)×Hη : g ◦ π˜ + h ≤ c}) .
Proof: Since Hη,ν ⊂ Hη, Pη,ν ≤ DRη,ν follows from Theorem 2. On the other hand, similarly to
the proof of (ii) of Lemma 2, Lemma 4 easily implies Eγ [h] = 0, for all h ∈ Hη, and γ ∈ Πc(η, ν).
Whence, the converse inequality follows, from the definition.
Recall that, given η ∈ PE , PSc (η) is defined by Theorem 3.
Corollary 3. Given a non-negative l.s.c. map c : E × S → R ∪ {+∞}, let
e : E × S → Z,
be a continuous map with values in a third Polish space Z. For η ∈ PE , and µ˜ ∈ PZ , define the
following primal problems
(3.41) Pη := inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ PSc (η)}) ,
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and
(3.42) P eη,µ˜ := inf
({∫
E×S
c(x, y)dγ(x, y)
∣∣∣∣γ ∈ PSc (η), e⋆γ = µ˜}) ,
and the related dual problems
Dη := sup ({a|(a, h) ∈ R×Hη : a+ h(x, y) ≤ c(x, y), ∀(x, y) ∈ E × S}) ,
and
Deη,µ˜ := sup
({∫
Z
g(z)dµ˜(z)
∣∣∣∣(g, h) ∈ Cb(Z)×Hη : h+ g ◦ e ≤ c}) ,
where the set PSc (η) was defined in Theorem 3. Further assuming that S is compact for its Polish
topology, and that S is endowed with a regular filtration, the infimum in (3.41) is always attained
(resp. if P eη,µ˜ < ∞ the infimum in (3.42) is attained), and Dη = Pη (resp. by assuming that
P eη,µ˜ <∞, Deη,µ˜ = P eη,µ˜).
Proof: Since S is compact, by Theorem 3, PSc (η) is compact. On the other hand, by the Portmanteau
theorem (see [27]), the assumptions on c entail the lower semi-continuity of γ ∈ PE×S → Eγ [c] ∈
R ∪ {+∞}. Thus, the infimum of Pη is always attained. Define
φ : γ ∈ PE×S → e⋆γ ∈ PZ ,
so that
P eη,µ˜ = sup
({
Eγ [c]
∣∣γ ∈ PSc (η) ∩ φ−1({µ˜})}) .
Since e is continuous, φ is continuous for the topology of weak convergence in measure. Thus,
PSc (η)∩φ−1({µ˜}) is compact, as a closed subset, of the compact set PSc (η). Similarly, the hypothesis
on c entail that if P eη,µ˜ <∞, then the infimum is attained ; however PSc (η)∩φ−1({µ˜}) can be empty
if P eη,µ˜ = ∞. By Lemma 4, similarly to the proof of (ii) of Lemma 2, we obtain Eγ [h] = 0, for
all h ∈ Hη, γ ∈ PSc (η). Thus, similarly to the proof of Corollary 2, we obtain Dη ≤ Pη (resp.
Deη,µ˜ ≤ P eη,µ˜). Using Moreau-Yosida’s approximation, it is enough to prove the converse inequalities
under the assumption that c ∈ Cb(E × S). Under this assumption, Corollary 2 yields
Pη = inf
ν∈PS
inf
γ∈Πc(η,ν)
Eγ [c] = inf
ν∈PS
sup
k∈K
F (ν, k),
where, K denotes the convex set, of k ∈ Cb(S), such that there exists a h ∈ Hη, which satisfies
h + k ◦ π˜ ≤ c, and where F : (ν, k) ∈ PS × K → F (ν, k) := Eν [k] ∈ R. Since S is compact, PS is
compact ; on the other hand, for all k ∈ K ⊂ Cb(S) (resp. ν ∈ PS) , F (., k) is a convex continuous
map (resp. a concave map). Thus, by a classical min-max theorem (for instance Theorem 2 of [8]),
(3.43) Pη = sup
k∈K
inf
ν∈PS
Eν [k].
For k ∈ K, define ak := infν∈PS Eν [k]. Taking ν = δDiracy , we obtain h(x, y) + ak ≤ h(x, y) + k(y) ≤
c(x, y), for all (x, y) ∈ E × S. Therefore, Pη = supk∈K ak ≤ Dη, follows from (3.43). Moreover we
have
P eη,µ˜ = inf
γ∈PSc (η)
sup
g∈Cb(Z)
G(γ, g),
where G(γ, g) := Eγ [c− g ◦ e+ Eµ˜[g]]. Since c ∈ Cb(E × S), and g ∈ Cb(Z), we obtain similarly
P eη,µ˜ = sup
g∈Cb(Z)
(Eµ˜[g] + inf
γ∈PSc (η)
Eγ [c− g ◦ e]),
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from the classical min-max theorem of [8]. Finally, substituting the continuous and bounded cost
map c − g ◦ e for c, in the definition of the primal (resp. dual) problem Pη (resp. Dη), we already
proved that Dη = Pη holds. Whence, we conclude that
P eη,µ˜ = sup
g∈Cb(Z)
sup
a∈R,∃h∈Hη:a+h≤c−g◦e
(Eµ˜[g] + a) ≤ Deη,µ˜.
Remark 4. Under the assumptions of Corollary 2 and of Corollary 3, by Lemma 4, a transfer-
ence plan is causal iff it induces an extension of filtered probability space (see the Introduction).
Whence, taking suitable conditional expectations of elements of Hη, which express the causal con-
straints through the penalization of the cost, the latter Corollaries can be easily formulated, in the
Polish framework, to involve martingales. Moreover, in the particular case S = [0, 1], with the fil-
tration of Example 1, η denoting laws of solutions to suitable stochastic differential equations (see
Section 4, and Section 5 below), by the straightforward representation provided in Section 4 and Sec-
tion 5, below, the dual formula of [1] can be obtained, and extended to non-Markovian frameworks.
Finally, the same approach yields similar dual formulas, involving martingales, for optimal stopping
problems ; to avoid an overlap with [1], those are not investigated in this paper.
4. Causal coupling plans in stochastic frameworks, and their symmetric
counterparts
In Section 3, (Bt(S)) was assumed to be regular ; none assumption was required on (Bt(E)).
Subsequent applications to stochastic calculus arise by suitable choices of E, of its filtration, and
of the first marginal η ∈ PE. The first subsection states, in Polish framework, the symmetric
counterpart to causal coupling plans, which naturally appears in Section 6 below. Then, for the sake
of clarity, we focus on the case where E is a space of Rd− valued continuous paths, and I = [0, 1].
As it will be clear below, by (ii) of Example 1, relating causal couplings to stopping times requires
the right-continuity of (Bt(E))η ; the latter also yields the existence of ca`d-la`g modifications to
martingales, which is useful to avoid measurability issues, in applications to stochastic calculus. The
latter may fail, in general, when η is the law of a non-Markovian continuous semi-martingale . This
motivates the general framework, stated in the first subsection, for all our subsequent applications.
Under weak assumptions, Proposition 3 and Proposition 4, characterize causal transference plans
from laws of solutions to stochastic differential equation, to probabilities on a Polish space, endowed
with a regular filtration. The latter are essentially analytic reformulations of results of [15], and of
the proof of the Yamada-Watanabe criterion (see [12]). It expresses that, in this precise framework,
causal transference plans are transference plans inducing extensions of filtered probability spaces ;
see the Introduction. Remark 6 is crucial : it indicates how to apply the two previous Propositions.
4.1. The symmetric counterpart to causal couplings. For the sake of simplicity, until the
end of this subsection we assume that E = S = Z, for some Polish space Z, endowed with a
regular filtration (B0t (Z)), and we take η, ν ∈ PZ . Under the above framework, we take I := [0, 1],
(Bt(E)) = (B0t+(Z)), and (Bt(S)) = (B0t (Z)). The continuous map
(4.44) R : (x, y) ∈ E × S → (y, x) ∈ E × S,
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induces the continuous map
(4.45) R⋆ : γ ∈ PE×S → R⋆γ ∈ PE×S .
Thus, define
(4.46) Πcs(η, ν) := Πc(η, ν) ∩R−1⋆ (Πc(ν, η)),
which is the symmetric counterpart to Πc(η, ν), and
(4.47) Ras(η, ν) := j−1(Πcs(η, ν)),
the symmetric counterpart to Ra(η, ν), j denoting (1.11). Since j and R⋆ are continuous, from
the definitions, Theorem 1 implies that Πcs(η, ν) (resp. Ras(η, ν)) is compact (resp. closed) for
the respective topologies. Finally, given γ ∈ Π(η, ν), since R⋆(R⋆γ) = (R ◦ R)⋆γ = γ, we obtain
γ ∈ Πcs(η, ν), if and only if, R⋆γ ∈ Πcs(ν, η) ; this will be used in Section 6.
4.2. Notation, and framework of subsequent applications. For the sake of clarity, in this pa-
per the only path space we consider is W := C([0, 1],Rd), the separable Banach space of Rd−valued
continuous paths on [0, 1], endowed with the norm |.|W of uniform convergence. As in (v) of Exam-
ple 1, the evaluation process is defined by
(4.48) Wt : ω ∈W →Wt(ω) := ω(t) ∈ Rd,
and (B0t (W ))t∈[0,1] denotes its natural filtration, which is defined by
(4.49) B0t (W ) = σ(Ws, s ≤ t),
for t ∈ [0, 1]. Under the acceptation of Section 3, it is a regular filtration, with (B0t (W )) =
(ρWt
−1
(B(W ))), where
(4.50) ρWt : ω ∈W → ω.∧t ∈W,
for all t ∈ [0, 1]. In view of a unified framework for the applications, we further define (Bt(W )) by
Bt(W ) := B0t+(W ) := ∩ǫ>0B0(t+ǫ)∧1(W ),
for t ∈ [0, 1]. Given η ∈ PW , for consistency of notation with [4], (Fηt ) denotes the η−usual
augmentation of (B0t (W )) ; it is defined by
(4.51) Fηt = Bt(W )η,
for all t ∈ [0, 1]. To handle all applications within the same framework, until the end of the paper,
we take I := [0, 1], E = W, and we endow it with the filtration
(4.52) (Bt(E))t∈[0,1] := (Bt(W ))t∈[0,1].
Thus, (Bt(E)) is not the canonical regular filtration (B0t (W )) on W . Until the end of this section
S still denotes any Polish space endowed with a regular filtration (Bt(S))s∈[0,1]. In Section 5 (resp.
Section 6), we will take S = [0, 1] (resp. S =W ) with the respective regular filtrations of Example 1.
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Remark 5. (right-continuity of the filtration on E.) In the general framework of two different Polish
spaces E and S, denote by (B0t (E)) (resp. by (B0t (S))), a regular filtration on E (resp. on S). Taking
(Bt(E)) := (B0t+(E)) ensures the existence of ca`d-la`g modifications to any (Bt(E)η)−martingales (see
[12]). On the other hand, to apply results of Section 3, one will require a regular filtration on S ; it
entails an apparent asymmetry. However, under these assumptions, taking (Bt(S)) := (B0t (S)), or
(Bt(S)) := (B0t+(S)) define the same causal transference plans.
4.3. Causal transformations of law of SDE. Recall that E = W , I = [0, 1], (Bt(E)) is given
by (4.52) ; Given η ∈ PW , (Fηt ) is defined by (4.51). Consider the stochastic differential equation
(4.53) dXt = σt(X)dBt + bt(X)dt;Law(X0) = η0,
where η0 ∈ PRd . We assume that the weak existence, and that the weak uniqueness, of solutions hold
for (4.53). That is, we assume the existence of a weak solution (X,B) on some complete stochastic
basis (Ω,A, (At)t∈[0,1],P), and of a unique η ∈ PW , such that X⋆P = η, for all X which solves (4.53)
for some Brownian, on a probability space (Ω,A,P). For the sake of clarity, we further assume that
(4.54) Eη
[∫ 1
0
(σtσ
t
t)ijds
]
<∞,
for all i, j = 1, ..., n. The latter hypothesis can be dropped to obtain similar statement as below,
up to standard localizations techniques, and by using local martingales. From standard results on
transformations of laws of continuous semi-martingales (see Proposition 3.1. of [4], for a statement
with the same notation), on (W,B(W )η, η), the evaluation process (4.48) has the decomposition
(4.55) Wt = W0 +M
η
t +
∫ t
0
bs(ω)ds,
for some (Fηt )−martingales (Mηt ), see [12]. Moreover
< Mηi,Mηj >=
∫ .
0
(σs.σ
t
s)
i,j
ds η − a.s.,
< Mηi,Mηj > denoting the predicable covariation process of Mη (see [14]). In particular (see
[14] p.174-175), we assume that η has the predicable representation property : for any ca`d-la`g
(Fηt )−martingale (Mt)t∈[0,1] on (W,B(W )η, η), there exists a (Fηt )−predicable process (AMt ), such
that we have M :=
∫ .
0 A
M
s dM
η
s , η− a.s.. In particular, since (Fηt ), which is given by (4.51), satisfies
the usual conditions, from Theorem 4, p.76 of [6], any (Fηt )−martingale on this complete probability
space has a continuous modification. Under this assumption, we have the two following Proposition 3
and Proposition 4, which are essentially reformulations of results from [15] and [12]. Recall that,
until the end of the paper, we take E = W , and that (Bt(E)) is given by (4.52) ; in particular
(Bt(E)η) = (Fηt ). It concretizes the definition of causal transference plans in the statements below.
Proposition 3. Assume that the weak existence, and that the weak uniqueness of solutions hold
for (4.53), and that η, the law of its solutions, satisfies (4.54). If S is endowed with a regular
filtration (Bt(S))t∈[0,1], then given (X,B), a weak solution to (4.53), on a complete stochastic basis
(Ω,A, (At)t∈[0,1],P), for all A/B(S)−measurable map Y : Ω→ S which satisfies
Y −1(Bt(S)) ⊂ At, for all t ∈ [0, 1],
the joint law γ := (X × Y )⋆P has the following properties :
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(i) (Mηt ◦ π)t∈[0,1] is a continuous (Hγt )−martingale, on the complete probability space (W ×
S,Hγ1 , γ), where Ht := (B0t+(W )⊗ Bt(S)), for all t ∈ [0, 1].
(ii) For any (not necessarily right-continuous) bounded (Fηt )−martingale (Mt), on the probability
space (W,B(W )η, η), (Mt ◦ π) is both a (Hγt )−martingale, and a (Hγt+)−martingale, on the
complete probability space (W × S,Hγ1 , γ).
(iii) γ ∈ Πc(η, Y⋆P).
Proof: For the sake of clarity, we write the proof with d = 1 ; recall that Bt(E) = Bt(W ) = B0t+(W ),
so that Ht = Bt(E) ⊗ Bt(S), for all t ∈ [0, 1]. Moreover, the weak uniqueness of solutions to (4.53)
implies X⋆P = η. We now start the proof. Since any right-continuous (Hγt )−martingale is a
(Hγt+)−martingale, from the predicable representation property, and from the existence of continuous
modifications to any (Fηt )−martingale, we obtain that (ii) follows from (i). By Lemma 4, since
B1(E) = B(W ), (iii) follows from (ii) ; it is enough to prove (i). Let M : Ω → W and u : Ω → W
be two A/B(W )−measurable maps, such that P − a.s. M := ∫ .
0
σs(X)dBs and u :=
∫ .
0
bs(X)ds.
By (4.53), M is (GXt )− adapted, where GXt := X−1(Bt(W )), for all t ∈ [0, 1]. Hence, by classical
results on transformations of measure (see Proposition 1.3. of [4] for a statement, with the same
notation), there exists a B(W )η/B(W )−measurable map M̂ : W → W , such that P − a.s., M =
M̂ ◦ X . In particular the process (M̂t) associated to M̂ is a (Fηt )−martingale on (W,B(W )η, η),
where M̂t := Wt ◦ M̂ (pullback of maps). Similarly there exists some measurable map û : W →W ,
such that P − a.s. û ◦ X := ∫ .0 bs(X)ds, where t → ût := Wt ◦ û ∈ R is a (Fηt )−adapted process,
on the probability space (W,B(W )η, η), which is absolutely continuous outside a η−negligible set.
Thus, from (4.53), we obtain
Wt = W0 +M
η
t +
∫ t
0
bt(ω)ds = W0 + M̂t + ût, ∀t η − a.s.,
so that M = M̂ ◦ X = Mη ◦ X P − a.s., where we used that any continuous martingale of fi-
nite variation, starting at 0, vanishes. On the other hand, since Y is an (At)−adapted map, and
X is (At)−adapted, we obtain HX,Yt ⊂ At, for all t ∈ [0, 1], where HX,Yt := σ(X−1(Bt(W )) ∪
Y −1(Bt(S)))P . Whence, we finally obtain
Eγ [(M
η
t ◦ π −Mηs ◦ π)1A ◦ π1B ◦ π˜] = EP [(Mt −Ms)1X−1(A)1Y −1(B)] = 0,
for all A ∈ Bs(W ), B ∈ Bs(S), and s ≤ t, since (Mt) is a (At)−martingale. By a monotone class
argument, it yields (i).
Proposition 4. Under the same assumptions as Proposition 3, we still denote by η the unique law
of solutions to (4.53). Further assuming that S is endowed with a regular filtration, for all ν ∈ PS,
and γ ∈ Πc(η, ν), there exists a complete stochastic basis (Ω,A, (At)t∈[0,1],P), and
(i) (Xt)t∈[0,1] (resp. (Bt)t∈[0,1]) an (At)−adapted continuous process (resp. an (At)−Brownian
motion), such that (X,B) solves (4.53), on this complete stochastic basis,
(ii) a measurable (At)−adapted map Y : Ω→ S, i.e. Y −1(Bt(S)) ⊂ At, for all t ∈ [0, 1],
such that
γ = (X × Y )⋆P ,
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X : Ω→W denoting a A/B(W )−measurable map, associated to (Xt). Moreover, if det(σt) 6= 0 for
all t ∈ [0, 1], η − a.s., then we can take (Ω,A, (At)t∈[0,1],P) = (W × S, (B(W ) ⊗ B(S))γ ,Gγt+, γ),
X = π, Y = π˜, where (Gt) = (Bt(W )⊗ Bt(S)).
Proof: As in Proposition 3, for the sake of clarity, we write the proof for d = 1. Define Ω˜ := W ×S,
X˜ := π (projection on the first component of W × S), Y˜ := π˜ (projection on the second component
of W × S), A˜ := (B(W )⊗ B(S))γ , (G˜t) := (Bt(W )⊗ Bt(S)), P˜ := γ. Since X˜⋆P˜ = η, (4.55) yields
(4.56) X˜t = X˜0 +M
X˜
t +
∫ t
0
bs(X˜)ds for all t ∈ [0, 1] P˜ − a.s.,
where M X˜ :=Mη ◦ X˜ ; in particular Dolean’s approximations for the predicable covariation process
ensure that P − a.s., < M X˜ >= ∫ .
0
σ2s (X˜)ds. Moreover, by (iii) of Proposition 2,
E
P˜
[M X˜t −M X˜s |G˜γs ] = Eη[Mηt −Mηs |Fηs ] ◦ X˜ = 0 P˜ − a.s.,
for all s < t. Thus, (M X˜t ) is a (G˜γt )−martingale ; since it is continuous, it is also a (A˜t)−martingale,
where (A˜t) := (G˜γt+). If, for all s ∈ [0, 1], σs is invertible η − a.s., then the result directly follows,
from Theorem 7.1. of [12], which is the elementary version of the martingale representation theorem.
Otherwise, define Ω := Ω˜×W , A := A˜ ⊗ B(W ), P := P˜ ⊗ µ (standard Wiener measure ; the law of
standard Brownian motions), (Gt) := (A˜t ⊗B0t (W )), (At) := (GPt+), X := X˜ ◦ πΩ, and Y := Y˜ ◦ πΩ,
where πΩ : (ω, ω˜) ∈ Ω˜ × W → ω ∈ Ω˜. Similarly, by (4.56), the proof of the sharp martingale
representation theorem (see p.89-91 of [12]), ensures the existence of a (At)−Brownian motion (Bt),
such that the statement is satisfied.
Remark 6. Proposition 3 and Proposition 4 apply together with Example 1. Take S = [0, 1] (resp.
W , resp. [0, 1]n), with the regular filtrations given respectively by Example 1, and denote by τ
(resp. Z, resp. τ1× ...× τn) the map Y in the statements of Proposition 3 and Proposition 4. Since
(Ω,A, (At),P) is a complete stochastic basis, by Example 1, the statement that Y is an (At)−adapted
map reads : τ is an (At)−stopping time (resp. the stochastic process (Zt) is (At)−adapted, resp.
for all i, τi is a (At)−stopping time). Subsequently, we will merely refer to Proposition 3 and
Proposition 4.
5. Applications to stochastic control
On suitable spaces, fixed in the next subsection, Corollary 4 (resp. Corollary 5) provides a
straightforward equivalence of causal optimization problems, introduced in the first part of the
paper, to optimal stopping problems (resp. to extended optimal Skorokhod embedding problems ; see
[1]). Our approach holds in non-Markovian frameworks, and the equivalence is directly obtained
by projections on component of E × S. Thus, concerning optimal SEP, this approach, which uses
a straightforward and different representation than [1], where they use auxiliary stopping times,
improves known results on the primal attainment for those problems ; it also clarifies the role of
objects called RST in [1]. However, we do not consider the geometry of optimal plans, which is the
main part of the latter ; it would be interesting to investigate, whether the short approach of the
present paper, could also enlighten these geometric aspects.
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5.1. Framework. In the whole section, E = W (resp. S = [0, 1]), I = [0, 1], (Bt(E)) (resp. (Bt(S))
is given by (4.52) (resp. by (Bt([0, 1])) given in Example 1) ; see subsection 4.2.
5.2. Equivalence to optimal stopping problems. Recall that P [0,1]c (η) := ∪ν∈P[0,1]Πc(η, ν) ;
(ρWt ) is given by (4.50).
Corollary 4. Under the assumptions of Proposition 4 on (4.53), still denote by η the law of its
solutions. Given a non-negative l.s.c. map ca : W × [0, 1] → R ∪ {+∞}, define c := ca ◦ φ, the
pullback of the map ca, with the map φ : (ω, t) ∈ W × [0, 1] → (ω.∧t, t) ∈ W × [0, 1]. The primal
problem
(5.57) Pη := inf
({∫
W×[0,1]
c(ω, t)dγ(ω, t)
∣∣∣∣∣γ ∈ P [0,1]c (η)
})
,
is equivalent to minimize
(5.58) Jη := inf(EP [ca(ρ
W
τ (X), τ)]),
where the infimum of (5.58) is taken on all the complete stochastic basis (Ω,A, (At)t∈[0,1],P), such
that there exists an (At)−Brownian motion (Bt), an (At)−stopping time τ (bounded by 1), and an
(At)− adapted continuous process (Xt), which satisfy
(5.59) Xt = X0 +
∫ t
0
σs(X)dBs +
∫ t
0
bs(X)ds;Law(X0) = η0 , for all t ∈ [0, 1] P − a.s..
That is, Jη = Pη, and γ ∈ P [0,1]c (η) attains the infimum of (5.57), if and only if, there exists
a pair (X, τ), on a complete stochastic basis (Ω,A, (At)t∈[0,1],P), which attains (5.58), for some
(At)−Brownian motion (Bt), and satisfies γ = (X × τ)⋆P. Moreover, the infimum of (5.58) is
attained.
Proof: Since φ is continuous, c := ca ◦ φ, is non-negative and lower semi-continuous. Together with
Remark 6, we obtain Pη ≤ Jη (resp. Jη ≤ Pη) by Proposition 3 (resp. by Proposition 4), so that
Pη = Jη, and the optimum are identified as stated. Whence, the attainment of (5.58), follows from
Corollary 3.
5.3. An alternative to the Beiglboeck-Cox-Huesmann representation of extended SEP.
Corollary 5. Under the assumptions and notations of Corollary 4, we further denote by e the
evaluation map e : (ω, t) ∈ W × [0, 1] → e(ω, t) := ω(t) ∈ Rd. Given a non-negative l.s.c. map
ca : W × [0, 1] → R ∪ {+∞}, we still associate the map c of Corollary 4. Then, in the same
acceptation as Corollary 4, for all µ˜ ∈ PRd, the primal problem
P eη,µ˜ := inf
({∫
W×[0,1]
c(ω, t)dγ(ω, t)
∣∣∣∣∣γ ∈ P [0,1]c (η), e⋆γ = µ˜
})
,
is equivalent to
(5.60) Jη,µ˜ := inf(EP [ca(ρ
W
τ (X), τ)] : Law(Xτ ) = µ˜),
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where the infimum is taken on all the complete stochastic basis (Ω,A, (At)t∈[0,1],P), such that
there exists an (At)−Brownian motion (Bt)t∈[0,1], an (At)−stopping time τ (bounded by 1), and
an (At)−adapted continuous process (Xt)t∈[0,1], which meet (5.59), and
(Xτ )⋆P = µ˜.
Moreover, if Pη,µ˜ <∞, then the infimum of (5.60) is attained.
Proof: Since e is continuous, the result follows from Corollary 3, similarly to the proof of Corollary 4.
6. Stochastic differential equations as causal optimal transportation problems
This section investigates connections to stochastic differential equations. The first subsection
fixes the notation for the whole section ; Proposition 5, and Proposition 6, formulate results on
transformations of the law of standard Brownian motions, denoted by µ, in the framework of the
first part of the paper. This yields the equivalence between certain stochastic differential equations
and causal Monge-Kantorovich problems. Proposition 5 investigates some deterministic transport,
from laws of continuous stochastic processes to µ, under the symmetric constraint of Section 4.
It provides a concise proof to Proposition 6, which is a synthesis of several well known results on
transformations of µ, within the analytic framework of Section 1-Section 3. Lemma 5 provides an
analytic reformulation of representation formulas of the entropy with respect to µ. It is a complement
to the celebrated formula of [11] ; the latter has deep implications in so-called the Schro¨dinger
problems (see [21], [11], [33]). In [30], [31], a strong version of this formula was used to investigate
strong existence problems for stochastic differential equations ; it is closely related to [3] (see [31])
; it was weakened in [20],[10], [19], [18]. Apart the analytic formulation, the novelty here is the
restriction of the optimization to the symmetric constraint of Section 4. Lemma 5 provides a
reformulation of these results, and investigates the related optimums in connection with Malliavin
calculus. Proposition 7 shows that the previous Lemma 5 trivially entails some Talagrand’s inequality
(see [30], [28]). In this particular case, this suggests to see the difference between the relative entropy
and the Wasserstein distance, as the price to pay to buy all the information contained in B(W ), at
t = 0. Although the proof appeared somewhere else (in [19], [30]), it was not written explicitly in
the form of optimal transport until now. Finally, from Lemma 5, Theorem 4 characterizes solutions
to certain stochastic differential equations as optimum to causal Monge-Kantorovich problems ; the
existence of a unique strong solution is related to the corresponding Monge problem.
6.1. Framework of this section. Until the end of the paper, within the framework of the first part
of the paper, we take E =W , S = W , I = [0, 1], and (Bt(E)) (resp. (Bt(S)) is given by (4.52) (resp.
by the natural filtration (4.49)); (Fηt ) is given by (4.51). Thus, we are in the specific framework
of subsection (4.1), and given η, ν ∈ PW , Ras(η, ν) is defined by (4.47), with Z = W . Given
U ∈ R(η, ν), and any B(W )η/B(W )-measurable map U˜ : W → W , whose related η−equivalence
class of maps is U , set
Ut : ω ∈W → Ut(ω) :=Wt(U˜(ω)) ∈ Rd,
where Wt : ω ∈ W → Wt(ω) := ω(t) ∈ Rd, for all t ∈ [0, 1]. Subsequently, we refer to such
continuous process (Ut), on the probability space (W,B(W )η, η), as a process associated to U . By
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Example 1, and Proposition 1, U ∈ Ra(η, ν), if and only if, any (and then all) process (Ut) associated
to U , is (Fηt )-adapted. Thus, in this particular case, causal transference plans can be interpreted,
as a relaxation of adapted (also called causal) processes on canonical spaces ; whence they get their
name. We consider transformations of the Wiener measure, which we denote by µ ∈ PW ; the law
of standard Brownian motions, seen as random continuous paths. That is, the unique element of
PW , such that the evaluation process (Wt) is a standard Brownian motion on (W,B(W ), µ). Since
it is a continuous process, (Wt) is also a (Fµt )−Brownian motion on (W,B(W )µ, µ). Finally, recall
the Sobolev derivative extends to the infinite dimensional space W , endowed with the measure µ
; to handle Banach spaces, equivalence classes of maps must be preserved by translations, which
entails quasi-invariance issues. Thus, denote by H , the so-called Cameron-Martin space of ω˜ ∈ W
such that τω˜⋆µ ∼ µ, i.e. equivalent, where τω˜ : ω ∈ W → ω + ω˜ ∈ W . Due to the Cameron-Martin
theorem, it is actually given by
H =
{
h ∈ W,h =
∫ .
0
h˙sds
∣∣∣∣∫ 1
0
|h˙s|2Rdds <∞
}
,
which is an Hilbert space for the scalar product
< h, k >H :=
∫ 1
0
< h˙s, k˙s >Rd ds,
for h, k ∈ H . As a classical application of the Itoˆ-Nisio theorem (see [13]), |.|H extends to a
non-negative l.s.c. map on W , by setting
(6.61) |.|H : ω ∈W → |ω|H =

√
< ω, ω >H if ω ∈ H
+∞ otherwise
.
Below, causal Monge Kantorovich problems are investigated, for a cost map
c : (x, y) ∈ W ×W → c(x, y) := |x− y|2H ∈ R ∪ {+∞}.
A reader not familiar with Malliavin calculus is encouraged to skip the end of this subsection. We
refer to [24] and [12], for an overview on this topic. Recall this derivative is first defined, as the
H − derivative (see [16]), on the set of smooth polynomials Pol on W (see [12]), so that to obtain
a closable operator ∇ : Pol ⊂ L2(µ)→ L2(µ,H). Denoting ID2,1 the completion of Pol with respect
to the norm of the graph ||.||2,1 : F ∈ Pol → ||F ||2,1 := |F |L2(µ) + |∇F |L2(µ,H) ∈ R, as a closable
operator, ∇ extends to a map
∇ : F ∈ ID2,1 ⊂ L2(µ)→ ∇F ∈ L2(µ,H);
the so-called Malliavin derivative. Take F ∈ L2(µ), which is the µ− equivalence class of maps of
some f ∈ L2(µ). Assuming that f is H − differentiable (see [16]), and that its derivative defines
an element of L2(µ,H), we have
< ∇F, h >H= d
dλ
f(ω + λh)|λ=0 µ− a.s.,
for all h ∈ H . For any X ∈ ID2,1, we denote by (DsX) the derivative of ∇X , with respect to the
Lebesgue measure ; it satisfies
∇X =
∫ .
0
DsXds µ− a.s..
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The density of Pol in L2(µ) ensures the existence of the adjoint to the Malliavin derivative ∇,
the so-called divergence, which coincides with the stochastic integral on the subset of elements of
its domain (subset of L2(µ,H)), whose related processes are (Fµt )−adapted. Together with the
martingale representation theorem, it yields the so-called Clark-Ocone formula, which reads
X = Eµ[X ] +
∫ 1
0
Eµ [DsX |Fµs ] dWs. µ− a.s.,
for all X ∈ ID2,1. Subsequently, for convenience of notations, given X,Y ∈ MP((Ω,A), (W,B(W )),
we denote by (X × Y )⋆P , the joint law (X˜ × Y˜ )⋆P of any (and then all), pair of measurable maps
X˜, Y˜ : Ω→W , whose P−equivalence class is X (resp. Y ). Finally, for X ∈MP((Ω,A), (W,B(W )),
and X˜ : Ω→W , by P − a.s. X = X˜, we denote that X is the P−equivalence class of X˜ .
6.2. Transformations of the law of standard Brownian motions. In the statements below,
given ν ∈ PW , Ras(ν, µ) (resp. Πcs(µ, ν)), is given by (4.47) (resp. by (4.46)), of Section 4.
Proposition 5. Given ν ∈ PW and V ∈ R(ν, µ), we have V ∈ Ras(ν, µ) if and only if (Vt) is a
(Fνt )−Brownian motion on the probability space (W,B(W )ν , ν), for any (and then all) continuous
process (Vt) associated to V .
Proof: From the definition, V ∈ Ras(ν, µ), if and only if, both
(6.62) j(V ) := (IW × V )⋆ν ∈ Πc(ν, µ)
and
(6.63) R⋆j(V ) := (V × IW )⋆ν ∈ Πc(µ, ν),
hold, j (resp. R) denoting the map given by (1.11) (resp. by (4.44)). By Proposition 1, (6.62) is
equivalent to
V˜ −1(B0t (W )) ⊂ B0t+(W )ν = Fνt
for all t ∈ [0, 1], V˜ : W → W denoting any B(W )ν/B(W )−measurable map, whose ν−equivalence
class is V . Since Ras(ν, µ) := j−1(Πcs(ν, µ)), by Proposition 4 and Proposition 3, with σt = IRd and
bt = 0, the second equality is equivalent to (Vt) is a (Gνt+)-Brownian motion on (W,B(W )ν , ν), Gt
denoting the sigma-field σ(V˜ −1(B0t+(W ))∪B0t (W )), for all t ∈ [0, 1]. Since (Fνt ) is right-continuous,
the result follows.
Proposition 6. For any ν ∈ PW , absolutely continuous probability, with respect to the Wiener
measure µ, there exists a unique V ν ∈ Ras(ν, µ), such that
(6.64) V ν = IW −
∫ .
0
vνs ds ν − a.s.,
where (vνs ) is a (Fνt )−predicable process, which satisfies
(6.65)
∫ 1
0
|vνs |2Rdds <∞ ν − a.s.,
and where IW : ω ∈W → ω ∈W denotes the identity map on W . Moreover the following hold,
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(i) We have
(6.66) 2H(ν|µ) =
∫
W×W
|x− y|2Hdγc(x, y),
where γc := (V
ν × IW )⋆ν, and where
(6.67) H(ν|µ) := Eν
[
ln
dν
dµ
]
denotes the relative entropy. Moreover, γc ∈ Πcs(µ, ν) ⊂ Πc(µ, ν).
(ii) (Wt, V
ν
t ) is a weak solution to
dXt = dBt + v
ν
t ◦Xdt;X0 = 0,
on the probability space (W,B(W )ν , ν), with the filtration (Fνt ), for any (and then all) process
(V νt ) associated to V
ν .
(iii) the Radon-Nikodym derivative of ν is given by
(6.68)
dν
dµ
= exp
(∫ 1
0
vνs dWs −
1
2
∫ 1
0
|vνs |2Rdds
)
ν − a.s.
(iv) further assuming that dν
dµ
∈ ID2,1,
(6.69) vνt = Eν
[
Dt ln
dν
dµ
∣∣∣∣Fνt ] dt⊗ dν − a.s..
We call V ν the Girsanov shift of ν.
Proof: Together with the martingale representation theorem, the Girsanov theorem ensures the
existence of a unique (Fνt )−Brownian motion (V νt ), on the probability space (W,B(W )ν , ν), such
that
Wt = V
ν
t +
∫ t
0
vνs ds,
for all t ∈ [0, 1], ν − a.s., where (vνs ) is a (Fνt )−predicable process which satisfies (6.65), and
such that (6.68) holds (see [11] and the references therein) ; in particular it implies (ii). Thus, in
(6.68), the stochastic integral is with respect to a semi-martingale. From Proposition 5, we obtain
V ν ∈ Ras(ν, µ), and the uniqueness follows from the fact that a continuous martingale of finite
variation vanishes. By the celebrated representation formula of the entropy of [11], we obtain
(6.70) 2H(ν|µ) = Eν
[∫ 1
0
|vνs |2Rdds
]
= Eν [|V ν − IW |2H ],
|.|H denoting the Cameron-Martin norm ; this proves (6.66). Assuming that dνdµ ∈ ID2,1, the Clark-
Ocone formula yields
dν
dµ
= 1 +
∫ 1
0
Eµ
[
Ds
dν
dµ
∣∣∣∣Fµt ] dWs µ− a.s.,
and thus ν − a.s.. Whence
(6.71)
dν
dµ
= exp
(∫ 1
0
Eν
[
Ds ln
dν
dµ
∣∣∣∣Fνs ] dWs − 12
∫ 1
0
∣∣∣∣Eν [Ds ln dνdµ
∣∣∣∣Fνs ]∣∣∣∣2
Rd
ds
)
ν − a.s.,
stemming from Itoˆ’s formula, together with the condition dν
dµ
> 0 ν − a.s., and with the fact that
∇ is a local operator. Since any martingale, starting from 0, of finite variations, vanishes, (6.69)
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follows from (6.68) and (6.71). Finally, by Proposition 5, V ν ∈ Ras(ν, µ) = j−1(Πcs(ν, µ)). Thus,
by symmetry γc := R⋆j(V
ν) ∈ Πcs(µ, ν).
6.3. Stochastic differential equations as optimal transport problems. For ν ∈ PW , we
define its relative entropy H(ν|µ), with respect to the Wiener measure µ, by (6.67) if ν << µ (i.e.
absolutely continuous), and by H(ν|µ) = +∞ otherwise.
Lemma 5. For all ν ∈ PW , we have
(6.72) 2H(ν|µ) = inf
({∫
W×W
|x− y|2Hdγ(x, y)
∣∣∣∣γ ∈ Πc(µ, ν)}) ,
H(ν|µ) denoting the relative entropy, and the infimum is attained by some γc ∈ Πcs(µ, ν) ⊂ Πc(µ, ν).
Moreover, if H(ν|µ) is finite, then γc is unique, and it is given by
(6.73) γc = (V
ν × IW )⋆ν,
V ν denoting the Girsanov shift of ν ; see Proposition 6. In particular, (6.72), still holds by substi-
tuting Πcs(µ, ν) for Πc(µ, ν).
Proof: Denoting Pµ,ν the right hand term of (6.72), Proposition 6 yields Pµ,ν ≤ 2H(ν|µ). Hence-
forth, we assume that Pµ,ν is finite, and we take γ ∈ Πc(µ, ν), such that Eγ [|π − π˜|2H ] <∞. Define
u :=
∫ .
0
u˙sds ∈ L2(γ,H) by
(6.74) π˜ = π + u γ − a.s..
Since γ = (π × π˜)⋆γ ∈ Πc(µ, ν), by Proposition 4, t → Wt ◦ π (resp. t → ut) is (Gγt+)−Brownian
motion (resp. is a square integrable (Gγt+)−adapted process), on the complete stochastic basis
(W ×W,B(W ×W ), (Gγt+)), where (Gt) := (Bt(W )⊗B0t (W )). By the Girsanov theorem, we obtain
ν << µ. On the other hand, by standard results on transformations of laws of semi-martingales (see
Proposition 3.1. of [4], for a statement with the same notations), since π˜⋆γ = ν, we obtain
(6.75)
∫ .
0
vνt ◦ π˜dt =
∫ .
0
Eγ [u˙t|Gπ˜t ]dt γ − a.s.,
where the right hand term denotes the dual predicable projection of (ut), on the γ−usual augmenta-
tion, of the natural filtration generated by t→Wt ◦ π˜ ; see (6.64). By Jensen’s inequality, together
with (6.70),
(6.76) 2H(ν|µ) = Eγ
[∫ 1
0
|Eγ [u˙t|Gπ˜t ]|2Rddt
]
≤ Eγ
[|π˜ − π|2H]
follows from (6.74) and (6.75). Since in this case, the dual predicable projection is the orthogonal
projection, on the closed linear subspace of adapted elements of L2(µ,H), the equality occur in (6.76),
if and only if, ∫ .
0
vνt ◦ π˜ =
∫ .
0
u˙sds γ − a.s..
By (6.74) and (6.64), since γ = (π×π˜)⋆γ, the latter is equivalent to γ = γc, where γc is given by (6.73)
; by Proposition 6, γc ∈ Πcs(µ, ν) ⊂ Πc(µ, ν). Thus, (6.76) yields (6.72), for all ν ∈ PW . Moreover,
assuming the entropy is finite, from the proof, the infimum is attained by γc, given by (6.73).
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Proposition 7. For any ν ∈ PW , we have
(6.77) inf
({∫
W×W
|x− y|2Hdγ(x, y), γ ∈ Π(µ, ν)
})
≤ 2H(ν|µ).
Proof: By Lemma 5, Πc(µ, ν) ⊂ Π(µ, ν) implies (6.77).
Theorem 4 provides an optimal transportations view, on strong existence of solutions to stochastic
differential equations (see [12]), which emphasizes the importance of the marginals, rather than the
drift. Henceforth, v : (ω, t) ∈W × [0, 1]→ vt(ω) ∈ Rd denotes a bounded predicable map (see [12]).
To state Theorem 4 below, recall some well known basic facts (for further details see [12]). As an
application of the Girsanov theorem, the so-called transformation of the drift method entails the
weak existence and uniqueness of a solution to
(6.78) dXt = dBt + vt(X)dt;X0 = 0.
Denoting by ν the unique law of solutions to (6.78), it is the probability equivalent to µ such that
(6.79)
dν
dµ
= exp
(∫ 1
0
vsdWs − 1
2
∫ 1
0
|vs|2Rdds
)
µ− a.s.
Given X,B : Ω→W , two measurable maps, on a complete stochastic basis (Ω,A, (At),P), let (Xt)
(resp. (Bt)), be a pair of processes associated to X (resp. to B) which is (At)−adapted (resp. a
(At)−Brownian motion). From the very definition of a weak solutions, (Xt, Bt) solves (6.78) if and
only if
(6.80) (B ×X)⋆P = (V˜ × IW )⋆ν,
IW denoting the identity map on W , and V˜ denoting the measurable map
(6.81) V˜ : ω ∈W → ω −
∫ .
0
vs(ω)ds ∈ W.
For convenience of notations we set γ⋆ := (V˜ × IW )⋆ν ; we call it the unique joint law of solutions
to (6.78). In particular, (V˜t) is a (Fνt )−Brownian motion, where V˜t := Wt ◦ V˜ , for all t ∈ [0, 1], ◦
denoting the pullback of maps. Finally, we say that (6.78) has a unique strong solution, if there
exists a measurable map F : W → W , such that, for all weak solution (Bt, Xt) to (6.78), on some
complete stochastic basis (Ω,A, (At)t∈[0,1],P), we have X = F (B) P − a.s., for the related maps
and if, for all (At)−Brownian motion (Bt), on a complete stochastic basis (Ω,A, (At)t∈[0,1],P), the
pair (F (B), B) satisfies (6.78).
Theorem 4. Denoting by ν the probability given by (6.79), the primal attainment of the causal
Monge-Kantorovich problem
(6.82) Pµ,ν := inf
({∫
W×W
|x− y|2Hdγ(x, y)
∣∣∣∣γ ∈ Πc(µ, ν)})
is achieved by a unique causal transference plan, which is γ⋆, the unique joint law of solutions
to (6.78) ; the latter has a unique strong solution, if and only if the optimal plan to (6.82) induces
a solution to the causal Monge problem
(6.83) PMongeµ,ν = inf
(∫
W
|x− U(x)|2Hdµ(x), U ∈ Ra(µ, ν)
)
.
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Moreover, the above statement holds with Πcs(µ, ν) (resp. Ras(µ, ν)), instead of Πc(µ, ν) (resp.
Ra(µ, ν)). Finally, by further assuming that dνdµ ∈ ID2,1, we have
γ⋆ = ((IW − πν∇ ln dν
dµ
)× IW )⋆ν,
πν∇ ln dν
dµ
denoting the projection of ∇ ln dν
dµ
, on the closed subspace of L2(ν,H), whose elements are
(Fνt )−adapted.
Proof: Since a continuous martingale of finite variations vanishes, and ν is equivalent to µ, (iii) of
Proposition 6 and (6.79) yield ν − a.s. V ν = V˜ , V˜ denoting (6.81), and V ν denoting the Girsanov
shift of ν, see Propostion 6. In particular γ⋆ = γc, where γc is defined by Proposition 6. By (6.70),
the entropy of ν w.r.t. µ is finite. Whence, it follows from Lemma 5, that γc ∈ Πcs(µ, ν) ⊂ Πc(µ, ν),
is the unique causal transference plan which attains Pµ,ν . Finally, assuming the existence of a unique
strong solution F , since (Wt) is a Brownian motion on (W,B(W )µ, µ), from the definition of the
unique strong solution, (F, IW ) is solution to (6.78) on (W,B(W )µ, µ). Therefore, (6.80) implies
γc = (IW × F )⋆µ = j(U),
U ∈ R(µ, ν) denoting the µ−equivalence class of maps associated to F , j denoting the map (1.11).
We obtain U ∈ Ra(µ, ν), from γ ∈ Πc(µ, ν). Since γc attains Pµ,ν , U attains PMongeµ,ν . Conversely,
assuming γc = j(U), for some U ∈ Ra(µ, ν). Since W is Polish, we can always find a Borel
measurable map F : W → W , whose µ−equivalence class, as a B(W )µ−measurable map, is U . In
particular, γc = (IW ×F )⋆µ ; F meets the assumptions of a unique strong solution, for the associated
equation. Finally, the symmetric counterpart, follows similarly.
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