We are given a rectangle R in the plane and a nite set P of n points in the interior of R. A rectangular partition of R is a partition of the surface of R into smaller rectangles. A rectangular partition is said to be feasible with respect to P if no points in P lie in the strict interior of any rectangle of the partition. The length of a rectangular partition is computed as the sum of the lengths of the straight line segments that de ne the boundary of its rectangles. The goal is to nd a (feasible) rectangular partition whose length is minimized. This problem, denoted here by RGP, is NP-hard and has application in VLSI design. Several approximation algorithms have been proposed in the literature to solve it. In this paper we investigate how to obtain exact solutions for the RGP. We introduce two di erent Integer Programming formulations. To test these formulations computationally we have implemented a Branch-and-Cut algorithm and a Branch-and-Price algorithm for the rst and the second formulation, respectively. Comparisons between the two formulations are made. The computational results with a randomly generated set of instances show that it is possible to solve exactly mediumsized instances of the RGP. Moreover, we show that the size of the instances that can be solved with our algorithms decrease by an order of magnitude in the absence of corectilinear points in P, a special case of RGP whose complexity is still open. Finally we also have implemented the best approximation algorithm known for RGP and we show that it usually produces solutions about 10% o the optimum.
Introduction
In this paper we study the following problem. Given a rectangle R in the plane and a nite set P of n points in the interior of R, a rectangular partition of R is a partition of the surface of R into smaller rectangles. A rectangular partition is said to be feasible with respect to y This research was supported by FAPESP (grant number 96/0945-8) and by CNPq (grant number 300883/94-3) z Universidade Estadual de Campinas, Instituto de Computa cão, Campinas/SP, Brazil (e-mail: nogueira@dcc.unicamp.br)
x corresponding author: Universidade Estadual de Campinas, Instituto de Computa cão, C.P. 6176, 13083-970, Campinas/SP,Brazil (e-mail: cid@dcc.unicamp.br) P, if no points in P lie in the strict interior of any rectangle of the partition. The length of a rectangular partition is computed as the sum of the lengths of the straight line segments that de ne the boundary of its rectangles. The goal is to nd a feasible rectangular partition whose length is minimum.
In the remaining of the text, we denote this problem by RGP. For sake of brevity, unless when speci ed otherwise, the term partition is used here to refer to a feasible rectangular partition.
The RGP belongs to large class of problems involving the optimal partitioning of rectilinear polygons with holes inside. A hole can be either a rectilinear polygon or a point, and the objective function may vary. As we will see later in Section 2 most of these problems belong to the class NP-hard. These problems have brought to the attention of researchers in Computational Geometry mainly due to their practical application in VLSI design ( 11] ). The surface of the external rectangle R models the surface of the circuit and the points in P the terminals in the nets to be routed. The segments inducing a partition of R de ne the channels in which routing has to be done. By minimizing the length of the partition we aim to minimize the overall length of the routing.
Several approximation algorithms have been proposed in the literature for the RGP (see next Section). However, to the best of our knowledge, no exact algorithm has been tried to tackle the problem. In this paper we study di erent Integer Programming (IP) formulations for the RGP. After having formulated the problem, we use IP techniques such as Branch-and-Cut and Branch-and-Price algorithms to search for optimal solutions. We have implemented these algorithms and we report the computational results obtained on a set of randomly generated medium-sized instances. The results are quite promising and suggest that IP can be used to solve further variants of rectangular partition problems exactly.
We compare both theoretically and in practice the two alternative IP models and we also evaluate the performance of the best known approximation algorithm for the RGP.
The paper is organized as follows. The next Section gives a brief overview of previous works on complexity analysis and approximation algorithms for the RGP. Section 3 contains some basic de nitions and introduces two important theorems which ensure the validity of the IP models presented later. In Section 4 we discuss our rst IP formulation for the RGP and, using Polyhedral Combinatorics techniques, we show how to tighten this formulation. In Section 5 we reformulate the problem using new variables, which leads to a special case of the classical set partitioning problem. We compare the two alternative models not only in terms of number of constraints and variables but, specially in terms of the bounds provided by their linear relaxations. Section 6 describes some details of the Branch-and-Cut and Branch-and-Price algorithms we have implemented for the formulations given in Sections 4 and 5 respectively. In this Section we also report and discuss our computational results. Finally, in Section 7, we draw some conclusions and discuss some future directions for research in this topic.
Previous Work: short overview
In this Section, we characterize the RGP as a particular case of a class of polygons partition problems. The computational complexities of these problems are presented and nally we shortly discuss the main approximation algorithms proposed for the RGP.
In a general rectangular partition problem R is a rectilinear polygon, that is, a polygon whose sides are parallel to the axes, which is not necessarily a rectangle. Moreover, P is a nite set of n non-intersecting holes in the surface of R, where a hole is either a point or another rectilinear polygon. The goal is to partition the surface of R into smaller rectangles with no holes of P in the interior, such that the sum of the lengths of all straight lines that induce the partition is minimized (other objective functions such as minimizing the number of rectangles in the partition are not considered here).
Special cases of this problem are derived by limiting R to be a rectangle and/or restricting the holes to be points. The complexities of these variants of the original problem have been investigated since the early 80's. They are summarized in Table 1 From Table 1 , one can note that in the absence of holes the problem is easy ( 11] ).
Excepting for rows 2 and 3, all other cases have been proved to be in NP-hard. Rows 2 and 3 refer to the case where all holes are given by points and no two of these belong to the same horizontal or vertical line. When this holds, the set of holes P is said to be noncorectilinear. In this case, the complexity of the problem remains open. We are going to show later in Section 6, that those are by far the most di cult instances to solve with our approach. Table 1 . The notation A ! B is used to denote that problem A reduces polynomially to problem B.
From now on, we focus on the RGP problem but, as suggested by the reduction depicted in Figure 1 , RGNLP is a special case of RGP and, therefore, our study immediately extends to that case. Most of the research that has been done on the RGP is concentrated in the development of approximation algorithms. In 5], Gonzalez and Zheng have designed an O(n 2 ) algorithm using a divide-and-conquer strategy whose worst case performance ratio is given by 3 + p 3 . In 10], Levcopoulos has shown that this algorithm could actually be implemented in O(n log n). Gonzalez and Zheng introduce another approximation algorithm in 7] . The worst case performance ratio of this algorithm decrease to 3 relative to their rst algorithm, but its complexity increased to O(n 4 ). This algorithm has two basic steps. In the rst one the problem is transformed in an instance of the RPFH (see Table 1 ). In the second step the RPHF problem is solved by an O(n 4 ) dynamic programming algorithm proposed in 11].
RP-NLP
The best approximation algorithm for the RGP has worst case performance ratio of 1.75. It has been proposed by Du, Pand and Shing ( 2] ) and it also uses dynamic programming. These authors proved that the performance ratio of the algorithm is at most 2. An easier proof of that fact is given in 3]. However, a better bound for the performance of the algorithm was achieved by Gonzalez and Zheng in 6] who proved that the length of the partition produced by the algorithm is at most 1.75 larger than the length of an optimal solution.
The algorithm proposed by Du, Pand and Shing nds an optimal guillotine partition of R. A guillotine partition is a partition induced by a set of straight line segments with the following property. If we broke the rectangle R recursively following these straight lines, at each iteration in this process, either there exists a straight line dividing the current rectangle into two smaller ones or the current rectangle belongs to the partition and has no straight line in its interior. Figure 2 shows an instance of the RGP and two partitions. The partition in (b) is not guillotine and the one in (c) is a guillotine partition. Clearly, the optimal solution for an instance of the RGP is not necessarily a guillotine partition. Actually, in our computational experiments it never happened that Du, Pand and Shing algorithm solve the RGP exactly. Table 2 summarizes the best known approximation algorithms for the RGP. We have not been able to nd in the literature exact algorithms to solve the problem. Our goal is to develop such an algorithm using Integer Programming techniques. Thus, in the next Section we introduce some results that are fundamental to validate our formulations. 
De nitions and Fundamental Results
An important result about the optimal solutions of the RGP due to Lingas et al. ( 11] ) is given in Theorem 3.1. According to this result, the straight line segments inducing any optimal partition for an instance of the RGP lie on a nite set of horizontal and vertical lines. This property allows us to look at the RGP as a discrete optimization problem. Before stating the theorem, we have to introduce some de nitions.
De nition 3.1 Let I = (R; P) be an instance of the RGP. The grid induced by P, denoted by GI(P), is the set of straight line segments de ned in the interior of R by the vertical and horizontal lines intersecting the points in P.
A point p is a grid point if it belongs to the interior of R and it is in the intersection of a horizontal and a vertical line containing segments of GI(P). These points are partitioned into two sets. The set of terminal points, which are those points in P, and the set of Steiner points which are not in P. Figure 3 illustrate these de nitions. Dotted circles represent the terminal points while empty circles represent the Steiner points.
In the remaining of the text, we shall use the term grid segment to denote a segment containing precisely two grid points which are located at its extremities. Thus, in Figure 3 we have 24 grid segments.
We now give the fundamental theorem of Lingas et al. . A natural consequence of this theorem is that the RGP can be viewed as a problem of deciding whether or not each of the grid segments is in an optimal solution. This is the rst step to formulate the problem as a 0-1 Integer Programming problem. However, this is not enough since clearly not all subsets of grid segments induce a rectangular partition.
There are two geometric con gurations that are forbidden for a set of grid segments to form a rectangular partition of R. These con gurations are de ned below.
De nition 3.2 Let I = (R; P) be an instance of the RGP. A subset C of grid segments in GI(P) is said to de ne a knee in a grid point q (terminal or Steiner) if there are exactly two grid segments of C incident in q and these segments are orthogonal. Moreover, C is said to de ne an island in a grid point q (terminal or Steiner) if there is exactly one grid segment of C incident in q.
The knee and island con gurations are depicted in Figure 4 .
(b) (a) Figure 4 : (a) A knee and (b) an island con guration at a terminal point.
The next theorem establish the necessary conditions for a subset of grid segments to form a feasible rectangular partition of R with respect to P. Theorem 3.2 Given an instance I = (R; P) of the RGP, let C be a subset of grid segments in GI(P) not containing knees and islands and such that every terminal point in P has at least two segments of C incident to it. Then, C induces a feasible rectangular partition of R with respect to P.
Proof: The segments in C together with those at the boundary of R induce a partition of the plane such that, as C has no islands (vertices of degree one), each face in the partition is a polygon which may be not simply connected (i.e., with holes).
Assume that there exists a face F of the partition induced by C which is a polygon with at least one hole H. The (external) border of H is, by de nition, not connected to the border of F, and therefore, its upper and rightmost vertex has degree 2 (is a knee). This is a contradiction.
Thus, all the faces are simply connected polygons. Since the only convex polygons, with vertices and sides restricted to GI(P), are rectangles, it is enough to show that all the faces are convex.
Suppose, in the contrary, that there is a non convex face. Since this face is simply connected, it must have a vertex with a re ex internal angle. The restriction on segments of GI(P), implies that the only possibilities for re ex angles are 270 or 360 degrees respectively, knees or islands. Again this is a contradiction, which completes the proof.
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Theorems 3.1 and 3.2 allow us to formulate the RGP in terms of an Integer Programming (IP) problem. This is done in the next two sections. 4 An Integer Programming formulation for RGP: the segment model
To be able to use IP techniques to solve RGP instances exactly we have to nd a valid IP formulation for the problem. This Section presents our rst IP formulation for the RGP and it is organized as follows. In the next subsection we describe the original formulation and show its validity. In the second subsection, we study the polytope associated to the convex hull of feasible solutions of this formulation. We introduce several classes of facet de ning inequalities that can be used to tighten the original formulation and, therefore, are candidates to be used in a cutting plane algorithm for solving the RGP.
The Original Formulation
From Theorem 3.1, it is natural to formulate the problem using binary decision variables associated to each of the grid segments. These variables assume the value 1 or 0 depending whether or not they belong to the straight lines de ning the partition. Reasoning in this way, the vector of variables can be seen as the characteristic vector of a subset of grid segments. However, we have to restrict ourselves to the feasible subsets of grid segments, i.e., to the subsets that induce rectangular partitions of R with respect to P. Those (2) ; i (3) e i (4) refer to the segments incident in i as indicated in Figure 5 . Using this notation, the RGP can be formulated as:
i (1) i (2) i(3) Figure 5 : Grid segments incident to a point i. 
x integer (14) We call inequalities (1) to (4) the Class I inequalities while those from (5) to (12) are called Class II inequalities. The previous formulation has O(n 2 ) variables, O(n) Class I constraints and O(n 2 ) Class II constraints. We now establish the results ensuring the validity of the formulation.
Proposition 4.1 Class I inequalities avoid the knee and island con gurations at terminal points.
Proof: Assume that x is the incidence vector of an arbitrary feasible partition.
To prove the proposition it is enough to analyze the following cases. Consider the instance of the RGP depicted in Figure 6 . To show that Class I inequalities avoid the existence of an island, assume that x i(1) = 1 and x i(2) = x i(3) = x i(4) = 0, which implies the existence of an island at the terminal point i. In this case, inequalities (3) and (4) Proof: Assume that x is the incidence vector of an arbitrary feasible partition.
Consider the instance shown in Figure 7 . Initially let us suppose that x i(1) = 1 and x i(2) = x i(3) = x i(4) = 0 which de nes an island at the Steiner point i. In this case, both inequalities (9) and (11) of Class II are violated. Moreover, if x i(1) = x i(2) = 1 and x i(3) = x i(4) = 0, there is a knee de ned at the Steiner point i. In this case, inequalities (11) and (12) Proof: We have to show that x S 2 R m satis es constraints (1) to (14) if and only if S is a rectangular partition of R with respect to P, where x S is the incidence vector of S.
The necessity part goes as follows. First note that inequalities (1) and (4) of Class I indicate that S has at least two grid segments incident to each terminal point. Moreover, since x S satisfy all Class I and Class II inequalities, Propositions 4.1 and 4.2 ensure that S does not contain knees nor islands. Therefore, from Theorem 3.2, S is a rectangular partition of R with respect to P.
For su ciency, it is enough to note that if S is a rectangular partition of R with respect to P, then S does not contain knees nor islands. Moreover, S has at least two segments incident to each terminal point. Thus, the incidence vector of S, x S , clearly satis es all the constraints from (1) to (14) .
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We now investigate the strength of the formulation given by (1) to (14) . To do so, in the next subsection, we study the facial structure of the polyhedron represented by the convex hull of all incidence vectors of feasible rectangular partitions of an instance of the RGP.
Strength of the Segment Model: a Polyhedral Study
IP algorithms are based on the solution of linear programs. The e ciency of these algorithms depend on the bounds provided by the linear relaxation of the formulation at hand, i.e. the linear program which is obtained by removing the integrality constraints from the original formulation.
Ideally, any IP problem can be solved by Linear Programming if the complete linear system describing the convex hull of the integer solutions is available. In practice, for NP-hard problems, this complete system is usually unknown and it is unlike to be useful for algorithmic purposes since it is typically very large. However, many hard combinatorial optimization problems have been successfully solved using a partial description of the convex hull of integer solutions (cf. references in 12]). The success of this approach is closely related to our ability in obtaining facet de ning inequalities for the convex hull of feasible solutions. Such inequalities, when used in the framework of a cutting plane or branch-andcut algorithm, tend to improve the bound provided by the linear relaxation, reducing the time needed to solve the problem.
The facial structure of the convex hull of incidence vectors of integer solutions of a given IP problem is studied via polyhedral combinatorics techniques. We refer to 12] for an introduction to polyhedral combinatorics. In this work we limit ourselves to give very few de nitions and results which are necessary for the understanding of the text.
In this section we investigate the strength of the formulation introduced in the previous subsection. For this, we state the conditions under which the inequalities in this linear system de ne facets of the convex hull of incidence vectors of feasible rectangular partitions. Then we go further by introducing other classes of facet de ning inequalities that could also be added to the formulation in order to make it stronger. Below we summarize some de nitions and results of Polyhedral Theory.
Basic De nitions and Results
A polyhedron P= fx 2 R m : Ax bg is called a polytope if ?! x ! for all x in P for some constant vector ! 2 R m + . The dimension of a polyhedron P denoted by dim(P), is the cardinality of any maximal a nelly independent subset of P. We say that P is full dimensional if dim(P) = m, that is, P has the dimension of R m . A valid inequality for P is an inequality that is satis ed by all points in P. If !x ! 0 is a valid inequality for P, the face F (!;! 0 ) de ned by this inequality in P is given by F (!;! 0 ) = fx 2 P : !x = ! 0 g. Each face F (!;! 0 ) is a polyhedron and if dim(F (!;! 0 ) ) = dim(P) ? 1, we say that F (!;! 0 ) is a facet of P.
The main steps we use when proving that a valid inequality !x ! 0 de nes a facet of a full dimensional polyhedron P can be summarized as follows. First, we have to show that the face F (!;! 0 ) (de ned as above) is such that F (!;! 0 ) \ P 6 = ; (i.e., there exists a point in P which is not in F (!;! 0 ) ). Then, we suppose that there exists a (generic) valid inequality x 0 for P which de nes the face F ( ; 0 ) F (!;! 0 ) . Finally, to prove that !x ! 0 de nes a facet of P we have to show that there exists 2 R + such that = ! and 0 = ! 0 . This is a well-known technique in Polyhedral Combinatorics called the indirect method.
The Polytope for the RGP We denote by P R the polytope given by the convex hull of the integer solutions of the formulation given in subsection 4.1. Thus, from Theorem 4.1, we have that:
P R = convfx S 2 R m : S is a rectangular partition of R with respect to P g; where m is the number of grid segments in GI(P).
To study the facets of P R we rst have to nd the dimension of this polytope. This is given in the next theorem.
Theorem 4.2 The polytope P R is full-dimensional, i.e., dim(P R ) = m. Proof: Since P R R m , dim(P R ) m and any subset of a nelly independent points in P R has at most m+1 elements. Thus, if we nd a subset with exactly m+1 elements, the proof is complete. Notice that the vector 1l m with all components equal to one is in P R since the set of all grid segments is a feasible rectangular partition. Moreover, if we remove exactly one grid segment, say i, from this solution, we still have a feasible rectangular partition whose incidence vector is given by 1l m ?v i , where v i is the vector with all components equal to zero except component i which has value one. The set whose elements are all possible 1l m ? v i vectors and the vector 1l m has size m + 1 and can easily be shown to be a nelly independent.
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We now give a partial characterization of the facial structure of P R by exhibiting some of its facet de ning inequalities. The proof of facetness can be long and tedious. For this reason some of these proofs are given in the Appendix. However, we kept the short proofs to illustrate the techniques which we found to be interesting for further polyhedron investigations on P R . To make the proofs easier we introduce one additional de nition and a lemma.
De nition 4.1 The support of a valid inequality P m e=1 ! e x e ! 0 for P R is the set of grid segments e 2 GI(P) such that ! e 6 = 0. The support rectangle of the inequality is the smallest rectangle containing the support of the inequality whose sides are parallel to those of the rectangle R.
These de nitions are illustrated in Figure 8 for a Class I inequality. Below, when proving that a given inequality de nes a facet of P R , we consider only the grid segments which are in the interior of the support rectangle of the inequality. This is justi ed by the following lemma.
Lemma 4.1 Let !x ! 0 be a valid inequality for P R and R ! its support rectangle. Moreover, let F (!;! 0 ) be the face de ned by !x ! 0 in P R . If x 0 is a valid inequality for P R de ning the face F ( ; 0 ) where F ( ; 0 ) F (!;! 0 ) , then e = 0 for any grid segment e which is external to R ! .
Proof: Let I be an instance of the RGP, x the incidence vector of a feasible rectangular partition of I in the face F (!;! 0 ) and x the incidence vector of another feasible rectangular partition of I obtained from x by adding all grid segments in the boundary and in the exterior of R ! . For each grid segment e external to R ! , de ne x e as the vector obtained from x by setting the e-th component to zero. Clearly, x e is the incidence vector of a feasible partition. Moreover, x and x e lie on F (!;! 0 ) and, by hypothesis, also on F ( ; 0 ) . Thus, we have that: x = x e = 0 which implies that e = 0. This completes the proof. 2
In Theorems 4.3 and 4.4 below we investigate the facetness property relative to the trivial inequalities (0 x e 1).
Theorem 4.3 For all grid segment s in GI(P) the inequality x e 1 de nes a facet of P R . Proof: The validity of the inequality is obvious. It is easy to see that the face F de ned in P R by this inequality is such that P R n F 6 = ;, since the incidence vector of the feasible partition formed by all grid segments but e does not lie on F. This implies that dim(F) dim(P R ) ? 1. Now, using the same notation as in the proof of Theorem 4.2, consider the feasible solutions represented by the binary vectors 1l m and 1l m ? v j for all grid segments j 6 = e . All these points are a nelly independent and lie on F. Therefore, dim(F) is m ? 1 and the proof is complete.
Theorem 4.4 For all grid segment e in GI(P) the inequality x e 0 does not de ne a facet of P R . Proof: We can show that a valid inequality does not de ne a facet of a full-dimensional polyhedron in two ways. First, we can show that it is a linear combination of two other valid inequalities. Alternatively, we can show that the face de ned by this inequality is contained in the face de ned by another inequality which is linearly independent from the original one.
Thus, assume initially that s is incident to a terminal point i. Moreover, w.l.o.g, let t be the next grid segment visited after e when the set of incident grid segments in i are traversed clockwise. If we sum up the Class I inequality x e + x t 1 and ?x t ?1 we get the inequality x e 0. We conclude that this inequality is not facet de ning for P R .
Assume now that segment e is incident to a Steiner point i. Again, w.l.o.g, let t; u and v be the sequence in which the remaining grid segment incident to i are traversed if we proceed clockwise. Since i is a Steiner point, if x e = 0, x t and x u are both zero or both one, since otherwise there will be either an island or a knee con guration with vertex in i. This implies that the face F = fx 2 P R : x e = 0g is contained in the face fx 2 P R : x e + x t ?x v = 0g. Thus, F is not a facet of P R .
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The next two Theorems consider inequalities in Class I and Class II.
Theorem 4.5 Class I inequalities de ne facets of P R . Proof: Validity of these inequalities have been shown in Theorem 4.1. If we denote by F (!;! 0 ) the face de ned by an arbitrary Class I inequality !x ! 0 in P R , it is clear that F (!;! 0 ) 6 = P R since the vector 1l m 2 P R ? F (!;! 0 ) .
Let i be a terminal point and, for simplicity, let the grid segments incident to i be denoted by 1, 2, 3 and 4. Assume that these segments are arranged in the same order as segments i (1) ; i (2) ; i (3) and i (4) in Figure 5 . We are going to show, w.l.o.g., that the Class I inequality x 1 + x 2 1 de nes a facet of P R . We use the standard technique to make the remaining of the proof.
Initially, we assume the existence of a valid inequality x 0 which de nes the face F ( ; 0 ) in P R . Moreover, we suppose that the face F (!;! 0 ) = fx 2 P R : x 1 + x 2 = 1g is contained in F ( ; 0 ) . Using these facts, we show that the coe cients of vector and 0 are related in such a way that = ! and 0 = ! 0 for some 2 R + .
By Lemma 4.1, we know that i = 0 for any grid segment i external to the support rectangle of x 1 + x 2 1. We now have to consider the components of corresponding to the remaining grid segments.
Case 1: Consider the two solutions illustrated in Figure 9 . Note that x and x are in F (!;! 0 ) and, by hypothesis, also in F ( ; 0 ) . Then, x = x = 0 which implies that 4 = 0.
Analogous arguments can be easily applied to prove that 3 = 0. Therefore, for all grid segments e in GI(P) ? f1; 2g, we have that e = 0. In Case 1, this implies that 1 = 0 while in Case 2 this implies that 2 = 0 . We conclude that is of the form ( 0 ; 0 ; 0; : : :; 0) which implies that x 0 is a scalar multiple of the original inequality and this completes the proof.
2 Theorem 4.6 Class II inequalities de ne facets of P R . Proof: Again the validity comes from Theorem 4.1. Denoting by F (!;! 0 ) the face de ned by an arbitrary Class II inequality in P R , we have that F (!;! 0 ) 6 = P R since the vector 1l m 2 P R ? F (!;! 0 ) . We consider the Steiner point i and grid segment 1, 2, 3 and 4 incident to it and arranged as in the previous proof. We show, w.l.o.g., that the Class II inequality x 1 + x 2 ? x 3 0 de nes a facet of P R .
Assume the existence of a valid inequality x 0 which de nes the face F ( ; 0 ) in P R . Moreover, we suppose that the face F (!;! 0 ) = fx 2 P R : x 1 + x 2 ? x 3 = 0g is contained in F ( ; 0 ) . Using these facts, we show that the coe cients of vector and 0 are related in such a way that = ! and 0 = ! 0 for some 2 R + .
By Lemma 4.1, we know that i = 0 for all grid segments i external to the support rectangle of x 1 + x 2 ? x 3 0. We now have to consider the components of corresponding to the remaining grid segments.
Case 1: Let x and x be the incidence vectors of the solutions shown in Figure 11 (a) and (b) respectively. Since x and x are in F (!;! 0 ) , we have that x = x = 0 . We conclude that 4 = 0. Case 4: Let x be the incidence vector of the feasible partition where x i = 0 for all i 2 f1; 2; 3; 4g and x i = 1 for all i 2 GI(P) n f1; 2; 3; 4g. We have that x 2 F (!;! 0 ) and therefore, x = 0 . As we have already shown that i = 0 for all i 2 GI(P) n f1; 2; 3g, we conclude that 0 = 0. Now, taking for instance the solution in Figure 13 , we can conclude that 3 = ? 2 and this completes the proof since is of the form ( ; ; ? ; 0; : : :; 0). 2
Further classes of facet de ning inequalities are introduced below. They can be added to the formulation to make it stronger. The addition of these new inequalities to the original model is discussed later in Section 6.
Consider the point con guration depicted in Figure 14 . Notice that points p 1 , p 2 and p 3 are terminal points while p 4 is a Steiner point. Moreover, these points are vertices of a rectangle of GI(P). (1)
There are O(n) such inequalities and they all de ne facets as we show next.
Theorem 4.7 Class III inequalities de ne facets of P R . Proof: We show that the inequality is valid and the remaining of the proof is given in the Appendix. The proof of validity is divided into three cases. We assume that x is the incidence vector of an arbitrary feasible partition.
Case 1: x 1 = 1 and x 2 = 0. When x 2 is zero, one of the Class I inequalities at point p 3 forces x H to be equals one which in turn, implies that x 3 and/or x 4 also takes value one to avoid an island or a knee at point p 4 .
Case 2: x 1 = 0 and x 2 = 1. Notice that there is an axis of symmetry through points p 2 and p 4 . Thus, the proof for this case is analogous to that of case 1 since segments 1 and 2 are symmetric.
Case 3: x 1 = x 2 = 1. The inequality is trivially satis ed. Note that the case x 1 = x 2 = 0 is not allowed since there would be a Class I inequality violated at point p 2 .
Now consider four grid points in GI(P), one terminal and three Steiner, arranged like the con guration shown in Figure 15 . The Class IV inequality is given by:
In Figure 15 we illustrate the support of a Class IV inequality. There are O(n) such inequalities and the necessary and su cient conditions under which they de ne facets of P R are given in the next theorem. We now proof necessity for the second part of the Theorem. Su cciency is proved in the Appendix.
Let !x ! 0 denote the Class IV inequality given in (2) and let F (!;! 0 ) = fx 2 P R : !x = ! 0 g be the face de ned by this inequality in P R . Assume, by contradiction, that both p 2 and p 3 are terminal points (symmetry handles the case when both p 4 and p 5 are terminal points). When this occurs, every incidence vector x 2 F (!;! 0 ) must satisfy x e = 1, where e is the segment with endpoints p 2 and p 3 . This is necessary to satisfy the Class I inequalities in both terminal points since, if x is in F (!;! 0 ) , x 1 and x 2 cannot be both at one. But, this implies that F (!;! 0 ) is contained in the hyperplane x e = 1 and therefore inequality (2) is not facet de ning.
2 Figure 16 shows the point con guration in GI(P) which form the basis of the support of a Class V inequality. The corresponding Class V inequality is given by: As for the previous classes of inequalities, there are O(n) Class V inequalities. Below we prove that these inequalities de ne facets in P R . Theorem 4.9 Class V inequalities de ne facets of P R . Proof: As before, we show validity and complete the proof in the Appendix. Consider the support of a Class V inequality in Figure 16 and suppose that x is the incidence vector of an arbitrary feasible partition.
The basic idea in proving validity is to analyze the grid segments incident to the terminal points p 5 and p 7 . Notice that, for any feasible partition, at each terminal point p the two horizontal and/or the two vertical segments incident to p belong to the partition. Thus, we split the proof in di erent cases according to which of these situations occur at points p 5 and p 7 .
First, we rewrite the Class V inequality (3) in the following form: validity it is enough to show that at least three segments from 1 to 8 belong to any feasible partition. This is what occurs in Cases 1 to 3 below.
Case 1: x D = x E = x C 0 = x 3 = 1. We must have that at least one of the variables x 7 or x 8 equals one to avoid an island or a knee at point p 2 . Analogously, we must have at least one of the variables x 4 or x 5 equals one to avoid an island or a knee at point p 8 . 
The support of an inequality for the last class of inequalities we introduce is illustrated in Figure 17 A simple enumeration shows that the cases given above cover all possible situations, since the two horizontal or the two vertical grid segments incident to terminal points both have to be in any feasible solution. This completes the proof.
Inequalities in Classes III to VI can be used to strengthen the formulation presented in Section 4. The algorithmic aspects relative to the addition these inequalities in the formulation are discussed later. In the next section we present an alternative IP formulation of the RGP and compare the two models.
An Alternative Integer Programming Formulation for RGP: The Set Partitioning Model
A huge number of combinatorial problems can be formulated in terms of a Set Partitioning problem. The RGP problem belongs to this class. Before formulating the RGP as a Set Partitioning problem, let us brie y de ne the latter and give its IP formulation.
In the Set Partitioning problem we are giving a set H = f1; : : :; mg and a set K = fK 1 ; : : :; K n g of subsets of H. If J = f1; : : :; ng, the set J J de nes a partition of H if S j2J K j = H and 8 j;`2 J , j 6 =`, we have that K j \K`= ;. If a cost c j is associated to each subset K j in K, the cost of the partition is computed as P j2J c j . The goal is to nd a partition with minimum cost. The problem can be easily modeled by the 0-1 IP below. y j 2 f0; 1g; j = 1; : : :; n: where a ij is one if i 2 K j and zero otherwise. The variable y j , j 2 J, assumes a value of one if K j belongs to the partition and zero otherwise.
In order to formulate the RGP as a Set Partitioning problem we have to set up the proper values for the a ij and c j coe cients. This depends on how we de ne the sets H and K which is done by introducing some further de nitions.
De nition 5.1 Let GI(P) be the induced grid corresponding to an instance of the RGP represented by an external rectangle R and a set P of terminal points. A rectangle whose sides lie on two consecutive vertical and horizontal lines of GI(P) (including the borders of R) is called a canonical rectangle. Figure 18 illustrates the above de nition. Note that the number of canonical rectangles is O(jPj 2 ). Now, the sets H and K are de ned as follows. Let H = f1; : : :; mg where m is the number of canonical rectangles in GI(P). Moreover, let K = fR 1 ; : : :; R q g be the set of all rectangles with sides lying on the lines de ning GI(P) (including the borders of R) and with Clearly, any rectangular partition of R with respect to P can be seen as a partition of R into feasible rectangles. Assume that for every feasible rectangle R j in K we de ne the cost c j computed as the sum of the perimeter of R j plus the sum of the length of the sides of R j which lie on the boundary of R (see Figure 19) . Thus, an IP formulation of the RGP In this formulation we have one equality constraint for each canonical rectangle and one variable for each feasible rectangle. Therefore, we have O(jPj 2 ) constraints and O(jPj 4 ) variables. If we denote by F S the formulation with grid segment variables described in Section 4 and by F R the formulation above with feasible rectangle variables, the optimal solutions of the two problems are related as follows.
Theorem 5.1 Given a rectangle R and a set P of terminals in the interior of R, let x be an optimal integer solution with value Z obtained from F S . Moreover, let y be an optimal integer solution with value W obtained from F R . Then, W = 2Z + 2Per(R), where Per(R) is the length of the perimeter of R.
Proof: Immediate, since in Z only the length of the grid segments are computed while, from the de nition of the c j 's, in W the length of each grid segment is counted twice (once for each of the rectangles of the partition it belongs to) and the length of the boundary of R is also counted twice. 2
The next theorem compares the bounds obtained by solving the linear relaxations of F S and F R and shows that the second formulation is stronger. Theorem 5.2 Let W be the optimal value of the linear relaxation of F R and Z be the optimal value of the linear relaxation of F S for a given instance of the RGP. Then, W 2Z + 2Per(R), where Per(R) is the length of the perimeter of R. Moreover, the inequality may be veri ed strictly.
Proof: To show that W 2Z + 2Per(R) it is enough to show that, given any vector y satisfying the constraints of F R , y can be transformed into a vector x satisfying the constraints in F S . Given this transformation, the cost of x must be at least Z , since Z was assumed to be the optimal value of the linear relaxation of F S .
Thus, starting from a vector y satisfying the constraints of F R except possibly the integrality constraints, let us obtain a vector x such that: (i) x satis es both Class I and Class II inequalities and (ii) for each grid segment s we have that 0 x s 1.
Let ? s be the set of feasible rectangles which have the grid segment s as part of one of its sides. Let x s be computed such that: x s = 1 2 P k2?s y k . We now prove that x satis es the constraints of the linear relaxation of F S .
Case 1: x s 0, for all s 2 GI(P). Trivial since y 0. Case 2: x s 1, for all s 2 GI(P). The grid segment s is the common side of two canonical rectangles R 1 s and R 2 s . Since, from the formulation F R , P q j=1 a R 1 s ;j y j = 1 and P q j=1 a R 2 s ;j y j = 1 we have that The rst inequality in the expression above is justi ed by the fact that some rectangles that cover R 1 s and R 2 s do not have s as part of their sides. Case 3: Class I inequality x i(1) + x i(2) 1 for all terminal point i. The proof uses the notation presented in Figure 20 . Let us denote by P i;j the sum of all components in y associated to feasible rectangles covering both R i and R j . Since the constraints in F R for the canonical rectangles R 2 and R 4 , respectively, imply that the rst and second summations in parenthesis to be one, and P 1;1 0, we obtain: For i 2 f1; 2; 3; 4g, let C i E be the set of all feasible rectangles covering the canonical rectangle R i . Moreover, let C i be the subset of rectangles in C i E not covering at least one of the canonical rectangles R j , for j 2 f1; 2; 3; 4g and j 6 = i.
From the previous observation, we conclude that P j2C i y j , for every i = 1; : : :; 4, is equal to a constant . Moreover, 1 since P j2C i y j P j2C i E y j = 1. Thus, for a xed index r in f1; 2; 3; 4g, P k2C r y k can be expressed in terms of the P i;j as de ned before. For instance, X To show that the inequality W 2Z + 2Per(R) is not necessarily satis ed at equality, and therefore, that F R is a stronger formulation than F S , it su ces to exhibit an instance where the inequality holds. This is done in Figure 22 . The values of the variables associated to the grid segments represented by dotted (full) lines are 0.5 (1.0). The optimal values of the linear relaxations of F S and F R are respectively 14.5 and 15.0. 2 
Computational Experiments
In this section we present the computational experiments that we have carried out with the exact algorithms for the RGP based on the IP formulations introduced in the previous sections. Initially, we brie y describe the set of instances used in our tests and analyze the performance of some known heuristics on this data set. Subsection 6.2 is devoted to the discussion of implementation details and results of the Branch-and-Bound (B&B) and Branch-and-Cut (B&C) algorithms we have developed to solve the segment model from Section 4. Finally, in Subsection 6.3, we discuss the implementation issues and the results of the Branch-and-Price (B&P) algorithm we have developed for the Set Partitioning formulation from Section 5. 
Instances and heuristic solutions
Two classes of instances have been generated. In the rst one the set P of terminal points is corectilinear while in the second P is noncorectilinear. The external rectangle R has size either 20 20 or 50 50. There are 35 instances, 25 of which with noncorectilinear points.
Points are given by integer coordinates uniformly distributed in the interior of R.
We have implemented the approximation algorithm described in 2], here denoted by DPS86, so as to have an incumbent solution at the beginning of the (implicit) enumeration algorithms. This approximation algorithm produces the optimal guillotine partition and is known to outperform the algorithms described in 5], 4] and 7]. All instances have been solved within a few seconds and we have observed that the processing time, for xed jPj, tend to increase signi cantly (even by a factor of 10) when the set of terminal points is noncorectilinear.
Branch-and-Bound and Branch-and-Cut algorithms
We now discuss the results we have obtained with B&B and B&C algorithms based on the model introduced in Section 4. The results are summarized in Tables 3 to 9 . In these tables, the column headings #cons, #var, opt, #nodes, #LPs, #cuts stand for, respectively: the number of constraints in the model, the number of variables in the model, the optimal value, the number of nodes opened in the enumeration procedure, the number of linear programs solved and number of cuts (inequalities) founded in the cutting planes phase.
In the table cells containing the optimal value of the relaxation for both IP models, the symbol (I) is used to indicate that the solution corresponding to this value is integral.
We use some classical techniques to implement the search procedures. Thus, the selection of the next node to be explored in the enumeration tree follows the best bound strategy. The branching rule selects the most fractional variable, i.e., the one whose value is closest to 0.5 . The B&C implementation is based on the description presented by J unger et al.
in 9]. In the latter algorithm, we branch on a variable whenever the LP value varies less than 0.01% after the execution of 10 consecutive iterations. The goal is to escape from the tailing o e ect during the cutting plane phase.
Initially Tables 3 and 4 ). This explains why the B&C algorithm in (c), which uses these inequalities as cutting-planes, is not competitive with the algorithm in (b). On the other hand, the results give a clear indication that the inequalities in Classes III to VI are very helpful to describe the portion of P R on which lies an optimal solution. As an evidence of this fact, in the last rows of Tables 3 and 4 , for jPj = 200, we see that algorithm (b) explores about 1400 times less nodes of the enumeration tree than algorithm (a) which, in consequence, has been more than 200 times slower.
These reductions obtained by algorithm (b) (relative to algorithm (a)) in the CPU time and in the number of nodes explored in the enumeration tree, are less impressive when we look at the noncorectilinear instances. Nevertheless, they still remain important. If, for example, we consider the largest instance (jPj = 19) in Tables 6 and 7 , we see that algorithm (b) have run 7 times faster than algorithm (a). Undoubtedly, the noncorectilinear instances are much harder to solve with B&B than the corectilinear ones.
Notice that the inequalities in Classes III and IV are those that appear more often (except, obviously, Class III inequalities for noncorectilinear instances). We have identi ed very few inequalities in Class V and no inequalities in Class VI.
Our essays to exactly solve larger instances for the noncorectilinear case have failed. The demand for computational resources (CPU time and memory space) when solving such instances is prohibitively large. We have restricted ourselves to solve the linear relaxations of instances with 20 jPj < 40 in order to get lower bounds (see Table 9 ). As for the previous instances, the inclusion of the inequalities in Classes IV and V has increased the lower bounds provided by the linear relaxations. For noncorectilinear instances, this increasing has been of up to 7% independently of jPj, while it has been limited to 3% for the smaller corectilinear case.
In Tables 3, 6 and 9 the value of the solution obtained by the best known approximation algorithm for each of the tested instances is presented (columns denoted by DPS86). In the average, the approximate solution is 10% o the optimum and, worse, it has never reached the optimal value. Later in this section, we will see that, in the average, the lower bounds obtained with the full segment model are also at the same distance from the optimum. 
Branch-and-Price algorithm
A Branch-and-Price algorithm is an algorithm which embeds a column generation phase into a branch-and-bound framework. Our B&P algorithm has been implemented using the package MINTO (Mixed INTeger Optimizer) 14]. MINTO provides an environment for quick development of Branch-and-Price algorithms. As for any column generation algorithm, there are some points that must be addressed to obtain a good implementation. The rst point is the set of initial columns that are added to the restricted master problem. For the RGP we have decided to start with the columns corresponding to all canonical rectangles (which already ensures feasibility) and also those corresponding to the rectangles that form the optimal guillotine partition (see Section 2). The pricing subproblem which generates the column(s) to be added to the current LP can be solved in polynomial time since the total number of columns is O(jPj 4 ). We actually solve this problem by enumeration, but this point may deserve further investigations since the time spent in solving the pricing subproblem is considerably large. The number of columns generated at each iteration is discussed later. The branching rule we adopt is also classical and it is based on the strategy proposed by Ryan and Foster 13] for Set Partitioning Problems.
Below we discuss the computational results we have obtained with a B&P algorithm based on the set partitioning model for RGP and introduced in Section 5.
In Tables 10 to 14 the column headings LB, opt, #nodes, time, #icols, #cons and #cols stand for, respectively: the lower bound obtained from the linear relaxation at the root node of the enumeration tree, the optimal value, the number of nodes visited in the enumeration tree, the CPU time needed to prove optimality, the number of columns in the restricted master LP at the end of the B&P procedure, the number of constraints in the model and the number of variables (columns) in the master LP (complete set partitioning formulation).
In the experiments reported in Tables 10 and 11, and in Tables 12 and 13 we have investigated the behavior of the B&P algorithm with respect to two di erent strategies to add columns to the restricted master LP. It is clear that the addition of multiple columns at each iteration leads to a much better performance of the algorithm than the addition of a single column with minimum reduced cost. From these tables, it is clear that most variables generated by the addition of multiple columns are actually useless.
As for the best B&B algorithm from the previous section, due to limitations on computational resources, the B&P algorithm has not been able to obtain the exact solution of 40-point noncorectilinear instances on a 50 50 square. Nevertheless, as it is shown in Table 14 , the B&P algorithm solves all instances with 20 jPj < 40 in less than 20 hours of CPU. This has not been possible for the B&B algorithm.
The lower bounds provided by the linear relaxation of the set partitioning model are remarkably good and signi cantly better than those coming from the segment model. Notice that most of the tested instances have been solved by simple column generation, i.e., at the root node of the B&P enumeration tree. In all but 7 of the 35 instances solved by the B&P algorithm, the optimal solution of the linear relaxation is integral. In 4 out of the 7 instances for which we end up with an optimal fractional solution, the optimal value is integral and, among these 4 exceptions, in 2 instances the lower bound rounded up is precisely the optimal value (remind that by construction the costs are integer).
Despite the better quality of the bounds produced by the set partitioning model, the bounds provided by the segment model are also of good quality and they can be computed much faster. Regarding the overall CPU times, the B&P algorithm with the addition of multiple columns at each iteration is usually faster than the best B&B algorithm we have implemented. For the smaller instances in a 20 20 square, less than 10 minutes of CPU is enough for this algorithm to prove optimality. However, it is also the case for the B&P algorithm that the noncorectilinear instances are harder to solve. Table 14 : Instances with noncorectilinear points for a 50 50 rectangle. Results for the strategy of adding at most 500 columns to the restricted master LP, at each iteration of the column generation algorithm.
de ning inequalities are introduced for the convex hull of the incidence vectors of feasible partitions. These inequalities are tested computationally both by adding them all from scratch and running a pure B&B algorithm and also by using them as cutting planes in a B&C algorithm. Our experiments on a randomly generated data set have shown that the B&B algorithm outperforms the B&C one. We observe that noncorectilinear instances tend to be more di cult with this approach than the corectilinear ones. A second model, based on a set partitioning formulation of RGP, is introduced and compared to the segment model both theoretically and practically. From the theoretical point of view, we prove that the lower bounds provided by the linear relaxation of the set partitioning model dominate those coming from the linear relaxation of the segment model. To solve the set partitioning model we have implemented a B&P algorithm. The computational experiments show that the better quality of the set partitioning bounds leads to signi cant saves in CPU time when compared to the best B&B algorithm, especially for noncorectilinear instances.
We have also implemented the best approximation heuristic currently available in the literature ( 2] ). For all instances for which we have proved optimality, the approximation algorithm failed to produce an optimal solution. Usually the approximated value is about 10% o the optimum which is also the average distance of the lower bound provided by the linear relaxation of the full segment model (see 6.2 for details). The set partitioning model has a remarkable performance in what refers to the lower bounds computed from its linear relaxation. In all but one instance, it attains the optimal value (possibly after rounding it up).
Our experiments show that the IP models we introduce can be successfully applied to solve medium-sized instances to optimality for corectilinear points. It is worth noting that larger Set Partitioning models can possibly be solved by using more elaborate IP algorithms which have successfully been applied to crew scheduling problems (cf., 8]). The noncorectilinear case remains di cult to solve but using the set partitioning model and the B&P algorithm, we have solved instances with up to 39 terminal points. It is worth noting that the status of the noncorectilinear RGP problem is still open, though it is conjectured to be in NP-hard ( 5] ).
Immediate extensions of our results can be made if we allow R to represent any rectilinear polygon and we include more general (but still rectilinear) kind of holes in the interior of R (and not only points). Further polyhedral investigations on the segment model may turn it more competitive so, its use should not be discarded a priori, despite the apparent superiority demonstrated by the set partitioning model in our computational results. Even restricted to the facet de ning inequalities that are known, the segment model can be used to quickly compute lower bounds of good quality. We strongly believe that the knowledge of optimal solutions for some reasonable sized instances of the problem may be helpful in understanding the geometric properties that must be satis ed by such solutions. Both models we introduce can be easily generated to serve as an input for commercial LP-solvers such as CPLEX. Thus, anyone interested in investigating those optimality properties is able to compute optimal solutions with a little e ort. This is the direction we are currently developing our research on this problem.
Finally, we hope that works like this one can stimulate the cooperation between the elds of mathematical programming and discrete computational geometry. We believe that this cooperation will be especially fruitful for geometric partitioning problems. Proof of Theorem 4.8: Su ciency: Denote by !x ! 0 the inequality x 1 +x 2 +x 3 +x 4 1 and let F (!;! 0 ) = fx 2 P R : !x = ! 0 g the face de ned by it. Notice that F (!;! 0 ) 6 = P R since the point 1l m 2 P R , and 1l m 6 2 F (!;! 0 ) . Assume that x 0 is a valid inequality for P R such that F (!;! 0 ) F ( ; 0 ) = fx 2 P R : x = 0 g. We have to show that = ! and 0 = ! 0 for some 2 R + . By Lemma 4.1, we know that i = 0 for all grid segments i external to the support rectangle of x 1 + x 2 + x 3 + x 4 1.
Case 1: Consider the solution in Figure 28 whose incidence vector belongs to F (!;! 0 ) . As x A (x C ; x E ; x F ; x G ; x H ) is in F (!;! 0 ) , so i = 0 8i 2 fA; C; E; F; G; Hg. Symmetrically, we can show that i = 0 8i 2 fA 0 ; C 0 ; E 0 ; F 0 ; G 0 ; H 0 g. Proof of Theorem 4.9: Denote by !x ! 0 the Class V inequality and let F (!;! 0 ) = fx 2 P R : !x = ! 0 g the face de ned by it. Notice that F (!;! 0 ) 6 = P R since the point 1l m 2 P R , and 1l m 6 2 F (!;! 0 ) . Assume that x 0 is a valid inequality for P R such that F! F ( ; 0 ) = fx 2 P R : x = 0 g. We have to show that = ! and 0 = ! 0 for some 2 R + . By Lemma 4.1, we know that i = 0 for all grid segments i external to the support rectangle of the Class V inequality. (a) Notice that x and x are in F (!;! 0 ) and x and x are in F (!;! 0 ) , so G 0 = L 0 = 0. As G and G 0 , L and L 0 are symmetric, we conclude that G = L = 0.
In summary, we have that: 1 = 2 and 3 = 4 (case 1); 1 + 3 = 5 + 8 = 6 + 7 = 2 + 6 = 0 (cases 1, 2, 3 and 4), and therefore, 1 = 2 = 7 ; 1 + 7 = 0 , and therefore, 1 = 2 = 6 = 7 = 0 =2 (Figure 42(a) 
