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Introduction, brief description of main results and the plan of the paper
In 1985 D.Sullivan [11] had introduced a dictionary between two domains of complex dynamics: iterations of rational functions f (z) = P (z) Q(z) : C → C on the Riemann sphere and Kleinian groups. The latters are discrete subgroups of the group of conformal automorphisms of the Riemann sphere. This dictionary motivated many remarkable results in both domains, starting from the famous Sullivan's no wandering domain theorem [11] in the theory of iterations of rational functions.
One of the principal objects used in the study of Kleinian groups is the hyperbolic 3-manifold associated to a Kleinian group, which is the quotient of its lifted action to the hyperbolic 3-space H 3 . M.Lyubich and Y.Minsky have suggested to extend Sullivan's dictionary by providing an analogous construction for iterations of rational functions. For each rational function f they have constructed a hyperbolic lamination H f (see [8] and Subsection 1.3 below). This is a topological space foliated by hyperbolic 3-manifolds (some of them may have singularities) so that -a neighborhood of a nonsingular point is fiberwise homeomorphic to the product of the Cantor set and 3-ball;
-the hyperbolic metric of leaves depends continuously on the transversal parameter; -there exists a natural projection H f → C under which the (non-bijective) action f : C → C lifts up to a homeomorphic actionf : H f → H f that maps leaves to leaves isometrically; -the lifted actionf is proper discontinuous, and hence, the quotient H f /f is a "nice" topological space laminated by hyperbolic 3-manifolds (called the quotient hyperbolic lamination).
The hyperbolic lamination H f is constructed as follows. Take the natural extension of the dynamics of f to the space of all its backward orbits. The latter space always contains some Riemann surfaces conformally-equivalent to C. The union of all these surfaces (denoted by A n f ) is invariant under the lifted dynamics. Pasting a copy of the hyperbolic 3-space to each surface, appropriate strengthening of the topology and completion of the new space thus obtained yields the hyperbolic lamination H f .
Recently studying the hyperbolic 3-manifolds associated to Kleinian groups resulted in a big breakthrough in the theory of Kleinian groups, including a positive solution of the famous Ahlfors measure conjecture (with contributions of many people, see the papers [1], [3] and their references). On the other hand, very recently the analogous conjecture in the theory of rational iterations was proved to be wrong (by using a completely different idea suggested by A.Douady): X.Buff and A.Cheritat had constructed examples of quadratic polynomials with Julia sets of positive measure [2] .
There is a hope that studying the hyperbolic laminations associated to rational functions would imply important dynamical corollaries.
The present paper studies the arrangement of the horospheres in the quotient hyperbolic lamination H f /f . Let us recall their definition. The hyperbolic space with a marked point "infinity" on its boundary Riemann sphere admits a standard model of half-space in the Euclidean 3-space. Its isometries that fix the infinity are exactly the extensions of the complex affine transformations of the boundary (we call these extensions "affine isometries"). A
The necessary background material is recalled in Subsections 1.2 (iterations of rational functions), 1.3 (affine and hyperbolic laminations) and 1.4 (horospheres and their metric properties).
For the proof of Theorem 1.44 we fix a horosphere in H f "over" a repelling periodic orbit and show that the union of the images of the horosphere under the forward and the backward iterations off is dense. To do this, we study the holonomies of the horosphere along loops based at a repelling periodic point. We show that the images of a point of the horosphere under subsequently applied dynamics and holonomies are dense in the projection preimage of the base point. To do this, we use the description of the holonomy in terms of Busemann cocycle (its definition and some basic properties are recalled in Subsection 1.4).
Earlier some partial results on density of horospheres were obtained in a joint work by M.Yu.Lyubich and D.Saric [9] (under additional assumptions on the arithmetic nature of the multipliers at the repelling periodic points).
Everywhere below we assume that the rational function f = P (z) Q(z) : C → C under consideration has degree at least 2.
Background material 1: rational iterations
The basic notions and facts of holomorphic dynamics recalled here are contained, e.g., in [6] and [8] . Let Definition 1.4 A germ of nonconstant holomorphic mapping f : (C, 0) → (C, 0) at a fixed point 0 is called attracting (repelling / parabolic, superattracting), if its derivative at the fixed point respectively has nonzero module less than 1 (has module greater than 1 / is equal to a root of unity and no iteration of the mapping f is identity / is equal to zero). An attracting (repelling, parabolic or superattracting) periodic point of a rational mapping is a fixed point (of the corresponding type) of its iteration.
Definition 1.5 A rational function is said to be hyperbolic, if the forward orbit of each its critical point either is periodic itself (and hence, superattracting), or tends to an attracting (or a superattracting) periodic orbit. Definition 1. 7 The ω-limit set ω(c) of a point c ∈ C is the set of limits of converging subsequences of its forward orbit {f n (c)|n ≥ 0} (the ω-limit set of a periodic orbit is the orbit itself). A point c is called recurrent, if c ∈ ω(c).
Definition 1.8 A rational mapping is called critically-nonrecurrent, if each its critical point is either nonrecurrent, or periodic (or equivalently, each critical point in the Julia set is nonrecurrent).
Example 1. 9 The following mappings are critically-nonrecurrent: any hyperbolic mapping; any critically-finite mapping; any quadratic polynomial with a parabolic periodic orbit. A hyperbolic mapping has no parabolic periodic points.
Theorem 1.10 [6] A germ of conformal mapping at an attracting (repelling) fixed point is always conformally linearizable: there exists a local conformal coordinate in which the germ is equal to its linear part (the multiplication by its derivative at the fixed point).
Remark 1.11 Let f (z) = z + z k+1 + . . . be a parabolic germ tangent to the identity. The set {z k ∈ R + } consists of k rays going out of 0 (called repelling rays) such that -each repelling ray is contained in appropriate sector S (called repelling sector) for which there exists an arbitrarily small neighborhood U = U (0) ⊂ C where f is univalent and such that f (S ∩ U ) ⊃ S ∩ U and each backward orbit of the restriction f | S∩U enters the fixed point 0 asymptotically along the corresponding repelling ray;
-there is a canonical 1-to-1 conformal coordinate t on S ∩U in which f acts by translation: t → t + 1; if the previous sector S is chosen large enough, then this coordinate parametrizes S ∩ U by a domain in C containing a left half-plane; the previous coordinate is well-defined up to translation and is called Fatou coordinate (see [4] , [12] ).
For any parabolic germ (not necessarily tangent to the identity) its appropriate iteration is tangent to the identity. By definition, the repelling rays and sectors of the former are those (defined above) of the latter.
Let us recall what are Tchebyshev polynomials and Lattès examples. Tchebyshev polynomials. For any n ∈ N there exists a unique (real) polynomial p n of degree n that satisfies the trigonometric identity cos nθ = p n (cos θ). It is called Tchebyshev polynomial.
Lattès examples. Consider a one-dimensional complex torus, which is the quotient of C by a lattice. Consider arbitrary multiplication by a constant λ ∈ C, |λ| > 1, that maps the lattice to itself. It induces an endomorphism of the torus of degree greater than 1. The quotient of the torus by the central symmetry z → −z is a Riemann sphere. The previous endomorphism together with the quotient projection induce a rational transformation of the Riemann sphere called Lattès example.
Remark 1.12 Let f be either Tchebyshev, or Lattès. Then it is critically finite. More precisely, the forward critical orbits eventually finish at repelling fixed points. The Julia set of a Tchebyshev polynomial is the segment [−1, 1] of the real line, while that of a Lattès example is the whole Riemann sphere.
We will use the following characterization of Tchebyshev polynomials and Lattès examples. Proposition 1.13 [8] Let a rational mapping f : C → C have a periodic point a ∈ J(f ) such that each its nonperiodic backward orbit a, a −1 ∈ f −1 (a), a −2 ∈ f −1 (a −1 ), . . . hits a critical point. Then f is either Tchebyshev, or Lattès.
Background material 2: affine and hyperbolic dynamical laminations
The constructions presented here were introduced in [8] . We recall them briefly and send the reader to [8] for more details.
Recall that a lamination is a "topological" foliation by manifolds, i.e., a topological space that is split as a disjoint union of manifolds (called leaves) of one and the same dimension so that each point of the ambient space admits a neighborhood (called "flow-box") such that each connected component (local leaf) of its intersection with each leaf is homeomorphic to a ball; the neighborhood itself is homeomorphic to the product of the ball and some (transversal) topological space under a homeomorphism transforming the local leaves to the fibers of the product.
Let f : C → C be a rational function. Denote
This is a topological space equipped with the natural product topology and the projections
The action of f on the Riemann sphere lifts naturally up to a homeomorphism
First of all we recall the construction of the "regular leaf subspace" R f ⊂ N f , which is a union of Riemann surfaces that foliate R f in a very turbulent way. Afterwards we take the subset A n f ⊂ R f of the leaves conformally-equivalent to C. Then we refine the induced topology on A n f to make it a lamination (denoted A l f ) by complex lines with a continuous family of affine structures on them. Afterwards we take a completion A f = A l f in the new topology. The space A f is a lamination by affine Riemann surfaces (the new leaves added by the completion may have conical singularities). Then we discuss the three-dimensional extension of A f up to a lamination H f by hyperbolic manifolds (with singularities).
Letẑ ∈ N f , V = V (z 0 ) ⊂ C be a neighborhood of z 0 . For any j ≥ 0 denote
Then V 0 = V, and f j : V −j → V are ramified coverings.
Definition 1.14 We say that a pointẑ ∈ N f is regular, if there exists a disk V containing the initial point z 0 such that the above coverings f j : V −j → V have uniformly bounded degrees. Denote R f ⊂ N f the set of the regular points in N f .
Example 1.15 Letẑ ∈ N f be a backward orbit such that there exists a j ∈ N ∪ 0 for which the point z −j is disjoint from the ω-limit sets of the critical points. Thenẑ ∈ R f . If the mapping f is hyperbolic, then this is the case, if and only ifẑ is not a (super) attracting periodic orbit. A mapping f is critically-nonrecurrent, if and only if R f = N f \ {attracting and parabolic periodic orbits}, see [8] .
Definition 1.16 Letẑ ∈ R f , V , V −j be as in the previous Definition. The local leaf L(ẑ, V ) ⊂ R f is the set of the pointsẑ ′ ∈ R f such that z ′ −j ∈ V −j for all j (the local leaf is path-connected by definition). We say that the previous local leaf is univalent over V , if the projection π 0 maps it bijectively onto V . The global leaf containingẑ (denoted L(ẑ)) is the maximal path-connected subset in R f containingẑ.
Remark 1.17 Each leaf L(ẑ) ⊂ R f carries a natural structure of Riemann surface so that the restrictions to the leaves of the above projections
Remark 1.18 The above-defined objects R f , R f n corresponding to both f and any its forward iteration f n , are naturally homeomorphic under the mapping that sends a backward orbitẑ ∈ N f to the backward orbit (z 0 , z −n , z −2n , . . . ) ∈ N f n . The latter homeomorphism maps the leaves conformally onto the leaves.
We use the following Lemma 1.19 (Shrinking Lemma) [8] Let f be a rational mapping, V ⊂ C be a domain, V ′ ⋐ V be a compact subset. Then for any sequence of single-valued branches f −n : V → C the diameters of the images f −n (V ′ ) tend to 0, as n → +∞ (except for the cases, when f has either a Siegel disk or a Herman ring that contains an infinite number of the previous images). Definition 1.20 A noncompact Riemann surface is said to be hyperbolic (parabolic), if its universal covering is conformally equivalent to the unit disk (respectively, C).
Remark 1.21 Parabolic leaves in R f always exist (see the next two Examples) and are simply connected; hence they are conformally equivalent to C [8] . If f is critically-nonrecurrent, then each leaf is parabolic [8] . On the other hand, there are rational mappings such that some leaves of R f are hyperbolic (e.g., if there is either a Siegel disk or a Herman ring, see [8] ). The author was told [7] that J.Kahn proved (unpublished) that if the postcritical points are dense in the Julia set, then there are always some hyperbolic leaves in R f . Example 1.22 Let a ∈ C be a repelling fixed point of f ,â = (a, a, . . . ) ∈ N f be its fixed orbit. Thenâ ∈ R f and the leaf L(â) is parabolic (it isf -invariant and the quotient of L(â) \â byf is a torus). The linearizing coordinate w of f in a neighborhood of a lifts up to a conformal isomorphism w • π 0 : L(â) → C. Analogously, the periodic orbit of a repelling periodic point is contained in a parabolic leaf (see Remark 1.18).
Example 1.23 Let f have a parabolic fixed point a ∈ C, f ′ (a) = 1,â = (a, a, . . . ) ∈ N f be its fixed orbit. Thenâ / ∈ R f . On the other hand, for each repelling ray (see Remark 1.11) there is a unique leaf in R f (denoted L a ) consisting of the backward orbits that converge to a asymptotically along the chosen ray. This leaf is parabolic: the Fatou coordinate w on the corresponding repelling sector lifts up to a conformal isomorphism w • π 0 : L a → C. An analogous statement holds true in the case, when a is a parabolic periodic point (and not necessarily tangent to the identity). The Proposition follows from the Shrinking Lemma. Denote A n f = the union of the parabolic leaves in R f . If f is hyperbolic, then A n f is a lamination with a global Cantor transversal section. In general, A n f is not a lamination in a good sense, since some ramified local leaves can accumulate to a univalent one in the product topology. The refined topology (defined in [8] ) that makes it a "lamination with singularities" is recalled below. To do this, we use the following Remark 1.26 Letẑ ∈ A n f . Fix a conformal isomorphism C → L(ẑ) that sends 0 toẑ (it is unique up to multiplication by nonzero complex constant in the source). The natural projections π −j :
(1.
3)
The latter function sequence is uniquely defined up to the C * -action on the source space C (by multiplication by complex constants). Two points of A n f lie in one and the same leaf, if and only if the corresponding function sequences are obtained from each other by affine transformation of the variable.
DenoteK f the space of the meromorphic function sequences
This is a subset of the infinite product of copies of the meromorphic function space; the latter space is equipped with the topology of uniform convergence on compact sets. The product topology induces a topology on the spaceK f . The groups Af f (C) (complex affine transformations of C), C * ⊂ Af f (C) and S 1 = {|z| = 1} ⊂ C * act on the spaceK f by variable changes in the source. Denotê
(The latters are equipped with the corresponding quotients of the topology ofK f .) A leaf in K a f (respectivelyK h f ) is an orbit of the latter action. The quotients Af f (C)/C * and Af f (C)/ S 1 , which parametrize the previous leaves, carry natural affine (hyperbolic) structure and are isomorphic to C (respectively, to the hyperbolic 3-space H 3 with a canonically marked point "infinity" at its boundary). This equips the previous leaves with affine (respectively, hyperbolic) structures that vary continuously onK a f (K h f ). There is a natural inclusion
Definition 1.27 The topological subspace A l f ⊂K a f is the image of the space A n f under the previous inclusion (or equivalently, the space A n f equipped with the topology induced from K a f ). The space A f (which is called the affine orbifold lamination associated to a rational function f ) is the closure of A l f in the spaceK a f . The subspace H l f ⊂K h f is the union of the leaves inK h f containing the S 1 -orbits inK f of the function sequences (1.3) (which define the points of A n f ). Its closure (denoted H f = H l f ) inK h f is called the hyperbolic orbifold lamination associated to f . Remark 1.28 In general, the topology of the space A l f is stronger than that of A n f . The spaces A l f , A f , H l f , H f are invariant under the previous affine group action, and thus, consist of entire leaves. Each leaf of A f is affine-equivalent either to C (as are the leaves from A l f ), or to a quotient of C by a discrete group of affine transformations (in this case the latters are Euclidean isometries of C). Each leaf of H f is isometric either to H 3 (as are those of H l f ), or to its quotient by a discrete group of isometries of H 3 fixing the infinity and an affine Euclidean metric on C = ∂H 3 \ ∞. The latter affine (hyperbolic) quotients, if nontrivial, may have singularities. The affine (hyperbolic) structures on the leaves of A f (respectively, H f ) depend continuously on the transversal (Cantor) parameter.
There is a natural projection
induced by the mappingK f → A n f that sends each sequence (1.4) of functions to the sequence of their values at 0. The latter sequence is always a regular backward orbit of f and it lies in a parabolic leaf of R f . The regularity follows from definition. The parabolicity follows from Picard's theorem. The composition of p with the natural inclusion A n f →K a f is the identical mapping A n f → A n f . The projection
The quotient projectionK h f =K f /S 1 →K a f =K f /C * induces a natural leafwise projection
the projection of each leaf in H f is a leaf in A f that is canonically identified with its boundary. The rational mapping f : C → C lifts up to the leafwise homeomorphism
, which induces homeomorphismŝ f : A f → A f affine along the leaves andf : H f → H f isometric along the leaves.
The previous homeomorphisms form a commutative diagram with the previous projection π h . The latter one acts properly discontinuously on H f , and its quotient Proof For simplicity we assume thatb m ∈ A l f (the opposite case is treated analogously with minor modifications, taking into account Remark 1.30). By Proposition 1.29, for the proof of the convergencef m (b m ) →â it suffices to prove the statements of the Proposition forẑ =â andẑ m =b m . Its first statement, which says that π −j (f m (b m )) → a for all j, follows from construction. Let us prove its second statement on univalence. Without loss of generality we consider that the local leaf L(â, V ) is univalent over V (one can achieve this by shrinking V ). By definition,f −N (â) =â for any N ∈ N. Fix a domain W ⊂ C, a ∈ W such that the local leaf L(â, W ) is univalent over W and a subdomain U , U ⊂ W , a ∈ U . It suffices to show that for any N ∈ N the local leaf L(f m−N (b m ), U ) is univalent over U , whenever m is large enough. To do this, consider the inverse branches f −m that fix a: they are analytic on W and tend to a uniformly on U (by definition and the Shrinking Lemma). Therefore, there
for those m, by the previous statement and the conditions on V in the Corollary. This is equivalent to the univalence of L(f m−N (b m ), U ) over U (to be proved) for those m. This together with the previous discussion proves the Corollary. 2 Definition 1.33 A leaf of A f is associated to a repelling (or parabolic) periodic point if it is contained in A l f and coincides with a leaf of A n f that is associated to the previous point (see Definition 1.24). In this case we also say that the corresponding leaves of H f and H f /f are also associated to this point. 
Background material 3: horospheres; metric properties and Busemann cocycle
The horospheres in the hyperbolic 3-space with a marked point "infinity" at the boundary (and in the leaves of the hyperbolic laminations) were defined in Subsection 1.1. We use the following their well-known equivalent definition. Consider the projection π : H 3 → L = ∂H 3 \ ∞ to the boundary plane along the geodesics issued from the infinity. In the model of half-space this is the Euclidean orthogonal projection to the boundary plane. It coincides with the natural projection H 3 = Af f (C)/S 1 → C = Af f (C)/C * , and its latter description equips the boundary with a natural complex affine structure: L = C. The boundary admits a Euclidean affine metric (uniquely defined up to multiplication by constant).
Everywhere below whenever we consider a Riemann metric on a surface, we treat it as a length element, not as a quadratic form. If we say "two metrics are proportional", then by definition, the proportionality coefficient is the ratio of the corresponding length elements.
Consider a global section of the previous projection π : H 3 → L: a surface in H 3 that is 1-to-1 projected to L. It carries two metrics: the restriction to it of the hyperbolic metric of the ambient space H 3 ; the pullback of the Euclidean metric of L under the projection. Definition 1.35 A previous section is a horosphere, if its latter (Euclidean) metric is obtained from the former one (the restricted hyperbolic metric) by multiplication by a constant factor. The height of a horosphere (with respect to the chosen Euclidean metric on L) is the logarithm of the latter constant factor. The height of a given point in the hyperbolic space is the height of the horosphere that contains this point.
Remark 1.36
The height is a real-valued analytic function H 3 → R. In the upper half-space model the horospheres are horizontal planes, and their previously defined heights are equal to the logarithms of their Euclidean heights in the ambient Euclidean 3-space. The isometric liftings to H 3 of the affine mappings z → λz + b of the boundary C = ∂H 3 \ ∞ transform the horospheres to the horospheres so that the height of the image equals ln |λ| plus the height of the preimage. Now we discuss metric properties of the horospheres in the hyperbolic laminations. Let A f , H f be respectively the affine and the hyperbolic laminations associated to a rational function f . Let L ⊂ A f be a leaf,ẑ ∈ L be a nonsingular point such that the restricted projection π 0 | L has nonzero derivative atẑ. Fix a Hermitian metric on the tangent line to C at π 0 (ẑ). Its projection pullback to the tangent line TẑL extends (in unique way) up to a Euclidean affine metric on the whole leaf L. Let H be the corresponding leaf in H f . We denote βẑ : H → R the height with respect to the latter metric, see Definition 1.35, (1.8) α = (ẑ, h) ∈ H the point such that π h (α) =ẑ and βẑ(α) = h (then we say that the point α is situated overẑ at height h),
The Proposition follows from definition and the continuity of the family of hyperbolic structures on the leaves of H f .
When we extend the horospheres along loops in C, their heights may change. The monodromy of the heights is described by Busemann cocycle. Let us recall its definition.
Definition 1.38 Let L ⊂ A f be a leaf,ẑ,ẑ ′ ∈ L be a pair of nonsingular points projected to one and the same z = π 0 (ẑ) = π 0 (ẑ ′ ) ∈ C so that the restricted projection π 0 | L has nonzero derivative at both pointsẑ andẑ ′ . Let H = H(ẑ) ⊂ H f be the corresponding hyperbolic leaf. Fix a Hermitian metric on T z C, let βẑ, βẑ′ : H → R be the corresponding heights defined in (1.8). The Busemann cocycle is the difference
Remark 1.39 In the conditions of the previous Definition the Busemann cocycle is a welldefined constant and depends only onẑ andẑ ′ (it is independent on the choice of metric). One has
Each horosphere Sẑ ,h ⊂ H(ẑ) coincides with the horosphere Sẑ′ ,h+β(ẑ,ẑ ′ ) . The Busemann cocycle isf -invariant:
(1.10)
For any triple of nonsingular pointsẑ,ẑ ′ ,ẑ ′′ ∈ A f lying in one and the same leaf L and projected by π 0 | L to one and the same point z ∈ C with nonzero derivatives one has
The next Proposition is well-known and follows immediately from definition.
(1.12)
Let us fix a Euclidean affine metric on the leaf L, which contains the previous local leaves. Consider the derivative module |ψ
is harmonic on V (and hence, real-analytic).
Main results
Firstly let us recall the following Proof Let S be arbitrary horosphere in H f . For the proof of the Corollary it suffices to show that the images of S under forward and backward iterations off are nowhere dense. Let us firstly prove this under the assumption that S is not contained in an isolated leaf. Denote g the Euclidean metric on C from the previous Theorem. We measure the heights of the horospheres with respect to this metric. The heights of S over all the points of the corresponding leaf of the affine foliation are all the same (by definition and Theorem 1.42).
The mapping f has a constant module of derivative in the metric g, sincef is leafwise affine. The heights of the iterated images of S form an arithmetic progression with step equal to the logarithm of the latter module of derivative (by the previous statement). This progression is a discrete set of real numbers. Hence, the union of the previous images is nowhere dense. Let now S be contained in an isolated leaf. Then the corresponding affine leaf contains the fixed orbit of a repelling fixed point of f (Proposition 1.34; denote the latter fixed point by a). Therefore, the heights of the images of S under the forward and backward iterations off form an arithmetic progression with step ln |f ′ (a)|, and the union of these images is nowhere dense, as in the previous case. This proves the Corollary. 2
Theorem 1.44 Let f be a rational function that does not belong to the list (1.1). Let H f / f be the corresponding quotient hyperbolic lamination, H ⊂ H f /f be a leaf associated to a repelling periodic point of f (see Definition 1.33). Then each horosphere in H is dense in
Theorem 1.44 is the principal result of the paper. It is proved in Section 2. As it is shown below, it implies density of all the horospheres in the critically-nonrecurrent nonparabolic case and density of "almost" all the horospheres in the general critically-nonrecurrent case, provided that f / ∈ (1.1). Proof of Theorem 1.46. Each horosphere in H/f accumulates to some horosphere in a leaf in H f /f corresponding to a repelling periodic point (Theorem 1.47). The latter horosphere is dense in H f /f (Theorem 1.44). Hence, so is the former horosphere. This proves Theorems 1.46 and 1.45.
Theorem 1.45 Let f : C → C be a critically-nonrecurrent rational function without parabolic periodic points (e.g., a hyperbolic one) that does not belong to the list (1.1). Then each horo-
sphere in H f /f is dense in H f /f .
Theorem 1.46 Let f be a critically-nonrecurrent rational function that does not belong to the list (1.1). Let
2
The following Theorem proves the converse for the horospheres in the leaves associated to parabolic periodic points, without the critical nonrecurrence assumption. 
The fixed point a(ε) is repelling.
Proof The fixed point equation x 2 − x + ε = 0 has two distinct solutions for the above ε. Therefore, f ′ ε (a(ε)) = 1, thus, a(ε) is not a parabolic fixed point. On the other hand, the polynomial f ε has no fixed points on the right from a(ε) by definition, and it has no critical points there (since a(ε) > 0). The orbit of each point x > a(ε) converges to infinity, since this is true whenever x is large enough and by the previous statement. Hence, a(ε) is repelling. 
Addendum.
There exists an open set W ⊂ C containing the interval union (−∞, 0) ∪ (0, 1 4 ) such that the statements of Theorem 1.50 hold true for all ε ∈ W . Theorem 1.50 and its Addendum will be proved in Section 5.
Remark 1.51 A polynomial f ε belongs to the list (1.1), if and only if either ε = 0, or ε = −2 (in the latter case f ε is conformally conjugated to a Tchebyshev polynomial).
2 Density of the horospheres over repellers. Proof of Theorem 1.44
The plan of the proof of Theorem 1.44
Recall that in the condition of Theorem 1.44 f does not belong to (1.1). In particular, it is neither Tchebyshev, nor Lattès, thus, each leaf of H f is dense in H f (Proposition 1.34).
Let a ∈ C be a repelling periodic point of f ,â ⊂ A f be its periodic backward orbit, L(â), H(â) be the respectively the corresponding leaves of the laminations A f and H f . We fix a horosphere S ⊂ H(â), denote S = ∪ m∈Zf m (S), and show that the closure of
This together with the density of H(â) implies that S is dense in H f . This will prove Theorem 1.44. It suffices to prove (2.1) with S = Sâ ,0 . This implies the same statement for any other horosphere Sâ ,h (the heights of the images of Sâ ,h are obtained from the heights of the corresponding images of Sâ ,0 by adding the constant h).
Without loss of generality everywhere below we assume that the point a is fixed: f (a) = a. One can achieve this by replacing f by its iteration. Then both leaves L(â) and H(â) are fixed byf , which acts on L(â) by (complex) homothety centered atâ with coefficient f ′ (a). Denote
Each horosphere S ⊂ H(â) is mapped byf to a horosphere in the same leaf H(â) so that
The monodromies of the horospheres (when defined) along loops based at a add appropriate Busemann cocycles to the heights (see Definition 1.38) so that for anyâ
The main part of the proof of Theorem 1.44 is the next Lemma, which implies that the previous height values hâ′ ,m are dense in R. Theorem 1.44 is then deduced from it by elementary topological arguments (using Corollary 1.32), which are presented at the end of the Subsection. Proof Let f be neither Tchebyshev, nor Lattès. Then the leaf L(â) is dense, and in particular, accumulates to itself (Proposition 1.34). Therefore, there exist a neighborhood U = U (a) and a sequence of pointsâ n ∈ L(â) converging toâ such that all the local leaves L(â, U ), L(â n , U ) are univalent and distinct (see Proposition 1.29). Then without loss of generality we consider that a n 0 = a. By construction,â n =â for infinite number of indices n, and hence, a n ∈ Π a (the previous univalence statement). 
is dense in R.
Everywhere below for any z ∈ C (with a chosen local chart in its neighborhood, the latter being equipped with the standard Euclidean metric) and δ > 0 we denote
The proof of Lemma 2.2 modulo technical details is given below. The details of the proof take the most part of the Section. In its proof we use the following properties of the points from Π a and Busemann cocycles. Proposition 2.3 Let f be a rational function, a ∈ C be its repelling fixed point, Π a be as in (2.2) 
, and moreover, the inverse branch f −1 that fixes a extends up to a univalent holomorphic function
Remark 2.4 In the conditions of the previous Propositionâ
No a ′′′ −k is a critical point of f . For k > j this follows from definition and the univalence of the local leaf L(â ′′ , D δ (a)). For k ≤ j one has a ′′′ −k = a ′ −k . The latters are not critical points of f , sinceâ ′ ∈ Π a . Hence,â ′′′ ∈ Π a .
Proof of Proposition 2.3. By (1.11),
We show that
This together with (2.6) implies (2.5). One has
by (1.10) and since π 0 (t) = π 0 (y) = a ′ −j (by definition). The point t lies in the local leaf L(â, D δ (a)). This follows from the choice of j (t −s = a ′ −j−s ∈ D δ (a) for any s ≥ 0) and the condition of the Proposition saying that the disk D δ (a) is invariant under the attractive inverse branch f −1 . Thus,
This proves (2.7) and (2.5). 2
is an additive semigroup in R.
Proof We have to show that given anyâ ′ ,â ′′ ∈ Π a and ε > 0, there exists aâ ′′′ ∈ Π a such that the difference β(â,â ′′′ ) − (β(â,â ′ ) + β(â,â ′′ )) be no greater than ε. Let a ′ −j and a ′′′ be as in the previous Proposition. Thenâ ′′′ is a one we are looking for, whenever j is large enough. Indeed, the previous difference equals βâ ,â ′′ (a ′ −j ) − βâ ,â ′′ (a), by (2.5) and since β(â,â ′′ ) = βâ ,â ′′ (a) by definition. The latter difference tends to 0, as j → +∞, since a ′ −j → a. This proves the Corollary.
We use the following elementary property of additive semigroups.
Proposition 2.6 Let B ⊂ R be an additive semigroup such that for any ε > 0 it contains a pair of at most ε-close distinct elements. Then for any M ∈ R\0 the semigroup B M = B+ZM is dense in R.
Proof Fix a ε > 0 and a pair A, B ∈ B, A = B, ε ′ = |A − B| ≤ ε. The elements A and B generate a semigroup that contains arithmetic progressions with step ε ′ and arbitrarily large lengths: for any m ∈ N the set {sA + (m − s)B |0 ≤ s ≤ m} is such a progression. Fix one of the latter progressions that fills an interval of length greater than M . The translations by nM , n ∈ Z, of the latter interval cover the whole line R, hence, those of the chosen progression contain a ε ′ -net on R. Therefore, the set B M from the Proposition contains a ε ′ -net on R with arbitrarily small ε ′ . Hence, it is dense. The Proposition is proved. 2
By definition, one has
We show that the semigroup B contains distinct elements arbitrarily close to each other. Then applying Proposition 2.6 to M = ln |f ′ (a)| together with the previous inclusion implies Lemma 2.2.
As it is shown below, the previous statement on B is implied by (2.5) and the following 
The proof of Lemma 2.7 (given in the rest of the Section) uses essentially the analyticity of Busemann cocycle. Proof of Lemma 2.2. It suffices to show that the semigroup B contains pairs of arbitrarily close distinct elements (see the previous discussion). Letâ ′ ,â ′′ ∈ Π a be as in Lemma 2.7. The value B ′ = β(â,â ′ ) + β(â,â ′′ ) is contained in B (Corollary 2.5). On the other hand, for any j andâ ′′′ as in (2.5) the value β(â,â ′′′ ) also belongs to B. It differs from B ′ by βâ ,â ′′ (a ′ −j ) − βâ ,â ′′ (a), which tends to 0, as j → +∞ (see the proof of Corollary 2.5). The latter difference is nonzero for an infinite number of values of j (Lemma 2.7). Thus, the previously constructed elements B ′ and β(â,â ′′′ ) of the semigroup B can be made distinct and arbitrarily close to each other. This proves Lemma 2.2 modulo Lemma 2.7.
Proof of Theorem 1.44. To prove the density of the set S with S = Sâ ,0 , we use Lemma 2.2 and the following
Proposition 2.8 The closure of a union of horospheres in H f is a union of horospheres.
The Proposition follows from the continuity of the family of affine (hyperbolic) structures on the leaves of A f (respectively, H f ).
For any h ∈ Bf we construct (below) a sequence {â m }| m∈N ⊂ Π a such that (â m , h) ∈ S for all m and (â m , h) → (â, h). This together with the density of Bf (Lemma 2.2) implies that S accumulates to each point (â, r), r ∈ R. The horospheres passing through the latter points also belong to its closure (Proposition 2.8) and saturate the whole leaf H(â), thus, H(â) ⊂ S. This together with the discussion from the beginning of the Section implies Theorem 1.44.
Fix a h ∈ Bf . By definition, there exist aâ ′ ∈ Π a and a l ∈ Z such that (
The sequenceâ m (with m ≥ l) is a one we are looking for. Indeed, the point (â m , h) belongs to S, since it is the image of q m ∈ S under the mappingf m−l and by thef -invariance of S. The pointsâ m converge toâ, as m → +∞, by Corollary 1.32 (applied tob m =â ′ ). This together with Proposition 1.37 proves the convergence (â m , h) → (â, h) and finishes the proof of Theorem 1.44 modulo Lemma 2.7. 2
Proof of the Main Lemma 2.7 modulo technical details
Let f be a rational function, a be its repelling fixed point,â ∈ A f be its fixed orbit, Π a be the set from (2.2). Let f be neither Tchebyshev, nor Lattes (hence, Π a = ∅, by Proposition 2.1). Fix a small neighborhood U of a where f is univalent and such that f (U ) ⊃ U . The branch of f −1 fixing a sends U to itself and its iterations converge to a uniformly on compact subsets of U . (In particular, the local leaf L(â, U ) is univalent over U .) Therefore, the linearizing coordinate of f at a extends up to a conformal coordinate on U . In addition, we will assume (for a technical reason) that U is convex (e.g., a disk) in the linearizing coordinate. 
This Lemma is proved in the next Subsection. Fix aâ ′′ ∈ Π a satisfying (2.11). Without loss of generality we consider that the local leaf L(â ′′ , U ) is univalent over U (then the function βâ ,â ′′ is real-analytic on U by the univalence of the leaf L(â, U )). One can achieve this by shrinking U . We prove the statement of Lemma 2.7 forâ ′′ by contradiction. Suppose the contrary: βâ ,â ′′ ≡ const on some tail of eachâ ′ ∈ Π a . Then the latter constant equals βâ ,â ′′ (a) and
(by definition and analyticity). We show that βâ ,â ′′ ≡ const on U , -a contradiction to (2.11). If A = U , then βâ ,â ′′ ≡ const by (2.12) and we are done. Consider the case, when A is a line interval. Let us show that βâ ,â ′′ ≡ const on U in this case as well. This will prove Lemma 2.7. More precisely, we prove (below) the following Lemma 2.13 Let f , a, U , A be as at the beginning of the Subsection,â ′′ ∈ Π a . Let A be a line interval and βâ ,â ′′ | A ≡ const. Then βâ ,â ′′ | U ≡ const.
Remark 2.14 The linearity of A does not imply itself the constance of the Busemann cocycles in a complete neighborhood of a. It may happen (see the next Example) that the set A is a line interval, while the function f does not belong to the list (1.1). In the proof of the constance of βâ ,â ′′ on U we use essentially assumption (2.12) of its constance along A. Example 2.15 Consider a quadratic polynomial f (x) = cx(1 − x), c > 4. It has a repelling fixed point a = 0. The corresponding set A is an interval of the real line. On the other hand, the polynomial f does not belong to the list (1.1). Hence, there exists a Busemann cocycle βâ ,â ′′ that is not constant along A, since otherwise, the function f would belong to the list (1.1) by Lemmas 2.10 and 2.13.
For the proof of Lemma 2.13 we consider the affine identification L(â) = C given by the extended lifting to L(â, U ) of the linearizing chart of f on U . The function βâ ,â ′′ is equal to minus the logarithm of the module of the derivative (taken in the linearizing chart on U ) of a holomorphic univalent function Proof There exists a complex affine mapping that coincides with ψ on A (the constance of the module of the derivative on A and the linearity of A). Then it coincides with ψ everywhere (the uniqueness of analytic extension). This proves the Proposition. 2 Proof of Lemma 2.13. The mapping ψ from (2.13) has constant module of derivative on A by the conditions of the Lemma. Hence, it is affine, thus, its derivative is constant on U (by the two last Propositions). This implies the constance of βâ ,â ′′ on U and finishes the proof of Lemmas 2.13 and 2.7 modulo Lemma 2.10 and Propositions 2.11, 2.16. 2
Nonconstance of Busemann cocycles. Proof of Lemma 2.10
We prove the Lemma by contradiction. Suppose the contrary: for allâ ′ ∈ Π a βâ ,â ′ ≡ const in a neighborhood of a. Let us prove that the affine lamination A f admits a continuous family of Hermitian Euclidean metrics on the leaves (hence, f belongs to the list (1.1), see Theorem 1.42). This contradicts the condition of Lemma 2.10 and proves the latter. The leaf L(â) is conformally equivalent to C, hence, it carries an Hermitian Euclidean metric (unique up to multiplication by constant). Let us fix a latter metric and denote it g. We show that the metric g extends up to a continuous family of Euclidean metrics on the leaves of A f . As it is shown below, this is implied by the two following Propositions. Proposition 2.18 Let f , a,â, Π a be as at the beginning of the previous Subsection. Let a ′ ∈ Π a be such that βâ ,â ′ ≡ const in a neighborhood of a. Then βâ ,â ′ ≡ 0.
Proof Let U be a neighborhood of a such that the local leaves L(â, U ) and L(â ′ , U ) are well-defined and univalent over U . Consider the mapping
Let g be an affine Euclidean metric on L(â). The module of the derivative of ψ in this metric is constant, since its logarithm equals −βâ ,â ′ ≡ const by (1.13). Therefore, ψ extends up to an affine automorphism ψ : L(â) → L(â). If the module of its derivative equals 1, then βâ ,â ′ ≡ 0, and the statement of the Proposition follows immediately. Otherwise ψ has a fixed point (denote it q) that is either an attractor, or a repeller. The function π 0 : L(â) → C is ψ-invariant by construction and analyticity. Therefore, it is constant in a neighborhood of Proof Equality (2.14) is equivalent to say that the restricted metrics g| TâL(â) and g| Tâ′ L(â) are projected to one and the same metric on T a C. We prove the Proposition by contradiction. Suppose the contrary: there exists a triple (W, W 1 , W 2 ) as above such that the projections to W of the metrics g| W 1 and g| W 2 are distinct at some points of W . Then they are distinct at some points of the intersection of W with the Julia set (otherwise, the projected metrics would be equal on W by analyticity). Without loss of generality we assume that the projected metrics are distinct at each point of W (one can achieve this by shrinking W ). Let us show that there existâ ′ ,â ′′ ∈ Π a such that the projections of the restrictions g| Tâ′ L(â) , g| Tâ′′ L(â) are distinct metrics on T a C. The logarithm of the ratio of the latter projections (which is nonzero) equals ±β(â ′ ,â ′′ ). This together with (1.11) implies that at least one of the values β(â,â ′ ), β(â,â ′′ ) is nonzero -a contradiction. The inequality of the projected metrics is invariant under the forward iterations of f and f . This means the following. For any x ∈ W denotex ′ ∈ W 1 ,x ′′ ∈ W 2 the points projected to it:
and g| Tf n (x ′′ ) L(â) are projected to some metrics on T f n (x) C. The ratio of the latter metrics is independent on n (by definition, and sincef is leafwise affine). Hence, for any x and n as above the latter projected metrics are distinct, as are the projections of the metrics g| W 1 and g| W 2 .
The domain W intersects the Julia set. Therefore, the union
contains all the points of the Riemann sphere (except maybe for at most two ones, by Montel's theorem [6] ). We claim that there exists a point x ∈ W that is sent to a by some positive iteration f n with nonzero derivative. Then the pointŝ
are those we are looking for, which follows from the previous discussion. Let us prove the existence of the above x. Take ab ∈ Π a . No b −j is a critical point of f by definition. The backward orbit represented byb is infinite. Therefore, it contains a point b −m ∈ U that is disjoint from the (finite) forward orbits of those critical points that are mapped to a by some positive iterations of f . By construction, b −m = f l (x) for some l ∈ N ∪ 0 and x ∈ W . This x and n = l + m are those we are looking for by construction. The Proposition is proved.
One has β(â,â ′ ) = 0 for anyâ ′ ∈ Π a (the assumption of the constance of the functions βâ ,â ′ and Proposition 2.18). Therefore, the metric g is projected to some well-defined metric on the π 0 -image of L(â) in C (Proposition 2.19). The pullback under π 0 of the latter metric to all the leaves of A f is the continuous family of Euclidean metrics on the leaves we are looking for. The image π 0 (L(â)) ⊂ C, where the projected metric g is defined, is at most twice punctured Riemann sphere (Picard's theorem; one can easily show that there are exactly two punctures, and the mapping f is conformally conjugate to z ±d .) The continuity of the metric family is obvious. The fact that the metric on each leaf is Euclidean with respect to the affine structure of the leaf follows from the continuity of the metrics and affine structure families and the density of the leaf L(â) in A f (Proposition 1.34). Lemma 2.10 is proved.
The common level of Busemann cocycles. Proof of Propositions 2.11 and 2.16
Proof of Proposition 2.11. Suppose A = U . Let us show that A is a line interval. First of all we show that A is a finite union of line intervals passing through a, and then we show that this is a single interval. By assumption, A is a real-analytic curve that contains some tail of each pointâ ′′ ∈ Π a , and hence, at least one backward orbit converging to a. This means that there exists a nonconstant analytic function in a neighborhood of a that vanishes on the latter orbit. This implies immediately that arg f ′ (a) = π p q ∈ πQ. Thus, in the linearizing chart the mapping f is a composition of a q-periodic rotation and a (real) homothety. Therefore, each complete tail is contained in a finite collection of lines through a and intersects each line at an infinite sequence of points converging to a. Hence, A contains all the intervals of the intersections of these lines with U that pass through a. Consider the union of all the previous interval collections corresponding to all the tails. This union is contained in A, and hence, is a finite union of line intervals by the analyticity of A. By construction and finiteness, the latter union is an analytic subset in U containing the tail of eachâ ′ ∈ Π a . This together with the previous statement implies that it coincides with A.
Remark 2.20
The above-constructed set A is invariant under the branch f −1 : U → U fixing a (by construction). It contains the complete tail of eachâ ′ ∈ Π a . Indeed, each point b of a complete tail is contained in U together with the line segment connecting it to a (by definition and the convexity assumption from the beginning of Subsection 2.2). The latter segment lies in A by the previous discussion. Now let us show that in fact, A is a single line interval. We prove this by contradiction. Suppose the contrary: A contains at least two different line intervals through a (let us fix them and denote l 1 and l 2 ). Let us show that A contains two germs of analytic curves that intersect transversally at a point different from a. This implies that A is not a finite union of line intervals passing through a, -a contradiction.
Take arbitraryâ ′′ ∈ Π a and a neighborhood V = V (a) ⊂ U such that the local leaf L(â ′′ , V ) is univalent over V . Then the local branches f −j | V : a → a ′′ −j are single-valued and converge to a uniformly on compact subsets in V (the Shrinking Lemma). Fix a N ∈ N such that a ′′ −j ∈ U for any j ≥ N . The germs of two analytic curves f −N (l r ), r = 1, 2, at their transversal intersection point a ′′ −N = a are contained in A. Indeed, for any r = 1, 2 there exist aâ ′ ∈ Π a and a subsequence x 1 , x 2 , . . . of its tail that converges to a along l r (since l r ⊂ A). For any fixed s large enough the sequence f −N (x s ), f −N −1 (x s ), . . . is a tail of somê a ′′′ ∈ Π a by construction. Hence, it is contained in A by Remark 2.20. Thus, f −N (x s ) ∈ A for all large s. This implies the previous germ inclusion by analyticity. Proposition 2.11 is proved.
Proof of Proposition 2.16. Fix a N ∈ N such that a ′′ −j ∈ U for any j ≥ N . We prove Proposition 2.16 for ψ replaced by φ =f −N • ψ : φ(x) ∈Â for any x ∈ A close enough to a.
The set A, which is a single line interval, is f −1 -invariant, which follows from definition. Hence, the lineÂ isf ±1 -invariant. This together with the previously formulated statement on φ implies the Proposition. Let V and (single-valued) branches f −j | V : a → a ′′ −j be as above, in the proof of Proposition 2.11. The germ of the analytic curve f −N (A) at the point a ′′ −N is contained in A, as in the same proof. By definition, for any x ∈ V one has φ(x) = (f −N (x), f −N −1 (x), . . . ), f −j (x) ∈ U for any x close enough to a and any j ≥ N.
Therefore, for the latter x one has φ(x) ∈ L(â, U ); hence, the inclusion φ(x) ∈Â holds, if and only if f −N (x) ∈ A (by definition). This together with the previous germ inclusion implies that the germ of the analytic curve φ(A) at the point φ(a) =f −N (â ′′ ) is contained inÂ. Proposition 2.16 is proved. Let f : C → C be a critically-nonrecurrent rational mapping, L ⊂ A f be a leaf of the corresponding affine lamination whose projection p(L) ⊂ A n f does not lie in a leaf associated to a parabolic periodic point. Let H ⊂ H f be the corresponding hyperbolic leaf. We show that there exists a repelling periodic point a ∈ C of f such that for each horosphere S ⊂ H the union of its images under all the forward and backward iterations off accumulates to some point (and hence, to the horosphere passing through this point) in H(â). This will prove Theorem 1.47.
As in the proof of Theorem 1.44, it suffices to prove the previous statement for just one horosphere S ⊂ H (let us fix it): we show that there exist a repelling periodic point a ∈ C, h ∈ R and sequences
To do this, we construct a so that there exist sequences
for which there exists a neighborhood V = V (a) ⊂ C (fix a Euclidean metric on it) such that for any k ∈ N the local leaf L(â k , V ) is univalent over V, (3.2) and the heights of the horosphere
over the previous local leaves tend to −∞. To formulate the last statement precisely,
The previous statement on the heights says that
Afterwards we construct (as follows) a sequence of numbers l k ∈ N, l k → +∞, such that
(after passing to a subsequence). This will prove (3.1) with
By construction, the sequence h m k ,k is bounded: 0 ≤ h m k ,k ≤ ln λ. Passing to a subsequence one can achieve that the latter sequence converges to someĥ ∈ R. Put l k = m k s. One has l k → +∞, since m k → +∞ by (3.4). Hence,f l k (â k ) →â by the previous statement, (3.2) and Corollary 1.32.
,k →ĥ and Proposition 1.37. This proves (3.5). Thus, the previous discussion reduces the proof of Theorem 1.47 to the construction of a, n k ,â k , V satisfying (3.2) and (3.4). To construct them, we use the following well-known Theorem.
Theorem 3.1 (Mañe, [10] ). Let f be a rational function, z ∈ C be a point that is neither an attractive, nor a parabolic periodic point and does not belong to the ω-limit sets of the recurrent critical points. Then for any ε > 0 there exists a neighborhood V = V (z) such that for any m ∈ N each connected component of the preimage f −m (V ) has diameter less than ε.
First we do our construction in the case, when L ⊂ A l f . The proof in the opposite case is similar but slightly more technical. It is given below.
Case when
Fix ax ∈ L, π 0 (x) ∈ J = J(f ). The above-mentioned construction is based on the following Lemma 3.2 Let f be a critically-nonrecurrent rational function, L ⊂ A l f be a leaf that is not associated to a parabolic periodic point. Letx be as above. There exist a sequence n k → +∞, a point b ∈ J(f ) (that is not a parabolic periodic point) and a neighborhood V = V (b) ⊂ C such that x −n k → b and for any k ∈ N the local leaf L(f −n k (x), V ) is well-defined and univalent over V .
Proof Recall that f is critically-nonrecurrent. This implies that there is a natural ordering of some pairs of critical points of f that lie in the Julia set of f . Namely, given two critical points c 1 , c 2 ∈ J, we say that c 1 > c 2 , if either c 2 is the image of c 1 under some positive iteration of f , or c 2 belongs to the ω-limit set of c 1 . This ordering has the transitivity property: if c 1 > c 2 and c 2 > c 3 , then c 1 > c 3 (critical nonrecurrence and absence of periodic critical points on the Julia set).
Let us consider two different cases. Case 1): the limit set of {x −n }| n∈N contains no critical point of f . Choose a subsequence n k so that x −n k converge to some point b ∈ C that is not a parabolic periodic point. It is possible, since the Riemann sphere is compact and the leaf L = L(x) is not a leaf associated to a parabolic periodic point. Then for any ε > 0 there exists a neighborhood V = V (b) such that for any m ∈ N ∪ 0 each connected component of the preimage f −m (V ) has diameter less than ε (by Mañe's Theorem, critical-nonrecurrence and since b lies in J, as do x −n k ∈ f −n k (x 0 )). Fix these ε and V so that ε < dist(x −n , c) for any critical point c of f and any n ∈ N large enough.
(3.6) By construction, x −n k ∈ V , whenever k is large enough. Without loss of generality, we consider that this is true for all k, inequality (3.6) holds for any n ≥ n 1 and n 1 < n 2 < . . . . One can achieve this by removing all "too small" n k . Hence, x −m−n k ∈ f −m (V ) for any m ∈ N. The connected component of f −m (V ) that contains x −m−n k contains no critical points by (3.6) . This implies that each local leaf L(f −n k (x), V ) is well-defined and univalent over V . Case 2): the sequence x −n accumulates to some critical point of f (then the latter critical point lies in the Julia set, since x 0 ∈ J). Let b be a maximal one of the latter limit critical points. Choose an arbitrary subsequence n k so that x −n k → b. Consider the critical points c ′ ∈ J of f distinct from those that are greater than b. Let V = V (b) be a neighborhood that contains no their images f n (c ′ ), n ∈ N. Its existence follows from definition. Choose a ε > 0 that satisfies (3.6) for any critical point c > b. This is possible, since x −n accumulates to no critical point c > b, by the choice of b. There exists a neighborhood V ′ = V ′ (b) such that for any n ∈ N ∪ 0 each connected component of the preimage f −n (V ′ ) has diameter less than ε (by Mañe's Theorem). We consider that V = V ′ (one can achieve this by shrinking both of them). Then each local leaf L(f −n k (x), V ) is well-defined and univalent over V , whenever k is large enough. Indeed, if k is large enough, then for any m ∈ N the connected component of f −m (V ) containing x −m−n k contains no critical point c > b, as in the previous case, and contains no other critical point by the choice of V . Lemma 3.2 is proved.
Let n k , b and V be as in the previous Lemma. Without loss of generality we consider that V is unit disk and b = 0 (one can achieve this by shrinking V and by rescaling). It intersects the Julia set of f and hence, contains a repelling periodic point (let us fix it and denote it by a). We show that a is a repelling point we are looking for. Put
, V ) to be the point projected to a.
The univalence of the local leaves (statement (3.2)) follows from Lemma 3.2. Statement (3.4) is proved as follows by using the Shrinking Lemma and the compactness of the space of normalized univalent functions. The heights of S k over the pointsf −n k (x) tend to minus infinity. Indeed, they are equal to ln |(f −n k ) ′ (x 0 )| plus the height of S overx (with respect to the standard Euclidean metric in a chart near x 0 ). The latter logarithm tends to −∞, .4) follows from the latter convergences and the equicontinuity of the functions h k on compact sets in V . Indeed, the functions h k are equal (up to additive constants depending on k) to − ln |τ ′ k |, where τ k : V → C are univalent functions defined as follows:
The latter logarithms remain unchanged (up to additive constants) after applying affine transformations in the image of τ k . Without loss of generality we consider that the previous functions τ k are normalized (by the latter transformations) so that τ k (0) = 0 and τ ′ k (0) = 1. Now the equicontinuity of the heights h k on compact sets follows from the compactness of the family of thus normalized univalent functions on the unit disk (in the topology of the uniform convergence on compact sets). This proves (3.4) and finishes the proof of Theorem 1.47 in the case, when L ⊂ A l f .
, even if L is affine equivalent to C, the latter function p is not an affine isomorphism and it may have critical points. The previous Lemma (and its proof) and hence, the above construction do not apply literally in this case, and we have to modify the arguments. To do this, recall that to eacĥ x ∈ A f we associate a sequence (1.3) of meromorphic functions in t ∈ C:
that is uniquely defined up to multiplication of the variable t by nonzero constant. This meromorphic function sequence yields a natural affine mapping (called the affine uniformization of L(x)):
; it is defined by the equality Φ π u,x (w) (t) = Φx(w + t), for any w ∈ C.
Remark 3.3
The mapping π u,x is 1-to-1 (i.e., an affine isomorphism), wheneverx ∈ A l f . It is well-defined up to multiplication of the variable w ∈ C by nonzero complex constant. In general, the leaf L(x) is a quotient of C by a discrete group of isometries, and the previous mapping π u,x : C → L(x) is the corresponding quotient mapping. The mapping π u,x extends up to the isometric quotient mapping
Remark 3.4 Let f be a rational function, A f be the corresponding affine lamination, V ⊂ C be a simply connected domain,x ∈ A f , π 0 (x) ∈ V , φ 0,x be the corresponding meromorphic function from (3.7). The local leaf L(x, V ) ⊂ A f is univalent over V (see Definition 1.31), if and only if there exists a domain V ⊂ C containing 0 such that the function φ 0,x induces a conformal isomorphism φ 0,x : V → V . This follows from definition.
In the proof of Theorem 1.47 in the case under consideration we use the following Lemma.
Lemma 3.5 Let f be a critically-nonrecurrent rational function, b ∈ J = J(f ) be a point that is not a parabolic periodic point. Then there exists a d ∈ N such that for any simply connected neighborhood
V ′ = V ′ (b) ⊂ C small enough and anyb ′ ∈ A f , π 0 (b ′ ) ∈ V ′ (let φ 0,b ′ be
the corresponding meromorphic function from (3.7)) there exists a simply connected
The Lemma is proved at the end of the Section. Fix arbitraryx ∈ L, π 0 (x) = φ 0,x (0) ∈ J. Denotex ′ = p(x) ∈ L ′ . Let b, V ′ , n k be respectively the point, the domain (previously denoted by V ) and the sequence from Lemma 3.2 applied to L ′ andx ′ . By definition, this means that the local leaves L(f −n k (x ′ ), V ′ ) are well-defined and univalent over V ′ (in particular,
Then b satisfies the conditions of Lemma 3.5. Without loss of generality we consider that V ′ satisfies the statements of Lemma 3.5 as well (one can achieve this by shrinking V ′ ). For any k ∈ N let V k ⊂ C be the simply connected domain from Lemma 3.5 (denoted V ′ there) corresponding tob
be the corresponding covering from Lemma 3.5. The Proposition is proved below.
The construction of a,â k , V . Recall that V ′ intersects the Julia set. Let a ∈ V ′ \ b be a repelling periodic point. Fix a disk V centered at a such that V ⊂ V ′ \ b. For any k large enough choose a t k ∈ V k such that ψ k (t k ) = a. Letb k be as in (3.8) . Put
We prove statements (3.2) and (3.4) for these a, V ,â k and the above n k . This together with the discussion in Subsection 3.1 will prove Theorem 1.47. The coverings ψ k have uniformly bounded degrees (Lemma 3.5). Fix a k 0 ∈ N such that
For the proof of Proposition 3.6, (3.2) and (3.4) we consider the inverse branches
We use their following properties:
uniformly on compact sets in V ′ , as k → ∞,
The single-valuedness in (3.10) follows from the univalence of the local leaf
The convergence in (3.10) follows from definition and the Shrinking Lemma. Recall that
thus, the functions ψ k (t) are uniquely defined up to multiplication of t by nonzero complex constant (independent on k), as are φ −n k ,x (t). Statement Proof of (3.2). The covering ψ k : V k → V ′ is a ramified covering and has no critical values in V , whenever k is large enough (since b / ∈ V and by the previous Proposition). Therefore, for those k each connected component of the preimage (ψ k | e
This together with Remark 3.4 implies (3.2). 2
Proof of (3.4). Without loss of generality we consider that
Recall that ψ k are ramified coverings V k → V ′ = D 1 , where V k ⊂ C are simply connected domains containing 0. Each V k is conformally equivalent to D 1 , since ψ k : V k → D 1 is a nonconstant bounded holomorphic function. For the proof of (3.4) fix conformal isomorphisms
and consider the reparametrized coverings ψ k : the mappings
14)
The mappings g k are ramified coverings (and hence, Bläschke products) that have the following properties (here d is the number from Proposition 3.6): One can achieve this by passing to appropriate subsequence (since g k are uniformly bounded and by Schwarz lemma). Then the limit g is either also a Bläschke product (of degree no greater than d), or a constant.
The main technical statement used in the proof of (3.4) is the following Proposition saying in particular that g ≡ const. Proof We prove that g ≡ const by contradiction. Suppose the contrary: g ≡ const. Then g ≡ 0, since g k (0) → 0. Consider the annulus
It contains no critical values of g k , whenever k is large enough, since these critical values tend to 0. Hence for these k the mapping g k : g
is an annulus of modulus independent on k (which is equal to d −1 times the modulus of A). Its boundary consists of two closed curves: the unit circle and a closed curve in D 1 (the interior boundary). The latter curve surrounds a domain containing 0 (i.e., 0 / ∈ g −1 k (A)), whenever k is large enough (since g k (0) → 0). The latter curve is bounded away from the former curve, which follows from the previous inclusion and statement on the modulus (otherwise, the modulus of g −1 k (A) would tend to 0, -a contradiction). On the other hand, the previous interior boundary tends to ∂D 1 , as k → ∞, by definition and the convergence g k → g ≡ 0 (which is uniform on compact sets), -a contradiction. Thus, g ≡ const.
Hence, g is a Bläschke product of degree no greater than d. On the other hand, degg ≥ d. Indeed, there exists a r > 0 such that g 2
For the proof of (3.4) for any k ∈ N we consider the horosphere
(This horosphere is uniquely defined, since π u,b k : H 3 → H(b k ) is the projection of the quotient by action of a discrete group of affine isometries; the latter isometries preserve all the horospheres in H 3 passing through infinity, since these isometries are liftings of Euclidean isometries of C, see Remark 1.28.) For any k we consider the metric on V k that is the pushforward under φ k of the standard Euclidean metric of D 1 . For any t ∈ D 1 we denotê
with respect to the previous metric. Below we show that
Let us deduce (3.4) from (3.18). Recall that h k is the height of the horosphere
, with respect to a metric on V (which we consider standard Euclidean one without loss of generality). Then for any t ∈ g
This follows from definition. The latter logarithms are bounded from above (themselves, not their modules) uniformly in k large enough and t ∈ D 1 (they are equal to −∞ at the critical points of g k ). This follows from the fact, that g k are uniformly converging Bläschke products on D 1 by (3.17). This together with (3.18) implies that h k (g k (0)) → −∞, as k → ∞. Recall that g k (0) → 0. This together with the equicontinuity of the functions h k implies (3.4) (as in Subsection 3.2). This proves (3.4) modulo (3.18). Proof of (3.18). Fix arbitrary compact subset, say, D r ⋐ D 1 that contains all the critical points of g k 0 . For any k large enough there exists a single-valued lifting
Indeed, equality (3.11) translates as
The function χ k is well-defined at least in a neighborhood of 0 (that depends on k), since φ k (0) = φ k 0 (0) = 0. In fact, it is holomorphic on D r , whenever k is large enough (and hence, satisfies (3.19) by definition). Indeed, recall that φ
The functions ψ k are meromorphic on C and converge to 0 uniformly on compact sets in C (by (3.12), (3.11) and Shrinking Lemma). Hence,
, whenever k is large enough. Therefore, the above χ k is well-defined on D r for these k. One has f n k 0 −n k | g k 0 (Dr) → 0 uniformly (Shrinking Lemma), hence,
, whenever k is large enough. Statement (3.20) follows from (3.19), the latter convergence and (3.17).
For any t ∈ D r one hasĥ
This follows from construction and the definition ofĥ k . The latter logarithm tends to −∞ uniformly on D r , since χ ′ k → 0 by the uniform convergence χ k → 0. This implies that h k (χ k (0)) → −∞. Recall that χ k (0) → 0. This together with the equicontinuity ofĥ k (as in Subsection 3.2) proves (3.18). Statement (3.4) is proved. Theorem 1.47 is proved modulo Lemma 3.5.
2
Proof of Lemma 3.5. Firstly we prove that for any simply connected neighborhood
, satisfy the statements of the Lemma. Afterwards its statements for arbitraryb ′ ∈ A f ∩ π −1 0 (V ′ ) will be proved by using the density of A l f in A f . In the case, whenb ′ ∈ A l f , an equivalent reformulation of the Lemma says that each local leaf L(b ′ , V ′ ) is simply connected and the projection π 0 :
The mapping f is critically-nonrecurrent. Therefore, there exists a ε > 0 such that Let V ′ be a disk centered at b such that for any m ∈ N ∪ 0 any connected component of the preimage f −m (V ′ ) has diameter less than ε (Mañe's Theorem). In addition, we assume that V ′ contains no image f n (c), n ≥ 0, of a critical point c / ∈ J (one can achieve this by shrinking V ′ ). We prove the statements of Lemma 3.5 for this
. By construction, the diameter of each V −m is less than ε, and V −m do not contain critical points lying outside J.
Each V −m contains at most one critical point of f (that may be multiple). Indeed, otherwise, if some V −m contains at least two distinct critical points, the distance between them would be less than ε, -a contradiction to (3.22 ). This immediately implies that each V −m is simply connected.
Conversely, each critical point is contained in at most one V −m . Indeed, otherwise, if some V −m , V −m−n contain one and the same critical point c (n > 0), then c ∈ J and c, f n (c) ∈ V −m . Therefore, dist(c, f n (c)) < ε, -a contradiction to (3.21 ). This immediately implies that the coverings f m : V −m → V ′ have uniformly bounded degrees, which are no greater than 2 to the power of the number of the critical points (with multiplicities) in J.
The previous statement implies that there exists a N ∈ N (depending onb ′ ) such that V −j contains no critical points whenever j ≥ N . Then the local leaf L(b ′ , V ′ ) is well-defined and the projection π −N : L(b ′ , V ′ ) → V −N is 1-to-1. This together with the previous statements for V −m implies the simple connectedness of the local leaf and the fact that π 0 : L(b ′ , V ′ ) → V ′ is a ramified covering of uniformly bounded degree. This proves the Lemma forb ′ ∈ A l f . Now let us prove Lemma 3.5 for the above V ′ and ab
Letb n →b ′ be a converging sequence of pointsb n ∈ A l f . Let Φb ′ (t), Φb n be the corresponding meromorphic function sequences (3.7). One can normalize Φb n (t) (by multiplication of t by nonzero constants) so that Φb n → Φb ′ uniformly on compact sets in C (the definition of topology in A f ). For any n there exists a simply connected domain V n ⊂ C containing 0 such that the mapping φ 0,b n | e Vn is a ramified covering V n → V ′ , and the degree of this covering is no greater than a certain d independent onb ′ and n. Namely. this statement holds true for the connected component V n containing 0 of the preimage (π u,b n ) −1 (L(b n , V ′ ) ). This follows from definition and the above-proved particular case of Lemma 3.5 for points in A l f . We show that there exists a simply connected domain V ′ ⊂ C that satisfies the same statements with φ 0,b n , V n replaced by φ 0,b ′ and V ′ respectively. This will prove Lemma 3.5.
Without loss of generality we consider that
Recall that each V n is simply connected, and thus, conformally equivalent to D 1 , since it admits a bounded nonconstant holomorphic function φ 0,b n . Let φ n : D 1 → V n be the conformal equivalence, φ n (0) = 0. The functions φ n form a normal family. This follows from the normality of the space of normalized univalent functions, the equality φ n (0) = 0 and the fact that there exists a compact subset in C intersecting the boundary of each V n . Indeed, if the latter statement were wrong, then a subsequence of the functions φ 0,b n , which map V n to D 1 , would converge (by Montel's theorem [6] ) to a holomorphic function C → D 1 = V ′ , thus, to a constant (Liouville's theorem), while the limit is φ 0,b ′ ≡ const, -a contradiction.
Without loss of generality we consider that φ n converge uniformly on compact sets in D 1 (one can achieve this by passing to a subsequence). Their limit (denote it by φ) is not a constant (and hence, is univalent, as are φ n ). This follows from the univalence of φ n , the normalization φ n (0) = 0 and the fact that the boundaries ∂ V n of the images V n = φ n (D 1 ) are bounded away from 0. Indeed, φ 0,b n send the latter boundaries to ∂D 1 and converge uniformly on compact sets, φ 0,b n (0) = 0. Therefore, the restrictions of φ 0,b n to appropriate (one and the same) neighborhood of 0 map this neighborhood strictly inside D 1 . Hence, the boundaries ∂ V n are disjoint from this neighborhood.
Consider the compositions
They are ramified coverings of degree no greater than d (hence, Bläschke products). One has
by the convergence of φ n , φ 0,b n and since φ n (0) = 0. The limit g is nonconstant (as are φ, φ 0,b ′ ) and hence, is a Bläschke product of degree no greater than d. Put
The mapping φ 0,b ′ induces a ramified covering V ′ → D 1 , by definition and since g is a Bläschke product. The degree of this covering equals to that of g, and hence, is no greater than d. Lemma 3.5 is proved. The proof of Theorem 1.47 is complete. 2 4 Closeness of the horospheres associated to the parabolic periodic points
Here we prove Theorem 1.48. Let f be a rational function with a parabolic periodic point a ∈ C. Without loss of generality we consider that a is fixed (one can achieve this by passing to appropriate iteration of f ). Let L a ⊂ A f be a leaf associated to a of the affine lamination, H a ⊂ H f be the corresponding hyperbolic leaf. In the proof of Theorem 1.48 we use the following Proposition. We prove the previous statement by contradiction. Suppose the contrary: then S accumulates to a horosphere S ′ ⊂ H f . Let H ⊂ H f be the leaf containing S ′ , L ⊂ A f be the corresponding affine leaf. Let U ⊂ C,b ∈ L be such that π 0 (b) ∈ U, the local leaf L(b, U ) is univalent over U and π 0 (b) = a.
Without loss of generality we consider that U = D 1 , π 0 (b) = 0. Choose arbitrary disk V centered at 0 such that V ⊂ U . Let us measure the heights of the horospheres above V in its standard Euclidean metric. By definition, there exists a sequence of pointsb k ∈ L a such that b k →b, the height of the horosphere S overb k tends to that of S ′ overb, as k → ∞, and no pointb k lies in L(b, U ). For any k large enough the local leaf
is well-defined and univalent over V.
This follows from the convergenceb k →b, the definition of topology in A f and Remark 3.4.
Without loss of generality we consider that the leaves Λ k are distinct (one can achieve this by passing to a subsequence, sinceb k / ∈ L(b, U )) and
We show that the heights of S overb k tend to +∞, as k → ∞, -a contradiction to the previous height convergence. For the proof of the latter height asymptotics we fix a disk
such that f is univalent on ∆, the inverse branch f −1 | ∆ fixing a is single-valued, and each infinite backward orbit of f contained in D r (a) is defined by applying the iterations of the latter branch and converges to a (this is true, whenever the previous disk and ∆ are small enough). For any k let n k ∈ N be the minimal number such that b k −j ∈ D r (a) for any j ≥ n k . Passing to a subsequence of the indices k one can achieve that b k
By construction,v k is a sequence of points in A l f represented by the backward orbits (which are contained in D r (a)) of b k −n k . For any fixed j ∈ N∪0 the points v k −j converge to some point (denote it x −j ), as k → ∞. The sequence x 0 , x −1 , . . . is a backward orbit in D r (a). Both latter statements follow from construction. The latter orbit represents a pointx ∈ L a . Indeed, it is distinct from the fixed orbit of a and enters a following asymptotically the repelling ray that defines L a . This follows from construction and the inequality b k 0 = 0 = π 0 (b) = a. Moreover, there exists a neighborhood W = W (x 0 ) ⊂ C such that the local leaf L(x, W ) is well-defined and univalent over W andv k →x along this local leaf. The former statement follows from the univalence of f on ∆. The latter one follows from the convergence v k −j → x −j and the fact that in both orbitsv k (with k large enough) andx for any j the j + 1-th element is obtained from the j-th one by applying the inverse branch f −1 | ∆ fixing a (by construction).
The sequence n k tends to infinity, by definition and since the local leaves Λ k are distinct. Fix a metric on W . The corresponding height of S =f −n k (S) overv k tends to a finite value, namely, to its height overx, as k → ∞ (sincev k →x along a fixed local leaf). On the other hand, its difference with the height of S overb k is equal to ln |(f −n k ) ′ (0)|, which tends to −∞ (by the Shrinking Lemma). This implies that the height of S overb k tends to +∞. This together with the previous discussion proves Theorem 1.48.
Nondense horospheres. Proof of Theorem 1.50
Here we give a proof of Theorem 1.50 (Subsections 5.1 -5.4). Its Addendum is proved analogously with small modifications discussed at the end of the paper.
The plan of the proof of Theorem 1.50
In the case, when ε = 0, −2, the polynomial f ε belongs to the list (1.1) (see Remark 1.51), and the statement of Theorem 1.50 follows from Corollary 1. 43 . In what follows we prove Theorem 1.50 for ε = 0, −2, ε < Let a = a(ε) be the fixed point (1.15) of f ε ,â ∈ A fε be its fixed orbit, Π a ⊂ A fε be the corresponding subset from (2.2). (The set Π a is nonempty, whenever ε = −2, see Remark 1.51 and Proposition 2.1.) We prove Theorem 1.50 for
To do this, we show that for any ε ∈ (−∞, 0) ∪ (0, 1 4 ), ε = −2, 
The Proposition follows from formula (3.23) in [5] . Therefore, for anyâ ′ ∈ Π a
Formula (5.5) includes the derivatives of f ε at the points a ′ −j , which belong to its Julia set. In the proof of (5.2) and (5.3) we use the following Lemma on the arrangement of the Julia set. This is the main technical Lemma of the Section. It implies in particular that all the values β(â,â ′ ) have the same sign depending only on ε. This immediately implies that the horosphere Sâ ,0 is not dense in the whole space H fε .
Lemma 5.2 The Julia set
Lemma 5.2 is proved in the next Subsection.
In both cases the equality is achieved exactly at x = ±a(ε).
Proof One has f ′ ε (x) = 2x. This together with the Lemma implies the Corollary. 2
, then for anyâ ′ ∈ Π a each corresponding nonzero term of the sum in (5.5) , and hence, β(â,â ′ ), is negative (respectively, positive). The zero terms correspond exactly to a ′ −j = ±a(ε).
The plan of the proof of (5.2). It suffices to show that for any sequence of pointŝ a n ∈ Π a with converging values β(â,â n ) (let us fix suchâ n ) there exist a l ∈ N and a collection of pointsâ ′ (m) ∈ Π a , m = 1, . . . , l, such that
Recall that a n 0 = a(ε). Without loss of generality we assume that for any n one has a n −1 = −a(ε), i.e., ν 1 = max{j | a
One can achieve this by replacingâ n by its image under appropriate inverse iteration off ε (namely, byf ε −ν 1 (â n )). This does not change the value β(â,â n ) by the invariance of the Busemann cocycle. The pointsâ ′ (m) for which we prove (5.6) are constructed below. To do this, we construct (below) an appropriate l ∈ N, and for eachâ n we construct l indices
for any fixed j ∈ N and any m = 1, . . . , l the sequence a n −νm(â n )−j converges, as n → ∞; denote its limit by a and the pointsâ ′ (m) satisfy (5.6). Namely, for anyâ ′ =â n we split the corresponding sum (5.5) into the following l parts:
The latter convergence implies (5.6). This will prove (5.2). Let us define the above l, ν m andâ ′ (m) (for which we later prove (5.11) and (5.12)). To do this, we fix a σ > 0 small enough (as it will be specified in 5.3). For eachâ ′ ∈ Π a with a ′ −1 = −a(ε) we take all the indices (denote s = s(â ′ ) their number)
The finiteness of the number s(â ′ ) follows from the convergence a ′ −j → a(ε). In 5.3 we show that the numbers s(â n ) are uniformly bounded from above. (5.14)
To do this, we show that the terms of the sum in (5.5) (withâ ′ =â n ) corresponding to the s(â n ) indices j = j r (â n ) + 2 are bounded away from 0 uniformly in n and r. This implies that their numbers s(â n ) are bounded from above: otherwise β(â,â n ) → ∞ (after passing to a subsequence) by Corollary 5.4 and the previous lower bound of the latter terms. Now passing to a subsequence, one can achieve that
for any fixed j ∈ N ∪ 0 and r = 1, . . . , s the points a n −jr(â n )−j converge, as n → ∞. (5.16) Take those values r (denote l their number) for which a n −jr(â n ) → a(ε), as n → ∞; denote these r by 1 = r(1) < · · · < r(l). Put (5.17) The previous discussion reduces statement (5.2) to (5.14), (5.11) and (5.12).
The disk containing the Julia set. Proof of Lemma 5.2
We prove Lemma 5.2 in the case, when 0 < ε < 1 4 . Its proof for ε < 0 is analogous and will be discussed at the end of the Subsection.
Let 0 < ε < . We have to show that J ∩ D a(ε) = ±a(ε). To do this, we prove that
This implies that f ε maps the disk D a(ε) to itself (by the maximum principle), and in particular, the latter disk is disjoint from the Julia set (by Montel's theorem [6] and the equivalent definition of the Julia set in terms of normal families, see the beginning of 1.2). Then one has f ε (D a(ε) \ ±a(ε)) ⊂ D a(ε) by (5.19). The set D a(ε) \ ±a(ε) is disjoint from the Julia set, as is D a(ε) (by the previous inclusion and (1.2)). (The points ±a(ε) both belong to the Julia set, since they are mapped to the repelling fixed point a(ε).) This proves the second statement of the Lemma modulo (5.19). Proof of (5.19) . By definition, f ε (a(ε)) = a 2 (ε) + ε = a(ε). Hence, for any φ ∈ R one has
Statement (5.19) in a equivalent reformulation says that the latter right-hand side has module less than a(ε), whenever e 2iφ = 1. To prove this, it suffices to show that the circle
lies inside the disk D a(ε) (a(ε)) (except for 0 ∈ Γ ε , which is the common tangency point of Γ ε and the boundary of the latter disk). This inclusion follows from the fact that the circle Γ ε is centered at the point ε, has radius ε, and from the inequality a(ε) > ε (which holds, since the forward orbit of the critical value ε = f ε (0) converges to a finite attracting fixed point [6] , while that of any x > a(ε) tends to infinity). This proves (5.19) and the second statement of Lemma 5.
2
Let us now consider the case, when ε < 0. We have to show that J ⊂ D a(ε) ∪ ±a(ε), or equivalently, C \ (D a(ε) ∪ ±a(ε)) ⊂ C \ J. To do this, we prove that
This is proved analogously to (5.19) (now Γ ε lies outside D a(ε) (a(ε)), since ε < 0). Then
Indeed, the latter inequality holds true on the punctured boundary ∂D a(ε) \ ±a(ε) (by (5.20)) and becomes equality at the punctures ±a(ε). The polynomial f ε has no zeros in the complement C \ D a(ε) : both its roots ±i √ ε have module less than a(ε) by (1.15). This together with the previous inequality on the boundary and the maximum principle applied to the function 5.3 Limits of Busemann cocycles. Proof of (5.11), (5.12) and (5.14)
Recall that we assume that ε < 1 4 , ε = 0, −2. Choice of σ. For any ε as above let us fix a σ > 0 and denote
We choose σ so that
(in particular, the inverse branches f
, which fix a(ε), are singlevalued and converge to a(ε) uniformly on D σ (a(ε)), thus, the local leaf
Here the two latter sets are the complete preimages. Put
This follows from Corollary 5.3. Letâ ′ ∈ Π a , s = s(â ′ ), j r = j r (â ′ ) be the corresponding number and indices from (5.13). Denote
Indeed, by definition, for any r one has a ′ −jr−1 / ∈ D σ (a(ε)). Thus, for any r = 1, . . . , s the index j r + 1 belongs to D(â ′ ). This implies the inequality in (5.24). The number d(â ′ ) is finite, since a ′ −j → a(ε), as j → ∞. In the proof of (5.11), (5.12) and (5.14) we use the following a priori upper bound of d(â ′ ) (proved below): Statement (5.14) follows immediately from Corollary 5.5. We also introduce the following notations. For anyâ ′ ∈ Π a and any r = 1, . . . , s = s(â ′ ) we put
Remark 5.6 For anyâ ′ ∈ Π a and any r = 1, . . . , s(â ′ ) one has
This follows from the choice of σ, see (5.23).
Proof of (5.25). Each term in (5.5) corresponding to an index j with a ′ −j / ∈ D ′ σ ∪ D σ (a(ε)) has module no less than 2δ by definition. Their indices are exactly those satisfying the inequality j r + 2 ≤ j < k r for some r (thus, their number equals s r=1 (k r − j r − 2), s = s(â ′ )). Indeed, the points a ′ −j corresponding to the other indices belong to D ′ σ ∪ D σ (a(ε)) by definition. On the other hand, if j r + 1 ≤ j < k r , then a ′ −j / ∈ D σ (a(ε)), again by definition. The points a ′ −j with j r + 2 ≤ j < k r cannot belong to D ′ σ , since otherwise, a ′ −j+1 ∈ D σ (a(ε)) (by definition), -a contradiction to the previous statement.
Recall that all the terms in (5.5) are nonzero and have the same sign, as β(â,â ′ ) (except for zero ones, which correspond to j = 0, 1 with a ′ −j = ±a(ε), see (5.7)). This together with the previous statements implies that
The last inequality follows from the previous Remark. This proves (5.25). 2
Proof of (5.11). Let us show that the limit backward orbitsâ ′ (m) from (5.18) represent points from Π a . By construction, a ′ 0 (m) = a(ε). One has a ′ −j (m) → a(ε), as j → +∞ (hence,â ′ (m) ∈ L(â)). Indeed, the converse would imply that there exists a σ ′ > 0 such that there are infinite number of indices j for which a ′ −j (m) / ∈ D σ ′ (a(ε)). This together with the convergence a n −νm(â n )−j → a ′ −j (m) would imply that there areâ n with arbitrarily large number of indices j for which a n −j / ∈ D σ ′ (a(ε)). Hence, the number d(â n ) constructed above with σ replaced by min{σ, σ ′ } is not uniformly bounded, -a contradiction to Corollary 5.5. Thus,â ′ (m) ∈ L(â), π 0 (â ′ (m)) = a(ε). One has a ′ −1 (m) = −a(ε) (hence,â ′ (m) =â). Indeed, a ′ −1 (m) is the limit of a n −1−νm / ∈ D σ (a(ε)) (by construction), and the latter tends to a preimage of a(ε) under f ε that lies outside D σ (a(ε)) (and hence, is equal to −a(ε)). The projection π 0 | L(â) has nonzero derivative atâ ′ (m) (hence,â ′ (m) ∈ Π a ). Indeed, otherwise some a ′ −j (m) is the critical point of f ε , thus, some sequence of points a nu −qu converges to the critical point. Therefore, the terms in (5.5) corresponding to the latter points tend to infinity, hence, so do β(â,â nu ) (Corollary 5.4), -a contradiction. Statement (5.11) is proved. 2
Proof of (5.12). Fix a m = 1, . . . , l. Consider the attractive inverse branch f −1 ε : D σ (a(ε)) → D σ (a(ε)) fixing a(ε) and the following auxiliary backward orbitŝ b n = (a n −νm , a n −νm−1 , . . . , a This follows from definition and formula (5.4) applied to the following pairs of orbits:x =â, x ′ =b n ;x =â,x ′ =ĉ n . We show that βb n → βâ′ (m) , βĉn → βâ, as n → ∞.
This together with (5.29) and the equality β(â,â ′ (m)) = βâ′ (m) − βâ implies (5.12). It follows from definition thatĉ n ∈ L(â, D σ (a(ε))) andĉ n →â, as n → ∞ (since c n 0 → a(ε)). This implies that βĉn → βâ. To show that βb n → βâ′ (m) , we fix a neighborhood V = V (a(ε)) ⊂ C such that the local leaf L(â ′ (m), V ) is univalent over V . We show that for any n large enoughb n ∈ L(â ′ (m), V ). The latter number q(n) is uniformly bounded from above. Indeed, all the points b n −j = a n −j−νm , 0 < j < q(n), are bounded away from a(ε) uniformly in j and n by construction, say their distances to a(ε) are greater than a σ ′ > 0 independent on n. (The converse would imply that there is an r, r(m) < r < r(m + 1) (r(m) < r, if m = l), such that a n −jr(â n ) → a(ε), -a contradiction to the definition of the numbers r(m).) The previous statement together with Corollary 5.5 (with σ replaced by min{σ, σ ′ } in the definition of d(â ′ )) implies the uniform boundedness of q(n). Without loss of generality we assume that q = q(n) is independent on n: one can achieve this by passing to a subsequence. Let V be the previous neighborhood of a(ε). For the proof of (5.30) we have to show that for any n ≥ 1 and any j ∈ N the inverse branch f −j ε : a ′ 0 (m) → a ′ −j (m) (which is single-valued on V by construction) sends b n 0 to b n −j . Indeed, this is true for any n large enough and for all j ≤ q by the convergence b n −j → a ′ −j (m). For any n large enough and any j > q the same statement follows from that for j = q and the fact that each b n −j , j > q, is obtained from b n −q by applying the inverse branch f q−j ε | Dσ(a(ε)) fixing a(ε). The latter fact holds true also withb n replaced byâ ′ (m), since the previous convergence holds for all j ∈ N ∪ 0. This proves (5.30). The proof of statements (5.12), (5.6) and (5.2) is complete. 2
Accumulation set of horosphere. Proof of (5.3)
Recall that we assume that ε ∈ (−∞, 1 4 ) \ {0, −2}. In particular, f ε is not Tchebyshev, hence each leaf in A fε is dense in A fε and Π a = ∅. Let SB ε = ∪ β∈ e Bε Sâ ,β be the horosphere union from (5.3). For the proof of (5.3) we have to prove the two following statements: the accumulation set of the horosphere S = Sâ ,0 is contained in SB ε ; (5.31) the horosphere S accumulates at least to the whole set SB ε . The Proposition is proved below. Proof of (5.31). Let the horosphere S = Sâ ,0 accumulate to some horosphere S ′ ∈ H fε , H ⊂ H fε be the leaf containing S ′ , L ⊂ A fε be the corresponding affine leaf. Let us show that L ′ = L(â) and the point of S ′ overâ has a height from B ε . This will prove (5.31).
The leaf L ′ is dense in A fε , hence, it accumulates to L(â). Therefore, there is a point a ′ ∈ L ′ , π 0 (â ′ ) = a(ε), and a neighborhood V = V (a(ε)) ⊂ C such that the local leaf L(â ′ , V ) is univalent over V (see Proposition 1.29). Denote This implies that the height of S ′ overâ equals β. This proves (5.31). By definition, there exists a sequence of points α n = (â n , h n ) ∈ S, α n → α. Without loss of generality we consider that a n 0 = π 0 (â ′ ) = a(ε); then (π ′ 0 | L(â) )(â n ) = 0 (thus,â n ∈ Π a ), whenever n is large enough.
This follows from the previous univalence and convergence. Then h n = β(â,â n ) by definition. The numbers s(â n ) are uniformly bounded from above. This follows from the convergence of the values h n = β(â,â n ) → h and Corollary 5.5. Passing to a subsequence, one can achieve thatâ n satisfy (5.15) and (5.16). Now Proposition 5.7 implies thatâ ′ =â ′ (1) ∈ Π a and statement (5.6) holds. The latter implies (5.33) with β = l m=2 β(â,â ′ (m)). Statement (5.31) is proved.
Proof of (5.32). We show that for arbitrary given l ∈ N and a collectionâ ′ (1), . . . ,â ′ (l) ∈ Π a there always exists a sequence of pointsâ n ∈ Π a that satisfies the conditions of Proposition 5.7, i.e., (5.15), (5.16) and (5.18). Then the same Proposition implies thatâ n converge tô a ′ (1) in A fε and statement (5.6) holds true: β(â,â n ) → h = l m=1 β(â,â ′ (m)). Hence, the horosphere S = Sân ,β(â,â n ) accumulates to Sâ′ (1),h = Sâ ,β , β = l m=2 β(â,â ′ (m)), as in the proof of (5.31). The latter β may be constructed to be arbitrary sum of Busemann cocycle values β(â,â ′ ),â ′ ∈ Π a , since the previous collection ofâ ′ (m)' s can be chosen arbitrary. The previous sums β are dense in B ε by definition. This implies (5.32).
We construct the aboveâ n by induction in l. Induction base: if l = 1, we putâ n =â ′ (1) for all n. Induction step. Letâ ′ (1), . . . ,â ′ (l) be a given collection of points in Π a . Let the induction hypothesis hold: there exists a sequence of pointsd n ∈ Π a satisfying (5.15), (5.16) and (5.18) withâ n replaced byd n and the collectionâ ′ (2), . . . ,â ′ (l). Let us construct a sequenceâ n satisfying the same conditions but with the initial collectionâ ′ (1), . . . ,â ′ (l).
One hasd n →â ′ (2) in A fε (by the induction hypothesis and Proposition 5.7). In particular, there exists a σ ′ > 0 such that the local leaves L(â ′ (2), D σ ′ (a(ε))) and L(d n , D σ ′ (a(ε))) are well-defined and univalent over D σ ′ (a(ε)) for any n large enough (Proposition 1.29). For any n take an index j(n) ∈ N such that (1). Put a n −j = a ′ −j (1) for any j ≤ j(n), a n −j = b n j(n)−j for any j > j(n);â n = (a n 0 , a n −1 , . . . ) ∈ L(â). The sequenceâ n thus constructed is a one we are looking for: it satisfies (5.15) and (5.16) by construction (whenever n is large enough) and (5.18) with the initial collection a ′ (1), . . . , a ′ (l).
Proof of Proposition 5.7. The inclusionâ ′ (m) ∈ Π a and statement (5.12) (which implies (5.6)) under the conditions of Proposition 5.7 were already proved in 5.3. (Formally speaking, we proved them under the assumption that β(â,â n ) converge, but in fact, we were using only (5.15) and (5.16); the boundedness of s(â n ) was deduced from the latter convergence.) Thus, for the proof of the Proposition it suffices to show thatâ n →â ′ (1) in A fε . It follows immediately from (5.16) thatâ n →â ′ (1) in N fε . In the case, when l = 1, one hasâ n =â ′ (1) for all n. Let us prove the convergenceâ n →â ′ (1) in A fε for l > 1. To do this, it suffices to show (see Proposition 1.29) that for any N ∈ N and a neighborhood V = V (a ′ −N (1)) ⊂ C such that the local leaf L(f ε −N (â ′ (1)), V ) is well-defined and univalent over V , and any neighborhood V ′ = V ′ (a ′ −N (1)), V ′ ⊂ V (let us fix these N , V and V ′ ) the local leaf L(f ε −N (â n ), V ′ ) is also well-defined and univalent over V ′ , whenever n is large enough. Let V ′′ = V ′′ (a(ε)) ⊂ C be a neighborhood of a(ε) such that for any m = 2, . . . , l the local leaf L(â ′ (m), V ′′ ) is well-defined and univalent over V ′′ . Fix a neighborhood U ′ = U ′ (a(ε)) such that U ′ ⊂ V ′′ . For any k ∈ N the branch of f −k 
