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Аннотация. В работе исследуется новая касательная интерполя-
ционная задача в классе Шура. Для этой задачи получены необхо-
димые и достаточные условия её разрешимости, получено описание
решений этой задачи. Результаты работы применяются для клас-
сификации и описания множества исключительных параметров ин-
дефинитной касательной интерполяционной задачи в обобщённых
классах Шура.
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1. Введение
В данной статье исследуются интерполяционные задачи в
открытом единичном круге D = fz : jzj < 1g с границей T = fz :
jzj = 1g. Будем обозначать hs множество голоморфности функции s.
Пусть jpq — это (p+ q) (p+ q) матрица вида
jpq =

Ip 0
0  Iq

: (1.1)
Стандартное скалярное произведение в пространстве интегриру-
емых матричнозначных функции Lpq2 будем обозначать
hf; gist =
1
2
2Z
0
g(eit)f(eit) dt (f; g 2 Lpq2 ):
Статья поступила в редакцию 14.04.2014
ISSN 1810 – 3200. c Iнститут математики НАН України
544 Обобщенная касательная интерполяционная задача
Множество pq-матричнозначных функций с элементами из про-
странства Харди H2 (H1) будем обозначать H
pq
2 (H
pq1 ). Опреде-
лим +, как ортогональный проектор на пространство H2 соответ-
ствующей размерности, а X , как ортогональный проектор на под-
пространство X. Для самосопряжённого оператора A = A будем
обозначать  (A) — размерность наибольшего подпространства, на
котором оператор A отрицательный.
Пусть  — неотрицательное целое число и пусть s — Cpq-значная
функция, мероморфная в области D. Матричнозначная функция s
называется принадлежащей обобщенному классу Шура Spq , если
ядро
s(z) =
Ip   s(z)s()
1  z (z;  2 hs) (1.2)
имеет  отрицательных квадратов в hshs (см. [19]). Будем говорить,
что эрмитовое ядро (z) : D  D ! Cpp имеет  отрицательных
квадратов, если для любых различных zj 2 D и uj 2 Cp (j = 1; : : : ; n)
матрица 

Kzj (zk)uj ; uk
n
j;k=1
имеет не более  отрицательных собственных значений и при некото-
рых zj 2 D и uj 2 Cp ровно  отрицательных собственных значений.
Отметим, что класс Spq := Spq0 есть обычным классом Шура,
то есть классом функций ограниченных по норме единицей. Назовем
матричнозначную функцию s 2 Spq внутренней (соответственно,
-внутренней), если s(z) является изометрической (соответственно,
ко-изометрической) для п.в. z 2 T, то есть
Iq   s(z)s(z) = 0 (соответственно Ip   s(z)s(z) = 0); z 2 T (п.в.).
Пусть Spqin (Spqin ) определяет множество всех внутренних (соответ-
ственно, -внутренних) матричнозначных функций s 2 Spq.
Для внутренней функции  2 Sqqin введём два модельных про-
странства
H() = Hq2 	 Hq2 ; H() = (Hq2)? 	 (Hq2)?:
Напомним, что классом Смирнова N pq+ называется множество
матричнозначных функций вида h 1s, где s 2 Spq, а h — скалярная
внешняя функция. Пусть  2 N. Говорят, что матриц-функция F
мероморфная в D принадлежит обобщенному классу Смирнова N pq+; ,
если она представима в виде
F = f + r;
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где f — функция из обычного класса Смирнова N pq+ , а r рациональ-
ная матричнозначная функция с полюсной кратностью M(r) = 
(см. определение 2.1). В частности, обобщённый класс Шура Spq
содержится в классе N pq+; .
Сформулируем интерполяционную задачу поставленную и решен-
ную В. Деркачом и Г. Димом в [12].
Обобщённая задача Шура–Такаги GSTP(K; b). Даны вну-
тренняя функция b 2 Sqq, функция K 2 Hpq1 и целое число   0.
Найти все функции s 2 Spq такие, что
(s K)b 1 2 N pq+; : (1.3)
Введём операторы   : H(b) ! (Hp2 )? и P : H(b) ! H(b), дей-
ствующие по правилу
 f =  Kf (f 2 H(b)); (1.4)
P = I      (f 2 H(b)): (1.5)
Теорема 1.1 ([12]). Для разрешимости задачи GSTP(K; b) необхо-
димо и достаточно, чтобы
 (P)  ;
где оператор P определяется равенством (1.5).
Введём оператор
F =

 
IH(b)

: H(b)! (Hp2 )? H(b)
Пусть
F(z) = E(z)F (z 2 hb); (1.6)
где E — оператор эвалюации E(z) : f ! f(z) 2 Cp+q.
Определим матричнозначную функцию W (z) равенством
W (z) =

w11 w12
w21 w22

= I   (1  z)F(z)P 1F()jpq (z;  2 hb \ T):
(1.7)
Как показано в [12] матричнозначные функции '21 и '22 опреде-
ляющиеся равенством
w21 w22

= b 1

'21 '22

; (1.8)
голоморфны в D и факторизация (1.8) является взаимно простой, то
есть
ker b(z) \ ker '21(z) '22(z) = f0g:
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Теорема 1.2 ( [12]). Пусть оператор P, определённый по форму-
ле (1.5), обратим и  (P) = . Пусть матричнозначная функция
W () определена формулой (1.7). Тогда дробно-линейное преобразо-
вание
s = TW ["] = (w11"+ w12)(w21"+ w22)
 1 (1.9)
устанавливает взаимно однозначное соответствие между множе-
ством решений задачи GSTP(K; b) и множеством " 2 Spq таких,
что факторизация
w21(z)"(z) + w22(z) = b(z)
 1 '21(z)"(z) + '22(z) (1.10)
является взаимно простой над D, где '21(z) и '22(z) определяются
равенством (1.8).
Определение 1.1. Параметр " 2 Spq называется исключитель-
ным для задачи GSTP(K; b), если нарушается условие взаимно про-
стоты факторизации (1.10), то есть b(z) и '21(z)"(z)+'22(z) име-
ют общий левый делитель  2 Sqq.
В настоящей работе приведено описание множества исключитель-
ных параметров задачи GSTP(K; b). Для этого рассматривается
вспомогательная обобщенная касательная интерполяционная задача.
Задача GTIP (; '1; '2). Даны матричнозначные функции  2
Sqqin , '1 2 Hqp1 , '2 2 Hqr1 . Описать все матричные функции " 2
Spr, для которых выполнено условие
 1('1"+ '2)h 2 Hq2 (8h 2 Hr2): (1.11)
В случае, когда q = p и '1  Iq задача GTIP (; Iq; '2) совпадает
с касательной интерполяционной задачей, рассмотренной в [2,16,22].
В параграфе 4 настоящей статьи приведены различные методы опи-
сания решений задачи GTIP (; '1; '2).
Оказывается, что матричнозначная функция s, соответствующая
исключительному параметру ", уже не удовлетворяет исходной зада-
чеGSTP(K; b) и не принадлежит классу Spq, но является решением
некоторой новой обобщённой касательной интерполяционной задачи.
Теорема 1.3. Пусть матричнозначные функции b 2 Sqqin , K 2
Hpq1 и целое число   0 — данные задачи GSTP(K; b). Пусть
 (P) = , где оператор P определён формулой (1.5). Определим
матричнозначные функции '21 и '22 равенством (1.8) и матрично-
значную функции W равенством (1.7).
Пусть  является левым делителем матричнозначной функций
b, при этом
b(z) = (z)eb(z); (1.12)
Е. В. Нейман 547
и пусть deg  = 0  . Пусть " 2 Spq является решением задачи
GTIP (; '21; '22), то есть
'21(z)"(z) + '22(z) = (z) (z) (1.13)
для некоторой  2 Hqq1 . Тогда матричнозначная функция s = TW ["]
вида (1.9), принадлежит классу Spq1 и
(s K)eb 1 2 N pq+; 0 ; (1.14)
где 1    0. При этом
(s K)b 1 2 N pq+; : (1.15)
В случае, когда  является наибольшим общим левым делителем b
и '21"+ '22, то 1 =   0.
Условие (1.14) можно трактовать как выполнение ровно    0
интерполяционных условий для функции s 2 Spq 0 , в то время как
(1.15) означает, что не все интерполяционные условия задачи (1.3)
выполняются.
Статья организована следующим образом: во 2-ом параграфе да-
ётся описание обобщенных классов Стилтьеса Spq и СмирноваN pq+; ,
а также приводится постановка абстрактной интерполяционной за-
дачи в форме [15]. В 3-ем параграфе строится абстрактная интер-
поляционная задача, соответствующая обобщённой касательной ин-
терполяционной задачи. В 4-ом параграфе приводится два метода
описания решений обобщённой касательной интерполяционной зада-
чи: метод универсального расширения, предложенный в [15], и метод
дробно-линейного преобразования резольвентной матрицы, предло-
женный в [4]. В 5-ом параграфе даётся описание исключительных
параметров задачи GSTP(K; b). Нами показано, что в скалярном
случае настоящие результаты полностью совпадают с ранее получен-
ными результатами В. Болотникова (см. [5]). В 6-ом параграфе при-
ведён пример матричной интерполяционной задачи Шура–Такаги и
её исключительный параметров.
2. Предварительные сведения
2.1. Обобщенный класс Шура Spq
Произведением Бляшке–Потапова называется матричнозначная
функция, определяющаяся формулой
b(z) =
Y
j=1
bj(z); bj(z) = Iq  j + z   j
1  jzj ;
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где j 2 D, j — ортогональные проекторы в Cq (j = 1; : : : ; n). Отме-
тим, что произведение Бляшке–Потапова является внутренней фун-
кцией. Множитель bj называется простым, если rangj = 1. Количе-
ство простых множителей в произведение Бляшке–Потапова называ-
ется степенью произведения Бляшке–Потапова b(z) и обозначаются
deg b [23].
Как следует из теоремы Крейна и Лангера [19], любая функция
s 2 Spq , принадлежащая обобщенному классу Шура, допускает фа-
кторизацию
s(z) = bl(z)
 1sl(z) (z 2 hs); (2.1)
где bl — произведение Бляшке–Потапова степени , sl — функция
класса Шура Spq и
ker sl(z)
 \ ker bl(z) = f0g (z 2 D): (2.2)
Такая факторизация (2.1) называется левой взаимно простой факто-
ризацией матричнозначной функции s.
Аналогично, любая матриц-функция s 2 Spq из класса Шура
допускает правую взаимно простую факторизацию
s(z) = sr(z)br(z)
 1 (z 2 hs); (2.3)
где br — произведение Бляшке–Потапова степени  и sr 2 Spq удов-
летворяют условиям
ker sr(z) \ ker br(z) = f0g (z 2 D): (2.4)
В разложениях (2.1) и (2.3) матричнозначные функции b` и br
определяются однозначно с точностью до левого, соответственно пра-
вого, постоянного унитарного множителя.
Справедливо следующее утверждение (см. [10]) в котором условия
(2.2) и (2.4) взаимной простоты факторизаций (2.1) и (2.3) перефор-
мулированы в эквивалентном виде.
Предложение 2.1. Даны матричнозначные функции s` 2 Spq,
sr 2 Spq, b` 2 Sppin , br 2 Sqqin . Тогда:
(i) Факторизация (2.1) является левой взаимно простой, если и
только если, существует пара матричнозначных функций c 2
Hpp1 и d 2 Hqp1 таких, что
b`(z)c(z) + s`(z)d(z) = Ip (z 2 D):
(ii) Факторизация (2.3) является правой взаимно простой, если
и только если, существует пара матричнозначных функций
c 2 Hqq1 и d 2 Hqp1 таких, что
c(z)br(z) + d(z)sr(z) = Iq (z 2 D):
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2.2. Обобщенный класс Смирнова N pq+;
Полюсная кратность p q-мероморфной матриц-функции F (z) с
полюсами в D, в соответствии с [1], вычисляется по коэффициентам
рядов Лорана. А именно, пусть разложение в ряд Лорана функции
F (z) в окрестности точки  2 D имеет вид
F (z) =
1X
j= k
Fj(z   )j :
Определим полюсную кратность функции F в точке  как
M(F; ) = rang(F k+i j)k 1i;j=0:
Определение 2.1. Полюсная кратность мероморфной в единичном
круге p q-матричнозначной функции F равна
M(F ) =
X
2D
M(F; ):
Для квадратной матричнозначной функции F (z) 2 Cqq опреде-
лим нулевую кратность соотношением
M(F ) =M(F 1) (detF (z) 6 0):
Отметим, что степень конечного произведения Бляшке–Потапова b 2
Sqqin совпадает с M(b).
Определение 2.2 (ср. [20] и [12]). Мероморфную в D матрично-
значную функцию F будем называть принадлежащей обобщенному
классу Смирнова N pq+; , если она представима в виде
F = f + r;
где f функция из класса Смирнова N pq+ , а r — рациональная ма-
тричнозначная функция с полюсной кратностью M(r) = .
Следующее утверждение показывает иной способ определения
функций из обобщенной класса Смирнова N pq+; .
Предложение 2.2 ([12, Proposition 2.2]). Пусть F — p q-матрич-
нозначная функция в мероморфная D. Тогда следующие утвержде-
ния эквивалентны:
(i) F 2 N pq+; ;
550 Обобщенная касательная интерполяционная задача
(ii) F допускает левую взаимно простую факторизацию
F (z) = b`(z)
 1F`(z); (2.5)
где b` 2 Sppin , F` 2 N pq+ , M(b`) =  и
ker b`(z)
 \ kerF`(z) = f0g (z 2 D);
(iii) F допускает правую взаимно простую факторизацию
F (z) = Fr(z)br(z)
 1
где br 2 Sqqin , Fr 2 N pq+ , M(br) =  и
kerFr(z) \ ker br(z) = f0g (z 2 D):
2.3. Абстрактная интерполяционная задача
Прежде чем формулировать абстрактную интерполяционную за-
дачу дадим определение пространства де Бранжа–Ровняка B(") (см.
[6]).
Пусть " 2 Spr. Пространство B(") состоит из векторнозначных
функций f =
h
f+
f 
i
2 Hp2  (Hr2)? таких, что
f() 2 Ran

Ip "()
"() Ir

( п.в. T); (2.6)
Z
T
 
Ip "()
"() Ir
[ 1]
f; f
!
Cp+r
d <1: (2.7)
При этом пространство B(") является гильбертовым пространством
с нормой задающейся формулой (2.7).
Абстрактная интерполяционная задача была поставлена и реше-
на в [15] (см. также [18]) в общем случае её можно сформулировать
следующим образом:
Задача AIP (X;E1; E2; T1; T2;M1;M2; D). Пусть X — линейное
пространство; E1 и E2 — сепарабельные гильбертовы пространства;
T1 и T2 — линейные операторы в X; M1 и M2 — линейные отобра-
жения из X в E1 и E2, соответственно; D — неотрицательная ква-
дратичная форма на X. Пусть для f; g 2 X эти данные связаны
соотношением
D(T1f; T1g) D(T2f; T2g) = (M1f;M1g)E1   (M2f;M2g)E2 : (2.8)
Требуется описать все [E1; E2]-значные функции ", являющиеся сжи-
мающими и аналитическими в D, для которых существует линейное
отображение F : X ! B("), удовлетворяющее следующим условиям:
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(C1) FT1f = t FT2f  

IE1 "
" IE2
  M1f
M2f

; при f 2 X для п.в. t 2 T;
(C2) kFfk2B(")  D(f; f) при f 2 X.
3. Абстрактная интерполяционная задача,
соответствующая GTIP
Сформулируем обобщённую интерполяционную задачу как аб-
страктную интерполяционную, для этого предпошлём несколько
вспомогательных утверждений.
3.1. Уравнение Ляпунова
Введём операторы N1 : H
p
2 ! H() и N2 : Hr2 ! H() действую-
щие по правилу
N1x = H()'1x; N2y =  H()'2y (x 2 Hp2 ; y 2 Hr2): (3.1)
Тогда операторы N1 : H() ! Hp2 и N2 : H() ! Hr2 действуют по
правилу
N1 f = +'

1f; N

2 f =  +'2f (f 2 H()): (3.2)
Обозначим
Pf = (N1N

1  N2N2 )f; (3.3)
для f 2 H().
Введём в пространстве H() скалярное произведение по правилу
(f; g)H() =


(N1N

1  N2N2 )f; g

st
= hPf; gist: (3.4)
Введём операторы M1 : H()! Cp и M2 : H()! Cr по правилу
M1f = (N

1 f)(0); M2f = (N

2 f)(0) (f 2 H()): (3.5)
Пусть оператор T : H() ! H() — это оператор сдвига в про-
странстве H(), тогда оператор T  является оператором обратного
сдвига в этом пространстве.
Лемма 3.1. Справедливы тождества
Nj T

 = T
Nj (j = 1; 2); (3.6)
где оператор T — это оператор сдвига в пространстве Hp2 или H
r
2 ,
соответственно, при j = 1; 2.
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Доказательство. Докажем, сначала, равенство (3.6) при j = 1.
Пусть f; g 2 H(). Тогда по определению оператора N1
hN1T  f; gist = h+'1T  f; gist
= h'1T  f; gist = h'1()f(); g()ist
= h+'1()f(); g()ist = hT N1 f; gist:
Значит, действительно, N1T  = T
N1 .
Аналогично доказывается равенство (3.6) при j = 2.
Следствие 3.1. Из равенств (3.6) также следуют тождества
TNj = NjT (j = 1; 2): (3.7)
Лемма 3.2. Оператор P , определённый равенством (3.3), и опера-
торы M1, M2, определённые равенствами (3.5) удовлетворяет урав-
нению Ляпунова
P   TPT  = M1M1  M2M2: (3.8)
Доказательство. Действительно для любых f; g 2 H(), пользуясь
определением пространства H и применяя тождества (3.6) и (3.7),
получим следующую цепочку преобразований
hPf; gist   hTPT  f; gist
= h(N1N1  N2N2 )f; gist   h(N1N1  N2N2 )T  f; T  gist
= h(N1N1  N2N2 )f; gist  

 
N1(TT
)N1  N2(TT )N2

f; g

st
=

 
N1(I   TT )N1  N2(I   TT )N2

f; g

st
= h(M1M1  M2M2)f; gist :
Следовательно, P удовлетворяет уравнению Ляпунова (3.8).
Предложение 3.1. Уравнение Ляпунова (3.8) имеет единственное
решение.
Доказательство. Обозначим оператор T как T . Пусть уравнение
Ляпунова (3.8) имеет решения P1 и P2. Пусть eP = P1   P2. ТогдаeP = T ePT : (3.9)
Подставляя (3.9) само в себя получим, чтоeP = Tn eP (T )n (8n 2 N): (3.10)
Из [21, стр. 66] следует, что (T )n s! 0 и kT k  1. Тогда (3.10)
означает, что eP = 0, то есть P1 = P2.
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Из уравнения Ляпунова (3.8) следует, что при условии P  0 дан-
ные (H();Cp;Cr; I; T  ;M1;M2; P ) удовлетворяют соотношению (2.8).
Следовательно, мы можем сформулировать абстрактную интерполя-
ционную задачу, соответствующую GTIP (; '1; '2).
Задача AIP 0(; '1; '2). Даны матричные функции  2 Sqqin ,
'1 2 Hqp1 , '2 2 Hqr1 . Пусть T  — это оператор обратного сдвига в
пространстве H(), операторы M1, M2 определены равенством (3.5),
оператор P задаётся формулой (3.3). Описать все функции " 2 Spr,
для которых существует линейное отображение F : H() ! B("),
удовлетворяющее следующим условиям:
(C1) Ff = t  FT f  

Ip "
" Ir
  M1f
M2f

; при f 2 H() для п.в. t 2 T;
(C2) jjFf jj2B(")  hPf; fist при f 2 H().
Замечание 3.1. Задача AIP 0(; '1; '2) разрешима тогда и только
тогда, когда оператор P , определённый формулой (3.3), является не-
отрицательным оператором в пространстве H(). Поэтому всюду в
дальнейшем будем считать, что P  0.
3.2. Эквивалентность GTIP и AIP’
Теорема 3.1. Пусть операторы N1, N2 определяются формула-
ми (3.1). Если функция " 2 Spr является решением задачи
AIP 0(; '1; '2), то соответствующее ей отображение F : H() !
B(") единственно, и задаётся формулой
Ff =

Ir "
" Ip
 
N1 f
 N2 f

(8 f 2 H()): (3.11)
Доказательство. Пусть
Ff = t  FT f  

Ip "
" Ir
  M1f
M2f

=

F+f
F f:

Рассмотрим аналитическое продолжение Ff() в D. Из соотношения
(C1) следует, что
(F+f)(z)  z(F+T f)(z) = M1f   "(z)M2f (z 2 D): (3.12)
Подставим в (3.12) f = (I   T ) 1g, где g 2 H() и  2 D, получим
F+(I   T ) 1g   zF+T (I   T ) 1g = (M1   "(z)M2)(I   T ) 1g:
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Следовательно
z(F+g)(z)+( z)
 
F+(I  T ) 1g

() = (M1 "(z)M2)(I  T ) 1g:
Подставляя  = z получаем, что
(F+g)(z) = (M1   "(z)M2)(I   zT ) 1g: (3.13)
Пользуясь соотношением (3.6) получаем, что
M1(I   zT ) 1g = E0N1 (I   zT ) 1g
= E0(I   zT +) 1N1 g = (N1 g)(z):
Аналогично, получаем что
M2(I   zT ) 1g = (N2 g)(z):
Подставляя последние равенства в соотношение (3.13), получаем что
(F+g)(z) = (N

1 g)(z)  "(z)(N2 g)(z):
Аналогично показывается, что (F g)(z) = "(z)(N1 g)(z)   (N2 g)(z).
Теорема 3.2. Множество решений задач GTIP (; '1; '2) и AIP 0(;
'1; '2) совпадают.
Доказательство. Шаг 1. Пусть матричнозначная функция " прина-
длежит классу Spr. Рассмотрим отображение F =
h
F+
F 
i
заданное
формулой (3.11).
Отметим, что F+f принадлежит H
p
2 при любом f 2 H(). Дей-
ствительно, из соотношений (3.2) следует, что
F+f = +'

1f + "+'

2f 2 Hp2 :
Теперь рассмотрим условия принадлежности F f пространству
(Hr2)
?. Из соотношений (3.2) следует, что
F f = "+'1f ++'

2f: (3.14)
Принадлежность функции F f пространству (Hr2)? означает, что
+F f = +("+'1f ++'

2f) = 0:
Перепишем это равенство в сопряжённом виде
H()('1"+ '2)+ = 0: (3.15)
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Соотношение (3.15) соответствует условию (1.11) задачи GTIP (;
'1; '2).
Шаг 2. Пусть функция " 2 Spr — решение GTIP (; '1; '2). Из
формулы (3.11) следует, что отображение F удовлетворяет условию
(C1) задачи AIP 0(; '1; '2). Также из доказанного в шаге 1 следует,
что отображение F действует в пространство Hp2  (Hr2)?.
Чтобы функция " была решением задачи AIP 0(; '1; '2) осталось
показать справедливость условия (C2). Действительно, при любом
f 2 H() выполнено соотношение
(Ff; Ff)B(") =
Z
T

Ip "
" Ir
 
N1 f
 N2 f

;

N1 f
 N2 f

C(p+r)(p+r)
d
= hN1 f   "N2 f;N1 fist + h"N1 f  N2 f; N2 fist : (3.16)
Так как " 2 Spr — решение GTIP (; '1; '2), то из равенства (3.15)
следует, что второе слагаемое в правой части равенства (3.16) равно
0. Тогда равенство (3.16) можно переписать в виде
(Ff; Ff)B(") = hN1 f;N1 fist   h"N2 f;N1 fist
= hN1N1 f; fist   hN2 f; "N1fist :
Снова воспользуемся соотношением (3.15) для второго слагаемого,
получим что
(Ff; Ff)B(") = hN1N1 f; fist   hN2N2 f; fist = hPf; fist :
Таким образом условие (C2) показано.
Шаг 3. Пусть функция " — решение AIP 0(; '1; '2). Тогда по
теореме 3.1 отображение F =
h
F+
F 
i
заданное формулой (3.11) дей-
ствует в пространство B("). Следовательно функция F  действует в
пространство (Hr2)?, что является эквивалентным (см. шаг 1) усло-
вию (1.11) задачи GTIP (; '1; '2)
Замечание 3.2. Отметим, что в ходе доказательства теоремы 3.2 мы
показали, что для абстрактной интерполяционной задачи, построен-
ной по данным обобщённой касательной проблемы, выполняется ра-
венство Парсеваля
kFfk2B(") = hPf; fist (f 2 H()) (3.17)
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4. Решение обобщённой касательной
интерполяционной задачи
4.1. Метод универсального расширения
Понятие универсального расширения изометрического оператора
было введено в работе [3]. Метод универсального расширения для
описания решений абстрактной интерполяционной задачи применили
В. Э. Кацнельсон, А. Я. Хейфец и П. М. Юдицкий в своей статье
[15]. На этом методе основано следующее описание решений задачи
AIP 0(; '1; '2).
Рассмотрим оператор V : H()  Cr ! H()  Cp, действующий
по правилу
V : dV =

f
M2f

! V =

T  f
M1f

(f 2 H()): (4.1)
Предложение 4.1. Из уравнения Ляпунова (3.8) следует, что опе-
ратор V , определённый формулой (4.1), является изометрическим
оператором.
Обозначим дефектные подпространства оператора V как
NdV = H() Cr 	 dV ; NV = H() Cp 	V :
Числа d1 = dimNdV и d2 = dimNV называются рангами неопреде-
лённости задачи AIP 0(; '1; '2).
Предложение 4.2. Дефектные подпространства для оператора V
имеют вид
NdV =

g
u

2 H() Cr : Pg ++'2u = 0

;
NV =

g
u

2 H() Cp : PT  g  +'1u = 0

:
(4.2)
Доказательство. Вектор [ gu ] принадлежит дефектному подпро-
странству NdV если выполнено условие
hPg; fist + (u;M2f)Cr = 0 (8f 2 H()): (4.3)
Воспользуемся определениями операторов M2 и N2, отождествляя
константу u с постоянной функцией, преобразуем левую часть ра-
венства (4.3)
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hPg; fist + (u;M2f)Cr = hPg; fist +
 
u; (N2 f)(0)

Cr
= hPg; fist +
 
u; (+'

2f)(0)

Cr = hPg; fist + hu;+'2fist
= hPg + '2u; fist = 0:
Следовательно, так как H()  Hq2 , то соотношение (4.3) эквивален-
тно
Pg ++'2u = 0:
Таким образом, первое из равенств (4.2) доказано. Аналогично, по-
казывается справедливость второго равенства.
Следствие 4.1. Если оператор P , заданный равенством (3.3), обра-
тим, то ранг неопределённости d1 задачи AIP 0(; '1; '2) максима-
лен, то есть
d1 = dimNdV = r:
Далее мы покажем, что в случае обратимости оператора P , второй
ранг неопределённости d2 также максимален (см. следствие 4.2).
Пусть L1 и L2 — копии дефектных пространств NdV и NV , соо-
тветственно. Введём оператор
A : H()CrL2 = dV NdV L2 ! H()CpL1 = V NV L1;
являющийся унитарным расширением изометрического оператора V ,
задающийся формулой
A dV = V; ANdV = id : NdV ! L1 A L2 = id : L2 ! NV ;
где id обозначает отображения отождествления.
Пусть S : CrL2 ! CpL1 — это оператор рассеяния унитарного
оператора A, определённый формулой (см. [18])
S(z) = CpL1(I   zAH()) 1A CrL2 : (4.4)
Следующее описание решений абстрактной интерполяционной за-
дачи было дано в [16] (см. также [15]).
Теорема 4.1. Пусть P  0, где оператор P задан равенством (3.3).
Тогда множество всех решений задачи AIP 0(; '1; '2) параметризу-
ется сжимающими матричнозначными функциями ! 2 S[L1;L2],
где L1, L2 — дефектные подпространства изометрии V , построен-
ной по формуле (4.1). А именно, для любой функции ! 2 S[L1;L2]
решение AIP 0(; '1; '2) определяется по формуле
" = Cp(ICpL1   S L2!L1) 1S Cr ; (4.5)
где S — оператор рассеяния, определённый по формуле (4.4).
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Замечание 4.1. Используя блочное представление для оператора
рассеяния S
S =

s0 s2
s1 s

:

Cr
L2

!

Cp
L1

;
формулу (4.5) можно переписать в виде
" = s0 + s2(IL2   !s) 1!s1: (4.6)
4.2. Случай 0 2 (P ).
Как показано в [17, теорема 1] из равенства Парсеваля (3.17) сле-
дует
Предложение 4.3. В условиях теоремы (4.1):
(i) выполняются следующие эквивалентные утверждения
rang(ICpL1   SS) = rang(Ip   s0s0)  dimNV (п.в. на T);
(4.7)
rang(ICrL2   SS) = rang(Ir   s0s0)  dimNdV (п.в. на T);
(4.8)
(ii) для любого параметра ! 2 S[L1;L2] и соответствующего ему
решения " задачи AIP 0(; '1; '2) имеют место соотношения
rang(ICpL1   SS) = rang(ICp   "")  rang(ICp   !!); (4.9)
rang(ICrL2   SS) = rang(ICr   "")  rang(ICp   !!): (4.10)
Из равенств (4.7)-(4.8) следует, что dimNdV  r, dimNV  p.
Следствие 4.2. Если оператор P , заданный равенством (3.3), удов-
летворяет условиям P  0 и
0 2 (P ); (4.11)
то оба ранга неопределённости d1, d2 задачи AIP 0(; '1; '2) макси-
мальны, то есть
d1 = dimNdV = r; d2 = dimNV = p:
Доказательство. Следствие 4.1 означает, что
dimL1 = dimNdV = r:
Подставляя этот результат в равенство (4.7) получим, что
rang(ICp+r   SS) = 0, то есть ICp+r = SS. Следовательно,
r + dimL2 = dimdomS  p+ r:
Но из формулы (4.7) следует, что d2 = dimL2  p, значит d2 = p.
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Следствие 4.3. Если оператор P , заданный равенством (3.3), удов-
летворяет условиям P  0 и (4.11) то оператор рассеяния S —
внутренняя функция, то есть
Ip+r   SS = Ir+p   SS = 0 (п.в. на T): (4.12)
Объединяя результаты (4.9), (4.10) и (4.12), мы получаем в слу-
чае обратимости оператора P классическую теорему Неванлинны–
Адамяна–Арова–Крейна для задачи GTIP (; '1; '2) (см. [1]).
Теорема 4.2. Пусть оператор P  0, заданный равен-
ством (3.3), и удовлетворяет условию (4.11). Тогда решение " за-
дачи AIP 0(; '1; '2) является внутренней (-внутренней) матри-
чнозначной функцией, если и только если соответствующий пара-
метр ! 2 S[L1;L2] в формуле (4.6) также является внутренней
(-внутренней) функцией.
4.3. Описание решений с помощью резольвентой матрицы
При некоторых дополнительных условиях на данные зада-
чи GTIP (; '1; '2) формула (4.6) может быть заменена дробно-
линейным преобразованием, порождённым некоторой матричнозна-
чной функцией. В случае касательной и бикасательной интерполя-
ционной проблемы такое преобразование использовалось в работах
[2, 22], а в скалярном случае (p = q = 1) ещё ранее в [1].
В данном пункте мы усилим условие (4.11) на оператор P  0,
предположив в дальнейшем, что
0 2 (P ); 1 2 h: (4.13)
Первое из условий (4.13) означает, что пространство H() со скаляр-
ным произведением, определённым по формуле (3.4), является гиль-
бертовым. Второе условие означает, что для оператора V , определён-
ного формулой (4.1), точка z = 1 является точкой регулярного типа,
и справедливо разложение
ran (1 H()V )u

0
Cq

=
H()
Cq

;
что в свою очередь эквивалентно условию 1 2 (T  ).
Как показано в [4] множество решений абстрактной интерполяци-
онной задачи AIP 0(; '1; '2) описывает следующая
Теорема 4.3. Пусть данные GTIP (; '1; '2) удовлетворяют усло-
виям (4.13) и P  0, где оператор P , определён формулой (3.3).
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Пусть матричнозначная функция U(z) =
h
u11(z) u12(z)
u21(z) u22(z)
i
: C(p+r)(p+r)
! C(p+r)(p+r) задана равенством
U(z) = I (1 z)

M1
M2

(I zT  ) 1P 1(I T  ) 

M1  M2

: (4.14)
Тогда формула
" = TU [!] = (u11! + u12)(u21! + u22)
 1 (4.15)
даёт описание всех решений интерполяционной задачи, когда ! про-
бегает класс Spr.
Замечание 4.2. Преимущество формулы (4.15) состоит в том, что
в (4.14) предъявлена явная формула для резольвентной матрицы U
интерполяционной задачи GTIP (; '1; '2), хотя и при более ограни-
чительных условиях (4.13). При этом в работе [4] формула (4.15) до-
казана в индефинитной случае, методом абстрактной интерполяци-
онной задачи (см. [8]).
4.4. Максимум энтропии
Как известно большой класс задач, чьи решения можно опи-
сать дробно-линейным преобразованием функций из класса Шура
Spr допускает единственное решение, у которого максимален -
энтропийный интеграл
E(") =
2Z
0
ln det(I   "(eit)"(eit)) d(t); (4.16)
где  2 D и d(t) = 12 1 jj
2
jeit j2dt (подробнее см. [14, Section 11]). Для
задачи GTIP (; '1; '2) имеет место следующее утверждение
Теорема 4.4. Пусть данные GTIP (; '1; '2) удовлетворяют усло-
виям (4.13) и P  0, где оператор P определён формулой (3.3).
Пусть матричнозначная функция U() : C(p+r)(p+r) ! C(p+r)(p+r)
задана равенством (4.14), и решение " 2 Spr задачи GTIP (; '1; '2)
определяется формулой (4.15) для некоторой функции ! 2 Spr. То-
гда для любой фиксированной точки  2 DT hu22
E(")  ln det
 
u22()u22()
   u21()u21()

: (4.17)
При этом равенство в формуле (4.17) достигается тогда и только
тогда, когда
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"(z) = "max(z)
=
 
u11(z)u21()
   u12(z)u22()
 
u21(z)u21()

  u22(z)u22()
 1
: (4.18)
Таким образом равенство в формуле (4.17) достигается, если реше-
ние " соответствует в формуле (4.15) параметру
!(z) = !max(z)   u21()u22()  (4.19)
Доказательство. Формула (4.17) следует из описания решений зада-
чи GTIP (; '1; '2) в виде дробно-линейного преобразования (4.15).
Как показано в [14, Theorem 11.1] энтропийный интеграл (4.16) до-
стигает максимума в случае, если " принимает вид (4.18), что соо-
тветствует значению параметра !(z)   w21()w22()  в форму-
ле (4.15).
5. Исключительные параметры
5.1. Классификация исключительных параметров
Вернёмся к рассмотрению обобщённой задачиШура–Такаги (1.3).
Введём следующую классификацию множества исключительных па-
раметров задачи GSTP(K; b). Пусть  — левый делитель b ( 6 I).
Положим
E() =
n
" 2 Spq :  1('21"+ '22) 2 Hqq1
o
:
Если " 2 E(), то полагая
 =  1('21"+ '22);
получим
'21"+ '22 =  ;
то есть  является левым делителем '21"+'22. Так как  — нетриви-
альный левый делитель b, то это означает, что факторизация (1.10)
не является взаимно простой.
С другой стороны, всякий исключительный параметр " попада-
ет в один из классов E() при некотором выборе левого делителя 
матричнозначной функции b.
Действительно, если факторизация (1.10) не является взаимно
простой, то существуют z0 2 D и h0 2 Cp (kh0k = 1) такие, что
h0b(z0) = h

0
 
'21(z0)"(z0) + '22(z0)

= 0;
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и следовательно обе матриц-функции b(z) и '21(z)"(z)+'22(z) имеют
общий левый делитель
(z) =
z   z0
1  zz0h0 + I  h0 ;
где h0 = h0h0 — ортопроектор на подпространство spanfh0g в Cp.
То есть, " 2 E().
Замечание 5.1. Множество всех исключительных параметров зада-
чи GSTP(K; b) является объединением множеств E(), где  левый
делитель b. При этом множество E() является множеством решений
задачи GTIP (; '21; '22).
Лемма 5.1 ([11]). Пусть G 2 N pq+; и пусть b1 2 Hpp1 , b2 2 Hqq1
матричнозначные функции, такие что
M(b1G) =M(G):
Тогда
M(b1Gb2) =M(Gb2):
Обратно, если
M(Gb2) =M(G);
то
M(b1Gb2) =M(b1G):
Лемма 5.2 ([12, Theorem 4.2]). Матричнозначная функция W , опре-
делённая формулой (1.7), допускает взаимно простую факториза-
цию
W = ; где  =

I Kb 1
0 b 1

; (5.1)
и 1 2 H2.
Пусть матричнозначная функция  = [ '11 '12'21 '22 ], определена из фа-
кторизации (5.1). Определим матричнозначные функции
H = '11"+ '12; G = '21"+ '22: (5.2)
Лемма 5.3 ([12, Lemma 5.5]). Пусть матричнозначная функция W ,
определённая формулой (1.7), допускает факторизацию (5.1). Пусть
 (P) = , где оператор P определен формулой (1.5). Пусть матри-
чнозначная функция s = TW ["], определена дробно-линейным пре-
образованием (1.9). Тогда матричнозначная функция (s K)b 1 до-
пускает взаимно простую факторизацию
(s K)b 1 = HG 1; (5.3)
где функции H и G определены формулой (5.2). При этом H 2 N pq+ ,
G 2 N qq+; .
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5.2. Доказательство теоремы 1.3
Шаг 1. Покажем, что s 2 Spq1 . Из взаимно простой факториза-
ции (5.3) следует, что
M(HG 1) =M(G 1) = :
Тогда из леммы 5.1 следует, что
M(HG 1b) =M(G 1b):
Далее, так как HG 1b = s   K и G 1b =   1eb (см. формулы (5.3),
(1.13) и (1.12)), то
M(s) =M(s K) =M(  1eb)    0:
В случае, когда , является наибольшим общим делителем b и '21"+
'22, получаем, что
M(s) =M(  1eb) =   0:
Шаг 2. Покажем, что (s K)eb 1 2 N pq+; 0 . Заметим, что
(s K)eb 1 = HG 1:
Снова, по лемме 5.1
M(HG 1) =M(G 1):
Следовательно, так как  делитель G,
M
 
(s K)eb 1 =M(G 1) =   0:
Шаг 3. Принадлежность (s K)b 1 классу N pq+; следует из лем-
мы (5.3).
5.3. Классификация исключительных параметров
в скалярном случае
Результат, полученный в теореме 1.3, в одномерном случае своди-
тся к известному результату В. Болотникова ([5]). В [5] рассматри-
вается следующая одномерная индефинитная задача Каратеодори–
Фейера.
Задача CF. Пусть  — неотрицательное целое число. Дано k
различных точек z1; : : : ; zk 2 D и неотрицательных целых чисел
n1; : : : ; nk, и N :=
Pk
i=1 ni комплексных чисел si;j (0  j  ni   1;
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1  i  k). Найти все функции s 2 S, которые аналитичны в точках
zi и удовлетворяют условиям
s(j)(zi) = j!si;j (i = 1; : : : ; k; j = 0; : : : ; ni   1): (5.4)
Другими словами, найти все функции s 2 S, у которых разложе-
ние в ряд Тейлора в точках zi имеет вид
s(z) = si;0 + (z   zi)si;1 +   + (z   zi)ni 1si;ni 1 + o
 
(z   zi)ni 1

для i = 1; : : : ; k.
Введём несколько условных обозначений.
Пусть Jn() — Жорданова одноклеточная матрица размера nn
Jn() =
26666664
 1 0    0
0  1
. . .
...
...
. . . . . . . . . 0
 1
0    0 
37777775 :
По начальным условиям построим матрицы
bT =
264Jn1(z1) . . .
Jnk(zk)
375 ;
L =

Ln1    Lnk

; C =

C1    Ck

;
где Lni и Ci — вектор строки длины ni вида
Lni =

1 0    0 ; Ci = si;0 si;1    si;ni 1 :
Пусть bP — матрица Пика определённая по правилу
bP = 1X
k=0
( bT )k(LL  CC) bT k: (5.5)
Так как jzij < 1, то ряд (5.5) сходится и матрица Пика P является
решением уравнения Ляпунова–СтейнаbP   bT  bP bT = LL  CC: (5.6)
Пусть матрица cW (z) 2 C22 вычисляется по формуле
cW (z) = I2 + (1  z) CL

(zI   bT ) 1 bP 1(I   bT ) 1  C L : (5.7)
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Определим матричнозначную функцию 
 равенством

(z) :=


11(z) 
12(z)

21(z) 
22(z)

=
 
kY
i=1
(z   zi)ni
!cW (z): (5.8)
Теорема 5.1 ( [5]). Пусть матрица Пика bP задачи CF (5.4) не-
вырождена и имеет  отрицательных квадратов. Пусть матриц-
функция 
 построена по формуле (5.8). Тогда все решения s зада-
чи (5.4) параметризуются формулой
s(z) = T
["]; (5.9)
где параметр " 2 S удовлетворяет неравенствам

21(zi)"(zi) + 
22(zi) 6= 0 (i = 1; : : : ; k): (5.10)
Определение 5.1 ( [5]). Функция " 2 S называется исключи-
тельным параметром преобразования (5.9), если она не удовлетво-
ряет хотя бы одному из условий (5.10). Исключительный пара-
метр " 2 S имеет мультипорядок m = (m1; : : : ;mk), если фун-
кция 
21(z)"(z) +
22(z) имеет нули кратности mi в точках zi при
i = 1; : : : ; k.
Из предыдущего определения следует, что не исключительный па-
раметр дробно-линейного преобразования — это параметр порядка
0 = (0; : : : ; 0).
Зафиксируем мультииндекс n = (n1; : : : ; nk) определяемый дан-
ными задачи CF (5.4) В зависимости от мультииндекса n разобьём
индексы мультипорядка m на множества
Z m =
n
i 2 f1; : : : ; kg : mi  ni
o
Z+m =
n
i 2 f1; : : : ; kg : mi > ni
o
Z0m =
n
i 2 f1; : : : ; kg : mi = 0
o
 Z m:
Пусть m :=
P
i2Z mmi +
P
i2Z+m ni =
Pk
i=1minfmi; nig.
Теорема 5.2 ([5]). Если " 2 S — исключительный параметр муль-
типорядка m = (m1; : : : ;mk), то функция
s = T
["] 2 S m : (5.11)
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Кроме того, функция s имеет полюсы порядка mi   ni в точке zi
при i 2 Z+m, и удовлетворяет интерполяционным условиям
s(j)(zi) = j!si;j (j = 0; : : : ni  mi   1) (i 2 Z m); (5.12)
а также условию
s(ni mi)(zi) 6= (ni  mi)!si;ni mi (i 2 Z m n Z0m): (5.13)
Замечание 5.2. Если мультипорядок m = 0, то теорема 5.2 совпа-
дает с соответствующей частью теоремы 5.1.
5.4. Сопоставление результатов
Покажем, что наш результат является матричным аналогом ре-
зультата В. Болотникова. Сформулируем задачу CF (5.4), как ска-
лярную задачу Шура–Такаги.
Задача CF 0. Пусть  — неотрицательное целое число. Пусть b —
произведение Бляшке, имеющие нули порядка ni в точках zi
b(z) =
kY
i=1

z   zi
1  zzi
ni
;
и K — любая голоморфная функция удовлетворяющая интерполя-
ционным условиям (5.4) (например, в качестве функции K можно
выбрать соответствующий интерполяционный многочлен Эрмита).
Найти все функции s 2 S, такие что
(s K)b 1 2 N+;: (5.14)
Задачи CF (5.4) и CF 0 (5.14) являются эквивалентными. Дей-
ствительно, условие (5.14) эквивалентно тому, что функция s   K
голоморфна в нулях функции b. При этом нули функций s   K и b
совпадают с учётом кратностей. То есть
s(j)(zi) = K
(j)(zi) = j!si;j (i = 1; : : : ; k; j = 0; : : : ; ni   1):
Покажем, что формула (5.9), описывающая решения задачи
CF (5.4), совпадает с формулой (1.9), описывающей решения задачи
CF 0 (5.14).
Рассмотрим операторы в пространстве H(b): T — оператор обра-
тного сдвига, E — оператор эвалюации в бесконечности
(Th)(z) = zh(z)  lim
z!1 zh(z) (h 2 H(b)); (5.15)
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Eh = lim
z!1 zh(z) (h 2 H(b)): (5.16)
Пусть оператор P : H(b) ! H(b) определён формулой (1.5).
Как показано в [12, Theorem 3.16], оператор P можно определить
уравнением Ляпунова–Стейна
P  T PT =  Bj11B; (5.17)
где B =

E 
E

оператор из H(b) в C2 (оператор   определяется фор-
мулой (1.4)).
Как известно, множество функций
fij(z)
	
i=1;:::;k; j=0;:::;ni 1 =

1
(z   zi)j+1

i=1;:::;k; j=0;:::;ni 1
(5.18)
является базисом в пространстве H(b). В базисе (5.18) оператор
обратного сдвига T задаётся матрицей264Jn1(z1) . . .
Jnk(zk)
375 = bT :
В базисе (5.18) оператор   действует как (см. [12])
 fij =
1
j!
K(j)(zi)fij (i = 1; : : : ; k; j = 0; : : : ; ni   1)
Тогда композиция операторов E  в базисе (5.18) задаётся матрицей
s1;0    s1;n1 1 s2;0    sk;nk 1

= C:
Оператор эвалюации E в базисе (5.18) задаётся матрицей
1 0    1 0    1 0    0 = L:
Определим матрицу Грама P оператора P равенством
P =


Pfij ; fi0j0

st
j=0;:::;ni 1; j0=0;:::;ni0 1
i=1;:::;k; i0=1;:::;k
: (5.19)
Таким образом, из уравнения Ляпунова–Стейна (5.17) следует,
что матрица Грама P удовлетворяет уравнению
P  bT P bT = LL  CC:
Отметим, что это уравнение совпадает с уравнением (5.6) для матри-
цы Пика bP задачи CF (5.4). Следовательно, матрицы P и bP совпа-
дают.
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Как следует из работы [12, Lemma 3.11] оператор F(z), заданный
равенством (1.6), можно определить формулой
(Fh)(z) =

E 
E

(1  zT ) 1h (h 2 H(b)): (5.20)
Запишем формулу (5.20) в базисе (5.18)
(Fh)(z) =

C
L

(zI   bT ) 1h (h 2 H(b)):
Подставим полученный результат в равенство (1.7) для резоль-
вентной матрицы W
W (z) = I   (1  z)

C
L

(zI   bT ) 1 bP 1(I   bT ) 1 C L j11:
Это равенство совпадает с формулой (5.7) для резольвентной ма-
трицы cW задачи CF (5.4). Следовательно, описание решений задач
CF (5.4) и CF 0 (5.14) эквивалентны.
Покажем, что определение 1.1 исключительных параметров сов-
падает с определением 5.1. Пусть " — исключительный параметр в
смысле определения 5.1. Тогда

21(zi)"(zi) + 
22(zi) для некоторого i  k:
Это означает, что0@ kY
j=1
(z   zj)nj
 
w21(z)"(z) + w22(z)
1A  z=zi = 0;
следовательно 
b(z)
 
w21(z)"(z) + w22(z)

 z=zi = 0:
Таким образом функция
w21"+ w22 = b
 1 '21"+ '22 (5.21)
имеет в точке zi полюс порядка не выше ni 1. В то время как взаим-
ная простота факторизации (1.10) означает, что функция (5.21) имеет
полюс порядка ni в точке zi.
Проводя рассуждения в обратном порядке, получим эквивален-
тность определения 1.1 и Определения 5.1.
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Пусть " является исключительным параметром задачи CF (5.4)
мультипорядка m = (m1; : : : ;mk), и mi  ni (i=1,. . . ,k),
0 := m1 +m2 +   +mk:
Тогда функция (z), определённая равенством
(z) =
kY
i=1

z   zi
1  zzi
mi
; (5.22)
является наибольшим общим делителем b(z) и '21(z)"(z) + '22(z).
Отметим, что deg  = 0 и
eb(z) = b(z)=(z) = kY
i=1

z   zi
1  zzi
ni mi
:
В силу теоремы 1.3 получаем, что s = TW ["] 2 S 0 и
s(z) K(z)eb(z) 2 N+; 0 ; s(z) K(z)b(z) 2 N+;: (5.23)
При этом первое из включений (5.23) означает, что
s(j)(zi) = j!Si;j (i = 0; : : : ; k; j = 0; : : : ni  mi   1);
а второе
s(ni mi)(zi) 6= (ni  mi)!Si;ni mi (i = 0; : : : ; k):
От сюда следуют условия (5.12) и (5.13).
Таким образом, полученное нами описание исключительных па-
раметров содержит, как частный случай, результаты работы [5].
6. Пример
Пусть  = 1, p = 1, q = 2. Пусть b = [ z 00 z ], K = [ 0 2 ]. Тогда задачу
GSTP(K; b) можно сформулировать следующим образом: Найти все
функции s = [ s1 s2 ] 2 S121 такие, что
(s  0 2) 1z 0
0 1z

2 N 12+;1 : (6.1)
Условие (6.1) эквивалентно системе условий
s1(0) = 0; s2(0) = 2: (6.2)
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Пространство H(b), совпадающее с множеством
H(b) = span

1=z
0

;

0
1=z

;
отождествим с пространством C2. Операторы  , P, F, определённые
формулами (1.4), (1.5), (1.6), соответственно, равны
  =

0 2

; P =

1 0
0  3

; F =
240 21 0
0 1
35 :
Резольвентная матрица W , определённая формулой (1.7), равна
W (z) =
1
3z
244  z 0 z   20 3 0
2  z 0 4z   1
35
По теореме 1.2 множество решений задачи (6.1) параметризуются
формулой
s = TW ["] =
  3"1z
2"2z   2"2   4z + 1
"2z   4"2   2z + 2
2"2z   2"2   4z + 1

;
где матричнозначная функция " =

"1 "2

такая, что факторизация

z
2 z
z
 
"1(z) "2(z)

+

3
z 0
0 4z 1z

=

1
z 0
0 1z

0
2  z
 
"1(z) "2(z)

+

3 0
0 4z   1

(6.3)
взаимно простая.
Обозначим матричнозначные функции
'1(z) =

0
2  z

; '2(z) =

3 0
0 4z   1

:
Пусть  — левый делитель b, и пусть
(z) =

1 0
0 z

:
Для определения исключительный параметров ", соответствую-
щих делителю , рассмотрим обобщённую касательную задачу
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GTIP (; '1; '2). В задаче GTIP (; '1; '2) нам необходимо найти все
функции " =

"1 "2
 2 S12 такие, что
1 0
0 1=z

0
2  z
 
"1 "2

+

3 0
0 4z   1

2 H22 : (6.4)
Пространство H(), совпадающее с множеством
H() = span

0
1

;
отождествим с пространством C. ОператорыN1,N2, P , определённые
формулами (3.1), (3.3), соответственно, равны
N1 =

2

; N2 =

0 1

; P =

3

:
Так как P > 0, то можно воспользоваться теоремой (4.3) для
описания решений задачи (6.4). Матричнозначная матрица U , опре-
делённая формулой (4.14) равна
U(z) =
1
3
241  4z 0 2  2z0 3 0
2z   2 0 4  z
35 :
По теореме 4.3 множество решений задачи (6.4) параметризуются
формулой
" = TU [!] =

3!1z
2!2z   2!2   z + 4
4!2z   !2   2z + 2
2!2z   2!2   z + 4

;
где матричнозначная функция ! =

!1 !2

пробегает класс S12.
Отметим, что матричнозначная функция
s(z) = TW ["] = TW

TU [!]

=

!1z !2

;
принадлежит классу S12. При этом значение в точке 0 матрично-
значной функции s равно
s(0) =

0 !2(0)
 6= 0 2 :
Таким образом, для матричнозначной функции s, вычисленной
по формуле s = TW ["], где " — исключительный параметр, соответ-
ствующий делителю , не выполняется второе из интерполяционных
условий (6.2).
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Теперь рассмотрим другой левый делитель b. Пусть
0(z) =

z 0
0 1

:
Аналогично, пространство H(0), совпадающее с множеством
H(0) = span

1
0

;
отождествим с пространством C. Операторы N 01, N 02, P 0, определён-
ные формулами (3.1), (3.3), соответственно, равны
N 01 =

0

; N 02 =
 3 0 ; P 0 =  9 :
Так как P 0 < 0, то задача GTIP (0; '1; '2) не имеет решений.
Следовательно, не существует исключительный параметров ", соо-
тветствующий делителю 0.
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