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Abstract
We update and refine the work of T. Hamada concerning *-Einstein hypersurfaces
in CPn and CHn. We also address existence questions using the methods of moving
frames and exterior differential systems.
1 Introduction
The notion of *-Ricci tensor for an almost-Hermitian manifold was introduced by Tachibana
[16] in 1959 and later used (along with the related concept of *-Einstein) in work on the
Goldberg conjecture (see, for example, Oguro and Sekigawa [15]). These ideas also apply
naturally to contact metric manifolds, and in particular, to hypersurfaces in complex space
forms, where they were introduced by T. Hamada [4]. In this paper, we refine, clarify, and
extend some of Hamada’s work, specifically the classification of *-Einstein hypersurfaces in
complex space forms. See, in particular, Theorem 4.
Takagi [17], for CPn, and Montiel [13], for CHn, catalogued a specific list of real hypersur-
faces, which we call “Takagi’s list” and “Montiel’s list” in [14]. These are the homogeneous
Hopf hypersurfaces. They have constant principal curvatures and every Hopf hypersurface
with constant principal curvatures is an open subset of one of them.
Many theorems have been published characterizing these lists or subsets of them. For
example, the pseudo-Einstein hypersurfaces, introduced by Kon [10], form such a subset.
The same subset is characterized as the the set of Hopf hypersurfaces satisfying a certain
condition on the Ricci tensor (known as pseudo-Ryan in the literature). This has been
known for n ≥ 3 since 1990 (see Theorems 6.1, 6.2, and 6.30 of [14]). In Theorem 6, we
prove this result for n = 2. We also prove that the *-Einstein and pseudo-Ryan conditions are
equivalent for Hopf hypersurfaces when n = 2, thus giving us three distinct characterizations
of this class of hypersurfaces.
It would be of interest to find additional classes of hypersurfaces, that could be “nicely”
characterized, but this seems to be a difficult problem. In this paper, we establish the
existence of a family of non-Hopf pseudo-Ryan hypersurfaces in CP2 and CH2, and prove
that (in contrast to the Hopf case), the set of non-Hopf pseudo-Ryan hypersurfaces is disjoint
from the set of non-Hopf *-Einstein hypersurfaces; see Theorem 11 and Corollary 3. We hope
that this result will lead to further refinements of these conditions that can be characterized
geometrically.
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In §5, we construct a family of Hopf hypersurfaces that are not *-Einstein, but satisfy
a weakened form of the *-Einstein condition. These examples show that the constancy of
the *-scalar curvature is an essential assumption in the definition of the *-Einstein condi-
tion, unlike the situation in the definition of “ordinary” Einstein manifold. Finally, as a
further application of our methods, in §6.4 we provide a new construction for the non-Hopf
hypersurfaces in CH2 with constant principal curvatures which were classified by Berndt and
Diaz-Ramos [1].
In what follows, all manifolds are assumed connected and all manifolds and maps are
assumed smooth (C∞) unless stated otherwise. Basic notation and historical information
for hypersurfaces in complex space forms may be found in [14]. For more on moving frames
and exterior differential systems, see the monograph [2] or the textbook [5].
1.1 Complex space forms and the *-Ricci tensor
Throughout this paper, we will take the holomorphic sectional curvature of the complex
space form in question to be 4c. The curvature operator R˜ of the space form satisfies
R˜(X, Y ) = c(X ∧ Y + JX ∧ JY + 2〈X, JY 〉J) (1)
for tangent vectors X and Y (cf. Theorem 1.1 in [14]), where X∧Y denotes the skew-adjoint
operator defined by
(X ∧ Y )Z = 〈Y, Z〉X − 〈X,Z〉Y.
We will denote by r the positive number such that c = ±1/r2. This is the same convention
as used in ([14], p. 237).
A real hypersurface M in CPn or CHn inherits two structures from the ambient space.
First, given a unit normal ξ, the structure vector field W on M is defined so that
JW = ξ,
where J is the complex structure. This gives an orthogonal splitting of the tangent space as
span{W} ⊕W⊥.
Second, we define on M the skew-symmetric (1, 1) tensor field ϕ which is the complex
structure J followed by projection, so that
ϕX = JX − 〈X,W 〉ξ.
Recall that the type (1,1) Ricci tensor of any Riemannian manifold is defined by the
equation
〈SX, Y 〉 = trace {Z 7→ R(Z,X)Y } (2)
where X , Y , and Z are any tangent vectors and R is the curvature tensor. In case of a
Ka¨hler manifold, it is not difficult to show that
〈SX, Y 〉 = 1
2
(trace {J ◦R(X, JY )}). (3)
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(see [9], p. 149). This led Tachibana and others to consider, on any almost-Hermitian
manifold, the *-Ricci tensor S∗, which may be defined by the same formula,
〈S∗X, Y 〉 = 1
2
(trace {J ◦R(X, JY )}) (4)
and to define a space to be *-Einstein if 〈S∗X, Y 〉 is a constant multiple of 〈X, Y 〉 for all
tangent vector fields X and Y .
2 Basic equations for hypersurfaces
In this and subsequent sections, we follow the notation and terminology of [14]: M2n−1
will be a hypersurface in a complex space form M˜ (either CPn or CHn) having constant
holomorphic sectional curvature 4c 6= 0. The structures ξ, W , and ϕ are as defined in the
Introduction. The (2n − 2)-dimensional distribution W⊥ is called the holomorphic distri-
bution. The operator ϕ annihilates W and acts as complex structure on W⊥. The shape
operator A is defined by
AX = −∇˜Xξ
where ∇˜ is the Levi-Civita connection of the ambient space. The Gauss equation expresses
the curvature operator of M in terms of A and ϕ, as follows:
R(X, Y ) = AX ∧ AY + c (X ∧ Y + ϕX ∧ ϕY + 2 〈X,ϕY 〉ϕ) , (5)
and from this we see that the Ricci tensor is given by
SX = (2n+ 1)cX − 3c〈X,W 〉W +mAX −A2X, (6)
where m = trace A. In addition, it is easy to show (see [14], p. 239) that
∇XW = ϕAX, (7)
where ∇ is the Levi-Civita connection of the hypersurface M .
Following Hamada [4], we define the *-Ricci tensor S∗ on M by
〈S∗X, Y 〉 = 1
2
(trace {ϕ ◦ R(X,ϕY )}), (8)
and the *-scalar curvature ρ∗ to be the trace of S∗. We say that the hypersurface M is
*-Einstein if ρ∗ is constant and
〈S∗X, Y 〉 =
ρ∗
2(n− 1)
〈X, Y 〉 (9)
for all X and Y in the holomorphic distribution W⊥.
We define the function
α = 〈AW,W 〉.
The hypersurface is said to be Hopf if the structure vector W is a principal vector, i.e.
AW = αW , and we refer to α as the Hopf principal curvature. It is important to recall that
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the Hopf principal curvature is constant (see Theorem 2.1 in [14]). Of course, α need not be
constant for a non-Hopf hypersurface.
We also recall the notion of pseudo-Einstein hypersurface. A real hypersurface M in CPn
or CHn is said to be pseudo-Einstein if there are constants ρ and σ such that
SX = ρX + σ〈X,W 〉W
for all tangent vectors X .
2.1 *-Einstein hypersurfaces in the Takagi and Montiel lists
We first note which hypersurfaces in the Takagi and Montiel lists are *-Einstein. According
to the standard terminology (see, for example [14], pp.254–262), the lists are broken down
into “types” A1, A2, A0, B, C, D, and E. The situation is as follows:
Theorem 1. Among the homogeneous Hopf hypersurfaces M2n−1 in CPn and CHn, where
n ≥ 2 (i.e. Takagi’s and Montiel’s lists),
• All type A1, A0 and B hypersurfaces are *-Einstein,
• A type A2 hypersurface is *-Einstein if an only if it is a tube of radius pi
4
r over CPk
where 1 ≤ k ≤ n− 2,
• No type C, D, or E hypersurface is *-Einstein.
In other words, geodesic spheres in CPn, geodesic spheres, horospheres, and tubes over
CHn−1 in CHn are *-Einstein, but except for that, there is just one special case. Note also,
that the same classification holds locally. In other words, an open subset of a hypersurface
M in the Takagi/Montiel lists is *-Einstein if and only if M is.
Theorem 1 can be proved in a routine manner once we collect and verify a few facts. We
will do this at the end of Section 3.
2.2 Computation of the *-Ricci tensor
In this section, we derive an expression for the *-Ricci tensor of a hypersurface and discuss
the implications for Hopf hypersurfaces.
Theorem 2. For a real hypersurface M2n−1 in CPn or CHn, where n ≥ 2,
S∗ = −(2ncϕ2 + (ϕA)2). (10)
Furthermore,
• If M is Hopf, then S∗ is symmetric and S∗W = 0.
• If M is Hopf and α = 0, then S∗X = (2n + 1)cX for all X ∈ W⊥, and ρ∗ =
2(n− 1)(2n+ 1)c. In particular, M is *-Einstein.
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Proof. We recall that for any linear functional ψ on a finite-dimensional vector space, the
trace of the map
v 7→ ψ(v)u
is ψ(u). When we use the Gauss equation (5) to compute R(X,ϕY )ϕZ, the first term is
(AX ∧ AϕY )ϕZ = 〈AϕY, ϕZ〉AX − 〈AX,ϕZ〉AϕY, (11)
so that
trace (AX ∧ AϕY ) ◦ ϕ = 〈AϕY, ϕAX〉 − 〈AX,ϕAϕY 〉 = −2
〈
(ϕA)2X, Y
〉
.
Similarly, the other terms in the Gauss equation give
(X ∧ ϕY + ϕX ∧ ϕ2Y + 2
〈
X,ϕ2Y
〉
ϕ)ϕZ =
〈ϕY, ϕZ〉X − 〈X,ϕZ〉ϕY +
〈
ϕ2Y, ϕZ
〉
ϕX − 〈ϕX,ϕZ〉ϕ2Y + 2
〈
X,ϕ2Y
〉
ϕ2Z
so that
trace c(X ∧ ϕY + ϕX ∧ ϕ2Y + 2
〈
X,ϕ2Y
〉
ϕ) ◦ ϕ =
c(〈ϕY, ϕX〉 −
〈
X,ϕ2Y
〉
+
〈
ϕ2Y, ϕ2X
〉
−
〈
ϕX,ϕ3Y
〉
+ 2
〈
X,ϕ2Y
〉
trace ϕ2).
Noting that ϕ4 = −ϕ2 and traceϕ2 = −2(n− 1), we find that
〈S∗X, Y 〉 = −
〈
(2ncϕ2 + (ϕA)2)X, Y
〉
. (12)
Now it is clear that S∗ is symmetric if and only if (ϕA)2 = (Aϕ)2. In case M is Hopf, we
make use of the identity ([14] p. 245)
AϕA =
α
2
(Aϕ+ ϕA) + cϕ (13)
to reduce this condition to α
2
(Aϕ2) = α
2
(ϕ2A). Since span{W} and W⊥ are A-invariant, we
can use the fact that ϕ2 is zero on W and acts as −I on W⊥ to verify that Aϕ2 = ϕ2A, and
hence conclude that S∗ is symmetric.
Finally, since ϕAW = 0 for a Hopf hypersurface, we have S∗W = 0. Further, if α = 0,
then applying ϕ to (13) shows that (ϕA)2X = −cX for all X ∈ W⊥. This yields the desired
results for S∗ and ρ∗.
3 *-Einstein Hopf hypersurfaces
In this section, we discuss the converse of Theorem 1. Must every *-Einstein Hopf hyper-
surface occur in the lists of Takagi and Montiel? The answer is no, but almost. Specifically,
we have,
Theorem 3. Let M2n−1, where n ≥ 2, be a *-Einstein Hopf hypersurface in CPn or CHn
whose Hopf principal curvature α is nonzero. Then M is an open subset of a hypersurface
in the lists of Takagi and Montiel.
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Remark 1. This corrects Theorems 1.1 and 1.2 of [4], where the case α = 0 was overlooked.
We will show that all Hopf hypersurfaces with α = 0 are *-Einstein. In CPn, for instance,
this includes every hypersurface that is a tube of radius pi
4
r over a complex submanifold.
Also, all pseudo-Einstein hypersurfaces in CP2 and CH2 are *-Einstein. Many of these have
non-constant principal curvatures; see [8] and [6].
We now prove Theorem 3.
Proof. For any unit principal vector X ∈ W⊥ with corresponding principal curvature λ, it
follows directly from (13) that (λ − α
2
)AϕX = (λα
2
+ c)ϕX . If λ 6= α
2
, then ϕX is also a
principal vector with corresponding principal curvature ν where
λν =
λ+ ν
2
α + c. (14)
We also note that α
2
cannot be a principal curvature unless α2 + 4c = 0.
First look at the case where α2 + 4c 6= 0. Pick a point p ∈ M where a maximal number
of eigenvalues of A (restricted to W⊥) are distinct. This guarantees that the principal
curvatures have constant multiplicities in a neighborhood of p, and are therefore smooth.
Let V ⊆ TpM be a principal space corresponding to a principal curvature λ. Then ϕV is a
principal space with corresponding principal curvature ν satisfying (14). If span{V, ϕV } =
W⊥ at p, then (ϕA)2X = −λνX for all X ∈ W⊥. Since M is *-Einstein, λν must be
constant near p. Since α 6= 0, we see from (14) that λ + ν is constant as well. Thus λ
and ν are constant near p. Note that this includes the case λ = ν. On the other hand, if
span{V, ϕV } 6= W⊥ at p, we can construct (at least) two such such pairs {λ, ν} and {λ˜, ν˜}.
However, the *-Einstein condition guarantees that (ϕA)2 is a constant multiple of the identity
on W⊥, so that λν = λ˜ν˜, which leads to λ+ ν = λ˜+ ν˜, and finally to {λ, ν} = {λ˜, ν˜}, which
is a contradiction.
We now consider the case where α2 + 4c = 0, and choose p as above. One possibility is
that AX = α
2
X for all X ∈ W⊥. If this does not hold, suppose that λ 6= α
2
is a principal
curvature at p, and that X is an associated principal vector. Then AϕX = α
2
ϕX since (14)
reduces to
(λ−
α
2
)(ν −
α
2
) = 0. (15)
Because M is *-Einstein, (ϕA)2Y = −λα
2
Y for all Y ∈ W⊥ and λ is constant near p. In
particular, if AY = α
2
Y, this leads to AϕY = λϕY . Thus the principal spaces of λ and
α
2
have the same dimension and are interchanged by ϕ. Because of (15), there can be no
principal curvatures other than λ and α
2
. Again, M has constant principal curvatures near
p.
In all cases, p has a neighborhood with constant principal curvatures, which therefore
must be an open subset of some member of Takagi’s or Montiel’s lists. For the case α2+4c = 0
the only possibility that can actually occur is the horosphere and only α/2 occurs as a
principal curvature on W⊥. Thus M is an open subset of a horosphere. For the case
α2 + 4c 6= 0, the set where the principal curvature data (value and multiplicity) agree with
those at p, is open and closed and therefore is all of M . It follows that M is an open subset
of a specific member of one of these lists.
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As a consequence of Theorems 2 and 3, Proposition 2.21 of [8] and Theorem 4 of [7], we
have the following:
Corollary 1. For a hypersurface M3 in CP2 or CH2, the following are equivalent.
1. M is Hopf and *-Einstein;
2. M is pseudo-Einstein;
3. LWRW = 0 where RW is the structure Jacobi operator of M and LW is the Lie
derivative in the direction of the structure vector W .
Remark 2. The argument given in [4] for Theorem 3 begins as ours does, but leads to
a quadratic equation with constant coefficients, that all principal curvatures on W⊥ must
satisfy. Unfortunately, when α = 0, all coefficients vanish, so the proof is valid only when
α 6= 0 is assumed. We have included our alternative proof in this paper because it establishes
some facts that are useful for veryifying Theorem 1, to which we now turn our attention.
Proof of Theorem 1
As we have seen in the proof of Theorem 3, one can check the *-Einstein condition on a
Hopf hypersurface by examining the ϕ-invariant subspaces of the form span{V, ϕV }, where
V ⊆W⊥ is a principal subspace. In the Takagi-Montiel lists, the type A hypersurfaces have
ϕ-invariant principal spaces. This means that (ϕA)2, restricted toW⊥, is a constant multiple
of the identity for type A1 and type A0 hypersurfaces, so they must be *-Einstein. For type
A2 hypersurfaces, however, W⊥ splits into two distinct ϕ-invariant principal subspaces,
whose corresponding principal curvatures (λ1 and λ2, say) satisfy the quadratic equation
λ2 = αλ + c. In order to satisfy the *-Einstein condition, we would need to have λ21 = λ
2
2,
which is impossible unless α = 0. For type A2 hypersurfaces in CPn, α = 0 only when
the radius is pi
4
r, while for a type A2 hypersurface in CHn, α is nonzero for all radii. (See
Theorems 3.9 and 3.14 in [14]).
For type B hypersurfaces, W⊥ = span{V, ϕV }, where V is a principal subspace of di-
mension (n − 1). The corresponding principal curvatures satisfy λ1λ2 + c = 0, so that
(ϕA)2X = cX for all X ∈ W⊥ and hence M is *-Einstein with ρ∗ = 2(n− 1)(2n− 1)c.
However, types C, D, and E hypersurfaces cannot be *-Einstein. To see this, using the
notation of [14], p. 261, we first note that α cannot be 0 since u = pi
4
would cause the principal
curvature λ2 to be undefined. Further, principal curvatures λ1 and λ3 satisfy the quadratic
equation λ2 = λα + c, and hence the corresponding principal spaces are ϕ-invariant. The
*-Einstein condition would then require that λ21 = λ
2
3 which cannot be true since α 6= 0.
Thus we have verified Theorem 1. We now summarize the classification of *-Einstein
Hopf hypersurfaces as follows:
Theorem 4. The *-Einstein Hopf hypersurfaces in CPn and CHn, where n ≥ 2, are precisely
(i) the Hopf hypersurfaces whose Hopf principal curvature α vanishes, and
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(ii) the open connected subsets of homogeneous Hopf hypersurfaces of types A0, A1 and B.
Remark 3. Note that geodesic spheres (type A1) of radius pi
4
r in CPn have α = 0 and thus
satisfy both (i) and (ii) in Theorem 4. Other than that, there is no overlap. For further
detail on the structure of Hopf hypersurfaces with α = 0, see [3] and [6].
Corollary 2. For a Hopf hypersurface M2n−1 in CPn or CHn, where n ≥ 2, (ϕA)2 cannot
vanish identically.
Proof. Suppose that (ϕA)2 = 0. Then M is *-Einstein from Theorem 2. If α = 0, the
result is immediate from (13). Otherwise, Theorem 3 says that M must occur in the lists
of Takagi or Montiel. However, none of the principal curvatures of these hypersurfaces (for
principal spaces in W⊥) vanish. In fact, they all satisfy identities of the form λ2 = αλ + c
or λν + c = 0, so that the eigenvalues of (ϕA)2 on W⊥ are all of the form −λ2 6= 0 or
−λν = c 6= 0.
4 Conditions on the Ricci tensor
We recall the notation R(X, Y ) · T for the action of a curvature operator on any tensor field
T (see [14] p. 235). For the special case of the Ricci tensor S,
R(X, Y ) · S = R(X, Y ) ◦ S − S ◦R(X, Y ).
For a Hopf hypersurface M2n−1, where n ≥ 3, the pseudo-Einstein condition is known to be
equivalent to the following:
〈(R(X1, X2) · S)X3, X4〉 = 0 (16)
for all X1, X2, X3 and X4 in W
⊥ (see Theorem 6.30 of [14]). A hypersurface satisfying (16)
is called “pseudo-Ryan” in the literature. We now discuss this condition for n = 2 and how
it relates to the pseudo-Einstein and *-Einstein conditions.
With this in mind, let M3 be a (not necessarily Hopf) hypersurface in CP2 or CH2.
Suppose that there is a point p (and hence an open neighborhood of p) where AW 6= αW .
Then there is a positive function β and a unit vector field X ∈ W⊥ such that
AW = αW + βX.
Let Y = ϕX . Then there are smooth functions λ, µ, and ν defined near p such that with
respect to the orthonormal frame (W,X, Y ),
A =

α β 0β λ µ
0 µ ν

 . (17)
Note that if, on the other hand, M is Hopf, then there still exists an orthonormal frame
(W,X, Y ) near any point, such that Y = ϕX and (17) holds with β = 0; however, the choice
of (X, Y ) is only unique up to rotation.
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Using (6), we compute the matrix of the Ricci tensor S with respect to this frame, to
get,
S =

2c+ α(λ+ ν)− β2 νβ −µβνβ 5c+ λ(ν + α)− β2 − µ2 µα
−µβ µα 5c+ ν(λ + α)− µ2

 . (18)
It is easy to check that (16) is satisfied if and only if (R(X, Y ) · S)X and (R(X, Y ) · S)Y are
multiples of W .
Proposition 5. With X, Y, β, µ, ν, and λ defined as above, (R(X, Y )·S)X and (R(X, Y )·S)Y
are multiples of W if and only if
µ(β2ν − α(4c+ λν − µ2)) = 0 (19)
and
β2(µ2 − ν2) = (4c+ λν − µ2)(α(λ− ν)− β2). (20)
This equivalence also holds at a point where AW = αW , where we take X to be any unit
principal vector in W⊥, Y = ϕX, and β = µ = 0.
Proof. The X and Y components of (R(X, Y ) ·S)X must be computed. The Gauss equation
gives the matrix of the curvature operator as
R(X, Y ) =

 0 µβ νβ−µβ 0 λν − µ2 + 4c
−νβ −(λν − µ2 + 4c) 0

 . (21)
From this and matrix of S, the calculation is straightforward. Also, since the calculation
is pointwise, the expressions (18) and (21) and the conclusion are equally valid at a point
where AW = αW , when X is taken to be any unit principal vector in W⊥, Y = ϕX , and
β = µ = 0.
In particular, for a Hopf hypersurface, we have
Theorem 6. A Hopf hypersurface M3 in CP2 or CH2 is pseudo-Ryan if and only if it is
pseudo-Einstein.
Proof. We refer to the pointwise criterion for a Hopf hypersurface to be pseudo-Einstein,
as given in Proposition 2.21 of [8]. Let p be any point of the Hopf hypersurface M and let
X ∈ W⊥ be a unit principal vector at p with corresponding principal curvature λ. Assume
that (16) holds at p. From (20), we have α(4c+ λν)(λ− ν) = 0.
If α = 0, then λν = c by (14), and the pseudo-Einstein criterion is satisfied at p. If α 6= 0
and λ 6= ν at p, then 4c+λν = 0 near p. Using (14), we get−4c = λ+ν
2
α+c so that λ+ν is also
constant. Therefore, λ and ν are constant and a neighborhood of p is a Hopf hypersurface
with constant principal curvatures. However, the well-known classification of such does not
admit this possibility. As seen from Theorem 4.13 of [14], such a hypersurface would have
to be in the Takagi/Montiel list and thus have λν + c = 0. Because of this contradiction, we
conclude that λ = ν at p, and thus the pseudo-Einstein criterion is satisfied there. Since p
was arbitrary, M must be pseudo-Einstein.
Conversely, if M is pseudo-Einstein, then either α = 0 or λ = ν so that the equations in
Proposition 5 are satisfied, and M is pseudo-Ryan.
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In view of our work in the previous section, we see that for Hopf hypersurfaces in CP2
and CH2, the pseudo-Einstein, *-Einstein, and pseudo-Ryan conditions are equivalent. We
now look at non-Hopf hypersurfaces.
First, we improve Proposition 5. Specifically, we deduce that under the conditions of the
proposition, we must have µ = 0.
Proposition 7. In the notation of Proposition 5, (R(X, Y ) · S)X and (R(X, Y ) · S)Y are
multiples of W if and only if µ = 0, and
β2ν2 = −(4c+ λν)(α(λ− ν)− β2).
Proof. Suppose that (19) and (20) hold and µ 6= 0 at some point. Then, in a neighborhood
of this point, we have
β2ν = α(4c+ λν − µ2). (22)
Multiplying (20) by α, we get
αβ2(µ2 − ν2) = α(4c+ λν − µ2)(α(λ− ν)− β2), (23)
which, upon substitution from (22), yields
αβ2(µ2 − ν2) = β2ν(α(λ− ν)− β2), (24)
Cancelling β2 and substituting for β2ν from the first equation, we get 4cα = 0. Therefore
α = ν = 0 and (23) reduces to
β2µ2 = −(4c− µ2)β2, (25)
a contradiction. We conclude that µ must vanish identically. As the converse is trivial, our
proof is complete.
We now turn our attention to the *-Einstein condition. In a neighborhood of a point
where AW 6= αW , using the same orthonormal frame (W,X, ϕX), it is easy to see from (17)
that
(ϕA)2 =

 0 0 0−βν µ2 − λν 0
βµ 0 µ2 − λν

 . (26)
Then, using (10), we see that ρ∗ is locally constant if and only if µ2 − λν is. For a point
where AW = αW , we let X be a unit principal vector in W⊥ (as before) and let Y = ϕX .
Then there are numbers α, λ and ν such that equations (17) and (26) still hold at this point,
but with β = µ = 0.
Although we do not wish to discuss ruled hypersurfaces in depth in this paper, they are
useful for demonstrating the non-equivalence of the pseudo-Ryan and *-Einstein conditions.
To be concise, we define a hypersurface in CPn or CHn to be ruled if
AW⊥ ⊆ spanW. (27)
Geometrically, this means that M is foliated by totally geodesic complex hypersurfaces (i.e.
real codimension 2) which are orthogonal to W .
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Proposition 8. For non-Hopf hypersurfaces M3 in CP2 and CH2, the pseudo-Ryan and
*-Einstein conditions are not equivalent. In fact,
• All ruled hypersurfaces in CP2 and CH2 are *-Einstein;
• No pseudo-Ryan hypersurface in CP2 or CH2 is ruled.
Proof. Clearly, a ruled hypersurface satisfies (ϕA)2 = 0 and hence is *-Einstein by Theorem
2 with ρ∗ = 2(n− 1)(2n+ 1)c. This fact was observed by Hamada [4].
It is also immediate from Corollary 2 that no Hopf hypersurface can be ruled. Therefore,
any ruled hypersurface in CP2 or CH2, must have a point p with a neighborhood in which
the setup introduced at the beginning of this section holds with β 6= 0 and µ = ν = λ = 0.
The equations in Proposition 7 reduce to −4cβ2 = 0, a contradiction. Thus no pseudo-Ryan
hypersurface in CP2 or CH2 is ruled. (It is easy to check that this also holds in CPn and
CHn for n ≥ 3).
We now derive the conditions for a non-Hopf hypersurface to be both pseudo-Ryan and
*-Einstein.
Proposition 9. Let M3 be a non-Hopf hypersurface M3 in CP2 and CH2 that is both pseudo-
Ryan and *-Einstein. Then around any point where AW 6= αW there is either
(i) a neighborhood in which the components of the shape operator (17) with respect to the
standard basis satisfy µ = λ = 0, βν 6= 0, and
β2(ν2 − 4c) = 4cαν, (28)
or (ii) a neighborhood in which µ = 0, σ = −λν is a nonzero constant, and
β2ν2 = (4c− σ)
(
α
(
ν +
σ
ν
)
+ β2
)
. (29)
Proof. Let σ = −λν. Since M is pseudo-Ryan, by Proposition 7 we have µ = 0 and
β2ν2 = −(4c− σ)(α(λ− ν)− β2). (30)
Since M is *-Einstein, (26) shows that σ is locally constant. There are two possibilities:
• If σ = 0 then λ must be identically zero. Otherwise, there is an open set where ν = 0
and αλ− β2 = 0. But this would require that rank A ≤ 1, contradicting a well-known
fact about hypersurfaces (see Proposition 2.14 of [14]). Setting σ = λ = 0 in (30)
yields (28).
• If σ 6= 0, then ν is nonvanishing, and setting λ = −σ/ν in (30) gives (29). Note that
the constant 4c− σ must be nonzero, since σ = 4c in (29) would imply that ν = 0.
Based on the conditions derived in the previous proposition, we can deduce
Proposition 10. If hypersurface M3 is non-Hopf, pseudo-Ryan and *-Einstein, then (in a
neighborhood of a point where AW 6= αW ), we have σ 6= 0 and α, β, λ constant.
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This will be proved in Section 6 below. For CH2, according to Berndt and Diaz-Ramos
[1], this implies that M is one of the Berndt orbits – either the minimal orbit or one of
its equidistant hypersurfaces. However, these hypersurfaces do not satisfy the conditions of
Proposition 7. This can be seen from their principal curvatures which are given explicitly in
Proposition 3.5 of [1]. On the other hand, all hypersurfaces in CP2 with constant principal
curvatures must be Hopf, as shown by Q.M. Wang [18]. Thus, in fact, the kind of hypersur-
face envisioned in Proposition 10 does not exist and we have the following improvement of
Proposition 7:
Theorem 11. In CP2 and CH2 the set of non-Hopf *-Einstein hypersurfaces is disjoint from
the set of non-Hopf pseudo-Ryan hypersurfaces.
The examples we will construct in §6.3 (see Corollary 3) show that the set of non-Hopf
pseudo-Ryan hypersurfaces is non-empty.
5 Constancy of ρ∗
It is well-known that for a Riemannian manifold of dimension greater than 2, if 〈SX, Y 〉 =
ρ 〈X, Y 〉 for all vector fields X and Y , then ρ must necessarily be constant. One can ask
similarly if, in the definition (9) of *-Einstein, the stipulation that ρ∗ be constant is redun-
dant.
When n = 2, (i.e. for hypersurfaces of dimension 3), we find that the condition is not
redundant. In fact, using Theorem 2, (17), and (26), we have the following:
Proposition 12. Every hypersurface in CP2 or CH2 satisfies
〈S∗X, Y 〉 =
ρ∗
2
〈X, Y 〉
for all X and Y in W⊥, with ρ
∗
2
= 4c+ λν − µ2.
In particular, for a Hopf hypersurface, we have ρ
∗
2
= 4c+λν. For a Hopf hypersurface with
α2+4c 6= 0, it follows from (13) that if ρ∗ were constant, then each of the principal curvatures
λ and ν would have to be constant. Thus, we can obtain examples of Hopf hypersurfaces with
nonconstant ρ∗ by constructing examples with non-constant principal curvatures associated
to principal directions in W⊥. These are provided by tubes over holomorphic curves in
CP2 or CH2; in the latter case, α2 + 4c > 0. In both spaces, we can also construct Hopf
hypersurfaces with nonconstant principal curvatures using Theorem 13 below, which allows
us to prescribe the principal curvature along a principal curve perpendicular to the structure
vector.
Remark 4. Our result shows that the constancy of ρ∗ should be added to the hypotheses
of Lemma 3.1 in Hamada’s paper [4].
Before stating the theorem, we will introduce some necessary terminology for Frenet-type
invariants of curves in M˜ = CP2 and CH2, defined in terms of unitary frames.1 A unitary
1The usual (Riemannian) construction for Frenet frames along curves in these spaces, as set forth in
several papers by Maeda and collaborators [11], [12], is not suitable for our purposes, as we prefer to use
frames adapted to the complex structure.
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frame at a point p ∈ M˜ is an orthonormal basis (e1, e2, e3, e4) for TpM˜ such that
e2 = Je1, e4 = Je3. (31)
Definition 1. Let I ⊂ R be an open interval, and γ : I → M˜ a regular unit-speed curve.
We say that γ is a regular framed curve if there exists a unitary frame (T, JT,N, JN) defined
along γ such that γ′ = T and the frame vectors satisfy
T ′ = k0JT + k1N, N
′ = −k1T + τJN. (32)
where the primes indicate covariant derivative with respect to γ′ along γ, and k0, k1 and
τ are smooth functions referred to as the holomorphic curvature, transverse curvature and
torsion respectively of γ.
Theorem 13. Let γ : I →֒ M˜ be a regular real-analytic framed curve with zero torsion, and
transverse curvature given by an analytic function k1(s). For any real number α satisfying
α2+4c 6= 0, there exists a Hopf hypersurface M with Hopf principal curvature α, containing
γ, and for which γ is a principal curve perpendicular to the structure vector field W with
principal curvature k1. Any other Hopf hypersurface with these properties will coincide with
M on an open set containing γ.
This result will be proved in §6.1.
The existence of a regular framed curve with k0, k1 and τ equal to any given smooth
functions can be shown by standard arguments about solutions of linear systems of ordinary
differential equations (cf. Theorem 5.1 in [11]), and these arguments carry over to the real-
analytic category. Thus, we can apply Theorem 13 to produce a Hopf hypersurface with a
zero torsion analytic curve as principal curve, with any given analytic function as principal
curvature along this curve.
6 Proofs using Exterior Differential Systems
Let F be the unitary frame bundle of M˜ = CP2 or CH2, i.e., the bundle whose fiber at a
point p is the set of orthonormal frames (e1, e2, e3, e4) satisfying (31). This is a principal
sub-bundle of the full orthonormal frame bundle, and has structure group U(2). Let ωi and
ωij, for 1 ≤ i, j ≤ 4, denote the pullbacks of the canonical forms and Levi-Civita connection
forms from the full frame bundle. If f = (e1, e2, e3, e4) is any local section of F , then the
pullbacks of the ωi form a dual coframe, i.e.,
ej f
∗ωi = δij . (33)
As well, the connection forms have the property that
∇˜
v
ei = (v f
∗ωji )ej (34)
for any tangent vector v. These forms satisfy the usual structure equations
dωi = −ωij ∧ ω
j, dωij = −ω
i
k ∧ ω
k
j + Φ
i
j ,
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where Φij are the curvature 2-forms. On the unitary frame bundle, the connection forms ω
i
j
satisfy the additional linear relations
ω31 = ω
4
2, ω
3
2 = −ω
4
1.
Thus, the canonical forms ω1, ω2, ω3, ω4 together with the connection forms ω21, ω
4
1, ω
4
2, ω
4
3
form a globally-defined coframe on the 8-dimensional manifold F .
The curvature forms are as follows:
Φ21 = c(4ω
2 ∧ ω1 + 2ω4 ∧ ω3),
Φ43 = c(4ω
4 ∧ ω3 + 2ω2 ∧ ω1),
Φ41 = Φ
2
3 = c(ω
2 ∧ ω3 + ω4 ∧ ω1),
Φ42 = Φ
3
1 = c(ω
3 ∧ ω1 + ω4 ∧ ω2).
For a hypersurface M ⊂ M˜ , we say that a section f : M → F |M is an adapted frame
along M if e4 is normal to M . It follows from (33) that f
∗ω4 = 0, and it follows from (34)
that
f ∗ω4i = hijf
∗ωj, 1 ≤ i, j ≤ 3, (35)
where hij are the components of the shape operator with respect to the tangential moving
frame (e1, e2, e3). Furthermore, if (W,X, Y ) is a local frame along M as constructed in §4,
then we may take e3 = W , e1 = X and e2 = Y , and the entries of H are just the entries of
A from (17) rearranged:
H =

λ µ βµ ν 0
β 0 α

 . (36)
6.1 An initial value problem for Hopf hypersurfaces
From (34) and (36), it follows that an adapted unitary frame along a Hopf hypersurface M
gives a section f : M → F such that f ∗ω4 = 0 and f ∗(ω43 − αω
3) = 0. Thus, the image Σ of
f is a three-dimensional submanifold along which the forms
θ1 = ω
4, θ2 = ω
4
3 − αω
3
pull back to be zero. We let I be the exterior differential system on F generated by these
1-forms (for a given value of the constant α). Then there is a one-to-one correspondence be-
tween Hopf hypersurfaces M equipped with an adapted unitary frame and three-dimensional
integral submanifolds of I satisfying the independence condition ω1 ∧ ω2 ∧ ω3 6= 0.
To complete a set of algebraic generators for the ideal I, we need to compute the exterior
derivatives
dθ1 ≡ −ω
4
1 ∧ ω
1 − ω42 ∧ ω
2,
dθ2 ≡ 2(ω
4
1 ∧ ω
4
2 − cω
1 ∧ ω2) + α(ω42 ∧ ω
1 − ω41 ∧ ω
2)
mod θ1, θ2.
Let Ω1,Ω2 be the 2-forms on the right hand sides of these equations.
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For an exterior differential system, a subspace E of the tangent space at a point in the
underlying manifold is an integral element if all differential forms in the system restrict to
be zero on E. For example, let u ∈ F and let v ∈ TuF be a nonzero vector; then v spans a
1-dimensional integral element if and only if v θ1 = v θ2 = 0.
We define the polar space of a k-dimensional integral element as follows.
Definition 2. Let {e1, · · · , ek} be a basis for an integral element E. The polar space H(E)
of E is the set of all w ∈ TuF such that ψ(w, e1, · · · , ek) = 0 for all (k + 1)-forms ψ ∈ I.
In other words, H(E) contains all possible enlargements of E to an integral element
of one dimension larger (cf. [5], §7.1) For example, the polar space of the span of vector
v ∈ TuF is
H(v) = {θ1, θ2,v Ω1,v Ω2}
⊥ ⊂ TuF, (37)
where the ⊥ sign indicates the subspace annihilated by the 1-forms in braces.
Lemma 14. Let V1u ⊂ TuF be the set of vectors v such that v θ1 = v θ2 = 0 but
v (ω1 ∧ ω2 ∧ ω3) 6= 0. Then dimH(v) = 4 for an open dense subset of V1u.
For v ∈ V1u, we will say that v is characteristic if dimH(v) > 4.
Proof. Because TuF is 8-dimensional, the dimension of H(v) is 8 minus the dimension of
the span of the 1-forms in braces in (37). This in turn depends only on the values of v Ω1
and v Ω2. Suppose that
v


ω41
ω42
ω1
ω2

 =


p
q
a
b

 . (38)
Then (
v Ω1
v Ω2
)
=
[
a b −p −q
−2q + αb 2p− αa 2cb+ αq −(2ca + αp)
]
ω41
ω42
ω1
ω2

 .
Let R be the 2 × 4 matrix on the right-hand side. It is easy to check that R has rank 2
unless
0 = 2(ap+ bq)− α(a2 + b2) = p2 + q2 + c(a2 + b2). (39)
These equations fail to hold simultaneously on an open dense subset of V1u. For vectors in
this set, v Ω1 and v Ω2 are linearly independent combinations of ω
4
1, ω
4
2, ω
1, ω2, and hence
dimH(v) = 4.
Remark 5. It is evident from the equations (39) that when c > 0 the only characteristic
vectors are those for which a = b = p = q = 0, forming a 2-dimensional plane in TuF .
(The same is true if c < 0 and |α| > 2/r.) However, when c < 0 and |α| ≤ 2/r the
set of characteristic vectors is the union of the 2-dimensional plane and a 4-dimensional
submanifold, parametrized by a and b (not both zero) and the values of v ω3 and v ω21.
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As stated above, a Hopf hypersurface with an adapted unitary frame corresponds exactly
to a 3-dimensional integral submanifold Σ ⊂ F along which the independence condition ω1∧
ω2∧ω3 6= 0 holds. However, an adapted framing (e1, . . . , e4) along a given Hopf hypersurface
can always be modified by a rotation e1 7→ cosψ e1 + sinψ e2, e2 7→ − sinψ e1 + cosψ e2 for
an arbitrary angle ψ. Under such changes, the corresponding section of F |M moves along
circle within the fibers of F . On these circles the 1-form ω21 restricts to be nonzero but
the remaining 1-forms ω1, ω2, ω3, ω4, ω41, ω
4
2, ω
4
3 of the standard coframe restrict to be zero.
Vector fields tangent to these circles are Cauchy characteristic vectors for I (see §6.1 in [5]
for more information). In particular, if Σ3 is an integral manifold satisfying ω1∧ω2∧ω3 6= 0,
then Σ is transverse to the Cauchy characteristic circles, and the union of the circles through
Σ is a 4-dimensional integral manifold of I. Thus, M is associated to a unique 4-dimensional
integral submanifold of I satisfying the independence condition
ω1 ∧ ω2 ∧ ω3 ∧ ω21 6= 0. (40)
Proposition 15. Let α be any real number satisfying α2 + 4c 6= 0, and let I be the exterior
differential system on F generated by θ1 and θ2. Let Γ : I →֒ F be a real-analytic curve
such that Γ′(t) ∈ V1Γ(t) for all t ∈ I and Γ
′(t) is never characteristic. Then there exists a
unique real-analytic submanifold Σ3 ⊂ F that contains Γ and is an integral submanifold of
I satisfying the independence condition (40).
Proof. We will apply the Cartan-Ka¨hler Theorem and Cartan’s Test for involutivity. (For
Cartan’s Test, see Theorem 7.4.1 in [5]; for Cartan-Ka¨hler see Theorem III.2.2 in [2].) This
will first require investigating the equations that define the set of 4-dimensional integral
elements of I.
At a point u ∈ F , a 4-dimensional subspace E ⊂ TuF is by definition an integral element
of I if all differential forms in I restrict to be zero on E. (We will consider only those 4-planes
E that satisfy the independence condition (40).) In order that the algebraic generators of I
vanish on E, the restrictions of the 1-forms ω4, ω41, ω
4
2, ω
4
3 to E must satisfy
ω4 = 0, ω43 = αω
3, ω41 = λω
1 + µω2, ω42 = µω
1 + νω2, (41)
for values of λ, µ, ν such that
2(λν − µ2 − c)− α(λ+ ν) = 0. (42)
This equation is obtained by substituting (41) in Ω2.
Using the above equations, it is easy to check that the set of integral 4-planes is a smooth
2-dimensional submanifold of the Grassmannian of 4-dimensional subspaces of TuF except
at points where λ = ν = α/2 and µ = 0. In that case (42) implies that α2 + 4c = 0.
Thus, our assumption about α guarantees that the set of integral 4-planes satisfying the
independence condition is a smooth submanifold. Since the Grassmannian has dimension
16, the submanifold has codimension 14.
Let u = Γ(t) for an arbitrary t. Because v = Γ′(t) is non-characteristic and I has no
algebraic generators of degree higher than two, E = H(v) is the unique integral 4-plane
containing Γ′(t).
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Cartan’s Test for involutivity can be formulated in terms of the codimensions of the
polar spaces for a flag of integral elements terminating in E. To this end, let E0 = {0},
E1 = {v}, let E2 ⊂ E3 be any 2- and 3-dimensional integral elements contained in E, and
let ck denote the codimension of H(Ek) for k = 0, . . . 3. Then c0 = 2 (because there are
only two 1-forms in the ideal), c1 = 4 as computed above, and c2 = c3 = 4 because I has
no additional algebraic generators. Then, because c0 + c1 + c2 + c3 = 14 coincides with the
codimension of the set of integral 4-planes, I is involutive and in particular the members of
the flag are Ka¨hler-regular integral elements. Successive applications of the Cartan-Ka¨hler
Theorem give the existence and uniqueness of Σ containing Γ.
Note that the image under π : F → M˜ of the four-dimensional integral manifold con-
structed in Theorem 15 is a three-dimensional Hopf hypersurface. In the remainder of this
section we will solve a geometric initial value problem for such hypersurfaces.
Proof of Theorem 13. Let Γ : I → F be the lift of γ provided by the Frenet frame vectors
satisfying (32), with e1 = T , e2 = JT , e4 = N and e3 = −JN . We will first show that Γ
satisfies the conditions of Proposition 15.
Because the frame vectors e2, e3, e4 are orthogonal to γ
′, we have Γ∗ω2 = Γ∗ω3 = Γ∗ω4 =
0. Next, the Frenet equations (32) imply that
Γ∗ω41 = κ1 ds, Γ
∗ω42 = Γ
∗ω43 = 0 (43)
(Here, s is an arclength coordinate along γ.) In particular, Γ is an integral curve of the
1-forms θ1 = ω
4 and θ2 = ω
4
3 − αω
3. If we set v = Γ′(s) in (38) then a = 1, b = 0,
p = κ1, q = 0, and the characteristic equations (39) take the form 0 = 2κ1 − α = κ
2
1 + c,
which cannot simultaneously hold because of our assumption that α2 + 4c 6= 0. Thus, Γ is
not characteristic, and by Proposition 15 there exists a unique integral manifold Σ4 passing
through Γ. Then M = π(Σ) is a Hopf hypersurface containing γ. Because Γ∗ω3 = 0, γ is
tangent to the holomorphic distribution on M . Moreover, (43) shows that ∇˜e1e4 = −κ1e1
along γ, and thus γ is a principal curve in M with principal curvature κ1,
Conversely, suppose M is a Hopf hypersurface containing γ, in which γ is tangent to the
holomorphic distribution. Then there exists a unitary frame along M , in an open neigh-
borhood of γ, such that e1 is tangent to γ and e3 is the structure vector. Moreover, if γ is
principal in M , then ∇˜γ′e4 must be a multiple of e1. Thus, the covariant derivatives of the
frame vectors with respect to γ′ satisfy the Frenet equations with τ = 0. Hence, the unitary
frame constructed along M , when viewed as a submanifold of F , passes through the curve
Γ constructed above, and M must be the image of the unique integral manifold Σ4 through
Γ.
6.2 Non-Hopf hypersurfaces
In this section we will investigate the two possible kinds of shape operator, given by Propo-
sition 9, for non-Hopf hypersurfaces in M˜ = CP2 or CH2 that are both *-Einstein and
pseudo-Ryan. The two lemmas given in this section will prove Proposition 10. For a more
detailed explanation of the method of proof used here, see §6 of [7].
Lemma 16. There are no hypersurfaces in M˜ that satisfy condition (i) in Proposition 9.
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Proof. Using (35) and (36), we see that adapted frames along such a hypersurface correspond
to integral 3-manifolds of the Pfaffian system I generated differentially by the 1-forms
θ0 = ω
4, θ1 = ω
4
1 − βω
3, θ2 = ω
4
2 − νω
2, θ3 = ω
4
3 − βω
1 − αω3.
We define this exterior differential system on F × R2, with β, ν used as coordinates on the
second factor, and α given in terms of these by solving (28):
α =
β2(ν2 − 4c)
4cν
.
We restrict to the open subset on which β and ν are both nonzero, and take the usual
independence condition.
We compute the exterior derivatives of these generator 1-forms modulo themselves. As
usual, dθ0 ≡ 0 modulo θ0, . . . , θ3, while
d


θ1
θ2
θ3 +
β
ν
θ1

 ≡ −


0 π1 π2
π1 π3 −(β/ν)π1
π2 0
β
4cν2
(2ν(ν2 − 2c)π2 + β(ν
2 + 4c)π3)

 ∧

ω1ω2
ω3

 mod θ0, . . . , θ3,
(44)
where
π1 = −ν ω
2
1 + 2βν ω
1 − (β2 + c)ω3,
π2 = dβ −
β2(ν2 + 4c) + 8c2
4c
ω2,
π3 = dν +
ν(β2ν2(ν2 − 2c) + 8c2(4ν2 − 3c))
2cβ(ν2 + 4c)
ω2.
In this computation, we further restrict to the open subset where ν2 + 4c 6= 0. (For any
solution, this condition will either hold on an open subset, or ν will be locally constant; we
will consider the latter possibility below.)
Inspecting the generator 2-forms given by (44) shows that, on any solution, π2 will be a
multiple of ω3, π1 will be a multiple of ω
2, and π3 will be a multiple of ω
1 − (β/ν)ω3, and
furthermore each of these multiples determines the others. More precisely, there will be a
function ρ such that the following 1-forms vanish:
θ4 = π1 − ρ ω
2,
θ5 = π2 −
ρβ2(ν2 + 4c)
4cν2
ω3,
θ6 = π3 − ρ(ω
1 − (β/ν)ω3).
To solve for this function, we add ρ as a new coordinate, and define the 1-forms θ4, θ5, θ6 on
the open subset of F × R3 where the nonzero conditions on β, ν hold. The Pfaffian system
generated by θ0, . . . , θ6 is the prolongation of I.
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We compute the exterior derivatives of the new 1-forms of the prolongation. In particular,
we find
dθ4 ∧ ω
2 ≡ ρ
(β2ν2 − 4c2)
2cν
ω1 ∧ ω2 ∧ ω3,
dθ6 ∧ (ω
1 − (β/ν)ω3) ≡ ρ
β2ν4(8c− ν2) + 8c2(3ν4 + 42cν2 − 32c2)
8c2ν(ν2 + 4c)
ω1 ∧ ω2 ∧ ω3
modulo θ0, . . . , θ6. Because of our independence condition, at any point of M either ρ
vanishes or both polynomials in β and ν in the numerators on the right-hand side vanish;
moreover, one alternative or the other must hold on an open subset of M . Note that in the
latter case β and ν must be locally constant.
Consider first the case where ρ vanishes identically on an open subset. Then the 1-forms
π1, π2, π3 all vanish, as do their exterior derivatives. We compute
ω3 ∧ dπ1 ≡ −
ν
2c
[
β2(ν2 − 2c) + 2c2
]
ω1 ∧ ω2 ∧ ω3,
dπ2 ≡
β2 + c
4cν
[
β2(ν2 + 4c) + 8c2
]
ω1 ∧ ω3
modulo θ0, . . . , θ3, π1, π2, π3. The vanishing of the expressions on the right of both equations
implies that β2 + c = ν2 − 4c = 0, which is impossible.
Thus we may work in a small open set where ρ 6= 0 and so β, ν, and α are constant. We
restrict I to a submanifold where β and ν are nonzero constants and compute
d
(
θ3 +
β
ν
θ1
)
≡ −
β2(ν2 + 4c) + 8c2
4c
ω1 ∧ ω2 + β
β2(ν2 − 2c) + 2c2 − 6cν2
2cν
ω2 ∧ ω3
modulo θ0, . . . , θ3. It is easy to check that the numerators of the terms on the right cannot
simultaneously vanish. This is a contradiction.
Lemma 17. Any hypersurface in M˜ that satisfies condition (ii) in Proposition 9 must have
α, β, λ locally constant.
Proof. Let U ⊂ F ×R3 be the open subset where the coordinates α, β, ν on the second factor
satisfy β 6= 0 and ν 6= 0. On U , let I be the Pfaffian system generated by the 1-forms
θ0 = ω
4, θ1 = ω
4
1 + (σ/ν)ω
1 − βω3, θ2 = ω
4
2 − νω
2, θ3 = ω
4
3 − βω
1 − αω3,
for a nonzero constant σ. Then an adapted framing along a hypersurface M satisfying
condition (ii), for the given σ, generates an integral submanifold Σ3 of I. Moreover, Σ will
lie inside the submanifold V ⊂ U determined by imposing (29) on the coordinates.
We will first examine the structure equations of I on U , later passing to the restriction
of I to V. We assume that ν2 + 4c 6= 0 and ν2 + σ 6= 0 on an open subset of Σ; we will
address the case where ν is locally constant later. (Note that ν2 + σ cannot vanish on V ,
since substituting ν2 = −σ in (29) implies that β = 0.)
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The exterior derivatives of the generators of I satisfy dθ0 ≡ 0 and
d

θ1θ2
θ3

 ≡ −


σ
ν2
π1 −
ν2 + σ
βν
π2 π3
−
ν2 + σ
βν
π2 π1 π2
π3 π2 π4

 ∧

ω1ω2
ω3

 mod θ0, . . . , θ3, (45)
where
π1 = dν −
β2ν(ν2 − 2σ) + (ν2 + σ)((c− Z)ν + σ(ν − α))
σβ
ω2,
π2 = βω
2
1 +
(β2 − c− Z)ν + σ(ν − α)
ν
ω1 + Z
βν
ν2 + σ
ω3,
π3 = dβ − (β
2 + αν + c+ σ + Z)ω2,
π4 = dα+
(
β(3ν − α) + Z
βν
ν2 + σ
)
ω2
and
Z =
4cβ2(ν4 + 4(c− σ)ν2 − 4cσ + σ2)
(ν2 + σ)(ν2 + 4c)(4c− σ)
+
(c+ σ)ν4 + (4c2 + 20cσ + σ2)ν2 + 3cσ(σ − 4c)
ν2(ν2 + 4c)
.
The structure equations (45) show that there is a 4-parameter family of 3-dimensional integral
elements (satisfying the independence condition) at every point of U . However, we will only
consider those integral elements that are tangent to V .
When restricted to V , the 1-forms π1, . . . , π4 are no longer linearly independent. In fact,
they satisfy a homogeneous linear relation
(Pπ1 +Qπ3 +Rπ4)|V= 0, (46)
where
P =
β2(ν4 + (4c+ 2σ)ν2 + σ2 − 4cσ)
ν(ν2 + σ)
, Q = 2β(ν2 + σ − 4c), R =
(σ − 4c)(ν2 + σ)
ν
.
(The value of Z is chosen so as to make the right-hand side of (46) equal to zero.)
Because the pullbacks of the 2-forms in (45) to Σ ⊂ V must vanish, and the restrictions
of the πi to V satisfy (46), the pullbacks of the πi to Σ are determined up to multiple. That
is, there exists a function ρ on Σ such that the pullbacks of these forms to Σ satisfy
π1 = ρ
ν2
σ
(
ω3 −
ν2 + σ
βν
ω1
)
, (47)
π2 = ρ
ν2
σ
ω2, (48)
π3 = ρ(ω
1 + Sω3), (49)
π4 = ρ(Sω
1 + Tω3), (50)
20
where S, T are determined by substitution in (46), i.e.,
−
ν(ν2 + σ)
σβ
P +Q+RS = 0,
ν2
σ
+QS +RT = 0.
Note that, from now on, we will be working on V , taking α to be given by solving (29), i.e.,
α =
β2ν(ν2 + σ − 4c)
(4c− σ)(ν2 + σ)
. (51)
Differentiating both sides of (47) and wedging with ω3−
ν2 + σ
βν
ω1 yields the integrability
condition
[ν4(ν4 + (2σ − 8c)ν2 − σ2)β2
− (σ + ν2)(4c− σ)
(
(σ + 6c)ν4 + (84c2 − 7cσ − σ2)ν2 − 64c3 + 28σc2 − 3cσ2
)
]ρ = 0.
Similarly, differentiating both sides of (48) and wedging with ω2 yields the integrability
condition
[4ν2
(
ν6 + (4c− σ)ν4 + (8cσ − 3σ2)ν2 − 4σ2c+ σ3
)
β2
− (σ + ν2)(4c− σ)
(
(9σ + 4c)ν4 + (16c2 + 92cσ − 14σ2)ν2 + 16σ2c + σ3 − 80σc2
)
]ρ = 0.
Thus, either ρ = 0 on an open set in Σ, or ν is locally constant.
Suppose ρ = 0. Then the 1-forms π1, . . . , π4 vanish on Σ, and we may derive addi-
tional integrability conditions as follows. By computing dπ1 and dπ3 modulo θ0, . . . , θ3 and
π1, . . . , π4, we obtain
[ν4
(
2ν2 − 4c− σ
)
β2 +
(
σ + ν2
)
(4c− σ)
(
(σ + 16c)ν2 − 12c2 + 3cσ
)
]W = 0, (52)
[(4c− σ)(σ + ν2)
(
2(σ + c)ν4 + (σ2 + 24cσ + 8c2)ν2 + 3cσ2 − 12c2σ
)
(53)
+ν4
(
ν4 + 8cν2 − σ2 − 12cσ + 16c2
)
β2]W = 0,
where
W = 4ν2
(
ν4 + 4(c− σ)ν2 + σ2 − 4cσ
)
β2+(4c−σ)(ν2+σ)
(
ν4 + (4c+ 16σ)ν2 − 12cσ − σ2
)
.
Thus, either the polynomial W vanishes, or else both polynomials in square brackets in
(52),(53) vanish. In the latter case, taking resultants with respect to β shows that ν must be
locally constant. If W vanishes on an open set, then solving for β and differentiating W = 0
modulo the θi and πj yields another polynomial in ν which must vanish. Thus, again we
conclude that ν must be locally constant.
Finally we reconsider the original system I restricted to a submanifold of V on which ν
is equal to a nonzero constant, and hence dν = 0. Differentiating the 1-forms of I reveals
an additional integrability condition, as follows. We compute that
d
(
θ1 +
ν2 + σ
βν
θ3
)
∧
(
ν2 + σ
βν
ω1 −
2ν2 + σ − 4c
σ − 4c
ω3
)
=
ν4 (−2ν2 + σ + 4c)β2 + (σ − 4c)(ν2 + σ) (σν2 + 3cσ − 12c2 + 16cν2)
βν(σ − 4c)2
ω1 ∧ ω2 ∧ ω3.
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The polynomial in the numerator on the left must vanish. Because this cannot happen if the
coefficient of β2 also vanishes, we conclude that β is locally constant on solutions. It follows
that α, given by (51), and λ = −σ/ν are also locally constant.
We note that, by doing further computations with this exterior differential system, one
can show that no solutions with β and ν both constant exist.
6.3 Non-Hopf examples with restricted shape operator
We now construct an interesting class of non-Hopf hypersurfaces M in CP2 and CH2, ob-
tained by solving a certain underdetermined system of ordinary differential equations. In
particular, this will show the existence of non-Hopf pseudo-Ryan hypersurfaces (see Theorem
11 and Corollary 3).
Let M be a hypersurface in CHn or CPn, with structure vector field W . At each p ∈M
we define the subspace Hp ⊂ TpM as the smallest subspace that contains W and is invariant
under the shape operator A. ThenM is Hopf if an only ifHp is one-dimensional at each point.
In what follows, we restrict to the case n = 2, and consider those hypersurfaces M where H
is a smooth two-dimensional distribution on M . This means that we can locally construct
an adapted orthonormal frame (W,X, ϕX) with respect to which the shape operator has the
form
A =

α β 0β λ 0
0 0 ν

 , (54)
and H is spanned by W and X at each point. Note that Y = ϕX is thus a principal vector.
Our next result shows that it is relatively easy to generate examples of such hypersurfaces.
Theorem 18. Let α(t), β(t), λ(t), ν(t) be analytic functions on an open interval I ⊂ R
satisfying the underdetermined ODE system
α′ = β(α + λ− 3ν),
β ′ = β2 + λ2 − 2λν + αν + c,
λ′ =
(
(2λ+ ν)β2 + (ν − λ)(αλ− λ2 + c)
β
)
,
(55)
with β(t) nowhere zero. Let γ(t) be a unit-speed analytic framed curve in M˜ , defined for
t ∈ I, with transverse curvature ν(t) and zero holomorphic curvature and zero torsion. Then
there exists a non-Hopf hypersurface M3 such that
(i) the distribution H is rank 2 and integrable;
(ii) M has a globally defined frame (W,X, ϕX) with respect to which the shape operator
has the form (54), such that α, β, λ and ν are constant along the leaves of H, and
(iii) M contains γ as a principal curve to which the vector field Y = ϕX is tangent,
and along which the components of A restrict to coincide with the given solution of the ODE
system.
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Proof. On F × R4, with α, β, λ, ν as coordinates on the second factor, define the 1-forms
θ0 = ω
4, θ1 = ω
4
1 − λω
1 − βω3, θ2 = ω
4
2 − νω
2, θ3 = ω
4
3 − βω
1 − αω3,
where the ωi and ωij are pulled back to the product manifold via projection to the first factor.
(We will restrict to the open subset of F ×R4 where β 6= 0.) Then a non-Hopf hypersurface
M equipped with an orthonormal frame with respect to which the shape operator has the
form (54) can be lifted to a three-dimensional integral manifold f(M) of these 1-forms, by
letting e1 = X , e2 = Y , e3 = W , e4 = ξ, and letting the coordinates α, β, λ, ν take the values
of the corresponding components of A. (Note that this integral manifold also satisfies the
usual independence condition ω1 ∧ ω2 ∧ ω3 6= 0.) In what follows, we will derive necessary
conditions that this integral manifold must satisfy, if M is to satisfy the conditions (i) and
(ii) of the theorem.
If H is integrable then f ∗(dω2 ∧ ω2) = 0. We compute
dω2 ∧ ω2 ≡ (−ω21 + λω
3) ∧ ω1 ∧ ω2 mod θ0, θ1, θ2, θ3.
If ν is constant along the integral surfaces of H, then f ∗(dν ∧ ω2) = 0. We compute
dθ2 ≡ (ν − λ)ω
2
1 ∧ ω
1 − βω21 ∧ ω
3 + (β2 − λ(α− ν)− c)ω1 ∧ ω3 mod θ0, . . . , θ3, dν ∧ ω
2.
So, the last two conditions imply that f(M) is also an integral of the 1-form
θ4 = ω
2
1 − λω
3 −
(
β2 + λ2 − αλ− c
β
)
ω1,
Now we compute
dθ3 ≡ ω
1 ∧ (dβ− (β2+ λ2− 2λν +αν + c)ω2) +ω3 ∧ (dα− β(α+ λ− 3ν)ω2) mod θ0, . . . , θ4.
Thus, the condition that α, β have nonzero derivatives only in the Y -direction implies that
f(M) is also an integral of the 1-forms
θ5 = dα− β(α+ λ− 3ν)ω
2, θ6 = dβ − (β
2 + λ2 − 2λν + αν + c)ω2.
Similarly, computing dθ1 modulo θ0, . . . , θ6, and using the condition that λ has a nonzero
derivative only in the Y -direction shows that f(M) is also an integral of
θ7 = dλ−
(
(2λ+ ν)β2 + (ν − λ)(αλ− λ2 + c)
β
)
ω2.
In order to encode the condition that f ∗(dν ∧ ω2) = 0, we introduce a new coordinate p
and define the 1-form
θ8 = dν − pω
2.
This, and the previous 1-forms θi, are taken to be defined on the open set in F × R
5 where
β 6= 0. The framed hypersurfaces satisfying the conditions in the theorem are in one-to-
one correspondence with integral manifolds (satisfying the independence condition) of the
Pfaffian system I defined by θ0, . . . , θ8.
23
It is now easy to verify that this exterior differential system is involutive, with its only
nonzero Cartan character being s1 = 1. Moreover, the Cartan-Kahler Theorem implies that
integral manifolds exists that pass through any non-characteristic 1-dimensional integral
manifold of I. In particular, any integral curve Γ along which ω1 = ω3 = 0 but ω2 6= 0 is
non-characteristic. We will now show how such a curve corresponds exactly to a curve γ in
M˜ satisfying the conditions in Theorem 18.
Given γ, equipped with a unitary frame satisfying the Frenet equations (32), we construct
a lift γ̂ into F by setting e2 = T , e1 = −JT , e4 = N , e3 = −JN . It follows that ω
1, ω3, ω4
and ω41 = −ω
3
2 pull back to be zero along γ̂, and ω
2
1, ω
4
2 and ω
3
4 pull back to be multiples of
ω2 that respectively are the holomorphic curvature, transverse curvature and torsion of γ.
Thus, if γ has zero holomorphic curvature then γ̂ is an integral curve of ω21. We further lift
the curve into F × R5 by setting α, β, λ, ν equal to the values given by the solution to the
ODE system, and p equal to dν/dt. Then it is easy to check that the lifted curve Γ is an
integral curve of θ0, . . . , θ8.
Corollary 3. Let α(t), β(t), λ(t), ν(t) be analytic solutions defined for t ∈ I of the system
(55), such that β is nowhere zero and
β2ν2 + (4c+ λν)(α(λ− ν)− β2) = 0.
Then the hypersurface M constructed by the previous theorem is a non-Hopf pseudo-Ryan
hypersurface.
Similarly, we can use the above theorem, together with solutions to the ODE systems,
to construct non-Hopf hypersurfaces satisfying µ = 0 and any given algebraic condition
involving α, β, λ and ν.
6.4 Non-Hopf hypersurfaces with constant principal curvatures
Theorem 18 provides a new construction for the non-Hopf hypersufaces in CH2 with constant
principal curvatures. These have been classified by Berndt and Diaz-Ramos [1], who showed
that such hypersurfaces must be open subsets of homogeneous hypersurfaces. Thus, they
belong to a 1-parameter family of orbits under the action of a certain 3-dimensional group
of isometries of CH2. One member of the family is a minimal hypersurface and the others
are its equidistant hypersurfaces.
In Theorem 18, we take ν to be any constant in the range −1/r < ν < 1/r and solve
(55) for a constant solution. (In fact, a constant solution is possible only when ν lies in this
range.) The shape operator can be written with respect to the frame (W,X, ϕX), used in
§4, as
A =
1
r

3u− u3 v 0v u3 0
0 0 u

 (56)
where u = rν and v = (1− u2)
3
2 . The principal curvatures are ν and
3
2
ν ±
1
r
√
1−
3
4
r2ν2.
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On setting r = 2, we see that our result is consistent with Proposition 3.5 of [1].
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